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Preface

Over the years, many successful attempts have been
made to describe the art and science of crystal growth,
and many review articles, monographs, symposium vol-
umes, and handbooks have been published to present
comprehensive reviews of the advances made in this
field. These publications are testament to the grow-
ing interest in both bulk and thin-film crystals because
of their electronic, optical, mechanical, microstructural,
and other properties, and their diverse scientific and
technological applications. Indeed, most modern ad-
vances in semiconductor and optical devices would
not have been possible without the development of
many elemental, binary, ternary, and other compound
crystals of varying properties and large sizes. The
literature devoted to basic understanding of growth
mechanisms, defect formation, and growth processes
as well as the design of growth systems is therefore
vast.

The objective of this Springer Handbook is to
present the state of the art of selected topical ar-
eas of both bulk and thin-film crystal growth. Our
goal is to make readers understand the basics of the
commonly employed growth processes, materials pro-
duced, and defects generated. To accomplish this, we
have selected more than 50 leading scientists, re-
searchers, and engineers, and their many collaborators
from 22 different countries, to write chapters on the
topics of their expertise. These authors have written
52 chapters on the fundamentals of crystal growth and
defect formation; bulk growth from the melt, solu-
tion, and vapor; epitaxial growth; modeling of growth
processes and defects; and techniques of defect char-
acterization, as well as some contemporary special
topics.

This Springer Handbook is divided into seven parts.
Part A presents the fundamentals: an overview of the
growth and characterization techniques, followed by
the state of the art of nucleation at surfaces, morphol-
ogy of crystals grown from solutions, nucleation of
dislocation during growth, and defect formation and
morphology.

Part B is devoted to bulk growth from the melt,
a method critical to producing large-size crystals. The

chapters in this part describe the well-known processes
such as Czochralski, Kyropoulos, Bridgman, and float-
ing zone, and focus specifically on recent advances in
improving these methodologies such as application of
magnetic fields, orientation of the growth axis, intro-
duction of a pedestal, and shaped growth. They also
cover a wide range of materials from silicon and III–V
compounds to oxides and fluorides.

The third part, Part C of the book, focuses on so-
lution growth. The various aspects of hydrothermal
growth are discussed in two chapters, while three other
chapters present an overview of the nonlinear and laser
crystals, KTP and KDP. The knowledge on the effect of
gravity on solution growth is presented through a com-
parison of growth on Earth versus in a microgravity
environment.

The topic of Part D is vapor growth. In addition
to presenting an overview of vapor growth, this part
also provides details on vapor growth of silicon carbide,
gallium nitride, aluminum nitride, and organic semi-
conductors. This is followed by chapters on epitaxial
growth and thin films in Part E. The topics range from
chemical vapor deposition to liquid-phase epitaxy to
pulsed laser and pulsed electron deposition.

Modeling of both growth processes and defect
formation is presented in Part F. These chapters
demonstrate the direct correlation between the process
parameters and quality of the crystal produced, includ-
ing the formation of defects. The subsequent Part G
presents the techniques that have been developed for
crystalline material characterization and analysis. The
chapters in Parts F and G demonstrate how well pre-
dictive tools and analytical techniques have helped
the design and control of growth processes for better-
quality crystals of large sizes.

The final Part H is devoted to some selected con-
temporary topics in this field, such as protein crystal
growth, crystallization from gels, in situ structural
studies, growth of single-crystal scintillation materials,
photovoltaic materials, and wire-saw slicing of large
crystals to produce wafers.

We hope this Springer Handbook will be useful to
graduate students studying crystal growth and to re-
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searchers, scientists, and engineers from academia and
industry who are conducting or intend to conduct re-
search in this field as well as those who grow crystals.

We would like to express our sincere thanks to
Dr. Claus Acheron and Dr. Werner Skolaut of Springer
and Ms Anne Strohbach of le-tex for their extraordinary
efforts without which this handbook would not have
taken its final shape.

We thank our authors for writing comprehensive
chapters and having patience with us during the publi-
cation of this Handbook. One of the editors (GD) would

like to thank his family members and Dr. Kedar Gupta
(CEO of ARC Energy) for their generous support and
encouragement during the entire course of editing this
handbook. Acknowledgements are also due to Peter
Rudolf, David Bliss, Ishwara Bhat, and Partha Dutta for
their help in editing Parts A, B, E, and H, respectively.

Nashua, New Hampshire, April 2010 G. Dhanaraj
Mysore, India K. Byrappa
Denton, Texas V. Prasad
Stony Brook, New York M. Dudley
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Govindhan Dhanaraj, Kullaiah Byrappa, Vishwanath (Vish) Prasad, Michael Dudley

A brief overview of crystal growth techniques
and crystal analysis and characterization meth-
ods is presented here. This is a prelude to the
details in subsequent chapters on fundamentals
of growth phenomena, details of growth pro-
cesses, types of defects, mechanisms of defect
formation and distribution, and modeling and
characterization tools that are being employed to
study as-grown crystals and bring about process
improvements for better-quality and large-size
crystals.
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1.1 Historical Developments

Crystals are the unacknowledged pillars of the world
of modern technology. They have attracted human civ-
ilization from prehistoric times owing to their beauty
and rarity, but their large-scale applications for de-
vices have been realized only in the last six decades.
For a long time, crystal growth has been one of the
most fascinating areas of research. Although systematic
understanding of the subject of crystal growth began
during the last quarter of the 19th century with Gibbs’
phase equilibrium concept based on a thermodynamical
treatment, man practiced crystal growth and or crys-
tallization processes as early as 1500 BC in the form
of salt and sugar crystallization. Thus, crystal growth
can be treated as an ancient scientific activity. However,
the scientific approach to the field of crystal growth
started in 1611 when Kepler correlated crystal morphol-
ogy and structure, followed by Nicolous Steno, who
explained the origin of a variety of external forms.
Since then crystal growth has evolved steadily to at-
tain its present status. Several theories were proposed
from the 1920s onwards. The current impetus in crys-

tal growth started during World War II. Prior to that,
applications of crystals and crystal growth technology
did not catch the attention of technologists. The growth
of small or fine crystals in the early days, which in-
volved uncontrolled or poorly controlled crystal growth
parameters without much sophistication in instrumen-
tation or crystal growth equipment, slowly led to the
growth of large bulk crystals during World War II. With
advancement in instrumentation technology, the atten-
tion of crystal growers focused on the quality of the
grown crystals and understanding of their formation.
Also, tailoring of crystal shape or morphology, size, and
properties plays a key role in crystal growth science. In
this context it is appropriate to mention nanocrystals,
which exhibit desirable physicochemical characteris-
tics. Similarly, the growth of thin films has emerged as a
fascinating technology. Further crystal growth research
is being carried out in microgravity or space conditions.
There are various methods of evaluating the quality of
grown crystals. Thus the growth of crystals with tai-
lored physics and chemistry, characterization of crystals
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4 Part A Fundamentals of Crystal Growth and Defect Formation

with more advanced instrumentation, and their conver-
sion into useful devices play vital roles in science and
technology [1.1, 2].

Crystal growth is a highly interdisciplinary subject
that demands the collaboration of physicists, chemists,
biologists, engineers, crystallographers, process engi-
neers, materials scientists, and materials engineers. The
significance of the beauty and rarity of crystals is now
well knitted with their symmetry, molecular structure,
and purity, and the physicochemical environment of
their formation. These characteristics endow crystals
with unique physical and chemical properties, which
have transformed electronic industries for the benefit of
human society. Prior to commercial growth or produc-
tion of crystals, man depended only on the availability
of natural crystals for both jewelery and devices. Today
the list of uses of artificially grown crystals is grow-
ing exponentially for a variety of applications, such
as electronics, electrooptics, crystal bubble memories,
spintronics, magnetic devices, optics, nonlinear devices,
oscillators, polarizers, transducers, radiation detectors,
lasers, etc. Besides inorganic crystal growth, the world
of organic, semiorganic, biological crystal growth is ex-
panding greatly to make crystal growth activity more
cost-effective. Today, the quality, purity, and defect-free
nature of crystals is a prerequisite for their technolog-
ical application. A reader can get useful information

on the history of crystal growth from the works of
Scheel [1.3, 4].

Crystal growth is basically a process of arranging
atoms, ions, molecules or molecular assemblies into
regular three-dimensional periodic arrays. However,
real crystals are never perfect, mainly due to the pres-
ence of different kinds of local disorder and long-range
imperfections such as dislocations. Moreover, they are
often polycrystalline in nature. Hence, the ultimate aim
of a crystal grower is to produce perfect single crystals
of desired shape and size, and to characterize them in or-
der to understand their purity and quality and perfection
for end users. Accordingly, crystal growth techniques
and characterization tools have advanced greatly in
recent years. This has facilitated the growth and charac-
terization of a large variety of technologically important
single crystals. Crystal growth can be treated as an
important branch of materials science leading to the
formation of technologically important materials of dif-
ferent sizes. Hence, it covers crystals from bulk to small
and even to fine, ultrafine, and nanoscale sizes. In this
respect, crystal growth has a close relationship with
crystal engineering, and also polyscale crystal growth
is relevant. This concept becomes even more relevant
with progress achieved in nanotechnology, wherein the
size effect explains changes in the physical properties
of crystalline materials with size.

1.2 Theories of Crystal Growth

Growth of single crystals can be regarded as a phase
transformation into the solid state from the solid, li-
quid or vapor state. Solid–solid phase transformations
are rarely employed to grow single crystals, except for
certain metals and metal alloys, whereas liquid to solid
and vapor to solid transformations are most important
in crystal growth and have resulted in a great variety of
experimental techniques. When a crystal is in dynamic
equilibrium with its mother phase, the free energy is
at a minimum and no growth can occur. This equilib-
rium has to be disturbed suitably for growth to occur.
This may be done by an appropriate change in temper-
ature, pressure, pH, chemical potential, electrochemical
potential, strain, etc. The three basic steps involved in
the formation of a crystal from an initially disordered
phase are:

1. Achievement of supersaturation or supercooling
2. Nucleation

3. Growth of the nuclei into single crystals of distinct
phases

The driving force for crystallization actually de-
rives from supersaturation, supercooling of liquid or
gas phase with respect to the component whose
growth is required. Therefore steady-state supersatura-
tion/supercooling needs to be maintained during crystal
growth to obtain higher-quality results. Nucleation or
crystallization centers are an important feature of crys-
tal growth. Nucleation may occur either spontaneously
due to the conditions prevailing in the parent phase
or it may be induced artificially. Therefore, the study
of nucleation forms an integral part of crystal growth
process. Several theories to explain nucleation have
been proposed from time to time. Perhaps Gibbs was
the first to comprehend that the formation of small
embryonic clusters of some critical size is a prerequi-
site for the development of a macroscopic crystal. The
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Crystal Growth Techniques and Characterization: An Overview 1.2 Theories of Crystal Growth 5

Gibbs–Thomson equation is fundamental for nucleation
events [1.5], expressed for a cluster inside a supercooled
phase under equilibrium conditions inside a supersatu-
rated/supercooled phase as

kBT ln

(
p

p∗

)
= 2σV

r
, (1.1)

where r is the radius of the cluster formed inside a va-
por at temperature T , kB is the Boltzmann constant, p is
the vapor pressure outside the cluster, p∗ is the saturated
vapor pressure over a plane liquid surface, σ is the sur-
face energy per unit area, and V is the volume of the
growth units.

For nucleation from solution,

kBT ln
( c

c∗
)

= 2σV

r
. (1.2)

Here, c is the actual concentration and c∗ is the concen-
tration of the solution with a crystal of infinite radius.
The condition for nucleation from the melt is

ΔHm

(
Tm − Tr

Tm

)
= 2σV

r
. (1.3)

Here, Tr is the melting point of a crystal of radius r and
Tm is the melting point of a large crystal. ΔHm is the
latent heat of fusion per molecule.

The Gibbs–Thomson equation, which gives the free
energy change per unit volume for solution growth, is
given by

ΔGv = 2σ

r
= −kBT ln

( c

c∗
)

= −kB

V
ln S , (1.4)

where S is the degree of supersaturation and V is the
molecular volume.

There are several theories to explain crystal growth,
involving the mechanism and the rate of growth of
crystals. The important crystal growth theories are the
surface energy theory, diffusion theory, adsorption layer
theory, and screw dislocation theory. Gibbs proposed
the first theory of crystal growth, in which he assumed
growth of crystals to be analogous to the growth of a wa-
ter droplet from mist. Later Kossel and others explained
the role of step and kink sites on the growth surface in
promoting the growth process [1.6].

1.2.1 Surface Energy Theory

The surface energy theory is based on the thermody-
namic treatment of equilibrium states put forward by
Gibbs. He pointed out that the growing surface would
assume that shape for which the surface energy is low-
est. Many researchers later applied this idea. Curie [1.7]

worked out the shapes and morphologies of crystals in
equilibrium with solution or vapor. Later, Wulff [1.8]
deduced expressions for the growth rate at different
faces and the surface free energies. According to him,
the equilibrium is such that excess surface free energy
σhkldAhkl is minimum for crystal with its {hkl} faces
exposed. The value of σhkl determines the shape of
a small crystal; for example, if σ is isotropic, the form
of the crystal is spherical, provided the effect of grav-
ity is negligible. Marc and Ritzel [1.9] considered the
effect of surface tension and solution pressure (solubil-
ity) on the growth rate. In their opinion, different faces
have different values of solubility. When the difference
in solubility is small, growth is mainly under the influ-
ence of surface energy, and the change in the surface of
one form takes place at the expense of the other. Bra-
vais [1.10] proposed that the velocities of growth of
the different faces of a crystal depend on the reticular
density.

1.2.2 Diffusion Theory

The diffusion theory proposed by Nernst [1.11], Noyes,
and Whitney [1.12] is based on the following two basic
assumptions:

1. There is a concentration gradient in the neighbor-
hood of the growing surface;

2. Crystal growth is the reverse process of dissolution.

Consequently, the amount of solute that will get de-
posited on a crystal growing in a supersaturated solution
is given by

dm

dt
=

(
D

δ

)
A(c− c0) , (1.5)

where dm is the mass of solute deposited in a small
time interval dt over an area A of the crystal surface, D
is the diffusion coefficient of the solute, c and c0 are the
actual and equilibrium concentrations of the solute, and
δ is the thickness of the torpid layer adjacent to the solid
surface.

The importance of surface discontinuities in pro-
viding nucleation sites during crystal growth was the
main consideration of Kossel [1.6], Stranski [1.13], and
Volmer [1.14]. Volmer suggested a growth mechanism
by assuming the existence of an adsorbed layer of atoms
or molecules of the growth units on crystal faces. Later,
Brandes [1.15], Stranski, and Kossel modified this con-
cept. Volmer’s theory was based on thermodynamical
reasoning. The units reaching a crystal face are not im-
mediately attached to the lattice but migrate over the
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6 Part A Fundamentals of Crystal Growth and Defect Formation

a) b)

Fig. 1.1a,b Screw dislocation in a crystal (a); edge dislocation (b)

crystal face to find a suitable site for attachment. They
form a loosely adsorbed layer at the interface, and soon
a dynamic equilibrium is established between the layer
and the bulk solution.

1.2.3 Adsorption Layer Theory

Kossel viewed crystal growth based on atomistic con-
siderations. He assumed that crystal is in equilibrium
with its solution when it is just saturated. Also, the
attachment energy unit on growing surface is a sim-
ple function of distance only. The attachment energy
is due to van der Waals forces if the crystal is ho-
mopolar, while it is due to electrostatic forces if the
crystal is heteropolar (ionic). A growth unit arriving
at a crystal surface finds attachment sites such as ter-
races, ledges, and kinks. The attachment energy of
a growth unit can be considered to be the resultant of
three mutually perpendicular components. The binding
energy or attachment energy of an atom is maximum
when it is incorporated into a kink site in a surface
ledge, whilst at any point on the ledge it is greater
than that for an atom attached to the flat surface (ter-
race). Hence, a growth unit reaching a crystal surface
is not integrated into the lattice immediately. Instead

it migrates to a step and moves along it to a kink
site, where it is finally incorporated. Based on this
consideration of attachment, Kossel was able to deter-
mine the most favorable face for growth. According
to the Kossel model, growth of a crystal is a dis-
crete process and not continuous. Also, a new layer
on a preferably flat face of a homopolar crystal will
start growing from the interior of the face. For het-
eropolar crystals, the corners are the most favorable
for growth, while mid-face is least favored. Accord-
ing to Stranski, the critical quantity that determines
the growth process is the work necessary to detach
a growth unit from its position on the crystal surface.
Growth units with the greatest detachment energy are
most favored for growth, and vice versa. The greatest
attraction of atoms to the corners of ionic and metal-
lic crystals often leads to more rapid growth along these
directions, with the result that the crystal grows with
many branches called dendrites radiating from a com-
mon core.

1.2.4 Screw Dislocation Theory

However, the Kossel, Stranski, and Volmer theory
could not explain the moderately high growth rates ob-
served in many cases at relatively low supersaturation,
far below those needed to induce surface nucleation.
Frank [1.16] proposed that a screw dislocation emerg-
ing at a point on the crystal surface could act as
a continuous source of steps (surface ledges) which
can propagate across the surface of the crystal and
promote crystal growth. Growth takes place by rota-
tion of the steps around the dislocation point (Fig. 1.1).
Burton et al. [1.17] proposed the famous screw dis-
location theory based on the relative supersaturation
as the Burton–Cabrera–Frank (BCF) model determin-
ing the absolute value of growth rate depending upon
the concentration. Frank’s model could explain the ex-
perimental observations on the growth rate and spiral
pattern mechanism.

1.3 Crystal Growth Techniques

Crystal growth is a heterogeneous or homogeneous
chemical process involving solid or liquid or gas,
whether individually or together, to form a homoge-
neous solid substance having three-dimensional atomic
arrangement. Various techniques have been employed,
depending upon the chemical process involved. All

crystal growth processes can be broadly classified ac-
cording to the scheme presented in Table 1.1. The
subject of crystal growth has therefore developed as
an interdisciplinary subject covering various branches
of science, and it is extremely difficult to discuss the
entire subject in this overview chapter. However, the
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Crystal Growth Techniques and Characterization: An Overview 1.3 Crystal Growth Techniques 7

Table 1.1 Classification of crystal growth processes [1.18]

1. Solid–Solid Solid Solid 
 Devitrification
 Strain annealing
 Polymorphic phase change
 Precipitation from solid solution

T

2. Liquid–Solid

i) Melt growth Molten material Crystal
 Bridgman–Stockbarger
 Kyropoulos
 Czochralski
 Zoning
 Verneuil

Dec. T

ii) Flux growth Solid(s) + Flux agent(s) Crystal(s)
Dec. T

iv) Hydrothermal growth Solid(s) + Solvent Crystal(s)
 Hydrothermal sintering
 Hydrothermal reactions
 Normal temperature gradient
 Reversed temperature gradient

High T

High p

iii) Solution growth Solid(s) + Solvent Crystal(s)
 Evaporation
 Slow cooling
 Boiling solutions

Low T

v) Gel growth Solution + Gel medium Crystal
 Reaction
 Complex decomplex
 Chemical reduction
 Solubility reduction
 Counter-flow diffusion

Low T

Solution Crystal(s) + products

3. Gas–Solid
Solid
 Sublimation–condensation
 Sputtering
 Epitaxial processes
 Ion-implantation

Vapor(s)

present Handbook covers most important techniques
adopted in modern crystal growth through the chap-
ters authored by world authorities in their respective
fields.

1.3.1 Solid Growth

The solid-state growth technique is basically controlled
by atomic diffusion, which is usually very slow ex-

cept in the case of fast ionic conductors or superionic
conductors. The commonly used solid-state growth
techniques are annealing or sintering, strain anneal-
ing, heat treatment, deformation growth, polymorphic
phase transitions, quenching, etc., and most of these are
popularly used in metallurgical processes for tailoring
material properties. In fact, gel growth is also consid-
ered as solid growth by some researchers. Solid growth
is not covered in this Handbook.
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8 Part A Fundamentals of Crystal Growth and Defect Formation

1.3.2 Solution Growth

This is one of the oldest and most widely used crys-
tal growth techniques compared with vapor-phase melt
growth. Solution growth is used not only for growth
of technologically important crystals but also for a va-
riety of crystalline products for daily life such as the
growth of foods, medicines, fertilizers, pesticides, dye
stuffs, etc. Most crystallization processes of ionic salts
are conducted in aqueous solutions or in some cases in
solvents which are a mixture of miscible and organic
solvents. Solution growth is used for substances that
melt incongruently, decompose below the melting point,
or have several high-temperature polymorphic modifi-
cations, and is also often efficient in the absence of
such restrictions. The important advantage of solution
growth is the control that it provides over the growth
temperature, control of viscosity, simplicity of equip-
ment, and the high degree of crystal perfection since the
crystals grow at temperatures well below their melting
point. We can divide solution growth into three types
depending upon the temperature, the nature of the sol-
vent, solute, and the pressure: low-temperature aqueous
solution growth, superheated aqueous solution growth,
and high-temperature solution growth. Aqueous solu-
tion growth has produced the largest crystals known
to mankind, such as potassium dihydrogen phosphate
(KDP), deuterated potassium dihydrogen phosphate
(DKDP), etc. produced at the Lawrence Livermore Lab-
oratory, USA.

For successful growth of a crystal from solution, it is
essential to understand certain basic properties (physic-
ochemical features) of the solution. The behavior of
water with temperature and pressure; the critical, sub-
critical, and supercritical conditions; its structure, the
variation in pH; viscosity; density; conductivity; dielec-
tric constant; and coefficient of expansion are critical
for successful crystal growth. Recently, a rational ap-
proach to the growth of a given crystal was carried out
in order to: compute the thermodynamic equilibrium as
a function of the processing variables, generate equilib-
rium (yield) diagrams to map the processing variable
space for the phases of interest, design experiments to
test and validate the computed diagrams, and utilize the
results for mass production [1.19]. The change in ionic
strength of the solution during crystal growth results in
formation of defects, and variation in the crystal habit
and even the phases, and therefore has to be maintained
constant, often with the help of swamping-electrolyte
solutions. Similarly, chelating agents are frequently
used to sequester ions and form respective complexes,

which are later thermodynamically broken to release
their cations very slowly into the solution, which helps
in controlling the growth rate and crystal habit.

In the last decade crystal growth from solution under
microgravity conditions has been studied extensively
to grow a wide variety of crystals such as zeolites,
compound semiconductors (InP, GaAs, GaP, AlP, etc.),
triglycine sulfate, etc.

Crystal Growth
from Low-Temperature Aqueous Solutions

The greatest advantages of crystal growth from low-
temperature aqueous solutions are the proximity to
ambient temperature, which helps to retain a high de-
gree of control over the growth conditions, especially
with reference to thermal shocks, and reduction of both
equilibrium and nonequilibrium defects to a minimum
(even close to zero). Solution growth can be classified
into several groups according to the method by which
supersaturation is achieved:

1. Crystallization by changing the solution tempera-
ture

2. Crystallization by changing the composition of the
solution (solvent evaporation)

3. Crystallization by chemical reaction

Crystal Growth
from Superheated Aqueous Solutions

This method is commonly known as the hydrothermal
method and is highly suitable for crystal growth of com-
pounds with very low solubility and phase transitions.
When nonaqueous solvents are used in the system, it is
called the solvothermal method. The largest known sin-
gle crystal formed in nature (beryl crystal of > 1000 kg)
is of hydrothermal origin, and similarly some of the
largest quantities of single crystals produced in one ex-
perimental run (quartz single crystals of > 1000 kg) are
based on the hydrothermal technique. The term “hy-
drothermal” refers to any heterogenous (usually for bulk
crystal growth) or homogeneous (for fine to nanocrys-
tals) chemical reaction in the presence of aqueous
solvents or mineralizers under high-pressure and high-
temperature conditions to dissolve and recrystallize
(recover) materials that are relatively insoluble under
ordinary conditions [1.20]. The last decade has wit-
nessed growing popularity of this technique, and a large
variety of crystals and crystalline materials starting
from native elements to the most complex coordinated
compounds such as rare-earth silicates, germinates,
phosphates, tungstates, etc. have been obtained. Also,
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Crystal Growth Techniques and Characterization: An Overview 1.3 Crystal Growth Techniques 9

the method is becoming very popular among organic
chemists dealing with synthesis of life-forming com-
pounds and problems related to the origin of life. The
method is discussed in great detail in Chap. 18.

Crystal Growth
from High-Temperature Solutions

This is popularly known as flux growth and gained
its importance for growing single crystals of a wide
range of materials, especially complex multicomponent
systems. In fact, this was one of the earliest methods
employed for growing technologically important crys-
tals, for example, single crystals of corundum at the
end of the 19th century. The main advantage of this
method is that crystals are grown below their melting
temperature. If the material melts incongruently, i. e.,
decomposes before melting or exhibits a phase transi-
tion below the melting point or has very high vapor
pressure at the melting point, one has indeed to look
for growth temperatures lower than these phase tran-
sitions. The method is highly versatile for growth of
single crystals as well as layers on single-crystal sub-
strates (so-called liquid-phase epitaxy, LPE). The main
disadvantages are that the growth rates are smaller than
for melt growth or rapid aqueous solution growth, and
the unavoidable presence of flux ions as impurities in
the final crystals. Some of the important properties to
be considered for successful flux growth of crystals are
stability and solubility of the crystal to be grown, low
melting point and lower vapor pressure of the flux, the
lower viscosity of the melt (which should not attack the
crucible), and also ease of separation [1.4,21]. The most
commonly used fluxes are the basic oxides or fluorides:
PbO, PbF2, BaO, BaF, Bi2O3, Li2O, Na2O, K2O, KF,
B2O3, P2O5, V2O5, MoO3, and in most cases a mixture
consisting of two or three of them. The prime advan-
tage of this method is that growth can be carried out
either through spontaneous nucleation or crystalliza-
tion on a seed. Supersaturation can be achieved through
slow cooling, flux evaporation, and vertical temperature
gradient transport methods. Also, during the growth,
one can introduce rotation of the seed or crucible, or
pulling of the seed, and so on. Accordingly, several ver-
sions of flux growth have been developed: slow cooling
(SC), slow cooling bottom growth (SCBG), top-seeded
solution growth (TSSG), the top-seeded vertical temper-
ature gradient technique (VTGT), bottom growth with
a nutrient, growth by traveling solvent zone (TSZ), flux
evaporation, LPE, and so on.

The flux method has been popularly used especially
for the growth of a large variety of garnets, and recently

for a wide range of laser crystals such as rare-earth
borates, potassium titanyl phosphates, and so on. The
reader can get valuable information from several inter-
esting reviews on flux growth [1.22–24].

1.3.3 Crystal Growth from Melt

Melt growth of crystals is undoubtedly the most popu-
lar method of growing large single crystals at relatively
high growth rates. In fact, more than half of technolog-
ical crystals are currently obtained by this technique.
The method has been popularly used for growth of
elemental semiconductors and metals, oxides, halides,
chalcogenides, etc. Melt growth requires that the mater-
ial melts without decomposition, has no polymorphic
transitions, and exhibits low chemical activity (or man-
ageable vapor pressure at its melting point). The thermal
decomposition of a substance and also chemical reac-
tions in the melt can disturb the stoichiometry of the
crystal and promote formation of physical or chem-
ical defects. Similarly, the interaction between the melt
and crucible, or the presence of a third component de-
rived from the crystallization atmosphere, can affect
melt growth. Usually, an oxygen-containing atmosphere
is used for oxides, a fluorine-containing atmosphere for
fluorides, a sulfur-containing atmosphere for sulfides,
and so on. In melt growth, crystallization can be car-
ried out in a vacuum, in a neutral atmosphere (helium,
argon, nitrogen), or in a reducing atmosphere (air, oxy-
gen). In a large melt volume, convective flows caused by
the temperature gradient within the melt lead to several
physical and chemical defects. In a small melt volume,
transport is affected by diffusion.

Selection of a particular melt growth technique is
done on the basis of the physical and chemical charac-
teristics of the crystal to be grown. Metal single crystals
with melting point < 1800 ◦C are grown by Stock-
barger method, and those with melting point > 1800 ◦C
by zone melting. Semiconducting crystals are grown
chiefly by Czochralski method, and by zone melt-
ing. Single crystals of dielectrics with melting point
< 1800 ◦C are usually grown by the Stockbarger or
Czochralski methods, while higher-melting materials
are produced by flame fusion (Verneuil method). If the
physicochemical processes involved in crystallization
are taken into account, it is possible to establish opti-
mum growth conditions.

One of the earliest melt techniques used to grow
large quantity of high-melting materials was the
Verneuil method (flame fusion technique), first de-
scribed by Verneuil in 1902 [1.25]. This marks the
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10 Part A Fundamentals of Crystal Growth and Defect Formation

beginning of commercial production of large quantities
of high-melting crystals, which were essentially used
as gems or for various mechanical applications. To-
day, the technique is popular for growth of a variety of
high-quality crystals for laser devices and precision in-
struments, as well as substrates. The essential features
are a seed crystal, the top of which is molten and is
fed with molten drops of source material, usually as
a powder through a flame or plasma. Following this, the
Czochralski method, developed in 1917 and later mod-
ified by several researchers, became the most popular
technique to grow large-size single crystals which were
impossible to obtain by any other techniques in such
large quantity. This technique has several advantages
over the other related melt-growth technique, viz. the
Kyropoulos method, which involves a gradual reduction
in the melt temperature. In the Czochralski technique
the melt temperature is kept constant and the crystal
is slowly pulled out of the melt as it grows. This pro-
vides a virtually constant growth rate for the crystal.
Several versions of Czochralski crystal pullers are com-
mercially available. A large variety of semiconductor
crystals such as Si, Ge, and several III–V compounds
are being commercially produced using this technique.
Besides, several other crystals of oxides, spinel, gar-
nets, niobates, tantalates, and rare-earth gallates have
been obtained by this method. The reader can find more
valuable information on this method from the works of
Hurle and Cockyane [1.26].

There are several other popularly used melt growth
techniques that are feasible for commercial production
of various crystals. Amongst them, the Bridgman–
Stockbarger, zone melting, and floating zone methods
are the most popular. The Bridgman technique is char-
acterized by the relative translation of the crucible
containing the melt to the axial temperature gradient in
a vertical furnace. The Stockbarger method is a more
sophisticated modification of the Bridgman method.
There is a high-temperature zone, an adiabatic loss
zone, and a low-temperature zone. The upper and lower
temperature zones are generally independently con-
trolled, and the loss zone is either unheated or poorly
insulated.

1.3.4 Vapor-Phase Growth

Vapor-phase growth is particularly employed in mass
production of crystals for electronic devices because of
its proven low cost and high throughput, in addition
to its capability to produce advanced epitaxial struc-
tures. The technique is especially suitable for growth of

semiconductors, despite the rather complex chemistry
of the vapor-phase process. The fundamental reason
for their success is the ease of dealing with low- and
high-vapor-pressure elements. This is achieved by us-
ing specific chemical precursors in the form of vapor
containing the desired elements. These precursors are
introduced into the reactor by a suitable carrier gas
and normally mix shortly before reaching the sub-
strate, giving rise to the nutrient phase of the crystal
growth process. The release of the elements necessary
for construction of the crystalline layer may occur at the
solid–gas interface or directly in the gas phase, depend-
ing on the type of precursors and on the thermodynamic
conditions.

The advantage of vapor growth technique is that
crystals tend to have a low concentration of point
defects and low dislocation densities compared with
crystals grown from the melt, as the temperatures
employed are usually considerably lower than the melt-
ing temperature. Moreover, if the material undergoes
a phase transformation or melts incongruently, vapor
growth may be the only choice for the growth of sin-
gle crystals. Although the method was initially used to
grow bulk crystals, with the enormous importance of
thin films in electronic and metallurgical applications,
vapor growth is now widely used to grow thin films,
epitaxial layers, and substrates in the field of semicon-
ductor technology [1.27, 28].

Vapor-phase growth primarily involves three stages:
vaporization, transport, and deposition. The vapor is
formed by heating a solid or liquid to high temperatures.
Transportation of vapor may occur through vacuum,
driven by the kinetic energy of vaporization. Deposition
of the vapor may occur by condensation or chemical
reaction.

Various techniques exist in vapor-phase growth, dif-
ferentiated by the nature of the source material and the
means and mechanism by which it is transported to
the growing crystal surface. Conceptually, the simplest
technique is that of sublimation, where the source ma-
terial is placed at one end of a sealed tube and heated so
that it sublimates and is then transported to the cooler
region of the tube, where it crystallizes.

Among vapor-phase growth techniques, vapor-
phase epitaxy is the most popularly used, especially
for the growth of p- and n-type semiconductor whose
dimers and monomers are difficult to achieve by other
methods (e.g., physical evaporation) or too stable to
be reduced to the necessary atomic form. Further-
more, there are different variants such as metalorganic
vapor-phase epitaxy (MOVPE), plasma-assisted mo-
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Table 1.2 Main application fields of vapor-phase epitaxy techniques and the relevant classes of materials

Growth technique Devices and semiconductor family

Si, Ge II–VI III–V III–nitrides

Hydride VPE SiGe alloys LEDs and photodetectors
(GaP, InGaP, GaAsP)

GaN thick layers

Chloride VPE Bipolar transistors, MOS

MOVPE IR sensors (HgCdTe),
LEDs and lasers
(ZnCdSe, ZnSSe)

Solar cells
(GaAs, AlGaAs, InGaP),
transistors
(AlGaAs, InGaAs),
LEDs (AlGaAs),
TC and CD lasers
(InGaPAs, AlGaAs),
photodetectors,
LEDs and lasers (InGaPAs)

LEDs and lasers
(GaN, InGaN, GaAlN)

lecular beam epitaxy (MBE), etc. to suit the growth of
particular compounds. Table 1.2 summarizes the main

application fields of the VPE techniques and the rele-
vant classes of materials [1.29].

1.4 Crystal Defects and Characterization

Characterization of crystals has become an integral part
of crystal growth and process development. Crystal de-
fects and their distribution together with composition
and elemental purity determine most of their proper-
ties such as mechanical strength, electrical conductivity,
photoconductivity luminescence, and optical absorp-
tion, and these properties influence their performance
in applications. Therefore, investigating the origin, con-
centration, and distribution of imperfections in crystals
is critical to controlling them and thereby the crystal
properties influenced by these imperfections.

1.4.1 Defects in Crystals

Imperfections or defects can be broadly classified based
on their dimensionality.

Point Defects
These zero-dimensional defects are vacancies, intersti-
tials, and impurity atoms deliberately added to control
the conductivity of the semiconductor, and impurities
that are unintentionally incorporated as contaminants
during material growth and processing. Electronic de-
fects such as holes and electrons also constitute point
defects. In compounds, point defects form disorders
such as Frenkel, Schottky, and antistructure disorders.

Line Defects
Line defects consist of purely geometrical faults called
dislocations. The concept of dislocations arose from

the crystallographic nature of plastic flow in crystalline
materials. A dislocation is characterized by its line di-
rection and Burgers vector b, which is, as a rule, one of
the shortest lattice translations. Dislocation lines may
be straight or follow irregular curves or closed loops.
Dislocations whose line segments are parallel to b are
called screw dislocations. Edge dislocations have their
line segments perpendicular to the b direction. In mixed
dislocations, the line direction is inclined to b and hence
they have both screw and edge components.

Planar Defects
Planar defects include high- and low-angle bound-
aries, growth striations, growth-sector boundaries, twin
boundaries, stacking faults, and antiphase boundaries.
Growth striations are lattice perturbations that arise
from local variations of the dopant/impurity concentra-
tion created by fluctuations in the growth conditions.
Stacking faults are formed when there are errors in the
normal stacking arrangement of the lattice planes in the
crystal structure. These could be caused by plastic de-
formation or agglomeration of point defects. High- and
low-angle boundaries consist of arrays of dislocations,
and they separate regions of different orientations. In
crystal growth, high-angle boundaries separate grains
that have been nucleated independently, and hence
misorientations are generally large. Low-angle grain
boundaries are formed during cool down by stress-
induced glide and climb of dislocations, leading to these
energetically favorable configurations. Misorientations
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12 Part A Fundamentals of Crystal Growth and Defect Formation

in this case usually do not exceed more than 1◦. Twin
boundaries are planar defects that separate regions of
the crystal whose orientations are related to each other
in a definite, symmetrical way.

Volume Defects
Precipitates, inclusions, and voids or bubbles are vol-
ume defects, and these are formed when gases dissolved
in the melt precipitate out after solidification. For exam-
ple, in microgravity growth, the absence of buoyancy
precludes degassing of the melt, resulting in the for-
mation of voids. While undissolved foreign particles
are generally classified as inclusions, a second type
of inclusion is formed during growth from nonstoi-
chiometric melt. Compound semiconductors generally
sublime incongruently, thereby causing a slight excess
of one of the components in a stoichiometric melt. On
solidification, the excess component forms inclusions.

1.4.2 Observation of Crystal Defects

Techniques for observing dislocations and their com-
plex structures have been described in detail by
Verma [1.30] and Amelincks [1.31]. The commonly
used techniques come under the categories:

1. Optical methods
2. X-ray methods
3. Preferential etching
4. Microscopy techniques
5. Other techniques

All these methods provide almost direct observa-
tion of defects. Their merit is limited by the resolution
achievable and their versatility. Choice of a suitable
technique will depend on several factors, such as:

1. The shape and size of the crystal under investigation
2. Cleaving, cutting, and polishing possibilities
3. Ability to use destructive techniques, and above all
4. The extent of the details required

Optical Methods
A common inspection method for the as-grown opti-
cal crystal boule is detailed observation by illuminating
the boule using high-intensity white light or a laser
beam. Probably, this is the first technique to be applied
to assess the quality of as-grown crystal and can re-
veal bubbles, cavities, growth bands, and seed interfaces
which depend on the growth parameters.

The conoscope is a simple optical tool for investi-
gating optical inhomogeneity in very small crystals to

large-size boules. Conoscopic patterns are characteristic
for every main crystallographic orientation, and this fea-
ture is also frequently used for orienting crystals [1.32].
This method shows the overall quality of the crystal.
If the whole crystal has low dislocation density with-
out any grain boundaries and block structures, a nice
symmetrical circular pattern of dark and bright fringes
with four segments and a cross at the center is observed.
Figure 1.2a shows the conoscopic pattern of a sapphire
ingot with dislocation density 102 –103 /cm2 and with-
out any low-angle grain boundaries. Figure 1.2b shows
the pattern for a sapphire ingot of the same size but
with a dislocation density of the order of 103 –104 /cm2

and a few low-angle grain boundaries. The presence
of a few grain boundaries alters the birefringence and
distorts the fringes. The fringe thickness and spacing
depend on the length of the crystal along the direc-
tion of inspection. Even though this technique does not
reveal the dislocation density very precisely, it can re-
veal the presence of grain boundaries and higher-order,
complex defects. The crystals are normally sliced per-
pendicular to the c-axis, polished, and inspected under
a polarizer and analyzer. As-cut surfaces without polish-
ing can also be observed with the application of suitable
refractive-index-matched fluid. In general, this tech-
nique can reveal the misorientations, grain boundaries,
block structures, and also the stress levels. Conoscopy
can be used under a polarizing microscope to study
thinner samples. A custom-made polarizer and ana-
lyzer with rotation features for the analyzer and sample
support can be used to study large crystal boules. Al-
ternatively, conoscopic fringes can be projected onto
a screen using a laser beam, polarizer and analyzer, and
beam diffuser. These fringes are more influenced by the
birefringence inhomogeneity induced by defect struc-
tures than by variation in the thickness distribution of
the boule itself.

X-Ray Methods
X-ray methods can be classified into:

1. High-resolution x-ray diffraction
2. X-ray topography
3. Synchrotron x-ray topography

High-Resolution X-Ray Diffraction. Diffraction for
a given plane and wavelength takes place over a finite
angular range about the exact Bragg condition, known
as the rocking-curve width [1.33]. In x-ray diffractom-
etry, the intensity of the diffracted beam and the angle
in the vicinity of a Bragg peak are measured and repre-
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sented as a full-width at half-maxima (FWHM) rocking
curve. The double-axis rocking curve is obtained by
scanning the specimen in small steps through the exact
Bragg condition and recording the diffracted intensity.
The peak width of a rocking curve can be affected by
tilts and dilations in the sample, and by curvature. Tilts
are regions in the sample where grains or subgrains
are tilted with respect to each other, although the lat-
tice parameter is the same in each region. Dilations are
regions where the lattice planes are still parallel but
the spacing is slightly different due to strain. Changes
in lattice parameter also occur in alloyed crystals with
nonhomogeneous composition distribution. The experi-
mentally obtained rocking-curve width (FWHM) value
is a measure of the crystalline quality of the sample,
and it can be compared with a theoretically calculated
value. It is possible to obtain a rocking-curve width less
than 10 arcsec for a good crystalline sample. Additional
information that can be obtained from double-axis rock-
ing curves are substrate–epilayer mismatch, epilayer
composition, substrate offcut and/or layer tilt, and layer
thickness.

A limitation of double-axis diffraction is that it can-
not distinguish between tilts and dilations. In triple-axis
diffraction, a third axis is introduced in the form of an
analyzer crystal, and tilts and strain can be separated;
the rocking-curve width is still narrow. Double-axis
rocking curve analysis is sufficient for studying sub-
strates and epitaxial films. Triple-axis x-ray diffraction
is used for obtaining finer details of the defect structure
of the sample.

X-Ray Topography. Localized variations in intensity
within any individual diffracted spot arise from struc-
tural nonuniformity in the lattice planes causing the
spot, and this forms the basis for the x-ray topographic
technique. This topographic contrast arises from dif-
ferences in the intensity of the diffracted beam as
a function of position inside the crystal. The differ-
ence between the intensities diffracted from one region
of the crystal which diffracts kinematically to an-
other which diffracts dynamically is one of the ways
that dislocations can be rendered visible in topogra-
phy [1.34].

Even though the first topographic image of a sin-
gle crystal was recorded as early as 1931 [1.35], the
real potential of the technique was understood only in
1958 when Lang [1.36] demonstrated imaging of indi-
vidual dislocations in a silicon crystal. In general, there
are three main types of x-ray topographic geometries for
studying defects:

b)a)

Fig. 1.2 (a) Conoscopic pattern of high-quality sapphire ingot.
(b) Conoscopic pattern of sapphire ingot that has a few low-angle
boundaries

1. The Berg–Barrett reflection technique [1.37]
2. The double-crystal technique [1.38]
3. The Lang technique [1.36] and its variant – the scan-

ning oscillator technique [1.39]

Following Lang’s work [1.36, 40] in imaging of
individual dislocations, x-ray topography has become
an important quality-control tool for assessment of
semiconductor wafers both before and after device
fabrication. Using the scanning oscillator technique de-
veloped by Schwuttke [1.39], it is possible to record
transmission topographs of large-size wafers up to
150 mm in diameter, containing appreciable amounts of
elastic and/or frozen-in strain.

Synchrotron X-Ray Topography. The advent of dedi-
cated synchrotron radiation sources has enabled the de-
velopment of a new field of x-ray topography known as
synchrotron topography. Synchrotron radiation is espe-
cially suitable for x-ray topography because of the high
brightness and low divergence of the x-ray beam. Due to
the small source dimensions, low divergence angle, as
well as the long source–specimen distance, extremely
high resolution can be achieved using synchrotron ra-
diation compared with conventional x-ray topography.
For example, based on the geometrical factor, the the-
oretical resolution obtained can be as low as 0.06 μm.
Also, it has numerous advantages over laboratory x-
ray topography. One of the most important synchrotron
topographic techniques developed is white-radiation to-
pography [1.41]. In APS, the white beam is monochro-
matized by two cooled parallel Si(111) crystals, and the
x-ray energy is tunable in the range 2.4–40 keV.

Crystals as large as 150 mm or even 300 mm in
diameter can be imaged by using precision translation
stages similar to those used in the Lang technique, and
the exposure times are much shorter. If a single crystal
is oriented in the beam, and the diffracted beams are
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14 Part A Fundamentals of Crystal Growth and Defect Formation

recorded on a photographic detector, each diffraction
spot on the resultant Laue pattern will constitute a map
of the diffracting power from a particular set of planes
as a function of position in the crystal, with excellent
point-to-point resolution. There are three common ge-
ometries for synchrotron x-ray topography [1.42]:

1. Transmission geometry, also called Laue geome-
try: In this mode, the x-ray beam passes through
the sample and the topographs recorded reveal the
bulk defect information of the crystal. Figure 1.3a
shows typical transmission synchrotron topography
of a 2 inch LED-grade wafer with a very low dis-
location density of 102 –103 /cm2. The topograph
shows the dislocation structure in the entire wafer,
which shows the presence of basal dislocations.

2. Gazing-incidence reflection geometry: In this con-
figuration, very small incident angle is used [in the
case of SiC, typically 2◦ used and the (112̄8) or
(112̄.12) are recorded]. Grazing incidence is used
because of the low penetration depth of the x-ray
beam, which is more suitable for studying epilayers.

3. Back-reflection geometry: In this mode, a large
Bragg angle is used for basal plane reflection (000l)
(typically 80◦ for SiC). Screw dislocations along
the c-axis and basal plane dislocations within the
x-ray penetration depth can be clearly recorded.
The wavelength satisfying Bragg condition is auto-
matically selected in white-beam x-ray topography,
while in monochromatic synchrotron x-ray topog-
raphy (XRT), the energy of the x-ray beam has to
be preset to satisfy the diffraction condition. Fig-
ure 1.3b shows individual screw dislocations and
edge dislocation running almost perpendicular to
the wafer.

X-ray topographs are typically recorded on Agfa
Structurix D3-SC, Ilford L4 nuclear plate, or VRP-M
holographic films, depending on the resolution needed.

b)a)

1 cmg

Fig. 1.3 (a) Transmission topograph
of high-quality sapphire wafer. (b) Re-
flection topograph of SiC revealing
individual threading screw disloca-
tions running almost perpendicular to
the wafer

Exposure time depends on the actual geometry and
recording media and varies between a few seconds and
2 h.

Selective Etching
Selective etching is a simple and very sensitive tool for
the characterization of single crystals. The usefulness
of the etching technique lies in the formation of visi-
ble, sharp contrasting etch pits at dislocation sites. The
power of etching has been reviewed by several work-
ers [1.31, 43, 44]. The formation of etch pit can be
explained as follows. The lattice is distorted for a dis-
tance of a few atoms around dislocations. As a result
of the stress field generated by the deformation, the
lattice elements dissolve more easily at the dislocation
sites than in stress-free, undeformed areas. The etch pits
are usually straight pyramids with polygonal bases, but
other types of pyramids may also be found with vari-
ous bases and heights. Etch pits can be formed only if
certain conditions are satisfied, the most important of
these being that the dissolution rate along the surface
(Vt) must not greatly exceed the rate of dissolution per-
pendicular to the surfaces (Vn). The ratio (Vt/Vn) can be
increased:

1. By increasing Vn, as has been done in the etchants
of several metals

2. By decreasing Vt by adding an inhibitor such as in
LiF

3. By varying the temperature to alter the activation
energies of Vn and Vt

The etch pits are formed at the dislocation sites,
which essentially reveal the emergent point of the dis-
locations in the surface; they therefore give a direct
measure of dislocation density. Since they have certain
depths, they also give information on the kind [1.45],
configuration, and inclination of dislocations. Etching
has also been used to study the stress–velocity rela-
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tions for individual dislocations [1.46]. Movement of
dislocations, deformation patterns like pile-up, origin of
dislocations in as-grown crystals, polarity of the crys-
tals, grain boundaries, and distribution of dislocations
in crystals can be studied [1.44, 45] (Chap. 43). The
greatest advantage of this technique is its simplicity and
resolution (0–1012 /cm2). This technique shows the de-
fect density on small areas and hence requires averaging
of values taken at a large number of locations. Also,
this technique is not a nondestructive method and can-
not show the basal plane dislocation when the sample is
sliced exactly parallel to the c-axis. Figure 1.4 shows the
presence of various defects such as threading edge dis-
locations, threading screw dislocations, and basal plane
dislocations. During the development of SiC crystals,
this technique has seen tremendous development and
could reveal almost every type of dislocation [1.47].

Microscopy Techniques
Transmission electron microscopy (TEM) (Chap. 44) is
a powerful tool to study dislocations when the sample
has higher defect density. It is more commonly used
for epitaxial films, where large numbers of disloca-
tions originate due to the lattice misfit between the film
and the substrate. This method requires tedious sample
preparation and is not considered nondestructive.

Decoration is another important technique, where
impurity atoms segregate and settle down along disloca-
tion lines during annealing. The decorated dislocations
can be observed easily under an optical microscope in
transmission mode [1.31].

Growth spirals, which are true manifestations of
screw dislocations, can be observed under optical mi-
croscopy, scanning electron microscopy (SEM), and
atomic force microscopy (AFM). The presence of

200 µm

TSDs

TEDs

Off-cut [11
–
20]

Fig. 1.4 Etch pit pattern of SiC wafer revealing thread-
ing edge dislocations (TEDs), threading screw dislocations
(TSDs), and basal plane dislocations

growth spirals helps to understand the growth mecha-
nism [1.30].

Infrared (IR) microscopy is similar to optical mi-
croscopy except for the fact that IR light is used
for illumination, with a wavelength comparable to the
bandgap of semiconductor materials. This technique is
used to study inclusions, cavities, and even dislocations
present in the sample [1.48, 49].

Other Techniques
Photoluminescence (PL) [1.50], electron paramag-
netic resonance (EPR) (Chap. 45), positron annihilation
(Chap. 46), and micro Raman spectroscopy [1.50] are
also used to study semiconductor materials and show
electronic defect states and the presence of impurities
very successfully.
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Nucleation at2. Nucleation at Surfaces

Ivan V. Markov

This chapter deals with the thermodynamics and
kinetics of nucleation on surfaces, which is es-
sential to the growth of single crystals and thin
epitaxial films. The starting point is the equilib-
rium of an infinitely large crystal and a crystal
with a finite size with their ambient phase. When
the system deviates from equilibrium density fluc-
tuations or aggregates acquire the tendency to
unlimited growth beyond some critical size – the
nucleus of the new phase. The Gibbs free energy
change of formation of the nuclei is calculated
within the framework of the macroscopic ther-
modynamics and in terms of dangling bonds in
the case of small clusters. In the case of nucle-
ation from vapor the nuclei consist as a rule of
very small number of atoms. That is why the rate
of nucleation is also considered in the limit of
high supersaturations. The effect of defect sites
and overlapping of nucleation exclusion zones
with reduced supersaturation formed around the
growing nuclei is accounted for in determining
the saturation nucleus density. The latter scales
with the ratio of the surface diffusion coefficient
and the atom arrival rate. The scaling exponent
is a function of the critical nucleus size and de-
pends on the process which controls the frequency
of attachment of atoms to the critical nuclei to
produce stable clusters, either the surface diffu-
sion or the incorporation of atoms to the critical
nuclei. The nucleation on top of two-dimensional
(2-D) islands is considered as a reason for rough-
ening in homoepitaxial growth. The mechanism of
formation of three-dimensional (3-D) islands in
heteroepitaxial growth is also addressed. The
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effect of surface-active species on the rate of
nucleation is explored.

Nucleation at surfaces plays a crucial role in the growth
of crystals and epitaxial overlayers for the preparation
of advanced materials with potential for technological

applications. In homoepitaxy of metal or semicon-
ductor films the instability of planar growth against
roughening depends on the kinetics of two-dimensional
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18 Part A Fundamentals of Crystal Growth and Defect Formation

nucleation [2.1]. The interplay of wetting and strain
leads to clustering in overlayers growing under elastic
stress in heteroepitaxy and determines the mechanism
of growth and in turn the film morphology [2.2–4].
Smooth quantum wells or self-assembled quantum dots
can be grown by varying the conditions of growth (tem-
perature or growth rate) or by use of third species which
change both the thermodynamics and kinetics of the
processes involved [2.5]. The growth of thin epitaxial
films in particular by molecular-beam epitaxy (MBE)
usually occurs far from equilibrium. Thus, in addition
to thermodynamics, one has to account for the kinetic
processes taking place on the crystal surface [2.6]. The
latter are responsible for the remarkable richness of pat-
terns which are observed during growth [2.7].

This chapter gives the essential physics of the ther-
modynamics and kinetics of nucleation, both three-
and two-dimensional, on like and unlike substrates as
well as some later developments such as the Ehrlich–
Schwoebel effect on second-layer nucleation and the
effect of surface-active species on nucleation rate. The
presentation is oriented more to the needs of exper-
imentalists rather than going deeply into theoretical
problems. The chapter is organized as follows. We start
with problems of equilibrium of crystals and epitax-
ial overlayers with the parent phase (vapor, solution)
in Sect. 2.1 and consider the equilibrium vapor pres-
sure of infinitely large and finite-size crystals, the
thermodynamic driving force for nucleation to oc-
cur, and the equilibrium shape of three-dimensional

(3-D) crystals on unlike surfaces. In Sect. 2.2 we
define the work for nucleus formation in the most
general way and consider the limiting cases of the
classical (capillary) theory of nucleation at low or in-
termediate values of supersaturation and the atomistic
approach at high supersaturations. We derive expres-
sions for the work of formation of three-dimensional
nuclei on unlike substrates and two-dimensional nu-
clei on like and unlike substrates. In Sect. 2.3 we
give a general formulation of the nucleation rate and
again derive expressions valid for high and low su-
persaturations. We consider further in Sect. 2.4 the
saturation nucleus density accounting for the influ-
ence of defect (active) sites stimulating nucleation
events and the overlapping of undersaturated nucle-
ation exclusion zones around growing clusters. Making
use of the rate equation approach we derive ex-
pressions for the saturation nucleus density in thin
epitaxial films in diffusion and kinetic regimes of
growth. In Sect. 2.5 we consider the effect of the
step-edge Ehrlich–Schwoebel barrier on second-layer
nucleation as a reason for the formation of mounds
and thus roughening of surfaces in homoepitaxy.
The mechanism of transformation of monolayer-high
two-dimensional (2-D) islands into three-dimensional
crystallites in Volmer–Weber and Stranski–Krastanov
growth is addressed in Sect. 2.6. In Sect. 2.7 we ex-
plore the effect of surface-active species on the kinetics
of nucleation. Some conclusions and outlook are given
in Sect. 2.8.

2.1 Equilibrium Crystal–Ambient Phase

In treating the title problem we use the atomistic
approach developed by Kaischew and Stranski [2.8].
It is based on the assumption of additivity of bond
energies and accounts for the elementary proces-
ses taking place during growth and dissolution of
the particles of the new phase. Although apparently
old fashioned this approach is extremely instruc-
tive and informative for understanding the essential
physics of the equilibrium of infinitely large phases
and phases with finite size as well as of the devia-
tion from equilibrium leading to transitions from one
phase to another. Numerical studies of the stability
of small clusters performed by making use of mod-
ern quantum-mechanical methods lead to the same
conclusion that the closed atomic structures are most
stable [2.9].

2.1.1 Equilibrium of Infinitely Large Phases

We consider for simplicity one-component system. The
equilibrium between infinitely large phases (crystal, li-
quid or vapor) is determined by the equality of the
respective chemical potentials. In 1927 Kossel and
Stranski simultaneously developed an atomistic ap-
proach which is in fact identical to the definition of the
macroscopic thermodynamics [2.10–12]. They consid-
ered the different sites that atoms can occupy on the
crystal surface and found that there exists one partic-
ular site which plays a crucial role in crystal nucleation
and growth. They introduced the concept of the half-
crystal position, which turned out to be intimately
connected with the chemical potential of an infinitely
large crystal.
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Consider the cubic face of a crystal with a simple
cubic lattice (a Kossel crystal) containing a monatomic
step (Fig. 2.1). Atoms can be located at different sites on
the crystal surface. They can be built in the uppermost
lattice plane or into the step edge, be adsorbed at the
step edge or on the terrace, or can occupy the corner
site (3) which has very peculiar properties. An atom in
this position is connected with a half-atomic row, a half-
crystal plane, and a half-crystal block. This is the reason
the term half-crystal position (Halbkristalllage or kink
position) was coined for this particular site. Therefore,
the work of separation of an atom from this position
is exactly equal to the lattice energy of the crystal per
building particle. Hence, the work of detachment of an
atom from this position is given by

ϕ1/2 = 1
2 (Z1ψ1 + Z2ψ2 + Z3ψ3 . . .) ,

where Zi are the numbers of neighbors of the consecu-
tive coordination spheres and ψi are the respective bond
energies.

Whereas atoms in other positions have different
numbers of saturated and unsaturated (dangling) bonds,
the atom in the kink position (3) has an equal number of
saturated and dangling bonds. Therefore, the separation
work from a half-crystal position serves as a specific
reference with which the probabilities for elementary
processes at other sites to take place can be compared.
The detachment of an atom from the half-crystal posi-
tion gives rise to the same position. It follows that, when
an atom is detached from this position, the number of
dangling bonds remains unchanged and in turn the sur-
face energy does not change. Hence, the whole crystal
(if it is large enough to avoid finite-size effects) can
be built up or disintegrated into single atoms by repeti-
tive attachment or detachment of atoms to and from this
position.

In equilibrium with its vapor the probability of at-
tachment of atoms to this position must be equal to the
probability of their detachment. Hence the work of de-
tachment of atoms from this position will determine the
equilibrium vapor pressure and in turn its chemical po-
tential. For simple crystals with monatomic vapor the
latter will be given at zero temperature (the change of
entropy is equal to zero) by

μ∞
c = −ϕ1/2 , (2.1)

where the superscript ∞ indicates an infinitely large
crystal.

As seen the chemical potential of an infinitely large
crystal is equal to the work of detachment of atoms from

1

2 3

45

Fig. 2.1 The most important sites an atom can occupy on a crystal
surface: 1 – atom embedded into the uppermost crystal plane, 2 –
atom embedded into the step edge, 3 – atom in a half-crystal (kink)
position, 4 – atom adsorbed at the step, 5 – atom adsorbed on the
terrace

the half-crystal position taken with a negative sign. It is
this property which makes this position unique in the
theory of crystal nucleation and growth [2.13].

There is one more very important property of the
half-crystal position. We can divide ϕ1/2 into two parts:
lateral interaction with the half-atomic row and the
half-crystal plane, and the normal interaction with the
half-crystal block underneath. If we replace the un-
derlying crystal block by another block of different
material and crystal lattice the lateral bonding will re-
main more or less unchanged if we assume additivity
of bond energies. However, the normal bonding will
change substantially owing to the difference in both
chemical bonding and lattice strain. It is easy to show
that the separation work from a kink position in this
particular case can be written as

ϕ′
1/2 = ϕ1/2 − (ψ −ψ′) , (2.2)

where ψ ′ is the energy of a bond between unlike atoms.
Having in mind (2.1), (2.2) can be written as

μ′
c = μ∞

c + (ψ −ψ ′) . (2.3)

We now define the surface energy of a crystal by the
following imaginary process. We cleave isothermally
and reversibly the crystal into two halves and produce
two surfaces with area S. We count the bonds we break
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20 Part A Fundamentals of Crystal Growth and Defect Formation

and divide the energy spent by 2S. If we confine our-
selves to nearest-neighbor bonds in the case of Kossel
crystal we break one bond per atom and obtain (S = a2)

σ = ψ

2a2 , (2.4)

where a is the atomic diameter.
Using the above definition and the relation of Dup-

ré [2.14]

σi = σA +σB −β , (2.5)

which connects the specific interfacial energy σi be-
tween the unlike crystals A and B with the specific
adhesion energy β = ψ ′/a2, (2.3) can be written as

μ′
c = μ∞

c +a2(σ +σi −σs) . (2.6)

It is immediately seen that the term in the brack-
ets Δσ = σ +σi −σs is in fact the parameter that
accounts for the wetting of the substrate (the half-
crystal block underneath) by the overlayer in epitaxy
of one material on the surface of another [2.15]. Thus,
when Δσ < 0, or what is the same, ψ < ψ ′ (com-
plete wetting), the equilibrium vapor pressure of the
first monolayer on the unlike substrate will be smaller
than the equilibrium vapor pressure of the bulk crys-
tal (μ = μ0 + kBT ln P), i. e., P′∞ < P∞. This means
that at least the first monolayer can be deposited at
a vapor pressure smaller than the equilibrium vapor
pressure of the bulk crystal, or in other words, at un-
dersaturation, P′∞ < P < P∞ [2.16]. If the two crystals
have different lattice parameters the growth should con-
tinue by formation of three-dimensional (3-D) islands.
This is the famous Stranski–Krastanov mechanism of
growth [2.17], in which the accumulation of strain
energy with film thickness makes the planar film un-
stable against clustering. Obviously, if the lattice misfit
is equal to zero the growth will continue layer by
layer in the so-called Frank–van der Merwe mechanism
of growth [2.18, 19]. In the opposite case of incom-
plete wetting (Δσ > 0), 3-D islanding will take place
from the very beginning of deposition or Volmer–Weber
growth, which requires supersaturation, P> P∞ [2.20].
We thus see that the separation work from a half-crystal
position plays a fundamental role in determining the
mechanism of epitaxial growth.

The lattice misfit increases the tendency for 3-D is-
landing by increasing the interfacial energy in (2.6) with
the energy per unit area of misfit dislocations or elas-
tic strain. Thus for heteroepitaxial growth the interfacial
energy reads [2.21]

σ∗
i = σi + εm ,

where εm is either the misfit dislocation energy or the
energy of the homogeneous strain.

Thus the interfacial energy between misfitting crys-
tals consists of two parts: a chemical part σi accounting
for the difference in chemistry and strength of bonding,
and a geometrical part εm accounting for the difference
of lattices and lattice parameters. If the misfit in het-
eroepitaxy is accidentally or intentionally tailored to be
equal to zero (particularly in binary or ternary alloys)
εm = 0, but the chemical part σi remains different from
zero and affects the mechanism of growth.

It should be noted that the misfit plays a decisive
role for clustering only in Stranski–Krastanov growth,
where it changes the sign of Δσ from negative to
positive beyond the so-called wetting layer. In Volmer–
Weber growth Δσ is positive and the strain energy
makes a minor contribution with the same sign to it.
Frank–van der Merwe growth takes place only in sys-
tems with zero misfit [2.22], which is why we will not
take into consideration the effect of lattice misfit in nu-
cleation.

2.1.2 Equilibrium of Small Crystal
with the Ambient Phase

The separation work from the half-crystal position can-
not determine the equilibrium of a crystal with finite
size with its surrounding because the role of the crystal
edges and corners cannot be ignored. The kink position
is no longer a repetitive step for dissolution of the crys-
tal. That is why Stranski and Kaischew suggested that
the condition for a small crystal to be in equilibrium
with the ambient phase is for the probability of building
up a whole crystal plane to be equal to the probabil-
ity of its dissolution. In this way the effect of the edge
and corner atoms are accounted for in addition to the
atoms in half-crystal positions. Obviously, the smaller
the crystal, the greater will be the role of the corner and
edge atoms, and vice versa. Thus they defined the mean
separation work as the work per atom to disintegrate
a whole crystal plane into single atoms. This quantity
must have one and the same value for all crystal faces
belonging to the equilibrium shape.

Consider for simplicity a small Kossel crystal with
a shape of a cube with edge length l3 = an3, where n3 is
the number of atoms in the edge of the cube. Confining
ourselves to nearest-neighbor bond energy ψ the en-
ergy for dissolution of a whole lattice plane into single
atoms (by counting the bonds we break in the process
of disintegration, Fig. 2.2) is 3n2

3ψ − 2n3ψ. Dividing
by the number of atoms n2

3 the mean separation work
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reads [2.8]

ϕ̄3 = 3ψ − 2ψ

n3
, (2.7)

or, bearing in mind that for a simple cubic lattice 3ψ =
ϕ1/2,

ϕ̄3 = ϕ1/2 − 2ψ

n3
.

It follows that the mean work of separation tends
asymptotically to the work of separation from a half-
crystal position as the crystal size is increased. We
conclude that a crystal can be considered as small if
n3 < 70, or l3 < 2 × 10−6 cm assuming a ≈ 3 Å.

As ϕ̄3 determines the equilibrium vapor pressure of
the small crystal and in turn its chemical potential we
can write in analogy with (2.1) for T = 0

μc = μv = −ϕ̄3 .

Then

Δμ = μv(P)−μ∞
c (P) = ϕ1/2 − ϕ̄3 = 2ψ

n3
(2.8)

is the difference of the chemical potentials of the in-
finitely large vapor and crystal phases which represents
the thermodynamic driving force for nucleation to oc-
cur, or the supersaturation.

The equilibrium of the vapor and the crystal takes
place at some vapor pressure P∞ (to stress the fact that
the crystal is infinitely large) so that μv(P∞) = μc(P∞).
Then we can write (2.8) as

Δμ = [μv(P)−μv(P∞)]− [μc(P)−μc(P∞)] .

For small deviations from equilibrium the dif-
ferences in the above equation can be replaced by
derivatives and

Δμ =
P∫

P∞

∂μv

∂P
dP −

P∫
P∞

∂μc

∂P
dP =

P∫
P∞

(vv −vc)dP ,

where vv and vc are the molecular volumes of the vapor
and the crystal. As vv � vc the above equation simpli-
fies to

Δμ =
P∫

P∞

vv dP .

Considering the vapor as an ideal gas (vv = kBT/P)
gives upon integration

Δμ = kBT ln

(
P

P∞

)
. (2.9)

a) c)b)

Fig. 2.2a–c Schematic for the evaluation of the mean separa-
tion work which determines the equilibrium of a small three-
dimensional crystal with the supersaturated vapor phase. In stage
(a) we detach (n −1)2 atoms, breaking three bonds per atom, in
stage (b) we detach 2(n −1) atoms, breaking two bonds per atom,
and finally in (c) we detach the last atom, breaking a single bond

The supersaturation Δμ is usually very large in the
case of nucleation from vapor, particularly in methods
such as MBE. Let us evaluate it for the case of nucle-
ation in MBE growth of Si(111). The supersaturation is
given in terms of the ratio of the fluxes R/R∞, where
R = P/

√
2πmkBT , rather than in vapor pressures as

in (2.9). Typical growth conditions are T = 600 K and
R = 1 × 1013 atom/cm2 s [2.23]. The equilibrium va-
por pressure of Si at 600 K is P∞ = 1.3 × 10−27 N/m2.
Then, R∞ ∼= 6.5 × 10−8 atom/cm2 s and Δμ ∼= 2.5 eV.
This means that the supersaturation is of the order of the
enthalpy of evaporation of Si (≈ 4.5 eV). As we will see
below this is why nuclei consist of a number of atoms
of the order of unity.

Note that, with the approximation made, (2.9) is
valid for very small deviations from equilibrium. If we
repeat the above calculations at much higher tempera-
ture, say 1300 K, we find Δμ ∼= 0.05 eV. We can believe
this value to be close to the real figure, but for low
temperatures we can be sure only of the sign of the
supersaturation (growth or evaporation) but not its nu-
merical value.

Equation (2.8) represents the famous Thomson–
Gibbs equation which gives the dependence of the
equilibrium vapor pressure of a small crystal on its lin-
ear size. Using the definition of the specific surface
energy (2.4) we obtain the Thomson–Gibbs equation in
its form which is well known in the literature

Δμ = 4σvc

l3
. (2.10)

We consider further the equilibrium with the vapor
phase (and in turn with the dilute adlayer) of a small
two-dimensional crystal with a monolayer height
formed on the surface of a large three-dimensional
crystal. Such an island grows or dissolves by attach-
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l3

l2

Fig. 2.3 Schematic for the evaluation of the mean separation work
which determines the equilibrium of a small two-dimensional
crystal with the supersaturated vapor phase. In equilibrium the prob-
abilities of evaporation and building of a whole row of atoms (black
spheres) are equal

ment or detachment of whole atomic rows. That is why
Kaischew and Stranski suggested that the probability of
building of a whole atomic row with length l2 = n2a is
equal to the probability of its disintegration into single
atoms [2.8]. The equilibrium 2-D island–vapor phase
is now determined by the mean separation work ϕ̄2,
which is equal to the energy per atom for evaporation
of a whole edge row of atoms (Fig. 2.3). Assuming
a square-shaped island with n2 atoms in the edge the
mean separation work reads

ϕ̄2 = 3ψ − ψ

n2
= ϕ1/2 − ψ

n2
.

The supersaturation necessary for the formation of
a two-dimensional island with linear size l2 then reads

Δμ = ψ

n2
. (2.11)

Note that in nucleation on surfaces the supersatu-
ration can be expressed as a ratio of the real and the
equilibrium adatom concentrations (in equilibrium the
chemical potential of the vapor is equal to the chemical
potential of the adlayer, which in turn depends on the
adatom concentration)

Δμ = kBT ln

(
N1

N e
1

)
,

where [2.24]

N e
1 = N0 exp

(
−ΔW

kBT

)
, (2.12)

the difference ΔW = ϕ1/2 − Edes being the work to
transfer an atom from a half-crystal position on the sur-
face of a terrace, and N0 is the atomic density of the
crystal surface.

This is particularly true when the adatom con-
centration is determined by a dynamic adsorption–
desorption equilibrium, i. e., when the atom arrival
rate R is equal to the re-evaporation rate N1/τs, where
τs = ν−1 exp(Edes/kBT ) is the mean residence time of
an atom on the surface before desorption.

We define now the specific edge energy in the same
way that we defined the specific surface energy (2.4).
We cleave an atomic plane into two halves and produce
two edges with length L . We break one bond per atom
and for the specific edge energy one obtains

� = ψ

2a
. (2.13)

Combining (2.11) and (2.13) gives the Thomson–
Gibbs equation for the two-dimensional case, or the
supersaturation required to form an island with edge
length l2, in its more familiar form [2.24]

Δμ = 2�a2

l2
. (2.14)

Equations (2.10) and (2.14) can be derived by using
the method of thermodynamic potentials introduced by
Gibbs (for a review see [2.21]). However, contrary to
the pure thermodynamics, the above molecular-kinetic
or atomistic approach accounts in addition for the ele-
mentary processes of growth and dissolution of crystals.
The growth of sufficiently large crystal takes place by
attachment of building units to the half-crystal position.
Once the atom is incorporated at this position we can
say that it has joined the crystal lattice. Small three- and
two-dimensional crystals grow and dissolve by building
and dissolution of whole crystal planes or atomic rows,
respectively.

2.1.3 Equilibrium Shape of Crystals

In 1878 Gibbs defined thermodynamically the prob-
lem of the equilibrium shape of crystals as the shape
at which the crystal has a minimum surface energy
at given constant volume [2.25]. This definition later
acquired a geometric interpretation in the well-known
Gibbs–Wulff theorem [2.26], according to which the
distances hn from an arbitrary (Wulff’s) point to the
different crystal faces are proportional to the corre-
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sponding specific surface energies σn of these faces

σn

hn
= const. (2.15)

As a result the equilibrium shape represents a closed
polyhedron consisting of the faces with the lowest spe-
cific surface energies. The areal extents of the crystal
faces belonging to the equilibrium shape have one and
the same value of chemical potential.

Half a century later Kaischew extended this ap-
proach to cover the case of a crystal on a foreign
substrate and derived a relation known in the literature
as the Wulff–Kaischew theorem [2.27]

σn

hn
= σi −β

hi
= const. , (2.16)

where σi is the specific surface energy of the crystal face
that is in contact with the substrate and hi is the dis-
tance from the Wulff point to the plane of the contact
(Fig. 2.4).

It is seen that the distance from the Wulff point to
the contact plane is proportional to the difference σi −β.
Therefore, when the catalytic potency of the substrate β

is equal to zero, the distance hi will have its value in the
absence of a substrate. In this case we have complete
nonwetting. At the other extreme β = σA +σB = 2σ

(σA = σB = σ ) we have complete wetting and the three-
dimensional crystal is reduced to a monolayer-high
island. In the intermediate case 0 < β < 2σ we have in-
complete wetting and the crystal height is smaller than
its lateral extent.

The introduction of the separation work from half-
crystal position and the mean separation works enabled
Stranski and Kaischew to provide a new atomistic ap-
proach for determination of the equilibrium shape of
crystals. The latter is necessary for calculation of the
work of nucleus formation as it is assumed that the nu-
clei preserve the equilibrium shape as the lowest-energy
shape. Thus the lowest-energy pathway of the crystal-
lization process is ensured.

The basic idea is that atoms bound more weakly
than an atom in the half-crystal position cannot belong
to the equilibrium shape. We start from a sufficiently
large crystal with a simple crystallographic form and
remove in succession from its surface all atoms bound
more weakly than in a half-crystal position. Precisely at
that process all the faces of the equilibrium shape ap-
pear. Then the areas of the faces are varied by removal
and addition of whole crystal planes up to the moment
when the mean separation works of all crystal faces be-
come equal. As the mean separation works are closely

h1

h1
h2 h1

h2
hi

h2

h1

hi

h2

h1 hi

h2

h1

a) e)d)c)b)

Fig. 2.4a–e Equilibrium shape of a crystal on an unlike substrate.
The distances h1 and h2 in the free polyhedron (a) are propor-
tional to the specific free energies σ1 and σ2 according to the
Gibbs–Wulff theorem (2.15). In the presence of unlike substrate the
distances to free surfaces remain the same as in the free polyhe-
dron. The distance hi to the plane of contact is determined by the
difference σi −β according to the Wulff–Kaischew theorem (2.16).
(b) Complete nonwetting (β = 0); (c,d) different degrees of incom-
plete wetting (note that in the latter case the vector hi is negative);
(e) complete wetting (β = 2σ )

related to the chemical potentials the latter condition is
equivalent to the definition of Gibbs. Thus, during the
last operation of equating the mean separation works
of all crystal faces, those which do not belong to the
equilibrium shape disappear [2.28].

Therefore, the necessary and sufficient condition for
the equilibrium shape of a crystal in the molecular-
kinetic approach is equality of the mean separation
works, or in other words, of the chemical potentials of
all crystal faces. We use this condition to derive the
equilibrium aspect ratio of a three-dimensional cubic
crystal on the surface of an unlike crystal assuming
incomplete wetting (Δσ > 0).

Consider a cubic crystal with a square base with
edge length l = na and height h = n′a, where n and n′
are the number of atoms in the horizontal and vertical
edges (Fig. 2.5). The mean separation work calculated

n

n'

Fig. 2.5 A cubic crystal with n and n′ atoms in the base and the
height on the surface of an unlike crystal at incomplete wetting
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from the side crystal face is

ϕ̄′
3 = 3ψ − ψ −ψ ′

n′ − ψ

n
,

whereas the same quantity calculated for the upper base
is given by (2.7). The condition ϕ̄3 = ϕ̄′

3 gives

h

l
= n′

n
= φ , (2.17)

where

φ = 1− ψ′

ψ
. (2.18)

Substituting ψ and ψ ′ by the specific surface and
adhesion energies and making use of the relation of

Dupré (2.5) gives φ in terms of surface energies

φ = σ +σi −σs

2σ
. (2.19)

As seen, the equilibrium aspect ratio of the crystal
is precisely equal to the familiar wetting condition (2.6)
relative to 2σ . The parameter φ is known in the liter-
ature as the wetting function; it plays a crucial role in
nucleation at surfaces and determines the mechanism
of growth of thin epitaxial films [2.15, 29]. It can be
shown that (2.19) can be derived by the classical ther-
modynamic condition of the minimum of the surface
energy Φ = 4lhσ + l2(σ +σi −σs) at constant volume
V = l2h [2.15].

2.2 Work for Nucleus Formation

2.2.1 General Definition

The nuclei of the new phase represent local fluctua-
tions of the density which can be considered as small
molecular aggregates. If the phase is stable the den-
sity fluctuations increase the thermodynamic potential
of the system. In this sense they are thermodynami-
cally unfavorable. Their concentration is small and they
cannot reach considerable size as the probability of de-
cay is greater than the probability of growth. Thus they
have no tendency to unlimited growth and can be con-
sidered as lifeless. Frenkel coined for them the term
homophase fluctuations to emphasize the fact that they
are well compatible with the stable state of aggrega-
tion [2.30]. As one approaches the phase equilibrium
determined by the equality of the chemical potentials,
their concentration increases and the maximum of the
size distribution shifts to larger sizes. Once the chem-
ical potential of the initial bulk phase (vapor or solution)
becomes greater than that of the new, denser phase
(liquid or crystal) the probability of growth becomes
greater than the probability of decay and the tendency
for growth of the density fluctuations prevails after ex-
ceeding some critical size. Frenkel referred to these as
heterophase fluctuations to stress the fact that they are
no longer compatible with the old, less dense phase. It
is just these density fluctuations or clusters with a crit-
ical size which are called the nuclei of the new phase.
In order to form such nuclei a free energy should be
expended.

Consider a volume containing iv molecules of
a vapor with chemical potential μv at constant temper-
ature T and pressure P. The thermodynamic potential

of this initial state is given by G1 = ivμv. A small crys-
tal with bulk chemical potential μ∞

c is formed from i
molecules of the vapor phase and the thermodynamic
potential of the final state reads G2 = (iv − i)μv + G(i),
where G(i) is the thermodynamic potential of a clus-
ter consisting of i molecules. The work of formation
of a cluster consisting of i molecules is given by the
difference ΔG(i) = G2 − G1 and [2.31]

ΔG(i) = G(i)− iμv . (2.20)

As seen, the work of formation of the cluster
represents the difference between the thermodynamic
potential of the cluster and the thermodynamic poten-
tial of the same number of molecules but in the ambient
phase (vapor, solution or melt). This is the most general
definition of the work for nucleation. Taking different
expressions for G(i) we can approach different cases
of nucleation, such as liquid or crystal nuclei, large
or small clusters, clusters with or without equilibrium
shape, nuclei on like and unlike surfaces, nuclei formed
on small particles or ions, etc.

Equation (2.20) is usually illustrated with the sim-
plest case, when the nucleus is a liquid droplet with
the (equilibrium) shape of a sphere with radius r sur-
rounded by its own vapor. We assume that the nucleus
is sufficiently large that it can be described by macro-
scopic thermodynamic quantities. This is in fact the
classical or capillary approach introduced by Gibbs. He
considered nuclei as small liquid droplets, vapor bub-
bles or crystallites which, however, are sufficiently large
to be described by their bulk properties. Although over-
simplified, this approach was a significant step ahead
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because, when phases with small linear sizes are in-
volved, the surface-to-volume ratio is large.

The thermodynamic potential of the spherical
droplet reads

G(r) = 4πr3

3vl
μ∞

l +4πr2σ ,

where i = 4πr3/3vl is the number of atoms in the
nucleus.

Writing the expression for G(r) in this way we
suppose that a cluster with radius r has the chemical
potential μ∞

l of the infinitely large liquid phase. The
second term accounts for the excess energy owing to the
newly formed interface between the liquid droplet and
the ambient vapor phase, to which we ascribe a specific
energy σ that is characteristic of the bulk liquid phase.

The thermodynamic potential of a crystalline cluster
with a cubic shape and lateral extent l in the capillary
approximation is given by a similar expression

G(l) = − l3

vc
μ∞

c +6l2σ . (2.21)

Then for the work of nucleus formation in terms of
the size l one obtains

ΔG(l) = l3

vc
Δμ+6l2σ , (2.22)

where i = l3/vc, and Δμ = μv −μ∞
c is the supersatu-

ration.
The dependence of ΔG(l) on the size l is plotted

in Fig. 2.6. (Note that the growing cluster preserves its
equilibrium shape of a cube with increasing linear size
l.) As seen, ΔG(l) displays a maximum when the ambi-
ent phase is supersaturated (μ∞

c < μv) at some critical
size

l∗ = 4σv

Δμ
. (2.23)

In the opposite case of undersaturated vapor
(μ∞

c > μv) both terms in (2.22) are positive and the
Gibbs free energy change goes to infinity as the density
fluctuations are thermodynamically unfavorable.

Equation (2.23) is in fact the familiar equa-
tion (2.10) of Thomson–Gibbs. As discussed above the
latter represents the condition of equilibrium of a small
particle with its ambient phase. It is important to note
that this equilibrium is unstable. When more atoms join
the nucleus, its size increases and its equilibrium va-
por pressure becomes smaller than that of the ambient
phase. As a result the probability of growth becomes
greater than the probability of decay and the nucleus

ΔG

ΔG*

l* l

–l3Δµ/ν

6l2σ

Fig. 2.6 Dependence on the crystal size l (or radius r) of
the Gibbs free energy change connected with the formation
of a crystalline (liquid) nucleus with a cubic (spherical)
shape

will continue to grow. If several atoms detach from the
nucleus, its equilibrium vapor pressure will increase and
become higher than that of the ambient phase. The prob-
ability of decay will become dominant and the nucleus
will decay further. In other words, any infinitesimal de-
viation of the size of the nucleus from the critical one
leads to a decrease of the thermodynamical potential of
the system.

Substituting l∗ into (2.22) gives the value of the
maximum, or in other words, the change of the Gibbs
free energy to form the nucleus

ΔG∗ = 32σ3v2

Δμ2 . (2.24)

It is inversely proportional to the square of the supersa-
turation (a result which was obtained for the first time
by Gibbs in 1878 [2.25]) and increases steeply when
approaching the phase equilibrium, thus imposing great
difficulties for crystallization to take place.

2.2.2 Formation of 3-D Nuclei
on Unlike Substrates

Equation (2.21) gives the thermodynamic potential of
a small crystallite with a cubic equilibrium shape whose
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26 Part A Fundamentals of Crystal Growth and Defect Formation

properties are described in terms of classical macro-
scopic thermodynamics. In order to relax this restriction
Stranski suggested a new approach which can be used
for both large crystals and arbitrarily small clusters with
arbitrary shape. The thermodynamic potential is given
in the more general form

G(i) = iμ∞
c +Φ , (2.25)

where Φ plays the role of a surface energy.
The work for nucleus formation then reads

ΔG(i) = −iΔμ+Φ . (2.26)

According to the definition of Stranski the surface
term is given by [2.32]

Φ = iϕ1/2 −Ui , (2.27)

where Ui > 0 is the energy of disintegration of the
whole crystal (or small cluster) into single atoms. In fact
−Ui is the potential (binding) energy of the cluster. In
the approximation of additivity of bonds energies, Ui is
equal to the number of bonds between the atoms of the
cluster multiplied by the work ψ to break a single bond.

Equation (2.27) can be easily understood. The first
term on the right-hand side gives the energy of the
bonds as if all atoms are in the bulk of the crystal (recall
that the separation work from the half-crystal position is
equal to the lattice energy per atom). The second term
gives the energy of the bonds between the atoms of the
cluster. Therefore, the difference represents the number
of unsaturated (dangling) bonds multiplied by the en-
ergy ψ/2 of a dangling bond. Obviously, if the cluster
is sufficiently large, Φ can be expressed in terms of sur-
face, edge, and apex energies, but as written above it
is applicable to arbitrarily small clusters with arbitrary
shape.

Combining (2.26) and (2.27) and substituting for
Δμ from the Thomson–Gibbs equation (2.8) in atomis-
tic terms in the resulting equation for the Gibbs free
energy change for nucleus formation one obtains

ΔG∗ = i∗ϕ̄3 −Ui∗ . (2.28)

We can now calculate the work of formation of a nu-
cleus with equilibrium shape shown in Fig. 2.5. In this
case i = n2n′ and

Ui = 3n2n′ψ −2nn′ψ −n2ψφ , (2.29)

where φ is the familiar wetting function (2.17) which
determines also the equilibrium shape of a crystal on an
unlike substrate.

Combining (2.7), (2.28), and (2.29) gives

ΔG∗ = n∗2ψφ , (2.30)

where n∗ is the number of atoms in the lateral edge of
the critical nucleus. Note that l∗ = an∗ is the length of
the edge of the homogeneously formed nucleus in the
absence of a substrate or under the condition of com-
plete nonwetting.

We show that (2.30) gives the work of formation
of a complete cubic crystallite (2.24) multiplied by the
wetting function (2.17), which is positive and smaller
than unity in the case of incomplete wetting under study.
For this purpose we substitute for n∗ and ψ from (2.8)
and (2.4), respectively, in (2.30) and obtain (a3 = v)

ΔG∗ = 32σ3v2

Δμ2

σ +σi −σs

2σ
, (2.31)

where the wetting function φ is given in terms of surface
energies.

It follows that the work for nucleus formation at sur-
faces (heterogeneous nucleation) is equal to that of the
homogeneously formed nuclei in the absence of a sur-
face multiplied by the wetting function. Bearing in mind
that

φ = h

l
= l2h

l3 = V

V0
,

we conclude that the ratio of the works for heteroge-
neous and homogeneous nucleation is equal to the ratio
of the respective volumes in the presence and absence
of a substrate

ΔG∗
het = ΔG∗

hom
V

V0
.

It is interesting to consider the case when a three-
dimensional nucleus is formed in the concave edge of
a hill-and-valley vicinal surface consisting of alternat-
ing low-index facets and which is often formed under
the effect of adsorbed impurity atoms [2.33,34]. Assum-
ing for simplicity a right angle of the concave edge we
find that the nucleus has a prismatic equilibrium shape,
having two edges with length l′ = n′a and one edge with
a length l = na. Using the same procedure as before for
ΔG∗ one obtains

ΔG∗ = n∗2ψφ2

or

ΔG∗ = 32σ3v2

Δμ2

(
σ +σi −σs

2σ

)2

.
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Nucleation at Surfaces 2.2 Work for Nucleus Formation 27

In the same way we find that the work of formation
of a nucleus in a right-angle corner is proportional to
the third degree of the wetting function φ, etc. As φ < 1
we conclude that a rough surface containing concave
edges and corners stimulates nucleation by decreasing
the nucleus volume.

2.2.3 Work of Formation
of 2-D Crystalline Nuclei
on Unlike and Like Substrates

To solve this problem we apply the same procedure,
bearing in mind that we have to account for the mean
separation work for a two-dimensional square cluster.
We consider first the more general case in which the
2-D nucleus is formed on an unlike substrate. Obvi-
ously, in order for the 2-D nucleus to be stable the
wetting should be complete, although 2-D nuclei can be
stable in incomplete wetting but only up to some criti-
cal size [2.35]. Beyond this size the monolayer islands
become unstable against bilayer islands and should be
rearranged into three-dimensional islands as required by
the thermodynamics (Sect. 2.6).

The mean separation work calculated for a 2-D
square nucleus consisting of i = n2 atoms on unlike
substrates reads

ϕ̄′
2 = 3ψ − ψ

n
−ψφ

and

Δμ = ψ

n
+ψφ . (2.32)

The binding energy is Ui = 3n2ψ − 2nψ − n2ψφ

and the Gibbs free energy change reads

ΔG∗ = n∗ψ . (2.33)

Substituting for n∗ from (2.32) and ψ from (2.13)
in (2.33) gives

ΔG∗ = ψ2

Δμ−ψφ
= 4�2a2

Δμ−a2(σ +σi −σs)
. (2.34)

In the limiting case of a like substrate (nucleation on
the surface of the same crystal) Δσ = σ +σi −σs = 0
and the Gibbs free energy change reads

ΔG∗ = ψ2

Δμ
= 4�2a2

Δμ
. (2.35)

Substituting for ψ from the Thomson–Gibbs equa-
tion (2.32) in the case of complete wetting, φ = 0,
in (2.35) one obtains the very useful result that the work

for nucleus formation is precisely equal to the volume
part of it

ΔG∗ = n∗2Δμ = i∗Δμ . (2.36)

Equations (2.34) and (2.35) lead to some interesting
conclusions. In the case of incomplete wetting (Δσ > 0)
2-D nucleation can take place only at supersaturation
higher than Δμ0 = a2Δσ , because when approaching
the latter the work for nucleus formation goes to in-
finity. In the case of complete wetting (Δσ < 0) both
terms in the denominator of (2.34) are positive and 2-D
nucleation can take place even at undersaturation. As
follows from (2.35) a 2-D nucleation event on the sur-
face of the same crystal (Δσ = 0) can occur only at
supersaturations higher than zero.

Equations (2.31) and (2.34) give another critical su-
persaturation Δμcr = 2Δμ0 at which the 3-D nucleus
is reduced to a 2-D nucleus with monolayer height.
The reason is that, assuming a constant equilibrium
aspect ratio h/l < 1, on decreasing the nucleus size
with increasing supersaturation a moment comes when
the thickness of the 3-D island becomes equal to one
monolayer [2.36–38]. As a result three-dimensional nu-
cleation should not take place at supersaturations larger
than Δμcr. The latter does not contradict the observed
layer-by-layer growth of Pb on Ge(001) at 130 K [2.39].

In the end of this subsection we will briefly discuss
the very interesting and important question of the ex-
istence and formation of one-dimensional nuclei. The
latter can be considered as rows of atoms at the edge
of a single height step. Using the approach of the mean
separation works the equilibrium of a such row of atoms
with the ambient phase will be given by the equal-
ity of the probabilities of attachment and detachment
of atoms to the row’s ends. However, the row’s ends
represent half-crystal positions, so the mean separa-
tion work reads ϕ̄1 = 3ψ = ϕ1/2 and the supersaturation
is Δμ = ϕ1/2 − ϕ̄1 = 0. The latter means that a row
of atoms has the same chemical potential as the bulk
crystal, irrespective of its length. The potential energy
of a row consisting of i atoms is Ui = 3iψ −ψ, and
the work of formation of a one-dimensional nucleus
is ΔG∗

1 = iϕ̄1 −Ui = ψ. As seen ΔG∗
1 does not de-

pend on the row’s length, which means that a critical
size as in 3-D and 2-D nucleation does not exist. All
the above means that one cannot define thermodynam-
ically one-dimensional nuclei. However, as pointed out
by several authors, one-dimensional nuclei can be well
defined kinetically [2.40–42]. It is in fact the formation
of one-dimensional nuclei which allows the propaga-
tion of smooth steps, particularly at low temperatures.
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28 Part A Fundamentals of Crystal Growth and Defect Formation

We mention here only two cases of great practical im-
portance: the advancement of SA steps on the surface of
Si(001) 2 × 1 [2.43, 44] and the growth of protein crys-

tals [2.45]. We would like to stress once more that the
one-dimensional nucleation is a purely kinetic process
and a critical size cannot be defined thermodynamically.

2.3 Rate of Nucleation

As discussed above the equilibrium of a small par-
ticle of the new phase with the supersaturated ambient
phase is unstable. Accidental detachment of atoms from
the critical nucleus can result in a decay of the clus-
ter even to single atoms. Attachment of several atoms
could lead to unlimited growth. It is not accidental that
the exact solution of the time-dependent problem leads
to a diffusion-type equation which reflects the random
character of the processes of growth and decay around
the critical size [2.30]. We can thus interpret the growth
of the clusters as a diffusion in the space of the size.
We conclude that nucleation is a random process. The
steady-state rate of nucleation is a constant quantity
which represents an average in time of randomly dis-
tributed events.

2.3.1 General Formulation

Becker and Döring advanced a purely kinetic approach
which allowed them to derive a general expression for
the steady-state nucleation rate making the assump-
tions of: (1) steady-state distribution of the heterophase
fluctuations, (2) constant geometrical shape of the grow-
ing clusters which coincides with the equilibrium shape,
and (3) constant supersaturation which is achieved by
removal of clusters which are sufficiently large (much
larger than the critical nucleus, I � i∗) from the sys-
tem and then are returned back as single atoms [2.46].
The interested reader is referred to the excellent anal-
ysis of Christian [2.47]. Relaxing assumption 2 did
not affect significantly the final result, whereas allow-
ing variable supersaturation changed only the transient
character of nucleation but not the steady-state nuclea-
tion rate [2.48]. It was in fact the first assumption which
played the essential role in solving the problem.

Becker and Döring considered the nucleation pro-
cess as a series of consecutive bimolecular reactions
(a scheme proposed by Leo Szilard)

A1 +A1

ω+
1

�
ω−

2

A2

A2 +A1

ω+
2

�
ω−

3

A3

. . .

Ai +A1

ω+
i

�
ω−

i+1

Ai+1

. . .

in which the growth and decay of the clusters take place
by attachment and detachment of single atoms. Triple
and multiple collisions are excluded as less probable.
ω+

i and ω−
i denote the rate constants of the direct and

reverse reactions. Here A is used as a chemical symbol.
Clusters consisting of i atoms are formed by the

growth of clusters consisting of i − 1 atoms and the
decay of clusters of i +1 atoms (birth processes) and
disappear by the growth and decay into clusters of i +1
and i − 1 atoms (death processes), respectively. Then
the change with time of the concentration Zi (t) of clus-
ters consisting of i atoms is given by

dZi (t)

dt
= Ji (t)− Ji+1(t) ,

where

Ji (t) = ω+
i−1 Zi−1(t)−ω−

i Zi (t) (2.37)

is the net flux of clusters through the size i.
Assuming a steady-state concentration of the clus-

ters in the system, dZi (t)/dt = 0, leads to

Ji (t) = Ji+1(t) = J0 ,

where we denote by J0 the time-averaged frequency of
formation of clusters of any size. Therefore, J0 is also
equal to the frequency of formation of the clusters with
the critical size i∗ and thus is equal to the steady-state
nucleation rate.

Applying a simple mathematical procedure to the
system of rate equations which describe the scheme of
Szilard for J0 one obtains [2.49]

J0 = Z1

I−1∑
i=1

(
1

ω+
i

ω−
2 ω−

3 . . . ω−
i

ω+
1 ω+

2 . . . ω+
i−1

)−1

. (2.38)

This is the most general expression for the steady-
state rate of nucleation. It is applicable to any case
of nucleation (homogeneous or heterogeneous, from
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Nucleation at Surfaces 2.3 Rate of Nucleation 29

any ambient phase – vapor, solution or melt, three- or
two-dimensional, etc.). It also allows the derivation of
equations for the classical as well as the atomistic nucle-
ation rate at small and high supersaturations as limiting
cases. The only thing we should know in any particular
case are the rate constants ω+

i and ω−
i .

The analysis of (2.38) shows that every term in the
sum is equal to exp(ΔG(i)/kBT ), where ΔG(i) is the
work to form a cluster consisting of i atoms [2.50]

ω−
2 ω−

3 . . . ω−
i

ω+
1 ω+

2 . . . ω+
i−1

= exp

(
ΔG(i)

kBT

)
. (2.39)

The condition of an imaginary equilibrium J0 = 0
applied to (2.37) leads to an equation known in the
literature as the equation of detailed balance

Ni

Ni−1
= ω+

i−1

ω−
i

,

where Ni denotes the equilibrium concentration of
clusters consisting of i atoms. Multiplying the ratios
Ni/Ni−1 from i = 2 to i gives an expression for the
equilibrium concentration of clusters of size i

Ni

N1
=

i∏
n=2

(
ω+

n−1

ω−
n

)
=

(
ω−

2 ω−
3 . . . ω−

i

ω+
1 ω+

2 . . . ω+
i−1

)−1

.

(2.40)

Substituting (2.39) into (2.40) gives for the equilib-
rium concentration of clusters of size i

Ni = N1 exp

(
−ΔG(i)

kBT

)
. (2.41)

We recall that ΔG(i) displays a maximum at i = i∗.
It follows that Ni should display a minimum at the crit-
ical size.

Substituting (2.39) into (2.38) and replacing the
summation by integration valid for large critical nuclei
one obtains

J0 = ω∗Γ Ni∗ ,

where ω∗ ≡ ωi∗ is the frequency of attachment of atoms
to the critical nucleus, Γ = (ΔG∗/3πkBTi∗2)1/2 is the
so-called nonequilibrium Zeldovich factor which ac-
counts for neglecting processes taking place far from
the critical size, and Ni∗ is given by (2.41) for the criti-
cal nucleus. It is assumed that the equilibrium monomer
concentration N1 is equal to the steady-state concentra-
tion Z1.

In the particular case of nucleation on surfaces
we have to account for the configurational entropy of

distribution of clusters and single atoms among the ad-
sorption sites of density N0 (≈ 1 × 1015 cm−2) which
should be added to the Gibbs free energy changes
(2.31), (2.34) or (2.35) [2.51]. Assuming that the den-
sity of clusters is negligible compared with that of single
atoms the entropy correction reads

ΔGconf ≈ −kBT ln

(
N0

N1

)
.

Then for the steady-state nucleation rate on surfaces
one obtains

J0 = ω∗Γ N0 exp

(
−ΔG∗

kBT

)
, (2.42)

where the frequency of attachment of atoms to the criti-
cal nucleus ω∗ accounts only for the surface diffusion of
atoms to the nucleus, the direct impingement from the
vapor being neglected [2.52].

As discussed above the capillary nucleation theory
is valid at supersaturations which are sufficiently low
that the nuclei are large and can be described in terms
of the classical thermodynamics. In order to find the
limits of validity of (2.42), or in other words, the max-
imum value of the supersaturation at which the above
equation is still valid, we have to find the values of the
pre-exponential K = ω∗Γ N0 and ΔG∗ and calculate
the time τ elapsed from switching on the supersatura-
tion to the appearance of the first nucleus. The latter is
given by τ = 1/J0S, where S is the area available for
nucleation.

Consider for simplicity 2-D nucleation on the sur-
face of the same crystal. The frequency of attachment
of atoms to the critical nucleus ω∗ is given by the prod-
uct of the periphery of the nucleus and the flux of
adatoms joining the nucleus. We assume that the nu-
cleus consists of at least 49 atoms (a square of 7 × 7
atoms) in order for the classical theory to be valid. The
flux of adatoms to the periphery is js ≈ Ds N1/a, where
Ds = a2ν exp(−Esd/kBT ) is the surface diffusion co-
efficient, and the adatom concentration is determined
by a dynamic adsorption–desorption equilibrium and is
given by N1 = Rτs. The reason for using this definition
is that it is supposed that the temperature is sufficiently
high to ensure low supersaturation and the desorption
flux N1/τs is significant. Here ν is the attempt fre-
quency and Esd and Edes are the activation barriers
for surface diffusion and desorption, respectively. Tak-
ing appropriate values for the parameters involved we
find a value for the pre-exponential of the order of
1020 –1025 cm−2 s−1 for nucleation from vapor. We can
further evaluate the supersaturation by using (2.11).
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30 Part A Fundamentals of Crystal Growth and Defect Formation

Once we know the supersaturation we can easily evalu-
ate ΔG∗ by making use of (2.36).

We consider as an example nucleation on Si(001)
at T = 1500 K and assume that S = 1 cm2, although
a more realistic value could be determined from the
width of the terraces on the crystal surface. From the
enthalpy of evaporation we deduce the bond strength
to be of the order of 2–2.2 eV. Then Δμ ≈ 0.3 eV,
ΔG∗ = 15 eV, and τ ≈ 1 × 1015 millennia. This behav-
ior of the classical nucleation rate was noticed by
Dash, who noted that nucleation on defectless crys-
tal surfaces according to the classical theory requires
astronomically long times [2.53]. The reason for this
behavior is that the pre-exponential in J0 is a very
weak function of the supersaturation compared with
the exponential exp(−ΔG∗/kBT ), which varies very

Nucleation rate

Supersaturation  Δµc

Fig. 2.7 Plot of the nucleation rate versus the supersatura-
tion. The nucleation rate is practically equal to zero up to
a critical supersaturation Δμc. Beyond this value the rate
of nucleation increases sharply by many orders of magni-
tude

steeply with the latter. As a result there is a critical
supersaturation below which the rate of nucleation is
practically equal to zero and beyond which it takes
values of many orders of magnitude (Fig. 2.7). We con-
clude that, in order for a nucleation event to take place
on a laboratory scale of time, ΔG∗/kBT should be
smaller than ≈ 30 (in the case under consideration it
is 4 times larger). This means that, for most mater-
ials at working temperatures between 600 and 1000 K,
the number of atoms in the critical nucleus should be
of the order of unity. This is why we will develop
in more detail the atomistic theory of nucleation valid
for nuclei consisting of very small number of atoms.
It is important to note that a small value (usually not
larger than ten) of the number of atoms in the critical
nucleus should be expected also in the case of three-
dimensional nucleation. A value of i∗ = 9 was obtained
in the case of nucleation of CoSi2 from amorphous
Co-Si alloy [2.54]. The reason for the comparatively
larger size is due to the much greater value of the pre-
exponential, which in this particular case is on the order
of 1035 –1040 cm−3 s−1 [2.21].

2.3.2 Rate of Nucleation
on Single-Crystal Surfaces

Single-crystal surfaces always represent vicinal sur-
faces consisting of terraces divided by steps due to
the tilt of the surface by some small angle with
respect to the low-index (singular) crystal face. Nu-
merous processes can take place during deposition on
the terraces (Fig. 2.8). We consider first the case of
complete wetting. Atoms arrive from the vapor and
accommodate thermally with the substrate [2.55], dif-
fuse on the crystal surface, and re-evaporate if the
temperature is sufficiently high. The atoms can also
join pre-existing steps and diffuse along these steps
to incorporate into kink sites. The reverse process of
detachment of atoms from kink sites directly to the
terrace or through the intermediate state of adsorp-
tion at the step edge can also take place. Thus when
the temperature is sufficiently high the crystal grows
by propagation of the pre-existing steps. If the tem-
perature is low and the atom diffusivity is small the
atoms cannot reach the steps and collide with other
atoms to produce dimers. The dimers can grow fur-
ther to produce trimers, tetramers, and finally large
islands by attachment of new adatoms, or can decay into
single atoms. Arriving atoms will preferably join the is-
lands in a later stage of growth, the formation of new
dimers being inhibited. Thus we can distinguish two
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Fig. 2.8 Schematic representation of the different processes which can take place on surfaces during deposition on like
and unlike substrates: 1 – adsorption, 2 – surface diffusion, 3 – desorption, 4 – edge diffusion, 5 – transformation of
monolayer to bilayer island in heteroepitaxy, 6 – dimer formation, 7 – dimer decay, 8 – step-down hopping, 9 – step-up
jump

regimes of growth: step flow growth at high tempera-
tures and growth by two-dimensional nucleation at low
temperatures.

In the case of incomplete wetting which favors
three-dimensional clustering all the processes listed
above remain the same with the exception that step
flow growth does not take place (we consider the
case of heteroepitaxy with ψ > ψ′); nucleation oc-
curs at all temperatures. The mechanism of formation
of 3-D clusters depends strongly on the wetting.
In the extreme of very weak wetting (metals on
alkali halides) visible clustering is observed from
the very beginning of deposition. When the wet-
ting is stronger as in the technologically important
cases of metals on metals or semiconductors on
semiconductors, two-dimensional islands are initially
energetically favored but become unstable and trans-
form beyond some critical size into 3-D clusters
(Fig. 2.8) [2.35]. The same is observed in Stranski–
Krastanov growth beyond the wetting layer [2.56,
57]. Thus in the beginning of deposition the overlay-
er can be considered as a population of molecules
of different size, most of which are one atom
high [2.58].

2.3.3 Equilibrium Size Distribution
of Clusters

We calculate first the equilibrium concentration of the
clusters of size i. The thermodynamic potential of the
cluster of size i is given by (2.25), where i is an integer
which can be arbitrarily small. Bearing in mind (2.26)

and (2.27) the work for nucleus formation reads

ΔG(i) = G(i)− iμv = i(ϕ1/2 −Δμ)−Ui . (2.43)

Assuming the adlayer consisting of clusters of dif-
ferent size behaves as a two-dimensional ideal gas
(
∑

i Ni 
 N0) the thermodynamic potential of the pop-
ulation of clusters of size i will be [2.59]

G(Ni ) = Ni G(i)− kBT ln
N0!

(N0 − Ni )!Ni ! .

Then for the chemical potential of the two-
dimensional ideal gas of clusters of size i one obtains

μi = dG(Ni )

dNi
= G(i)− kBT ln

(
N0

Ni

)
. (2.44)

Suppose now that the pressure of the vapor is pre-
cisely equal to the equilibrium vapor pressure of the
infinitely large crystal at the given temperature so that
μi = iμ∞

c . The system is in a true equilibrium and the
nucleation rate is precisely equal to zero. Rearrang-
ing (2.44) and inserting the above equality gives for the
equilibrium concentration of i-atomic clusters

N e
i

N0
= exp

(
− G(i)− iμ∞

c

kBT

)
.

Assume now that the vapor pressure is higher than
the equilibrium vapor pressure so that μi = iμv > iμ∞

c .
The system will be supersaturated and the nucleation
rate will differ from zero. We apply as before the artifi-
cial condition J0 = 0, which determines a hypothetical
equilibrium concentration of clusters of size i

Ni

N0
= exp

(
− G(i)− iμv

kBT

)
.
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Substituting for G(i) from (2.43) in the above equa-
tion gives

Ni

N0
= exp

(
− iϕ1/2 − iΔμ−Ui

kBT

)
. (2.45)

The condition i = 1 yields the density of monomers

N1

N0
= exp

(
−ϕ1/2 −Δμ−U1

kBT

)
,

the i-th power of which reads

(
N1

N0

)i

= exp

(
− iϕ1/2 − iΔμ− iU1

kBT

)
. (2.46)

Dividing (2.45) and (2.46) gives for this hypotheti-
cal equilibrium concentration of clusters of size i [2.58]

Ni

N0
=

(
N1

N0

)i

exp

(
Ei

kBT

)
, (2.47)

where Ei = Ui − iU1 is the net energy gained to form
an i-atom cluster from i single atoms. Bearing in mind
that U1 is, in fact, the adhesion energy ψ ′, Ei is the
potential (binding) energy of the lateral bonds in the
cluster. The latter means that the value of Ei does not
depend (within the framework of the approximation of
the additivity of the bond energies) on the material of
the substrate. It should be one and the same on like and
unlike substrate crystals. Recall that we defined Ui as
a positive quantity. This means that Ei is also positive.
As N1/N0 
 1 the pre-exponential decreases whereas
the exponential increases with i. It follows that (2.47)
should display a minimum at some critical size or, in
other words, will have the same qualitative behavior as
the classical equilibrium size distribution (2.41).

2.3.4 Rate of Nucleation

An approximate expression for the nucleation rate can
be obtained by multiplying (2.47) by the flux of atoms
to the critical nucleus. Note, however, that in the case
of small clusters the classical definition of a nucleus as
a cluster with equal probabilities for growth and de-
cay, each one equal to 0.5, is not valid. The nucleus
should be defined as the cluster whose probability of
growth is smaller than or equal to 0.5, but which after
attachment of one more atom will have a probability of
growth greater than or equal to 0.5 [2.58]. The latter is
called the smallest stable cluster. Thus the nucleation
rate is the rate at which clusters of critical size become
supercritical or smallest stable clusters.

It is clear that for small clusters the requirement of
constant geometrical shape required by the classical the-
ory is violated. An analytical expression for i∗ cannot
be derived and the nucleus structure should be deter-
mined by a trial-and-error procedure by estimating the
binding energy of the different configurations including
the possibility of formation of three-dimensional struc-
tures. Let us consider as an example the formation of
nuclei on the (111) surface of a face-centered cubic (fcc)
metal (Fig. 2.9). At Δμ = 3.25ψ the critical nucleus
consists of two atoms and the smallest stable cluster
consists of three atoms (Fig. 2.10). The work required
to decay the nucleus is equal to the work to break a sin-
gle first-neighbor bond, whereas in order to detach an
atom from the smallest stable cluster we have to break
simultaneously two first-neighbor bonds. This means
that the latter will be much more stable than the nu-
cleus and a higher temperature is required to decay the
three-atom cluster. The attachment of additional atoms
up to i = 6 does not change the stability of the respec-
tive clusters. Then at Δμ = 2.75ψ the nucleus consists
of six atoms and the smallest stable cluster represents

a) b)

c) d)

Fig. 2.9a–d Two-dimensional clusters on (001) and (111)
surfaces of a crystal with a face-centered cubic lattice. The
structure of the nuclei is given by the gray circles. The
black circles denote the atoms that turn the critical nu-
clei into smallest stable clusters. (a) The nucleus consists
of a single atom; the stable supercritical cluster is a dimer,
which requires a single bond to be broken in order to de-
cay. In (b) the nucleus consists of three atoms situated on
the apexes of a rectangular triangle on (001) surface; the
smallest stable cluster has a square shape. The decay of
the latter requires the simultaneous breaking of two bonds.
On (111) surface the nuclei consist of (a) one, (c) two, and
(d) six atoms. The corresponding stable clusters consist of
two, three, and seven atoms, respectively, which require
breaking of one, two, and three bonds
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a closed structure consisting of a complete ring of six
atoms plus an atom in the middle. In order to detach an
atom from the smallest stable cluster we have to break
simultaneously three first-neighbor bonds. Obviously,
such a cluster will be stable at much higher temperatures
than a three-atom cluster.

Bearing in mind that every term in the sum of (2.38)
is equal to exp(ΔG(i)/kBT ) we study the behavior of
the latter for small values of i (Fig. 2.10). It is seen
that at extremely high supersaturations (low tempera-
tures) ΔG(i) and exp(ΔG(i)/kBT ) are represented by
broken curves whereas at low supersaturations (large
nuclei) the curve is smooth. Contrary to the classical
case where the clusters in the vicinity of the critical size
have values of exp(ΔG(i)/kBT ) close to that of the nu-
cleus, in the case of small clusters the contribution of
exp(ΔG(i∗)/kBT ) of the critical nucleus is the largest,
all other terms in the sum of the denominator being neg-
ligible. Thus, instead of summing all the terms as in the
classical theory, we can take the largest term and ne-
glect all the others. For this purpose we write (2.38) in
the form

J0 = ω+
1 N1

(
1+ ω−

2

ω+
2

+ ω−
2 ω−

3

ω+
2 ω+

3

+ ω−
2 ω−

3 ω−
4

ω+
2 ω+

3 ω+
4

+ . . .

)−1

(2.48)

and calculate the rate constants for the birth and death
processes.

By analogy with the classical theory, where ω+
i ≈

(Pi/a)Ds N1, Pi being the perimeter of the nucleus and
Pi/a the number of the dangling bonds, in the atomistic
approach [2.60]

ω+
i = αi Ds N1 ,

where αi is the number of ways of attachment of an
atom to a cluster of size i to produce a cluster of size
i +1. Obviously, this parameter is proportional to the
number of dangling bonds.

The decay constant reads

ω−
i = βiν exp

(
− Ei − Ei−1 + Esd

kBT

)
, (2.49)

where Ei is the work to disintegrate a cluster of size i
into single atoms, and Ei − Ei−1 is the work required
to detach an atom from the cluster of size i. βi is the
number of ways of detachment of an atom from a cluster
of size i. It is easy to show that there exists a one-to-
one correspondence between the growth (i → i +1) and
decay (i +1 → i) processes so that

αi = βi+1 .

5

1.0

3

1

Δµ
Ψ

= 3.25
Δµ
Ψ

= 2.75 Δµ
Ψ

= 0.02

Δµ
Ψ

= 0.02

Δµ
Ψ

= 3.25

Δµ
Ψ

= 2.75

Number of atoms

ΔG(n)

exp [ΔG(n)/kBT]

a)

b)

5 10 12080

5 10 12080

Fig. 2.10a,b Dependence of (a) the Gibbs free energy change
ΔG(i)/ψ in units of the work ψ required to break a first-neighbor
bond, and (b) exp(ΔG(i)/kBT ) on the number of atoms i in the
cluster at different values of the supersaturation. At small supersa-
turation (Δμ = 0.02ψ) the cluster is large, the respective curves are
smooth, and the summation can be replaced by integration. At very
large supersaturations the curves are broken and the contribution of
the critical nucleus is dominant

Recalling the expression for the diffusion coefficient
Ds = a2ν exp(−Esd/kBT ) we can write (2.49) in the
form

ω−
i = βi Ds N0 exp

(
− Ei − Ei−1

kBT

)
,

where N0 ∼= a−2.
The assumption that all terms in the denomina-

tor in (2.48) are smaller than unity means that i∗ = 1
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Fig. 2.11 Experimental data for the nucleation rate as a function of
the overpotential η in the case of electrochemical nucleation of mer-
cury on platinum single-crystal spheres (after [2.61]), in atomistic
coordinates ln J0 −η, according to [2.62]. The number of atoms in
the critical nucleus changes at about 0.096 V

(E1 = 0) and

J0 = ω+
1 N1 = α1 Ds N2

1 .

Assuming that the adatom concentration is deter-
mined by a dynamic adsorption–desorption equilibrium
N1 = Rτs as before, for J0 one obtains

J0 = α1
R2

N0ν
exp

(
2Edes − Esd

kBT

)
.

When the ratio ω−
2 /ω+

2 is the largest term in the
denominator of (2.48), i∗ = 2 and

J0 = ω+
1 N1

ω+
2

ω−
2

= α2 D2
s N3

1ν−1 exp

(
E2 + Esd

kBT

)

or

J0 = α2
R3

N2
0ν2

exp

(
E2 +3Edes − Esd

kBT

)
.

In the general case

J0 = α∗ R

(
R

N0ν

)i∗

× exp

(
Ei∗ + (i∗ +1)Edes − Esd

kBT

)
.

Very often the process of re-evaporation is negligi-
ble (complete condensation) and N1 �= Rτs. Then we
can write J0 in terms of the adatom concentration in
the form

J0 = α∗ Ds
Ni∗+1

1

Ni∗−1
0

exp

(
Ei∗

kBT

)
, (2.50)

which is very useful for solving various nucleation
problems.

Whereas the attachment or detachment of atoms to
and from a comparatively large liquid droplet or crys-
tallite can be considered as a good approximation to
a continuous process, this is impossible when the clus-
ter consists of several atoms. In this case the general
principles of the thermodynamics are violated, the best
example of which is that the Thomson–Gibbs equation
is not valid in its familiar form (2.10). The reason be-
comes obvious if we write it in terms of the number of
atoms rather than the linear size of the crystallite

Pi

P∞
= exp

(
4σv2/3

kBTi1/3

)
.

It is immediately seen that the vapor pressure in the
left-hand side of the equation can be continuously var-
ied whereas the right-hand side is a discrete function of
the cluster size i. The latter means that to any particular
size of the cluster corresponds a fixed value of the vapor
pressure, but the opposite is not true; an integer number
of atoms does not correspond to any arbitrary value of
the vapor pressure. It follows that, contrary to the clas-
sical concept, a cluster with an integer number of atoms
is stable in an interval of supersaturation (or vapor pres-
sure) which becomes larger as the cluster size becomes
smaller [2.63]. This interval is equal to Pi − Pi+1, where
Pi is the fixed value of the vapor pressure corresponding
to a cluster consisting of i atoms.

Substituting for ΔG∗ from (2.26) with i = i∗
in (2.42) gives

J0 = ω∗Γ N0 exp

(
− Φ

kBT

)
exp

(
i∗ Δμ

kBT

)
.
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As the shape does not change at constant num-
ber of atoms the surface part Φ remains constant
in the interval of stability of a given cluster size.
Then the logarithm of the nucleation rate as a func-
tion of the supersaturation will represent a broken
line when the supersaturation interval is sufficiently
wide to cover the intervals of several cluster sizes.
The slopes of the consecutive straight line parts will
be equal to the respective number of atoms i∗ of the
critical nuclei. This is shown in Fig. 2.11, which rep-
resents experimental data for the nucleation rate in
electrodeposition of mercury on platinum single-crystal
spheres [2.61], interpreted in terms of the atomistic
theory in [2.62] (see also [2.64]). The values i∗ = 6
and 10 have been found from the slopes of the two
parts of the plot. A clear evidence for a transition from

i∗ = 1 to i∗ = 3 has been reported by Müller et al. in
the case of nucleation of Cu on Ni(001) [2.65]. Thus
a single nucleus size is operative over a temperature (su-
persaturation) interval. The slopes of the consecutive
intervals give a distinct series of consecutive num-
bers of atoms which depend on the crystallographic
orientation of the substrate. Thus in the case of nucle-
ation of (001) surface of fcc metals the numbers are
one and three, whereas on (111) surface the numbers
are one, two, and six. The corresponding smallest sta-
ble clusters (i∗ + 1 = 2, 3, 7 on the fcc(111) surface)
are often referred to as magic in the literature. The
physics behind this magic is simple. In order to detach
an atom from the corresponding smallest stable clus-
ters we have to break simultaneously one, two or three
bonds.

2.4 Saturation Nucleus Density

Measurements of the nucleus density as a function of
time show that, after sufficiently long time, the nu-
cleus density saturates; this means that the nucleation
process ceases. Numerous factors can be responsible
for this phenomenon. Preferred nucleation on defect
sites, overlapping of zones with reduced supersaturation
around growing islands, coalescence of neighboring is-
lands, and growth of larger islands at the expense of
smaller ones owing to the Thomson–Gibbs effect (Ost-
wald ripening) take place most frequently and are most
studied [2.66].

Although the preparation of defectless single crys-
tals is already a routine procedure, the complete absence
of impurity particles, stacking faults, twin bound-
aries, emerging points of dislocations, etc. cannot be
achieved. It is this presence of defects on the crystal sur-
face which is one of the reasons for the observation of
saturation of the nucleus density with time and this was
the first to be studied. The defects represents sites on the
crystal surface which stimulate nucleation by stronger
wetting. Assume for simplicity that they have equal ac-
tivity (wetting function). Nuclei can form on free active
sites whose number is Nd − N with a frequency J ′

0 per
site, Nd being the total number of active sites. Then the
change with time t of the nucleus density reads [2.67]

dN

dt
= J ′

0(Nd − N) .

Integration subject to the initial condition N(0) = 0
results in a simple exponential function

N(t) = Nd
[
1− exp

(−J ′
0t

)]
,

which tends with time to a saturation value equal to Nd.
In the more realistic case of a certain activity distribu-
tion of the sites, increasing supersaturation will lead to
inclusion of less-active sites in the process and increase
of the saturation nucleus density [2.68].

Another reason for saturation of the nucleus den-
sity is the appearance of locally undersaturated zones
around growing nuclei where the nucleation rate is re-
duced or even equal to zero owing to the consumption
of the diffusing adatoms [2.69–71]. Sigsbee coined for
these zones the term nucleation exclusion zones [2.72].
They are also known as denuded or depleted zones.
Nuclei and in turn denuded zones around them are
progressively formed and grow during film deposition.
When the zones overlap and cover the whole substrate
surface the process of nucleation is arrested and satura-
tion of the nucleus density is reached. The radii of the
nucleation exclusion zones are defined by the intersec-
tion of the gradient of the adatom concentration around
the growing island and the critical adatom concentration
(or supersaturation) for nucleation to occur (Fig. 2.12).
A typical nucleation exclusion zone around a mercury
droplet electrodeposited on a platinum single-crystal
sphere is shown in Fig. 2.13 [2.73].

The problem of finding the nucleus density when
the latter is limited by nucleation exclusion zones has
been treated by many authors, such as Kolmogorov,
Avrami, and Johnson and Mehl, and solutions for dif-
ferent cases have been found [2.74–78] (for a review
see [2.47]). The simultaneous influence of both nucle-
ation exclusion zones and active sites has also been
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Δµ
Δµc

0 rc r

Fig. 2.12 The definition of nucleation exclusion zones. The
radius of the latter is determined by the intersection of the
gradient of the supersaturation and the critical supersatu-
ration for noticeable nucleation to occur. Because of the
very steep dependence of the nucleation rate on the super-
saturation (Fig. 2.7) the nucleation rate inside the zone is
assumed equal to zero

addressed [2.79,80]. The problem consists of finding the
area Θ(t) uncovered by depleted zones and thus avail-
able for nucleation at a moment t. The number of nuclei
is then given by

N = J0

t∫
0

Θ(τ)dτ .

The area 1−Θ(t) represents the sum of all nucle-
ation exclusion zones accounting for the area where
neighboring zones have overlapped. The latter is equal
to the probability of finding an arbitrary point si-
multaneously in two or more nucleation exclusion
zones [2.74]. Assuming that nuclei are formed on ran-
domly distributed sites with a rate J0 and that the zones
grow with a velocity v(t) = ck(t) the area Θ(t) is given
by [2.74]

Θ(t) = exp

⎛
⎝−J0

t∫
0

S′(t ′)dt′
⎞
⎠ ,

where

S′(t′, t) = πc2

⎛
⎝

t∫
t′

k(τ − t ′)dτ

⎞
⎠

2

is the area of a nucleation exclusion zone at a moment t
around a nucleus formed at a moment t′ < t.

Assuming linear growth of the zones (k(t) = 1)
gives for the nucleus density as a function of time

N(t) = J0

t∫
0

exp

(
−π

3
J0c2t3

)
dt . (2.51)

Fig. 2.13 Nucleation exclusion zone around a mercury
droplet electrodeposited on a platinum single-crystal
sphere. The droplet is practically invisible. Instead, three
light reflections from the illuminating lamp are visible. The
mercury droplet has been deposited by applying a short
electric pulse followed by a lower overpotential in order to
grow it to a predetermined size. Then a high electric pulse
is applied to cover the whole surface with mercury with the
exception of the area around the droplet (after [2.73])

The saturation nucleus density is obtained under the
condition t → ∞. Integrating (2.51) from zero to infin-
ity gives

Nsat ∼= 0.9

(
J0

c

)2/3

.

Another approach was later developed, particularly
for nucleation at surfaces, by using a system of kinetic
rate equations. It was first introduced by Zinsmeister
as a system of equations for the change with time of
the concentrations of clusters dNi/dt (i = 1, 2, 3, . . .)
for each cluster size, beginning with that of single ad-
atoms [2.81–84]. All birth and death processes were
accounted for in dNi/dt. In addition, the atom arrival
rate and re-evaporation were taken into account in the
equation of change of the monomers dN1/dt. In order
to solve quantitatively the above system of equations
the attachment and detachment frequencies had to be
determined. As a result a large amount of papers have
been devoted to further elaborating the approach [2.85–
92]. In the limit i∗ = 1 (irreversible aggregation) the
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detachment frequencies are equal to zero. The attach-
ment frequencies (capture numbers) were considered
by using different approximations, beginning from the
mean-field approximation by assuming that the clusters
are immersed and grow in a dilute adlayer with an aver-
age concentration that does not depend on the location
of the clusters, to solutions of diffusion equation around
the growing islands in terms of Bessel functions. The
system was later greatly simplified by Venables et al.
to a system of two equations which were sufficient to
illustrate the essential physics [2.93].

We consider first the case of irreversible aggrega-
tion. The dimers are assumed to be stable (a third atom
joins the dimer before the latter to decay) and immo-
bile. The atoms arrive at the crystal surface, diffuse on
it, and collide with each other to produce dimers. Atoms
join the dimers and larger clusters upon striking with-
out any obstacle of kinetic origin. This means that the
growth of clusters is limited only by the surface dif-
fusion. Coalescence of immobile clusters is ruled out.
The detachment frequencies are equal to zero and the
capture numbers are omitted for simplicity as they rep-
resent figures of the order of unity [2.93]. The system of
equations is then reduced to

dN1

dt
= F −2DN2

1 − DN1 Ns , (2.52a)

dNs

dt
= DN2

1 , (2.52b)

where F = R/N0 is the atom arrival rate in units of
number of monolayers, D = Ds/a2 = ν exp(−Esd/kBT )
is the diffusion (hopping) frequency, and Ns is the sum
of all stable clusters

Ns =
∞∑

i=2

Ni .

Single atoms arrive on the surface with frequency F
and are consumed by the formation of dimers (the sec-
ond term on the right-hand side of (2.52a)) and by
incorporation into stable clusters (the third term on
the right-hand side of (2.52a)). At the very beginning
of deposition most of the adatoms are consumed by
the formation of dimers. In a later stage of deposition
the density of stable clusters increases and the arriv-
ing atoms preferentially join stable clusters rather than
colliding with each other to produce dimers. Satura-
tion (or very weak dependence on time) is reached
and the consumption of atoms by formation of dimers
2DN2

1 is practically arrested and becomes negligible
compared with the growth term DN1 Ns. A steady state
is reached at this stage (dN1/dt = 0) and N1 = F/DNs.

Substituting the latter into (2.52b) and carrying out the
integration gives

Ns ∝
(

D

F

)1/3

.

This result is easy to generalize for the case of
reversible aggregation, assuming the critical nucleus
consists of i∗ > 1 atoms. Then one can write a system
of two kinetic equations for the single adatoms and the
sum of all clusters larger than i∗ [2.93]

dN1

dt
= F − (i∗ +1)DNi∗+1

1 − DN1 Ns , (2.53a)

dNs

dt
= ω∗Dni∗+1

1 , (2.53b)

where ω∗ = α∗ exp(E∗/kBT ) (see (2.50)).
Following the same procedure as above results in

Ns ∝
(

D

F

)−χ

, (2.54)

where

χ = i∗

i∗ +2
(2.55)

is the scaling exponent valid for the case of diffusion-
limited nucleation and growth in the absence of any
kinetic barrier inhibiting the attachment of atoms to the
critical nucleus.

Later Kandel relaxed the condition for diffusion-li-
mited regime of growth, assuming that a barrier exists
which inhibits the attachment of atoms to any cluster in-
cluding the critical nucleus [2.94]. Then the frequency
ω∗ for collision of atoms with the critical nucleus should
contain the term exp(−Eb/kBT ), where Eb is the barrier
concerned. He integrated (2.53b) taking for N1 a value
calculated by the solution of a diffusion equation from
the radius R of the nucleus to half of the mean distance
L = 1/

√
πNs between the nuclei and then averaged

from R to L . As a result the average adatom concen-
tration included two terms

N1 = A
F

D

1

Ns
+ B

F

D

1− exp(−Eb/kBT )

exp(−Eb/kBT )

1√
Ns

,

where A and B are constants.
The first term is inversely proportional to Ns as be-

fore and does not include the cluster edge barrier Eb.
The second term is inversely proportional to the square
root of Ns and includes the barrier Eb. Obviously,
when Eb = 0 the second term is equal to zero and
the integration of (2.53b) naturally gives the scaling
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exponent (2.55). In the other extreme of significant clus-
ter edge barrier the second term dominates and the
integration of (2.53b) gives the same power-law depen-
dence (2.54) but with a scaling exponent

χ = 2i∗

i∗ +3
, (2.56)

which is valid for a kinetic regime of growth.
Equation (2.54) shows a simple power-law depen-

dence of Ns on the ratio D/F of the frequency of
surface diffusion to the frequency of atom arrival. While
F represents the increase of atoms with time, D intro-
duces the fluxes of disappearance of atoms due either
to formation of nuclei or to the further growth of these
nuclei. Physically this is the ratio of the flux of con-
sumption of atoms on the crystal surface to the flux of
their arrival. A constant ratio D/F means a constant
adatom concentration or a constant supersaturation. The
increase of D/F can be performed by either increas-
ing the temperature or decreasing the atom arrival rate.
The fact that the island density scales with D/F sim-
ply means that it depends on the supersaturation. The
island density should have one and the same value at
a given value of D/F, irrespective of whether it is
a result of increasing (decreasing) of temperature or de-
creasing (increasing) of the atom arrival rate. Increasing
D/F means decreasing the supersaturation, which in
turn leads to an increase of the nucleus size i∗. Thus, at
sufficiently low values of D/F of the order of 104 –105,
i∗ is expected to be equal to one, whereas at D/F of
the order of 107 –108, i∗ is expected to be equal to three
on a square lattice [2.95]. Assuming a constant atom ar-

rival rate of the order of 10−2 monolayers per second,
attempt frequency of the order of 1 × 1013 s−1, and a sur-
face diffusion barrier of 0.75 eV an increase of D/F by
four orders of magnitude is equivalent to a temperature
increase of 200 K.

It should be noted that considering the size of the
critical nucleus as an integer above which all clusters
are stable is an approximation which strongly simpli-
fies the mathematical treatment of the problem [2.95].
In fact there are never fully stable clusters. Atoms can
always detach from them, particularly at high values of
D/F or high temperatures. Things look better at low
temperatures when bond breaking is strongly inhibited.

The scaling exponent (2.55) varies with i∗ from
1/3 to 1, whereas (2.56) has values larger than unity
already at i∗ > 2. Thus, one can distinguish between
diffusion and kinetic regimes of growth if χ is smaller
or greater than unity. Examples of the scaling expo-
nent (2.56) have been reported in surfactant-mediated
epitaxial growth: homoepitaxy of Si on Sn-precovered
surface of Si(111) [2.96], and of Ge on Pb-precovered
surface of Si(111) [2.97]. In the former paper a value
of χ = 1.76 has been found from the plot of ln Ns ver-
sus ln F. In the case of homoepitaxial growth of Si(111)
under clean conditions a value of χ = 0.85 has been ob-
tained from the same plot of ln N versus ln F [2.98].
It could be concluded that the nucleation process takes
place either in a diffusion regime with i∗ = 6 or in
a kinetic regime with i∗ = 2. The latter seems more
reasonable, bearing in mind the comparatively low tem-
perature of growth (< 700 K) and that Si is a very
strongly bonded material.

2.5 Second-Layer Nucleation in Homoepitaxy

Growth of defectless low-index crystal surfaces takes
place by formation and growth of 2-D nuclei with mo-
nolayer height. When the linear size L of the crystal
face is small, in fact, smaller than Lc = (v/J0)1/3 [2.99],
where v is the rate of lateral growth and J0 is the nucle-
ation rate, the growth proceeds by a periodic process of
formation of a single nucleus followed by its growth to
cover completely the crystal face. Thus, perfect layer-
by-layer growth takes place.

When the surface area which is in contact with the
supersaturated vapor is large, a large amount of nuclei
are formed on the crystal surface on one and the same
level. During the growth of the first layer nuclei, a cer-
tain size Λ can be reached at which second-layer nuclei

can form on top. The average time elapsed from the nu-
cleation of the first-layer nucleus to the appearance of
the second-layer nucleus is τ = Λ/v. The latter should
be inversely proportional to the frequency of nucleation
on top of the first-layer nucleus J̄0 = J0l2, or in other
words, Λ/v ∼= 1/ J̄0. Thus we find that the critical size
for second-layer nucleation is Λc = (v/J0)1/3 [2.99].
Obviously, when the surface coverage by first-layer nu-
clei is Λ2

c Ns 
 1, where Ns is the saturation nucleus
density, nuclei of the second, third, etc. layers can form
before significant coalescence of the first-layer nuclei
takes place. The crystal surface will be rough with many
layers growing simultaneously. Multilayer growth takes
place. The number N of simultaneously growing layers

Part
A

2
.5



Nucleation at Surfaces 2.5 Second-Layer Nucleation in Homoepitaxy 39

depends on v and J0. If v is large or J0 is small, Λc will
be large and the surface roughness will be small, and
vice versa.

In the above physical picture it is assumed that the
probabilities of attachment of atoms to a step from both
the upper and lower terrace are equal. In other words,
it is accepted that the barrier which inhibits the in-
corporation of the atoms to the step and in turn leads
to the kinetic regime discussed above is one and the
same from both sides of the step. It was at the begin-
ning of 1966 when Ehrlich and Hudda discovered that
the above is completely incorrect [2.100]. They found
with the help of field-ion microscopy (the first method
which allowed the visualization of single atoms, in-
vented by Erwin Müller in the early 1950s) [2.101],
that an atom approaching the step from the upper ter-
race is repulsed by the step. The additional barrier EES,
known now in the literature as the Ehrlich–Schwoebel
barrier, was measured later by Wang and Tsong, who
reported values of the order of 0.15–0.2 eV for Re,
Ir, and W [2.102]. Much later Wang and Ehrlich re-
ported that the steps attract the atoms approaching them
from the lower terrace [2.103]. The same authors ob-
served in the case of Ir(111) that the atoms, instead
of being repelled from the descending step, were in
fact attracted by it. Thus they found another, push-
out, mechanism of step-down diffusion in which the
second-level atom pushes out the edge atom and oc-
cupies the position of the latter rather than making
a jump [2.104]. The atoms thus sample the potential
profiles shown in Fig. 2.14a in the case of step-down
jumping and in Fig. 2.14b in the case of the push-out
mechanism.

The physics behind these effect are easy to under-
stand if we compare interlayer diffusion with the same
phenomenon on terraces. It is clear that an atom jump-
ing down the step from the upper terrace will be less
coordinated from the side of the lower terrace. On the
contrary, an atom approaching the step from the lower
terrace will be additionally attracted from the atoms
belonging to the upper atomic plane. In the case of
the push-out mechanism the atoms taking part in the
process respect a fundamental rule of chemistry – mini-
mizing the breaking of bonds [2.105].

Schwoebel immediately grasped the importance of
the discovery of Ehrlich and Hudda and published later
in the same year a paper dealing with the effect of the
step-down diffusion barrier on the bunching of steps
during evaporation [2.106, 107]. He went even further
to foresee the push-out mechanism long before Ehrlich
observed it experimentally [2.106].

Esd

ΔW

EES

EES

ΔW

b)

a)

Fig. 2.14a,b Schematic potential diagrams for atoms moving to-
ward ascending and descending steps. (a) Traditional view of the
Ehrlich–Schwoebel barrier for atoms joining a descending step by
a jump and short-range attractive behavior of the ascending step,
(b) view of the potential sampled by an atom joining a descending
step by a push-out mechanism
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40 Part A Fundamentals of Crystal Growth and Defect Formation

We consider in this chapter only the traditional
Ehrlich–Schwoebel effect of repulsion of atoms from
descending steps. The push-out mechanism together
with an additional barrier from the lower terrace owing
to the presence of surfactant atoms which have deco-
rated the step (the reverse Ehrlich–Schwoebel effect) is
considered in [2.108]. The additional ES barrier inhibits
the flow of atoms from upper terraces downwards, thus
enhancing the nucleation rate on upper terraces. This
leads to formation of mounds consisting of concentric
two-dimensional islands, one on top of the other, and
thus to strong roughening of the surface, a phenomenon
which was first predicted by Villain [2.109]. We will
consider the same problem as above, defining the criti-
cal island size Λ for second-layer nucleation accounting
for the ES barrier.

We define Λ in the same way as above but writing it
in integral form

Λ∫
0

J̄0(ρ)

v(ρ)
dρ = 1 , (2.57)

where

v(ρ) = dρ

dt
= R

2πρNs N0
(2.58)

is the rate of growth of the first-layer islands in the case
of complete condensation before nuclei on their upper
surfaces are formed.

The nucleation frequency J̄0 is defined as before as

J̄0 = 2π

ρ∫
0

J0(r, ρ)r dr , (2.59)

where J0 is the nucleation rate as given by (2.50). It is
a function of the island’s radius ρ through the adatom
concentration on the upper surface of the island N1.
The latter can be determined by solving the diffusion
equation (in polar coordinates) in the absence of re-
evaporation

d2 N1

dr2 + 1

r

dN1

dr
+ R

Ds
= 0 . (2.60)

The solution reads

N1 = A − R

4Ds
r2 , (2.61)

where the integration constant should be determined by
the boundary condition

j = −Ds

(
dN1(r)

dr

)
r=ρ

, (2.62)

where j = j+ − j− is the net flux of atoms to the de-
scending step which encloses the island, j+ and j−
being the attachment and detachment fluxes.

Bearing in mind Fig. 2.14 j+ and j− read

j+ = aνNst exp

(
− Esd + EES

kBT

)
,

j− = aνNk exp

(
−ΔW + Esd + EES

kBT

)
,

where Nst is the adatom concentration in the vicinity of
the step, ν is the attempt frequency, Nk is the concentra-
tion of atoms in a position (presumably kink position)
for easy detachment from the step, and ΔW = ϕ1/2 −
Edes is the energy to transfer an atom from a kink posi-
tion onto the terrace.

The total flux j then reads

j = aν
(
Nst − Ne

1

)
exp

(
− Esd

kBT

)
1

S
, (2.63)

where S=exp(EES/kBT ), and Ne
1=Nk exp(−ΔW/kBT )

is the equilibrium adatom concentration (see (2.12)).
Combining (2.62) and (2.63) and bearing in mind

that Nst = A − Rρ2/4Ds yields [2.110]

N1 = Ne
1 + R

4Ds

(
ρ2 +2ρaS − r2) . (2.64)

As seen in the case of negligible ES barrier
(2aS/ρ 
 1), (2.64) turns into

N1 = Ne
1 + R

4Ds

(
ρ2 − r2) . (2.65)

The adatom concentration on top of the island sur-
face has a profile of a dome with a maximum above
the island’s center (r = 0) and reaches its equilibrium
value Ne

1 near the island’s edge (r = ρ). It follows that
second-layer nucleation is favored around the middle of
the island.

In the other extreme (2aS/ρ � 1) we neglect the
difference ρ2 − r2 and obtain

N1 ≈ R

2Ds
ρaS .

This means that the adatom population on top
of an island with repelling boundaries is uniformly
distributed all over the surface of the island and a nu-
cleation event can occur with equal probability at any
point of it.

We substitute (2.64) into (2.50) and the latter into
(2.59) to obtain after integration [2.110]

J̄0 = A
[(

ρ2 +2ρaS
)i∗+2 − (

2ρaS
)i∗+2]

, (2.66)
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where

A = πα∗

(i∗ +2)
Ds N2

0 exp

(
E∗

kBT

)(
R

4Ds N0

)i∗+1

.

As seen, a negligible ES barrier (2aS 
 ρ) turns
(2.66) into

J̄0 = Aρ
2(i∗+2)
1 . (2.67)

The condition for layer-by-layer growth (formation
of one nucleus for the time T = R/N0 of deposition of
a complete monolayer)

N =
T∫

0

J̄0(ρ1)dt = 1 (2.68)

gives for the number of the growth pyramids the expres-
sion [2.111] (for a review see [2.21])

Ns = 1

4π
C∗N0

(
D

F

)−χ

exp

(
Ei∗

(i∗ +2)kBT

)
,

(2.69)

where C∗ is a very weak function of i∗ of the order
of unity. The above equation is in fact (2.54) with the
familiar scaling exponent (2.55).

In the other extreme (2aS � ρ) we take the last two
terms of the expansion of the sum in (2.66) and the latter
turns into

J̄0 = Bρi∗+3 , (2.70)

where

B = πα∗ Ds N2
0 exp

(
E∗

kBT

)(
RaS

2Ds N0

)i∗+1

.

Following the above procedure gives for this
case [2.112]

Ns = 1

π
C∗N0

(
D

F

)−χ

exp

(
2[Ei∗ + (i∗ +1)Eb]

(i∗ +3)kBT

)
,

(2.71)

where C∗ is another very weak function of i∗ of the or-
der of unity. We again obtained (2.54) but the scaling
exponent is given by (2.56).

We can now calculate the critical radii of the is-
lands for second-layer nucleation in both cases of low
(subscript “0”) and high (subscript “ES”) Ehrlich–
Schwoebel barrier. Substituting (2.67), (2.70) and (2.58)
into (2.57) gives after integration [2.110]

Λ0 = aC0

(
D

F

)i∗/2(i∗+3)

, (2.72)

with

C0 ∼=
(

N0e−E∗/kBT

α∗Ns

)1/2(i∗+3)

, (2.73)

for the case of negligible ES barrier, and

ΛES = aCES

(
D

F

)i∗/(i∗+5)

S−(i∗+1)/(i∗+5) , (2.74)

with

CES ∼=
(

N0 e−E∗/kBT

α∗Ns

)1/(i∗+5)

, (2.75)

for the other limiting case of a significant ES barrier.
Let us compare Ns and Λ in both cases. For

this purpose we take typical values for the quantities
involved: N0 = 1 × 1015 cm−2, R = 1 × 1013 cm−2 s−1,
F = R/N0 = 1 × 10−2 s−1, Esd = 0.4 eV, EES = 0.2 eV,
T = 400 K, i∗ = 1, and E∗ = 0. Then, in the case of
EES = 0, Ns ≈ 6 × 1010 cm−2 and Λ0 ≈ 180 Å. In the
other extreme, Ns ≈ 1 × 1012 cm−2 and ΛES ≈ 50 Å is
3 times smaller. We conclude that with a significant ES
barrier a larger density of islands is formed which have
much smaller critical size for second-layer nucleation.
Mounding rather than planar growth is expected.

It is of interest to check the above theory. For this
purpose we calculate the number n of atoms on the sur-
face of the base island when its radius has just reached
the critical value Λ. We integrate the adatom concentra-
tion (2.64) on the island’s surface

n = 2π

Λ∫
0

ns(r, Λ)r dr

and find

n = πF

8D
N2

0Λ4
(

1+ 4aS

Λ

)
.

We will consider as examples two surfaces of fcc
crystals: (100) and (111). The reason is that the (100)
surfaces are characterized by a large terrace diffusion
barrier and a small step-edge barrier. This is the rea-
son why, during growth, (100) surfaces demonstrate as
a rule oscillations of the intensity of the specular beam,
which are an indication of layer-by-layer growth. On
the contrary, the smoother (111) surfaces are characte-
rized with small intralayer diffusion barriers and large
interlayer barriers. The result is a roughening of the
crystal surface from the very beginning of deposition
and a monotonous decrease of the intensity of the spec-
ular beam [2.112].
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We consider first the case of Cu(001) [2.113]. The
authors have measured the step kinetics of a pyramid
consisting of 2-D islands, one on top of the other,
and determined the critical radius Λ ≈ 3 × 10−5 cm of
the uppermost island at which the next layer nucleus
is formed (T = 400 K, F = 0.0075 s−1, Esd = 0.4 eV,
a = 2.55 × 10−8 cm, N0 = 1.53 × 1015 cm−2). Compari-
son with the theory produced the value EES = 0.125 eV.
Then, by using the above formula we find for the
number of atoms which gives rise to the new mono-
layer nucleus the value n = 70. Note that aS/Λ ≈ 0.03,
which confirms the above statement that the kinetics at
fcc(001) surfaces is not dominated by the interlayer dif-
fusion and the profile of the adatom concentration looks
like a dome.

We consider next the case of Pt(111) [2.114].
Bott, Hohage, and Comsa observed by scanning
tunneling microscopy (STM) the appearance of
second-layer nuclei at surface coverages of 0.3
(425 K, Ns = 3.37 × 1010 cm−2) and 0.8 (628 K, Ns =
3.5 × 109 cm−2) (R = 5 × 1012 cm−2 s−1). The activa-
tion energy for terrace diffusion is well known to
be 0.25–0.26 eV [2.115, 116]. Values for EES varying
from 0.12 eV (see [2.117]) to 0.44 eV have been esti-
mated [2.118]. The average number of atoms on the
island’s surface as computed with the help of the above
equation for n turned out to be of the order of 1 × 10−2,
i. e., much less than unity, which is unphysical. In fact n
becomes greater than unity when EES > 0.5 eV, which
means that the atoms at the island’s periphery must
overcome a total barrier of about 0.75 eV, which is too
large to be believed. In contrast to the previous case,
however, aS/Λ � 1, which means that it is interlayer
diffusion that dominates the kinetics, and the adatom
population on top of the island is spatially uniform.

Whereas the Cu(001) case is physically reasonable,
the (111) case looks puzzling. In order to solve the
problem of the high ES barrier Krug et al. accounted
for the probabilistic nature of the main processes in-
volved [2.117]. The authors have taken into account
the fact that the atoms arrive randomly on the island’s
surface with an area πρ2 but not at equal intervals
Δt = 1/πρ2 R as is implicitly assumed in the model
described above. Second, the time τ that the atoms re-
side on the island before rolling over and joining the
descending edge is also a random quantity. The lat-
ter is directly proportional to the island’s periphery
2πρ and inversely proportional to the rate of step-
down diffusion ω = aν exp[−(Esd + EES)/kBT ], i. e.,
τ ≈ 2πρ/ω = 2πρaS/Ds. We introduce further the time
τtr = πρ2/Ds required for an atom to visit all sites of

the island. The condition τ/τtr � 1 is equivalent to
2aS/ρ � 1, which is in fact the condition for nucleation
kinetics dominated by step-down diffusion (see (2.70)).
Assuming i∗ = 1 (the dimers are stable and immobile)
it is concluded that, as soon as two atoms are present si-
multaneously on the island’s surface, their encounter is
inevitable. Thus the necessary and sufficient condition
for the atoms to meet each other and give rise to a sta-
ble cluster is τtr 
 τ . Then the probability of nucleation
pnuc is equal to the probability p2 for two adatoms to be
present simultaneously on the island. p2 is determined
by the condition that the time of arrival t2 of the second
atom be shorter than the time t1 of departure of the first
atom. Assuming that t1 and t2 are randomly distributed
around the average values τ and Δt, respectively, one
obtains after integration

pnuc = 1

τΔt

∞∫
0

dt1 e−t1/τ

t1∫
0

dt2 e−t2/Δt = τ

τ +Δt
.

Two limiting cases are possible. The case τ � Δt
and pnuc ≈ 1 is trivial; it means that the ES barrier is in-
finitely high and there will always be at least one atom
on top of the island. The physically interesting case is
when Δt � τ and pnuc = τ/Δt. Then the nucleation
frequency J̄0 = πρ2 Rpnuc reads

J̄0 ∝ aR2ρ5S

Ds
. (2.76)

This equation should be compared with (2.70). With
i∗ = 1 the latter gives

J̄0 ∝ a2 R2ρ4S2

Ds
. (2.77)

Comparing both formulae shows that the mean-
field expression (2.77) is aS/ρ � 1 times larger than
the probabilistic one (2.76). The explanation is simple.
Equation (2.77) is based on the implicit assumption that
on top of the island there is a time-averaged number
(smaller than unity but constant) of atoms all the time.
As shown above this is indicative of a large ES bar-
rier whose mathematical expression is just aS/ρ � 1.
In fact the island’s surface is empty most of the time
and is sometimes populated by a single atom, and it
very rarely happens that during this time a second atom
arrives. Once two atoms are simultaneously present
on the island a nucleus is formed with a probability
close to unity. That is why the authors coined for this
model the term the lonely adatom model. The problem
of second-layer nucleation has been intensively stud-
ied [2.119, 120]. It has been found that the mean-field
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Nucleation at Surfaces 2.6 Mechanism of Clustering in Heteroepitaxy 43

approach is applicable for critical nuclei consisting of
more than three atoms. If this is not the case (i∗ = 1, 2),

the random character of the processes involved becomes
significant.

2.6 Mechanism of Clustering in Heteroepitaxy
Fig. 2.15 Plot of the binding energy per atom in units of
the energy of a single first-neighbor bond ψ of mono-
layer, bilayer, and trilayer islands with simple cubic lattice
as a function of the total number of atoms. The wetting
parameter φ = 0.1 (after [2.35]) �

We consider first the growth of a heteroepitaxial thin
film by the mechanism of Volmer–Weber. As the wet-
ting is incomplete the thermodynamics requires 3-D
islanding directly on top of the substrate. We study the
stability of islands with different thickness beginning
from one monolayer against their volume (or total num-
ber of atoms). In other words we study the behavior of
the binding energy −Ui in (2.27), which is equal to the
surface energy term Φ up to a constant iϕ1/2 [2.35].

We study for simplicity a Kossel crystal with (100)
substrate orientation. The same result is obtained by us-
ing any other lattice and substrate orientation [2.35].
As a first approximation we omit the effect of the lat-
tice misfit. As discussed above the strain energy makes
as a rule a minor contribution with the same sign to
the difference of the cohesive ψ and adhesive ψ ′ ener-
gies. As another approximation we consider our crystal
in a continuous way, assuming that the shape remains
a complete square irrespective of the number of atoms
in it. We calculate first the binding energies of mono-
layer, bilayer, and trilayer islands with a square shape of
the base and consisting of a total of N atoms. Restricting
ourselves to nearest-neighbor bonds the energies read

U1

Nψ
= −3+φ+ 2√

N
,

U2

Nψ
= −3+ φ

2
+ 2

√
2√

N
,

U3

Nψ
= −3+ φ

3
+ 2

√
3√

N
,

where φ is the wetting function (2.18).

Fig. 2.16 Schematic process for the evaluation of the ac-
tivation energy of the mono–bilayer transformation. The
initial state is a square monolayer island with n0 atoms
in the edge. The intermediate state is a monolayer island
with n atoms in the edge plus a second level island with n′
atoms in the edge so that n2 +n′2 = n2

0. The final state is
a complete bilayer island �

Number of atoms N
0 200 400300 500100
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We plot the above energies as a function of N
and find that monolayer-high islands are stable against

n0

n'

n
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n'
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Fig. 2.17 The energy change which accompanies the mono–bilayer
transformation in Volmer–Weber growth (after [2.35])
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Fig. 2.18 Mono–bilayer transformation curve in Stranski–Krastanov
growth representing the energy change in units of bond energy as
a function of the number of atoms in the upper level. The lattice
misfit is 2.5% (after [2.122])

bilayer islands up to a critical size denoted by N12
(Fig. 2.15). The bilayer islands are stable from this size
up to a second critical size N23, beyond which tri-

layer islands become stable, etc. These critical sizes are
inversely proportional to the square of the wetting func-
tion and go to infinity when φ → 0. The latter means
that, at φ = 0, 3-D islands will not be able to form. In-
stead, layer-by-layer growth is expected according to
the thermodynamics at complete wetting. At finite val-
ues of φ a mono–bilayer transformation should take
place when N > N12. A bi–trilayer transformation is
expected to occur when N > N23, etc. It is very im-
portant to note that monolayer-high islands appear as
necessary precursors for 3-D islands [2.121].

We study further the mechanism of transformation
of monolayer to bilayer islands, assuming the following
imaginary process illustrated in Fig. 2.16 [2.35]. Atoms
detach from the edges of the monolayer islands, which
are larger than N12 and thus unstable against bilayer is-
lands, diffuse on top of them, aggregate, and give rise
to second-layer nuclei. The latter grow further at the ex-
pense of the atoms detached from the edges of the lower
islands. The process continues up to the moment when
the upper island completely covers the lower-level is-
land. The energy change associated with the process of
transformation at a particular stage is given by the dif-
ference between the energy of the incomplete bilayer
island and that of the initial monolayer island

ΔU12(n′)
ψ

= −n′2φ− n′2

n0
+2n′ , (2.78)

where the approximation n0 +n = 2n0 is used in the be-
ginning of the transformation, n0, n, and n′ being the
numbers of atoms in the edge of the initial monolayer is-
land, in the lower edge of the incomplete bilayer island,
and in the edge of the second-layer island, respectively
(Fig. 2.16).

Equation (2.78) is plotted in Fig. 2.17. As seen, it
displays a maximum at some critical size

n′∗ = n0

1+n0φ
. (2.79)

The height of the maximum is given by

ΔU∗
12 = n0

1+n0φ
ψ = n′∗ψ , (2.80)

as should be expected by the classical consideration of
the nucleation process (2.36). It follows that the mono–
bilayer transformation is a nucleation process.

The same physics functions in the clustering during
the Stranski–Krastanov growth of thin films beyond the
wetting layer [2.122]. The Stranski–Krastanov growth
represents a growth of A on strained A. The strained
wetting layer of A is formed on the surface of another
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crystal B with different lattice parameter. The 3-D is-
lands which form on the wetting layer are fully strained
in the middle but relaxed at the side-walls and edges.
The atoms near the edges of the base are displaced
from the positions they should occupy if the islands
were completely strained to fit the wetting layer. As
a result the adhesion of the atoms near the edges of
the base to the substrate (the wetting layer) is weaker
compared with the atoms in the middle of the island’s
base. Therefore, the average wetting is incomplete,
0 < φ < 1, which is the thermodynamic condition for
clustering. The detachment of atoms from the edges
and the formation of a cluster in the second level be-
yond some critical size is energetically favorable. The
numerically calculated energy accompanying this pro-
cess is shown in Fig. 2.18 [2.122]. The atoms interact
through a pair potential of Morse type whose anhar-
monicity can be varied by adjusting two constants that
govern separately the repulsive and attractive branches,
respectively [2.123, 124]. The 3-D crystallites have fcc
lattice and (100) surface orientation, thus possessing the
shape of a truncated square pyramid. As seen, a criti-
cal nucleus consisting of three atoms is formed, beyond
which the energy goes down as in an ordinary nucle-
ation process. The misfit dependence of the critical size
N12, the nucleus size, and the work for nucleus for-
mation are shown in Fig. 2.19 [2.122]. The nucleation
character of the transformation is clearly observed. The
energy barrier and the number of atoms in the cluster
with highest energy increase steeply with decreasing
lattice misfit, which in this case plays the role of the
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Fig. 2.19 Misfit dependence of the critical size N12, the critical nu-
cleus size (both expressed in number of atoms), and the nucleation
barrier (in units of ψ) for compressed overlayers. The initial size of
the monolayer island is 20 × 20 atoms (after [2.122])

supersaturation. The number N12 also goes to infinity,
illustrating the critical behavior of the transition from
monolayer (2-D) to bilayer (3-D) islands.

It should be pointed out that the mono–bilayer
transformation of islands under tensile stress does not
display a nucleation behavior, particularly at lower ab-
solute values of the misfit. However, this problem is
outside the scope of the present review and will not be
discussed.

2.7 Effect of Surfactants on Nucleation

It was found long ago that very often epitaxial films
grow in a layer-by-layer mode and show better qual-
ity when the vacuum is poor [2.125, 126]. Much later
Steigerwald et al. found that intentionally adsorb-
ed oxygen on Cu(001) suppresses agglomeration and
interdiffusion upon deposition of Fe [2.127]. The signif-
icance of these observations was immediately grasped
and the very next year Copel et al. reported that pread-
sorption of As drastically alters the mode of growth of
Ge on Si(001) and of Si on Ge(001) by suppressing
the clustering in the Stranski–Krastanov and Volmer–
Weber modes of growth, respectively [2.128]. They
suggested an interpretation of their observations in
terms of the change of the wetting of the substrate by
the overlayer due to the effect of the third element and

used the term surfactant to stress the thermodynamic
nature of the phenomenon. Intensive studies and heated
debate concerning the effect of the third elements on the
thermodynamics and kinetics of the processes followed.
It was shown that the surfactants change not only the
thermodynamics but also the kinetics of the processes
involved [2.5, 129]. Nevertheless, the term surfactant
was widely accepted in the literature. We explore here
the effect of surfactants on nucleation in the simpler
case of homoepitaxy. Accounting for the unlike sub-
strate requires only the inclusion of a term containing
the wetting function (2.19) into the work of nucleus
formation.

We calculate first the work for nucleus for-
mation by using the following imaginary process
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a)

b)

c)

Fig. 2.20a–c Calculation of the Gibbs free energy change
for nucleus formation on a surfactant-precovered surface.
(a) The initial surface covered with a complete monolayer
of surfactant atoms denoted by filled circles; (b) the surfac-
tant layer is evaporated and a cluster consisting of i atoms
is created; (c) the surfactant layer is condensed back and
a cluster consisting of i surfactant atoms is formed on top
(after [2.130])

(Fig. 2.20) [2.130]. In order to illustrate the essential
physics for simplicity we first make use of the classi-
cal nucleation theory. The initial state is a surface of
the crystal (C) covered by a complete monolayer of
surfactant (S) atoms. We first evaporate reversibly and
isothermally all S atoms. Then on the clean surface we
produce a cluster consisting of i C atoms. Assuming
a square shape with edge length l the work for cluster
formation in absence of a surfactant reads

ΔG0 = −iΔμ+4l�c ,

where �c is the specific edge energy.
We condense back the S atoms. We gain energy

−4ls�c due to saturation of the dangling bonds at the
cluster periphery by the S atoms, and spend energy 4l�s
to create the new step which surrounds the cluster con-

sisting of S atoms. The work for nucleus formation then
reads [2.130]

ΔGs = ΔG0 −4ls�c +4l�s , (2.81)

where �s is the specific edge energy of the S cluster and
the parameter

s = 1− ω

ω0

accounts for the saturation of the dangling bonds by
S atoms. It is a measure of the surfactant efficiency, as
the quantities

ω = 1
2 (ψcc +ψss)−ψsc (2.82)

and

ω0 = 1
2ψcc

are the energies of the S-saturated and unsaturated dan-
gling bonds, respectively. The subscripts “cc,” “ss,” and
“sc” denote the bond energies C–C, S–S, and S–C,
respectively.

Looking at (2.82) it becomes clear that it in fact
represents the energetic parameter that determines the
enthalpy of mixing of the two species C and S.
It must be positive in order to allow the segrega-
tion of the surfactant. In the absence of a surfactant
ψss = ψsc = 0, ω = ω0, and s = 0. In the other extreme,
ψss +ψcc = 2ψsc and s = 1. Thus the parameter s varies
from 0 at complete inefficiency to 1 at complete effi-
ciency. (In general the parameter s can be greater than
unity, which means ω < 0. However, this means an al-
loying of the surfactant with the growing crystal, which
will have deleterious consequences for the quality of the
overlayer and should be avoided.)

It follows from (2.81) that, in the case of surfactant-
mediated growth, the Gibbs free energy for nucleus
formation contains two more terms that have opposite
signs and thus compete with each other. The s-con-
taining term accounts for the decrease of the edge
energy of the cluster owing to the saturation of the dan-
gling bonds by the surfactant atoms. The energy 4l�s
of the dangling bonds of the periphery of the cluster,
consisting of S atoms, which is unavoidably formed on
top of the 2-D nucleus due to the segregation of the
surfactant, increases the work of cluster formation.

Finding a solution for a small number of atoms in
the critical nucleus in the atomistic extreme is straight-
forward. We make use of (2.27)

Φ = iϕ1/2 −Ui
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Fig. 2.21 Change of the Gibbs free energy for cluster for-
mation relative to the work needed to disjoin two C atoms
versus the number of atoms on the (111) surface of a fcc
crystal. The value of the surfactant efficiency s is denoted
by figures on each curve. The structure of the nucleus
is given by the filled circles. The gray circles denote the
atoms that turn the critical nuclei into smallest stable clus-
ters (after [2.130])

for the edge energy of both clusters instead of using the
capillary term for the edge energy �.

The binding energy Ui can be divided into lateral
energy Ei and desorption energy Edes (assuming addi-
tivity of the bond energies)

Ui = Ei + iEdes ,

and for Φ one obtains

Φ = iΔW − Ei ,

where ΔW = ϕ1/2 − Edes is the energy to transfer an
atom from a kink position onto the terrace.

We then substitute Φ for 4l�c in (2.81) to obtain

ΔGs(i) = −iΔμ+ i(1− s)ΔW − (1− s)Ei +Φs ,

(2.83)

where Φs has the meaning of the edge energy 4l�s of
the surfactant cluster.

Figure 2.21 shows the dependence of ΔGs(i) in
units of the crystal bond strength, ψcc, on the cluster
size i for the (111) surface of fcc metals (ϕ1/2 = 6ψcc,

Edes = 3ψcc, ΔW = 3ψcc), with ψss/ψcc = 0.2, con-
stant supersaturation Δμ = 1.1ψcc, and different values
of s denoted by figures on each curve. As seen, ΔGs(i)
represents a broken line (as should be expected for
a small number of atoms, cf. Fig. 2.10), displaying
a maximum at i = i∗. Under clean conditions (s = 0) the
critical nucleus consists of two atoms. When s is very
small (= 0.05, the surfactant is almost inefficient), the
number of atoms in the critical nucleus equals six due
to the contribution of the edge energy of the surfactant
cluster 4l�s. The work of formation of the critical nu-
cleus also increases. Increasing s to 0.3 due to decrease
of the edge energy of the cluster leads to a decrease
of the nucleation work and i∗ becomes again equal to
two. At some greater value of s (= 0.7), i∗ = 1 and the
aggregation becomes irreversible.

We see that the critical nucleus size differs under
one and the same conditions (temperature, rate of de-
position) in the absence and presence of a surfactant.
In general, we should expect a decrease of the nucleus
work and, in turn, a steep increase of the nucleation rate.
As a result a larger density of smaller 2-D islands will
form. The latter can coalesce and cover completely the
surface before formation of nuclei of the upper layer.
Thus surfactants can induce layer-by-layer growth by
enhancing the nucleation rate [2.131, 132].

The rate of nucleation reads (see (2.42))

Js = ω∗
s Γ N0 exp

(
−ΔGs(i∗)

kBT

)
, (2.84)

where ω∗
s is the flux of atoms to the critical nucleus in

the presence of a surfactant, and Γ ∼= 1 is the Zeldovich
factor. ΔGs(i∗) is given by (2.83) with i = i∗.

Bearing in mind that Δμ = kBT ln(N1/N e
1 ), where

N1 and N e
1 are the real and the equilibrium adatom

concentrations, we can write

Δμ = kBT ln

(
N1

N0

)
− kBT ln

(
N e

1

N0

)
, (2.85)

where N e
1 is given by (2.12).

Combining (2.83–2.85) and (2.12) gives

Js = ω∗
s Γ N0

(
N1

N0

)i∗

× exp

(
i∗sΔW + (1− s)E∗ −Φs

kBT

)
. (2.86)

In the absence of a surfactant, s = 0, we obtain
the familiar expression (2.50) bearing in mind that
ω∗

s = ω∗ = α∗ Ds N1.
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Note that the presence of the surfactant is not
accounted for only by the s-containing terms in the ex-
ponential. It is the flux ω∗

s that strongly depends on the
mechanism of transport of crystal atoms to the criti-
cal nucleus [2.133, 134]. In the case when the transport
of atoms to the critical nucleus takes place under the
condition of reversible exchange/deexchange of S and
C atoms (the time of de-exchange is much smaller
than the time of deposition of complete monolayer
and atoms have time to perform many exchange/de-
exchange events) the nucleus density is given by [2.134]
(see for more details [2.21])

NS = Ns,0 exp

(
− χ

i∗
ES

kBT

)
, (2.87)

where Ns,0 and χ are given by (2.71) and (2.56), and
ES combines all energy contributions that depend on
the presence of the surfactant. Within the framework of
the classical nucleation theory the latter is given by

ES = −4ls�c +4l�s + E∗
ex

− i∗
[
(Edex − Eex)− (

E0
sd − Esd

)]
, (2.88)

where Eex and Edex are the barriers for exchange and
de-exchange far from growing nuclei, E∗

ex is the barrier
for exchange at the edge of the critical nucleus, and E0

sd
and Esd are the barriers for diffusion on clean surface
and on top of the surface of the surfactant monolayer.
As seen, the first two terms in ES are of thermodynamic
origin whereas the last two terms are of purely kinetic
origin.

It follows that the exponential multiplying Ns,0 can
be smaller or larger than unity depending on the sign of
ES. The latter in turn depends on the interplay of the en-
ergies involved. We consider in more detail the case of

Sb-mediated growth of Si(111) [2.98,135]. For this case
Kandel and Kaxiras computed the values Edex = 1.6 eV,
Eex = 0.8 eV, and Esd = 0.5 eV [2.136]. The value of
E0

sd = 0.75 eV has been calculated from experimental
data by Voigtländer et al. [2.98]. Thus a value of 0.55 eV
was found for the difference (Edex − Eex)− (E0

sd − Esd).
We recall that −4ls�c = sE∗ − i∗sΔW , where ΔW is of
order of the half of the heat of evaporation, which for Si
is equal to 4.72 eV [2.137]. It can be shown by inspec-
tion that i∗ΔW is always larger than E∗. Thus, when
i∗ = 1, E∗ = 0 and ΔW ∼= 2.3 eV, and when i∗ = 2,
E∗ = 2.3 eV and i∗ΔW ∼= 4.6 eV, etc. The value of s is
close to unity as evaluated from the surface energies of
Sb and Si available in the literature. It is thus concluded
that it is the decrease of the edge energy of the nuclei
4ls�c due to the saturation of the dangling bonds with
S atoms which plays the major role and determines the
sign of ES [2.21]. The latter explains the larger density
of 2-D nuclei in surfactant-mediated growth of Si(111)
compared with growth in clean conditions [2.98].

Kandel and Kaxiras assumed that the exchange/de-
exchange processes influence the kinetics of nucleation
by affecting the diffusivity of the atoms and derived an
expression for an effective diffusion coefficient includ-
ing the respective barriers [2.5]

Deff ∼= D0
s exp

(
− (Edex − Eex)− (

E0
sd − Esd

)
kBT

)
,

and concluded that the atom diffusivity is inhibited
due to (Edex − Eex) > (E0

sd − Esd), which leads to in-
crease of the nucleus density according to the scaling
relation (2.54). As discussed above the more rigor-
ous analysis shows that it is the thermodynamic term
in (2.88) that controls the effect of the surfactant rather
than the kinetic barriers.

2.8 Conclusions and Outlook

As shown above the nuclei of the new phase, par-
ticularly on surfaces, represent small clusters whose
structure, shape, energy, and even size are still un-
clear. A large amount of work remains to be done

in order to study the stability of small clusters of
materials with different chemical bonds and crystal
lattices as a function of their structure, shape, and
size.
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Morphology o3. Morphology of Crystals Grown from Solutions

Francesco Abbona, Dino Aquilano

Growth from solutions is widely used both in
research laboratories and in many industrial fields.
The control of crystal habit is a key point in solution
growth as crystals may exhibit very different shapes
according to the experimental conditions. In this
chapter a concise review is given on this topic. First,
the equilibrium shape is rather deeply developed
due to its primary importance to understand crystal
morphology, then the growth shape is treated and
the main factors affecting the crystal habit are
briefly illustrated and discussed. A rich literature
completes the chapter.
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Interest in the crystal habit of minerals dates back a long
time in the history of mankind. A detailed history on
this topics and crystallization in general is given by
Scheel [3.1]; here only a short account of crystal mor-
phology is presented. Crystal habit, which attracted the
interest of great scientists such as Kepler, Descartes,
Hooke, and Huygens, is relevant from the scientific
point of view, since it marks the beginning of crystal-
lography as a science. Its birth can be dated to 1669
when the Danish scientist Niels Steensen, studying in
Florence the quartz and hematite crystals from Elba
island, suggested the first law of crystallography (con-
stancy of the dihedral angle) and the mechanism of face
growth (layer by layer). A century later this law was
confirmed by Romé de l’Isle. At the end of the 18th
century the study of calcite crystals led the French abbé
René Just Haüy to enunciate the first theory on crys-
tal structure and to discover the second law (rational
indices). It is worth noticing that these early scholars
met with great difficulty in studying crystal habit since,
contrary to botany and zoology where each species has
its own definite morphology, the crystal habit of min-
erals is strongly variable within the same species. In
the first part of the 19th century the study of crystal
habit led to the development of the concept of symme-
try and the derivation of the 32 crystal classes. Bravais,
by introducing the idea of the crystal lattice, was the
first to try to relate crystal habit to internal structure
(the Bravais law, saying that the crystal faces are lat-
tice planes of high point density). At the end of the 19th
century research on internal symmetry ended with the
derivation of the 230 space groups. In this century re-
search on crystallization, mainly from solution but also
from melt, went on and interlaced with progress in other
disciplines (chemistry, physics, thermodynamics, etc.).
We should recall the important contributions by Gibbs
(1878), Curie (1885), and Wulff (1901) on the equilib-
rium form of crystals, which was tackled later from an
atomistic point of view by Stranski [3.2] and Stranski
and Kaischew [3.3, 4].

The relationship between morphology and internal
structure (the Bravais law) was treated by Niggli [3.5]
and developed by Donnay and Harker [3.6], who con-
sidered the space group instead of the Bravais lattice
type as a factor conditioning the crystal morphology.
From about 1950 onwards, interest in crystal growth in-

creased due to the role of crystals in all kinds of industry
and the discovery of relevant properties of new crys-
talline compounds. Besides the technological progress,
a milestone was the publication in 1951 of the first
theory on growth mechanisms of flat crystal faces by
Burton, Cabrera, and Frank (BCF) [3.7].

Also, the crystal habit was receiving growing at-
tention due to theoretical interest and industrial needs.
The Donnay–Harker principle is exclusively crystallo-
graphic. A chemical approach was adopted by Hartman
and Perdok; looking at crystal structure as a network
of periodic bond chains (PBC) they published in 1955
a method that is still fundamental to studies of the-
oretical crystal morphology [3.8–10]. The method, at
first qualitative, was made quantitative through the cal-
culation of the broken bond energy and, since about
1980, has been integrated with the statistical me-
chanical theory of Ising models which led to the
integrated Hartman–Perdok roughening transition the-
ory [3.11], later applied to modulated crystals [3.12].
These methods do not take into account the exter-
nal habit-controlling factors, namely the effects of
fluid composition and supersaturation, which are ex-
plicitly considered in the interfacial structure (IS)
analysis [3.13]. An improvement in predicting mor-
phology was represented by the application of ab initio
calculations to the intermolecular interactions between
tailor-made additives and crystal surface [3.14].

Computer facilities have promoted tremendous ad-
vances in all kinds of calculation necessary in the
different sectors of crystal growth, enabling progress
in theoretical approaches and sophisticated simulations
which are now routine practice. A relevant instrumental
advance was achieved when atomic force microscopy
(AFM) was applied to study the features of crystal faces,
giving new impulse to a topic that had always been the
center of thorough research [3.15–18].

This chapter is devoted to the morphology of
crystals grown from solution. In the first part, the the-
oretical equilibrium and growth shapes of crystals are
treated from the thermodynamic and atomistic points
of view. In the second part the factors affecting crystal
habit will be considered with some specific examples.
High-temperature solution growth, mass, and protein
crystallization are excluded to limit the scope of the
chapter.
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3.1 Equilibrium Shape

When equilibrium is reached between a crystalline
phase and its surroundings, the statistical amount of
growth units exchanged between the two phases is the
same and does not change with time. This implies that
the crystallized volume remains constant, but nothing is
specified about many important questions, such as:

1. The surface of the crystals, i. e., how large its exten-
sion is and which {hkl} forms enter the equilibrium
shape (ES).

2. The difference, if any, between the stable ES of
a crystal immersed in either a finite or infinite
mother phase and the unstable shape obtained when
the activation energy for nucleation is reached.

3. How does the ES change when some adhesion is set
up between the crystal and a solid substrate?

4. How can solvent and impurity concentrations affect
the ES?

To address these questions, a few elementary con-
cepts must be fixed to structure our language and
a simple but effective crystal model adopted in the fol-
lowing.

3.1.1 The Atomistic Approach:
The Kossel Crystal and the Kink Site

Let us consider a perfect monoatomic, isotropic, and
infinite crystal. The work needed to separate an atom
occupying a mean lattice site from all its n neigh-
bors is ϕsep = ∑n

i ψi , where ψi is the energy binding
one atom to its ith neighbor. We will see later on that
this peculiar site really exists and is termed a kink.
The potential energy (per atom) of the crystal will be
εc∞

p = −(1/2)ϕsep. The simplest model, valid for ho-
mopolar crystals, is due to Kossel [3.19]. Atoms are
replaced by elementary cubes bounded by pair inter-
actions, ψ1, ψ2, . . ., ψn : the separation work between
the first, second, and nth neighbors, with the pair po-
tential decreasing with distance, ψ1 > ψ2 > . . . > ψn
(Fig. 3.1a). In the first-neighbors approximation, the
separation work for an atom lying in the crystal bulk
is ϕsep = 6ψ1. Thus, εc∞

p = −3ψ1. On the other hand,
εc∞

p represents the variation of the potential energy
that an atom undergoes when going from the vapor to
a mean lattice site, which coincides with a well-defined
surface site, as suggested by Kossel [3.19] and Stran-
ski [3.2]. Once an atom has entered this special site,
the potential energy variation of the considered sys-
tem is equal to −3ψ1 and so the separation work for
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Fig. 3.1 (a) Kossel crystal; separation work between first (ψ1), sec-
ond (ψ2), and third (ψ3) neighbors. (b) When an atom enters a kink,
there is a transition in the potential energy, the difference between
final and initial stage being −3ψ1 (first neighbors)

an atom occupying this site is ϕc∞ = 3ψ1 (Fig. 3.1b).
A kink is the name adopted worldwide for this site, for
practical reasons. Different historical names have been
given: repetitive step [3.2, Z. Phys. Chem.] and half-
crystal position [3.2, Annu. Univ. Sofia], both related
to the physics of the site. In fact, deposition or evap-
oration of a growth unit onto/from a kink reproduces
another kink, thus generating an equal probability for
the two processes [3.20]. Moreover, the chemical po-
tential (μ) of a unit in a kink is equal to that of the
vapor. Hence, kinks are crystal sites in a true (and not
averaged) thermodynamic equilibrium, as will be shown
below.

3.1.2 Surface Sites
and Character of the Faces

Flat (F) faces. A crystal surface, in equilibrium with
its own vapor and far from absolute zero temperature,
is populated by steps, adsorbed atoms, and holes. In
the Kossel model all sites concerning the adsorption
and the outermost lattice level are represented (Fig. 3.2).
The percentage of corner and edge sites is negligible
for an infinite crystal face, and hence we will confine
our attention to the adsorption and incorporation sites.
Crystal units can adsorb either on the surface terraces
(ads) or on the steps (adl), with the same situation oc-
curring for the incorporation sites (ins, inl).
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Κ
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Fig. 3.2 The different types of faces of a Kossel crystal: {100}-F,
{111}-K, and {110}-S faces. Adsorption (ads, adl) and incorporation
(ins, inl) sites are shown on surfaces and steps. The uniqueness of
the K (kink) site is also shown

The binding energies of ad-sites and in-sites are
complementary to one another

ϕads +ϕins = ϕadl +ϕinl

= 2ϕkink → ϕad +ϕin = 2ϕkink , (3.1)

which is generally valid since it depends neither on the
type of face, nor on the crystal model, nor on the kind
of lattice forces [3.21, p. 56]. The interaction of the unit
in the kink with the crystal (ϕkink) consists of two parts.
The first represents its attachment energy (ϕatt) with all
the crystal substrate, and coincides with that of an ad-
unit, which implies

ϕatt = ϕad . (3.2a)

The second is its slice energy (ϕslice), i. e., the in-
teraction with the half of the outermost crystal slice,
ϕslice = (ω/2), where ω is the interaction of the unit with
all of its slice. Thus

ϕin = ϕatt +ω , (3.2b)

and, from relation (3.1)

ϕkink = ϕatt +ϕslice . (3.2c)

Relation (3.2c) states that ϕatt and ϕslice of a growth
unit are complementary to one another. In fact, since

ϕkink is constant for a given crystal, the higher the lat-
eral interaction of one unit, the lower its interaction with
the subjacent crystal. This criterion is of the utmost
importance for understanding the growth morphology
of crystals. Moreover, the binding of a growth unit
must fulfil the qualitative inequality: ϕad < ϕkink < ϕin.
The quantitative treatment was elegantly addressed by
Kaischew [3.3, 4], who calculated the coverage degree
(θi ) and other related quantities for every i-site of the
surface drawn in Fig. 3.2

θi = {1+ exp[(ϕkink −ϕi)/(kBT )]}−1 , (3.3)

where kB is the Boltzmann constant. For a (001) Kossel
surface and within the first-neighbors approximation,
having assumed for the binding energy the standard
value ψ1 = 4kBT (valid for Au crystals not far from the
melting point), the set of results shown in Table 3.1 was
obtained.

From Table 3.1 it follows that:

1. Kinks are the only sites in thermodynamic equilib-
rium, being half filled and half empty at the same
time.

2. Ad-units form a very dilute layer (row) which
moves randomly on the surface (step edge) and
hence cannot belong to the crystal.

3. In-units belong to the crystal, from which they may
escape, generating a temporary hole, with a very low
exchange frequency with respect to the other sites.

Looking at the face as a whole, the face profile can nei-
ther advance nor move backwards: hence, the face is in
macroscopic equilibrium. Fluctuations around the equi-
librium cannot change its flatness since the lifetime of
the growth units in the ad-sites is very short and the va-
cancies generated among the in-sites are filled again in

Table 3.1 Coverage degree (3.3) and exchange frequency
of growth units in the main surface sites of the (001) face of
a Kossel crystal, assuming ψ1 = 4kBT (after [3.21]). The
exchange frequency is the reciprocal of the mean time be-
tween two successive evaporation (or condensation) events
on the same i-site (i. e. s−1 indicates the number of ex-
changes per unit time in a given site)

Type of Separation Coverage Exchange

surface site work degree θi frequency (s−1)

adsurface ψ1 0.0003 3.06 × 107

adledge 2ψ1 0.0180 3.02 × 107

kink 3ψ1 1/2 1.54 × 107

inledge 4ψ1 0.9820 5.55 × 106

insurface 5ψ1 0.9997 1.03 × 104
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even shorter time. So, this kind of equilibrium face has
been named an F-type (flat) face.

Kinked (K) and Stepped (S) Faces. The uniqueness
of F-faces is even more evident when considering the
behavior of the {111} form of a Kossel crystal, near
the equilibrium. Only kinks can be found on this sur-
face and hence only one type of binding exists (3ψ1)
among growth units, within the first neighbors. Since in
this case no units exhibit bonds in their slice, ω = 0,
which implies: ϕad = ϕkink = ϕin. With every ad-unit
transforming into an in-unit, the surface profile is not
constrained and hence fluctuates, with the mother phase,
around the equilibrium. This interface is diffuse and the
corresponding faces are termed K (kinked) faces.

The behavior of the {110} form may be thought
of as midway between that of F- and K-faces, since
only ledge-type sites exist, apart from the kinks. Any
fluctuation near the equilibrium can lead either to the
evaporation of an entire [100] step or to the growth of
a new one. In the first case, it is sufficient that a unit
leaves an in-ledge site to promote step evaporation,
while in the second case the formation of an ad-ledge
site automatically generates two kinks, allowing the fill-
ing of a new step. Both processes are not correlated,
even for contiguous steps, since there are no lateral
bonds (ω = 0) in the outermost (110) slice; thus, steps
can form (or disappear) independently of each other and
may bunch, giving rise to an undulating profile around
the zone axis. Parallel steps being the feature of this
kind of surface, the corresponding faces are termed S-
type (stepped) faces.

3.1.3 The Equilibrium Crystal – Mother
Phase: The Atomistic Point of View

Here we will deal with the equilibrium between a crystal
and its vapor; however, our conclusions can be basically
applied to solutions and melts as well. Let us consider
a Kossel crystal built by n3 units (each having mass m
and vibration frequency ν). Since the work to separate
two first neighbors is ψ, the mean evaporation energy
of the n-sized crystal is easily calculated

〈ΔH〉cn = 3ψ[1− (1/n)] = ϕcn . (3.4a)

Then, for an infinite-sized crystal,

〈ΔH〉c∞ = 3ψ = ϕc∞ = const . (3.4b)

This means that the units belonging to the crystal sur-
face reduce the value of the mean evaporation energy

and so they cannot be neglected when dealing with finite
crystals.

An Infinite Crystal and Its Mother Phase
As shown in Appendix 3.A, the equilibrium pressure
(p∞

eq ) between a monoatomic vapor and its infinite
crystalline phase decreases with its evaporation work
ϕc∞ = (εv − εc∞), according to

peq∞ = [(2πm)3/2(kBT )−1/2ν3] exp(−ϕc∞/(kBT )) ,

(3.5a)

εv and εc∞ being the potential energy of a unit in the
vapor and in the infinite crystal, respectively. The term
pdV can be neglected in 〈ΔH〉c∞ with respect to the
term (dU). Assuming, as a reference level, εv = 0, it is
easy to show that 〈ΔH〉c∞ = ϕc∞ = −εc∞.

The Finite Crystal – The Link to the
Thermodynamic Supersaturation

When dealing with finite crystals (3.5a) transforms sim-
ply by changing εc∞ with εcn , which is the potential
energy of a unit in the finite crystal. It ensues that
ϕcn = (εv − εcn). The frequency (ν) does not vary from
large to small crystal size, so

peq
n = (2πm)3/2(kBT )−1/2ν3 exp(−ϕcn/(kBT )) .

(3.5b)

From (3.5a) and (3.5b) the following fundamental rela-
tion is obtained:

peq
n = peq∞ exp[(ϕc∞ −ϕcn)/(kBT )] . (3.5c)

Since ϕ∞ > ϕn , (3.5c) shows that the equilibrium pres-
sure for finite crystals is higher than that for infinite
ones. This can also be written

ϕc∞ −ϕcn = kBT ln
(

peq
n

/
peq∞

) = kBT ln β , (3.6)

where β = peq
n /peq∞ = (peq∞ +Δp)/peq∞ = 1 +σ is the

supersaturation ratio of the vapor with respect to the
finite crystal. The (percentage) distance from equilib-
rium is σ = (Δp/peq∞), the exceeding pressure being
Δp = peq

n − peq∞.
Equilibrium can also be viewed in terms of chem-

ical potentials. Using the Helmholtz free energy, the
chemical potentials, per unit, of the infinite and finite
crystal read: μc∞ = −ϕc∞ − Tsc∞ and μcn = −ϕcn −
Tscn . The vibrational entropies per unit, sc∞ and scn ,
are very close. Thus ϕc∞ −ϕcn = μcn −μc∞ = Δμ

(Fig. 3.3). Hence, the following master equation for the
equilibrium is obtained:

Δμ = kBT ln β , (3.7)
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0=εv
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εc∞

Finite crystal

Infinite crystal
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Fig. 3.3 Potential energy ε, evaporation work ϕ, and chem-
ical potential μ of a growth unit in the vacuum, in a mean
site of both finite and infinite crystal. Δμ = μcn −μc∞ is
the thermodynamic supersaturation

where Δμ is the thermodynamic supersaturation. In
heterogeneous systems a unit spontaneously goes from
the higher chemical potential (μ′) to the lower one
(μ′′). During the transition a chemical work (μ′′ −
μ′) = −Δμ is gained, per growth unit.

The equilibrium between a finite crystal and its sur-
roundings is analogous to the equilibrium of a spherical
liquid drop of radius r (finite condensed phase 2) im-
mersed in its own vapor (infinite dispersed phase 1). The
phenomenological treatment is detailed in [3.21], where
the two different equilibria are compared in the same
way as we dealt with the atomistic treatment. Hence,
one obtains the Thomson–Gibbs formula for droplets

Δμ = kBT ln(p/peq) = Ω2 pγ = 2Ω2(γ/r) , (3.8)

where:

1. peq is the pressure of the vapor in equilibrium with
a flat liquid surface

2. γ and Ω2 are the surface tension at the drop–vapor
interface and the molecular volume of the drop,
respectively

3. The capillarity pressure pγ at the drop interface
defined by Laplace’s relation (pγ = 2γ/r) equili-
brates the difference between the internal pressure
of the drop (pr) and the actual vapor pressure (p):
pγ = (pr − p).

The ratio (p/peq) is nothing else than β. When work-
ing with ideal or nonideal solutions, β is expressed by
the concentrations (c/ceq) or by the activities (a/aeq),
respectively. When a crystal is considered instead of
a liquid drop, the system is no longer isotropic and then

the radius r represents only the size of the crystal, as
we will see later on. Nevertheless, the Thomson–Gibbs
formula continues to be valid and expresses the relation
among the deviation Δμ of the solution from saturation,
the tension γcs of the crystal–solution interface, and the
size of the crystals in equilibrium with the solution.

3.1.4 The Equilibrium Shape of a Crystal
on a Solid Substrate

This topics has been deeply treated by Kern [3.22],
who considered simultaneously both mechanical (cap-
illary) and chemical (thermodynamic) equilibrium to
obtain the ES of a crystal nucleating on a substrate from
a dispersed phase. In preceding treatments, the Curie–
Wulff condition and the Wulff theorem [3.23] only took
into account the minimum of the crystal surface en-
ergy, the crystal volume remaining constant. According
to [3.22], when nA units of a phase A (each having vol-
ume Ω) condense under a driving force Δμ on a solid
substrate B (heterogeneous nucleation) to form a three-
dimensional (3-D) crystal (Fig. 3.4), the corresponding
variation of the free Gibbs energy reads

ΔG3-D
hetero = −nA ×Δμ

+ (
γA

i −βadh
)
SAB +

∑
j

γ A
j SA

j , (3.9)

where the second and the third term represent the work
needed to generate the new crystal–substrate interface
of area SAB and the free crystal surfaces (of surface
tension γA

j and area SA
j ), respectively.

The term (γA
i −βadh)SAB comes from the bal-

ance between the surface work lost (−γB × SAB) and
gained (γAB × SAB) during nucleation. It is obtained
from Dupré’s formula: γAB = γB +γA

i −βadh, where
γAB is the crystal/substrate tension, γB is the surface
tension of the substrate, γ A

i is the surface tension of

Substrate B

SAB, γAB 

Sj
A, γj

A

Fig. 3.4 Surface parameters involved in the balance of the
free Gibbs energy variation when nA units of a phase
A condense on a solid substrate B to form a 3-D crystal
(heterogeneous nucleation)
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the i-face of the A crystal (when considered not in
contact with the substrate), and βadh stands for the spe-
cific crystal/substrate adhesion energy. At the (unstable)
equilibrium of the nucleation any variation of ΔG3-D

hetero
must vanish. Then, under the reasonable assumption
that also the specific surface tensions do not vary for
infinitesimal changes of the crystal size,

d
(
ΔG3-D

hetero

) = −dnA ×Δμ+ (
γA

i −βadh
)

dSAB

+
∑

j

γ A
j dSA

j = 0 . (3.10)

The fluctuation dnA is related to those of the face areas
(dSA

j and dSAB) and to their distances (h j and hs) with
respect to the crystal center. Then, (3.10) may be written
in terms of dSA

j and dSAB. Its solution is a continuous
proportion between the energies of the faces and their
h j and hs values

γA
1

h1
= γA

2

h2
= · · · = γ A

j

h j
= γ A

i −βadh

hs

= const = Δμ

2Ω
. (3.11)

This is the unified Thomson–Gibbs–Wulff (TGW) equa-
tion, which provides the ES of a crystal nucleated on
a solid substrate:

1. The ES is a polyhedron limited by faces whose dis-
tances from the center are as shorter as lower their
γ values.

2. The distance of the face in contact with the substrate
will depend not only on the γ value of the lattice
plane parallel to it, but also on its adhesion energy.

3. The faces entering the ES will be only those limiting
the most inner polyhedron, its size being determined
once Δμ and one out of the γ values are known.

The analogy between the crystal ES and that of a liquid
drop on solid substrates is striking. It is useful to re-
call Young’s relation for the mechanical equilibrium of
a liquid drop on a substrate (Fig. 3.5)

γsl = γlv cos α+γsv , (3.12a)

where α is the contact angle and γsl, γlv, and γsv are the
surface energies of the substrate–liquid, liquid–vapor,
and substrate–vapor interfaces, respectively. Besides,
from Dupré’s relation one obtains

γsl = γsv +γlv −βadh . (3.12b)

Since −1 ≤ cos α ≤ 1, the range of the adhesion energy
(wetting) must fulfil the condition

2γlv ≥ βadh ≥ 0 . (3.12c)

Adhesion values affect the sign of the numerator in the
term

(
γ A

i −βadh
)/

hs (3.11).
The ES of the crystal is a nontruncated polyhe-

dron when the crystal/substrate adhesion is null, as
occurs for homogeneous nucleation. However, as the
adhesion increases, the truncation increases as well,
reaching its maximum when βadh = γ A

i . If the wetting

�adh = 0

γsv

γlv

γlv γi
A

�adh < 2γ

�adh = 2γ

αγsl Δ hi

Fig. 3.5 Analogy between the equilibrium shape of a liquid drop on
a solid substrate and that of a crystal, both heterogeneously nucle-
ated. The adhesion energy βadh rules both the contact angle of the
drop with the substrate and the crystal truncation
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60 Part A Fundamentals of Crystal Growth and Defect Formation

further increases the truncation decreases, along with
the thickness of the crystal cup. When βadh reaches its
extreme value, 2γA

i , the crystal thickness reduces to
a monomolecular layer.

The Equilibrium Shape of a Finite Crystal
in Its Finite Mother Phase

Microscopic crystals can form in fluid inclusions cap-
tured in a solid, as occurs in minerals [3.25], especially
from solution growth under not low supersaturation
and flow. If the system fluctuates around its equilib-
rium temperature, the crystal faces can exchange matter
among them and with their surroundings: then crystals
will reach their ES, after a given time. Bienfait and
Kern [3.24], starting from an inspired guess by Klija
and Lemmlein [3.26], first observed the ES of NH4Cl,
NaCl, and KI crystals grown in small spherical inclu-
sions (10–100 μm) filled by aqueous solution (Fig. 3.6).
The crystals contained in each inclusion (initially den-
drites) evolve towards a single convex polyhedron and
the time to attain the ES is reasonable only for mi-
croscopic crystals and for droplet diameter of a few
millimeters. The ES so obtained did not correspond to

Fig. 3.6 The evolution towards equilibrium of NH4Cl dendrites
formed in an aqueous solution droplet (closed system) (after [3.24]).
The total surface energy is minimized in passing from the den-
dritic mass to a single convex polyhedron at constant volume and
T (equilibrium shape). Droplet size: 100 μm

the maximum of the free energy (unstable equilibrium)
but to its minimum, and then to a stable equilibrium. Fi-
nally, it was shown that both unstable and stable ESs are
homothetic but with different sizes.

3.1.5 The Stranski–Kaischew Criterion
to Calculate the Equilibrium Shape

Without Foreign Adsorption
In the preceding sections, the surface tensions of the
{hkl} forms have been considered to be independent of
crystal size. This is true when the crystal exceeds micro-
scopic dimensions, but is no longer valid for those sizes
which are very interesting both in the early stages of nu-
cleation and in the wide field of nanosciences. In these
cases, it should be reasonable to drop the use of the sur-
face tension values, which are macroscopic quantities,
to predict the equilibrium shape of micro- and nano-
crystals. To face this problem, it is useful to recall the
brilliant path proposed by Stranski and Kaischew [3.21,
p. 170]. Their method, named the criterion of the mean
separation works, is based on the idea that the mean
chemical potential 〈μ〉c,m = (1/m)

∑m
j=1 μ j,c averaged

over all m units building the outermost layer of a fi-
nite facet, must be constant over all the facets, once the
phase equilibrium is achieved. The chemical potential
of a unit in a kink (Appendix 3.A) is

μc∞ = −ϕkink − kBT ln Ωc +μ0 , (3.13a)

and, by analogy, in a j-site of the surface

μ j,c = −ϕ j,c − kBT ln Ω j +μ0 . (3.13b)

The mean vibrational volumes being the same for ev-
ery crystal sites, one can write for a generic site and
especially at low temperature

μ j,c ≈ −ϕ j,c + const . (3.14)

At equilibrium between a small crystal and its vapor:
μgas = 〈μ〉c,m . Subtracting the equality which repre-
sents the equilibrium between an infinite crystal and
its saturated vapor (μgas

saturated = μc∞) and applying re-
lation (3.14), one can finally obtain

Δμ = μgas −μ
gas
saturated = 〈μ〉c,m −μc∞

≈ ϕkink −〈ϕ〉c,m .

That represents the Thomson–Gibbs formula, valid for
every face of small-sized crystals

ϕkink −〈ϕ〉c,m ≈ Δμ = kBT ln β , (3.15)
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which allows one to determine the β value at which
a unit (lying on a given face) can belong to the ES. Us-
ing (3.15), the ES can be determined without using the
γ values of the different faces.

Let n01 and n11 be the number (not known a priori)
of units in the most external 〈01〉 and 〈11〉 rows of a 2-D
Kossel crystal (Fig. 3.7). Within the second neighbors,
the mean separation works for these rows are

〈ϕ〉01 = (1/n01)[2ψ1(n01 −1)+ψ1 +2ψ2n01]
= 2ψ1 +2ψ2 − (ψ1/n01) , (3.16a)

〈ϕ〉11 = (1/n11)[2ψ2(n11 −1)+ψ2 +2ψ1n11]
= 2ψ1 +2ψ2 − (ψ2/n11) . (3.16b)

The separation work from the kink is ϕkink = 2ψ1 +2ψ2
and hence from (3.15) it ensues that

Δμ = ϕkink −〈ϕ〉01 = ϕkink −〈ϕ〉11

= (ψ1/n01) = (ψ2/n11) , (3.16c)

which represents both the phase equilibrium and the ES
of the 2-D crystal. In fact the ratio between the lengths
of the most external rows is obtained as

(n01/n11) = (ψ1/ψ2) . (3.17)

Equation (3.17) is nothing other than Wulff’s con-
dition (h01/h11) = (γ01/γ11) applied to this small
crystal (3.11) [3.21, p. 172].

The criterion of the mean separation work can also
answer a question fundamental to both equilibrium and
growth morphology: how can we predict whether a unit
is stable or not in a given lattice site? Let us consider,
as an example, the unit lying at corner X of the 2-D
Kossel crystal (Fig. 3.7). Its separation work, within the
second neighbors, reads ϕX = 2ψ1 +ψ2. Stability will
occur only if the separation work of the unit X is higher
than the mean separation work of its own row, i. e.,
ϕX ≥ 〈ϕ〉01 and hence, from (3.16c), ϕX ≥ ϕkink −Δμ.
It ensues that 2ψ1 +ψ2 ≥ 2ψ1 +2ψ2 −Δμ. Finally, one
obtains Δμ = kBT ln β ≥ ψ2, which transforms to

β ≥ β∗ = exp(ψ2/kBT ) . (3.18)

This means that, when β is lower than the critical β∗
value, the unit must escape from the site X, thus gener-
ating an ES which is no longer a square, owing to the
beginning of the 〈11〉 row. In other words, the absolute
size (n01, n11) of the crystal homothetically decreases
with increasing β (ψ1 and ψ2 being constant), as en-
sues from (3.16c). Since ψ1 > ψ2, n01 > n11 and the ES
will assume an octagonal shape dominated by the four
equivalent 〈01〉 sides, the octagon reducing to the square

[11]

[01]

h01 h11

n01
n11

X site

a

b

c

�k = 2ψ1+2ψ2

�X = 2ψ1+ψ2

Δμa < Δμb < Δμc 

Fig. 3.7 To derive the equilibrium shape of a 2-D Kossel crystal
by the criterion of the mean separation work, only the 1st, 2nd,
. . ., n-th-neighbors interactions are needed. The figure illustrates
the scheme for the second-nearest neighbors approximation, the
kink energy (ϕkink), the stability criterion for a unit X occupying
a corner site and, finally, the 2-D equilibrium shape and size for
(ψ1/ψ2) = 1.5 and for increasing supersaturation (Δμ) values

when the number of units along the 〈11〉 sides is re-
duced to n11 = 1. As Δμ = (ψ2/n11), this occurs when
Δμ = ψ2, which exactly reproduces what we have just
found in (3.18).

With Foreign Adsorption
In growth from solution a second component (the sol-
vent) intervenes in the interfacial processes, since its
molecules interact strongly with the crystallizing solute.
Here we are interested in studying how the ES of a crys-
tal is affected by the presence of a foreign component.
Two approaches exist in order to give a full answer to
this problem:

1. The thermodynamic approach, which allows one to
forecast the variation dγ of the surface tension γ

of a face due to the variation dμi of the chemical
potential of component i of the system, when it is
adsorbed. To calculate dγ for a flat face one has to
apply Gibbs’ theorem [3.22, p. 171]

dγ = −s(s) dT −
∑

i

Γi dμi , (3.19)

where s(s) is the specific surface entropy and
Γi = −(

∂γ/∂μi
)

T,s,μ�=μi
corresponds to the excess

of the surface concentration of component i. Solv-
ing (3.19) is not simple, even at constant T , since
one has to know the functional dependence of Γi on
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62 Part A Fundamentals of Crystal Growth and Defect Formation

μi and hence on the activity ai of component i. This
means that one has to know Γi , which ultimately
represents the adsorption isotherm of component i
on a given face.

2. The approach grounded on the atomistic view of
equilibrium proposed by Stranski [3.27, 28]. This
model is based on the simplifying assumptions that
foreign ad-units have the same size as those build-
ing the adsorbing surface (Kossel model) and that
only first-neighbor interactions are formed between
ad-units and the substrate. Three types of adsorp-
tion site are defined (Fig. 3.8), each of them having
its own binding energy.

From (3.19) it ensues that adsorption generally lowers
the surface tension of the substrate (Δγ < 0), so γ in-
creases when an adsorption layer is reversibly desorbed.
Let us denote the desorption work by w = −Δγ × a,
representing the increase per ad-site of the surface
tension of the substrate (where a is the mean area
occupied by an ad-unit) [3.29–31]. Thermodynamics al-
lows to evaluate w, according to the type of adsorption
isotherm [3.21, p. 175]

w = −kBT ln(1− θ)− (ω/2)θ2

(Frumkin–Fowler type) , (3.20a)

w = −kBT ln(1− θ) (Langmuir type) , (3.20b)

valid when ω, the lateral interaction of the ad-unit with
the surrounding, vanishes and

w = −kBT × θ (Henry type) , (3.20c)

when the coverage degree in ad-units is low (θ � 1). In
the last case one can compare the θ values of the differ-
ent sites remembering that, at given bulk concentration
of foreign units, the coverage degree for an isolated ad-
unit behaves as θ ∝ exp(ϕads/(kBT )). Here, ϕads is the

W1

W3

W2

W1

W3

W2

a) b)

Fig. 3.8 (a) The three types of adsorption sites on a Kossel
crystal (only 1st neighbors interaction). Each ad-site has its
binding energy: w1 < w2 < w3. (b) Energy balance repre-
senting the initial a) and the final b) stage of the desorption
of a foreign unit from a kink-site. The binding energy does
not vary on the adsorbance (after [3.21])

binding energy of the ad-unit with the substrate. From
(3.20c) one can write

wi

w j
= θi

θ j
= exp

(
ϕi

ads −ϕ
j
ads

)
kBT

, (3.21)

which shows that the difference in the desorption works
is very sensitive to the ϕads value. This can be verified by
applying (3.21) to the three sites in Fig. 3.8a of a cubic
Kossel crystal and remembering that, in this case, ϕads
is equal to ψads, 2ψads, and 3ψads, where ψads = kBT ,
2 × kBT , 3 × kBT, . . . is the energy of one adsorption
bond. An important consequence of this reasoning is
that the chemical potential of an infinite crystal (and
hence its solubility) is not changed by the adsorption
of impurities on its surfaces, as is proved by the balance
detailed in Fig. 3.8b, which represents the initial and fi-
nal stages of the desorption of a foreign unit from a kink
site.

Let us now evaluate how the ES of a finite crystal
changes, by applying the criterion of the mean sep-
aration works to the mentioned Stranski adsorption
model. The stability of a unit in the corner site X when
adsorption occurs (Fig. 3.9a) can be compared with
that obtained without adsorption (3.18). The separation
work of a unit in X is ϕads

X = 2ψ1 +ψ2 + 2w1 −w2,
where w1 and w2 are the desorption works for the two
ad-sites, respectively.

The stability criterion requires ϕads
X ≥ 〈ϕ〉01 and

hence, from (3.16c), ϕads
X ≥ ϕkink −Δμ.

Since ϕkink = 2ψ1 +2ψ2, stability occurs only when
Δμ ≥ ψ2 − (2w1 −w2). This implies

β∗
ads ≥ exp{[ψ2 − (2w1 −w2)]/(kBT )} . (3.22)

Comparing (3.22) with (3.18) it turns out that the stabil-
ity of the corner unit occurs at lower β value (β∗

ads < β∗)
if w2 < 2w1. This means that, if the impurity fulfils the
inequality w2 < 2w1, the ES is a pure square crystal
at a β value lower than that predicted in pure growth
medium. The 〈11〉 edges begin to appear when the cor-
ner units can escape from the crystal (instability of the
X-site), i. e., if β < β∗

ads. On the contrary, if w2 > 2w1
the impurity adsorption does not favor the stability of
the corner unit and an octagonal ES forms at a β value
lower than that found in pure growth medium. Fig-
ure 3.9b illustrates how the smoothing of a 2-D K-face
can be obtained with foreign adsorption [3.21, pp. 178–
189]. The energy difference between the final and initial
stages is that which we obtained for the X-site, so the
conclusions are obviously those fulfilling (3.22). Fig-
ure 3.9c concerns the stability of an ad-unit (site A) on
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the 〈10〉 edges in the presence of foreign adsorption.
The separation work of a unit at A is ϕads

A = ψ1 +2ψ2 +
2(w2 −w1). The stability criterion for this site requires

β∗
ads ≥ exp{[ψ1 −2(w2 −w1)]/(kBT )} , (3.23)

while, in analogy with (3.18), the stability criterion
without impurities reads

β∗ ≥ exp

(
ψ1

kBT

)
. (3.24)

Thus, the foreign adsorption favors the stability of the
growth units at site A if β∗

ads < β∗ and hence if w2 > w1.
If this occurs, 〈10〉 edges transform from flat to rough
owing to the random accumulation of ad-units.

Transferring these results from 2-D to 3-D crystals,
the conditions expressed by (3.22) and (3.23), respec-
tively, rule the transition of character K→F and F→K
due to foreign adsorption.

The changes in the ES when adsorption occurs can
now be calculated, according to the Stranski–Kaischew
principle of the mean separation work. This means
that, when an entire 〈10〉 or 〈11〉 row is removed from
a 2-D crystal in the presence of adsorbed impurities,
the mean separation works must fulfil the condition
〈ϕ〉ads

01 = 〈ϕ〉ads
11 , in analogy with (3.16a) and (3.16b).

From calculation it ensues that(
n01

n11

)
ads

= ψ1 −2
(
w2 −w1

)
ψ2 − (

2w1 −w2
) , (3.25)

which can be compared with the analogous expres-
sion (3.17) obtained without foreign adsorption

(
n01

n11

)
ads

:
(

n01

n11

)
= ψ1 −2

(
w2 −w1

)
ψ2 − (

2w1 −w2
) : ψ1

ψ2

= ψ1ψ2 −ψ2 × 2
(
w2 −w1

)
ψ1ψ2 −ψ1 ×

(
2w1 −w2

) .

(3.26)

Hence the importance of the 〈10〉 edges in the
ES increases to the detriment of the 〈11〉 edges,
if the condition 2

(
w2 −w1

)
/(2w1 −w2) < ψ1/ψ2 is

fulfilled. A simpler solution is obtained within the
first-neighbors approximation (ψ2 = 0, ψ1 = ψ). Re-
membering that, without foreign adsorption, the ES
is a pure square, in the presence of impurities some
changes should occur. In this case, expression (3.25) re-
duces to (n01/n11)1st

ads = (
ψ −2(w2 −w1)

)
/
(
w2 −2w1

)
.

w1

w1

–w2

w1

w2

–w2

2ψ1+ ψ2

2ψ1+ ψ2

w1

w2
w2 –w1

–w1 –w1

ψ1+ ψ2

a)

b)

c)

Fig. 3.9a–c The criterion of the mean separation works applied
to the Stranski adsorption model in the second-neighbors approx-
imation. (a) The first balance corresponds to the stability of the X
site (corner) in the presence of foreign adsorption. (b) The second
balance shows that the 〈11〉 row becomes smooth with foreign ad-
sorption if w2 > 2w1. (c) The third balance describe the energies
involved in calculating the stability of an ad-unit (site A) on the
〈10〉 edges in the presence of foreign adsorption. The figure has
been inspired by [3.21]

The 〈11〉 row will exist if n11 > 0. Taking into account
that necessarily n10 > 0, one must have simultaneously
that ψ > 2ψ(w2 −w1) and w2 > 2w1. The first inequal-
ity is verified by (3.23) since the ES of a finite crystal
needs a supersaturated mother phase (β∗

ads > 1), so the
only way for the 〈11〉 row to exist is for the second in-
equality also to be true, as found above. Summing up,
the method of the mean separation work is a power-
ful tool to predict both qualitatively and quantitatively
the ES of crystals, with and without foreign adsorption,
without an a priori knowledge of the surface tension of
their faces.
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3.2 The Theoretical Growth Shape

When working with solution growth one usually has
to deal with crystals having complex structures and/or
low symmetry. In this case neither the Kossel model nor
simple lattices, such as those related to the packing of
rigid spheres, can be used to predict the most probable
surface profiles. On the other hand, these profiles are
needed both to evaluate the ES of crystals and for un-
derstanding the kinetics of a face. To do this, structural
and energetic approaches have been developed.

3.2.1 The Structural Approach

The first works on theoretical growth morphology were
grounded on structural considerations only and led to
the formulation of the Bravais–Friedel–Donnay–Harker
(BFDH) law [3.5, 6, 32]; see [3.33] for a recent review.
According to this law, the larger the lattice distance dhkl ,
the larger the morphological importance (MI) of the
corresponding {hkl} form

dh1k1l1 > dh2k2l2 → MI(h1k1l1) > MI(h2k2l2) ,

(3.27)

MI(hkl) being the relative size of a {hkl} form with re-
spect to the whole morphology. The inequality may also
be viewed as the relative measure of the growth rate of
a given form

Rhkl ∝ (1/dhkl) (3.28)

once the effective dhkl distances, due to the system-
atic extinction rules, are taken into account. Thus, the
BFDH theoretical growth shape of a crystal can be
obtained simply by drawing a closed convex polyhe-
dron limited by {hkl} faces whose distances from an
arbitrary center are proportional to the reciprocal of
the corresponding dhkl values [3.5, 6]. The BFDH rule
was improved [3.32], considering that many crystal
structures show pseudosymmetries (pseudoperiods or
subperiods), leading to extra splitting of the dhkl dis-
tances, and hence to sublayers of thickness (1/n) × dhkl .

A typical example is that of the NaCl-like struc-
tures in which, according to the space group Fm3m,
the list of dhkl values should be d111 > d200 > d220, etc.
Vapor-grown crystals show that the cube is the only
growth form, while {111} and {110} forms can appear
when crystals grow from aqueous solutions (both pure
and in the presence of specific additives) [3.34]. This
was explained [3.32] considering that the face-centered
structural 3-D cell can also be thought of as a pseudo

unit cell (i. e., a neutral octopole) which, being primi-
tive, leads to the cube as the theoretical growth shape.

The Rhkl ∝ (1/dhkl) structural rule works rather well
since it implies an energetic concept. In fact, looking at
the advancement of a crystal face as a layer-by-layer
deposition, the energy released (per growth unit) when
a dhkl layer deposits on a fresh face is lower than that re-
leased by a sublayer since the interaction of the growth
units slows down with their distance from the under-
lying face. Thus, the rule Rhkl ∝ (1/dhkl) is reasonable
under the hypothesis that the face rate is proportional
to the energy released when a growth unit attaches to
it: Rhkl ∝ probability of attachment. Nevertheless, this
is a crude approximation, because neither the lateral in-
teractions of the growth units nor the fact that only the
flat faces can grow by lateral mechanism (i. e., layer by
layer, as shown in Sect. 3.2.2) are considered.

3.2.2 Crystal Structure and Bond Energy:
The Hartman–Perdok Theory

To go beyond these limitations, Hartman and Perdok
(HP) looked at crystals as a 3-D arrays of bond chains
building straight edges parallel to important [uvw] lat-
tice rows. Thus, units of the growth medium (GU) bind
among themselves (through bonds in the first coordina-
tion sphere), forming more complex units that build, in
turn, the crystal and reflect its chemical composition.
These building units (BU) repeat according to the crys-
tal periodicity, thus giving rise to periodic bond chains
(PBCs). An example of a PBC is the set of equivalent
PBCs running along the edges of the cleavage rhom-
bohedron of calcite; these PBCs can be represented by
the sequence shown in Fig. 3.10, where Ca2+ and CO2−

3
ions are the GUs assumed to exist in solution, the group
CaCO3 is the crystal BU, and the vector 1

3 [4̄41] is the
period of the [4̄41] PBC. This PBC is stable, since the

Ca2+

CO3
2–

1
3 441

–

Fig. 3.10 Schematic drawing of the PBC running along the
〈4̄41〉 edges of calcite crystal. (◦) calcium, (Δ) carbon-
ate ions. The PBC is stoichiometric; the repeat period is
shown. The dipole moments, perpendicular to the chain
axis, cancel each other
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resultant dipole moment cancels out perpendicular to its
development axis.

When applying the HP method to analyze a crystal
structure, one must look, first of all, at the effective dhkl
spacing. Then, one has to search for the number of dif-
ferent PBCs that can be found within a slice of thickness
dhkl . Three kinds of faces can be distinguished, accord-
ing to the number n of PBCs running within the dhkl
slice (n ≥ 2, 1 or 0). Looking at the most interesting
case (n ≥ 2), the PBCs contained in this kind of slice
have to cross each other, so allowing one to define:

1. An area Ahkl of the cell resulting from the intersec-
tion of the PBCs in the dhkl slice

2. The slice energy (Esl), which is half of the energy
released when an infinite dhkl slice is formed; its
value is obtained by calculating the interaction en-
ergy (per BU) between the content of the Ahkl area
and the half of the surrounding slice

3. The attachment energy (Eatt), i. e., the interaction
energy (per BU) between the content of the area
Ahkl and the semi-infinite crystal underlying it.

The BUs within the area Ahkl are strongly laterally
bonded, since they form (at least) two bonds with the
end of the two semi-infinite chains (Fig. 3.11). This im-
plies that a BU forming on this kind of faces is likely
to be incorporated at the end of the chains, thus con-
tributing to the advancement of the face in (at least) two
directions, parallel to the face itself. Hence, the char-
acteristic of these faces will maintain their flat profile,
since they advance laterally until their outermost slice
is filled. In analogy with what we obtained within the
frame of the Kossel crystal model, these are F-faces.
Moreover, their Esl is a relevant quantity with respect
to their Eatt, due to the prevailing lateral interactions
within the slice. From Fig. 3.11 it ensues that the energy

dhkl

PBC1

PBC2

Ahkl

Fig. 3.11 Two PBCs within the slice dhkl intersect in an el-
ementary cell of area Ahkl , which occupies a kink site. The
interaction of its content with half of the dhkl slice gives
the slice energy (Esl); the interaction with all the crystal
substrate gives its attachment energy (Eatt)

released (per BU) when the Ahkl content definitely be-
longs to the crystal is the crystallization energy (Ecr),
which is a constant for a given crystal and hence for all
crystal faces [3.35, p. 379]

Ecr = Ehkl
att + Ehkl

sl . (3.29)

This relation is of greatest importance to predict the
growth shape of crystals, as can be understood when
looking at the kinetic meaning of Ehkl

att . In fact, the cen-
tral HP hypothesis is that, the higher the Ehkl

att value, the
higher the probability that a BU will remain fixed to the
(hkl) face, and thus of belonging to the crystal. It en-
sues that the Ehkl

att value becomes a relative measure of
the normal growth rate of the {hkl} form [3.36]

Rhkl ∝ Ehkl
att . (3.30)

From (3.29) and (3.30) it follows that, as Esl increases,
both the attachment energy and the advancement rate
of the face decrease. Examples par excellence can
be found in layered crystal species such as the nor-
mal paraffins (CnH2n+2) and micas. Both cases are
characterized by similar packing; in fact, in paraffin
crystals, long-chain molecules are strongly laterally
bonded within d00l slices, while the interaction between
successive slices is very weak; in micas, T–O–T sheets
are built by strong covalent and ionic bonds whilst the
interaction between them is ruled mainly by weak ionic
forces. The best example is calcite, in which the Esl of
the {101̄4} rhombohedron reaches 92% of the crystal-
lization energy value and Eatt reduces to account for the
remaining 8%. This striking anisotropy explains, from
one hand, the well-known cleavage properties of cal-
cite and, on the other hand, the slowest growing of the
{101̄4} form, within a large β range and in the absence
of impurities in the mother solution.

It is worth outlining the similarity between the rela-
tion (3.2c) ruling the kink energy and the relation (3.29)
defining the crystallization energy

ϕkink = ϕatt +ϕslice → Ecr = Ehkl
att + Ehkl

sl . (3.31)

Both relationships can be expressed in energy/BU: the
first relation concerns a single GU (atom, ion or mol-
ecule), while the second one is extended to a unit cell
compatible with the dhkl thickness allowed by the sys-
tematic extinction rules. This means that HP theory
permits one to predict the growth morphology of any
complex crystal, through a brilliant extension of the
kink properties to the unit cell of the outermost crystal
layers.

The example shown in Fig. 3.12a concerns the
PBC analysis applied to the lithium carbonate structure
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(space group C2/c). [001] PBCs are found along with
another kind of PBC, running along the equivalent set of
〈110〉 directions. From this it ensues that the {110} form
has F-character, since two kinds of PBCs run within
the allowed slice of d110 thickness. On the contrary,
both {100} and {010} are S-forms, as no bond can be
found between successive [001] PBCs within the slices
of allowed thickness d200 and d020, respectively. Fig-
ure 3.12b shows that only the {110} prism exists in the
[001] zone of a Li2CO3 crystal grown from pure aque-
ous solution, thus proving that the prediction obtained
through the HP method is valid.

The choice of the BU is strategic for predicting both
growth and equilibrium shapes. With reference to the
preceding example, four different BUs can be found in
Li2CO3 crystal, due to the distorted fourfold Li+ co-
ordination. Each of these BUs determines a different
profile of the crystal faces and, consequently, differ-
ent γ and Eatt values. Hence, one has to search for all
possible surface configurations and then calculate their
corresponding γ and Eatt values in order to choose those
fulfilling the minimum-energy requirement.

Concerning methods to find PBCs and face char-
acters, one has to carry out many procedures, ranging
from the original visual method to computer meth-
ods, which began to be applied about 30 years ago and

d200

d110

d020

(100) twin plane

50 µm

{110} form

Fig. 3.12a,b Comparison between the experimental morphology, in the [001] zone, of lithium carbonate crystal and the
theoretical one (HP method). (a) [001] PBCs are seen up–down with bonds among them, within the d110 slices. The
{110} prism is an F-form; the {100} and {010} are S-forms (no bonds within the slices of d200 and d020, respectively).
(b) Scanning electron microscopy (SEM) image of Li2CO3 twinned crystal grown from aqueous solution, showing the
dominance of the {110} prism. The 100 twin plane is indicated

reached their highest level of sophistication in elemen-
tary graph theory [3.11, 37–40], in which crystallizing
GUs are considered as points and bonds between them
as lines. A different computer method to find the sur-
face profile with minimum energy was developed by
Dowty [3.41], who searched for the plane parallel to
a given (hkl) face cutting the minimum number of bonds
per unit area, irrespective of the face character. This
method has proved interesting as a preliminary step for
calculating both equilibrium and growth crystal shapes.
In the last 50 years, a lot of papers have been produced
in which the theoretical growth morphology has been
predicted for a wide variety of crystals exhibiting dif-
ferent types of bonds. The reader is invited to consult
authoritative reviews on this subject [3.35, 42] and to
proceed with caution in accepting predicted morpholo-
gies because there is a certain tendency to confuse, in
practice, equilibrium and growth morphology.

3.2.3 The Effect of Foreign Adsorption
on the Theoretical Growth Shape

In the original HP method, Eatt is evaluated without
considering either the temperature effect or the influ-
ence of the growth medium. Neglecting temperature
does not imply a crude approximation on the predicted
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equilibrium and growth shape, when dealing with low-
temperature solution growth. In fact both γ and Eatt
values are not particularly affected by the entropic term,
in this case. On the contrary, a condensed phase around
the crystal (the solvent) and/or specific added impurities
can deeply modify the behavior of the crystal faces.

The Role of the Solvent
This topic has been carefully examined, first with the
aim of predicting qualitatively how the crystal–solution
interface is modified by the solvent, and then which
the slow-growing faces are likely to be. To do this,
the roughness of the interface has been quantified in
terms of the so-called α-factor [3.43, 44] which defines
the enthalpy changes taking place when a flat interface
roughens. This factor, originally conceived for crystal–
melt interface, has been modified for solution growth
and is commonly expressed in two ways

α = ξhkl
ΔHs

RT
or α = ξhkl

[
ΔHf

RTm
− ln Xs(T )

]
,

(3.32a)

where ΔHs represents the heat of solution at saturation,
ΔHf the heat of fusion, Xs the solubility, Tm the tem-
perature of fusion, and ξhkl is a factor describing the
anisotropy of the surface under consideration [3.44].
ξhkl is evaluated by means of HP analysis, since it is
strictly related to the slice energy of the {hkl} form

ξhkl = Eslice
hkl

Ecr
. (3.32b)

Three different situations occur, according to the
α value:

1. When α ≤ 3, the interface is rough and the face be-
haves as a K- or S-face.

2. If 3 ≤ α ≤ 5, the interface is smoother (F-face) and
the creation of steps on the surface becomes a lim-
iting factor at low β-values (birth and spread of 2-D
nuclei).

3. When α > 5 the growth at low β is only possible
with the aid of screw dislocations since the barrier
for 2-D nucleation is too high.

Equations (3.32a) and (3.32b) clearly show that differ-
ent {hkl} forms should have different α-factor values,
not only owing to the ξhkl anisotropy, but also be-
cause of the solubility and of the heat of solution. Thus,
the crystal morphology will also be dependent on the
growth solvent.

As mentioned above, the evaluation of the α-factor
is useful for predicting if a crystal form can survive

against competition with other forms, but nothing can
be deduced on the relative growth rates of the surviving
forms. To overcome this drawback, solvent interaction
with crystal surfaces was considered quantitatively by
Berkovitch-Yellin [3.14, 45] who calculated the elec-
trostatic maps of certain faces and identified the most
likely faces for adsorption.

A clear example of the role played by the solvent is
that concerning the theoretical equilibrium and growth
forms of sucrose. We will not consider here its polar
{hkl} forms to avoid the complications due to the cou-
pling of adsorption and polarity; rather we will confine
our attention to the nonpolar {h0l} forms. HP analysis
shows that the theoretical growth morphology of su-
crose agrees with the experimental one, obtained from
pure aqueous solution, with the only exception of the
{101} form [3.46]. In fact, the [010] PBCs are not con-
nected by strong bonds (H-bonds in this case) within the
d101 slice (Fig. 3.13a) and then {101} should behave as
an S-form. Nevertheless, the S-character does not agree
with its high occurrence frequency (≈ 35%), rather un-
usual for a stepped form. The way to get out of this
discrepancy is composed of two paths.

First, one has to carry out a quantitative HP analy-
sis considering the strength of the PBCs running within
the d101 slice. The energies released when a mol-
ecule deposits on the top of different molecular chains
(i. e., the end chain energy, ECE) have been calcu-
lated. It results that ECE[010] = −0.525 × 10−12 and
ECE[101̄] = −0.077 × 10−12 erg/molecule. These in-
teractions being attractive, two PBCs really exist in the
d101 slice and {101} is a F-form, contrarily to what
was concluded through qualitative application of the HP
method. However, its F-character is weak, due to the
strong anisotropy between the two PBCs and its Eatt
value being too high with respect to those of the other
{h01} forms, so that the {101} form cannot belong to the
growth shape of the crystal (Table 3.2 and Fig. 3.13b).

Secondly, one has to consider the specificity of wa-
ter adsorption on the {101} surfaces. In fact, even if
H-bonds do not exist within a d101 slice at the crystal–
solution interface, water adsorption can occurs between
two consecutive [010] chains by means of two strongly
adsorbed water molecules over a |[010]| period. Then,
a new [111̄] PBC forms and the PBC [101̄] results
stronger on the outermost crystal layer than in the crys-
tal bulk. Consequently, the F-character of the face is
greatly enhanced. This kind of water adsorption is spe-
cific to this form, as all other faces in the {h0l} zone
are built by [010] PBCs strongly bonded among them,
without allowing free sites for bonding of interchain wa-

Part
A

3
.2



68 Part A Fundamentals of Crystal Growth and Defect Formation

c

a

r

d100

d101

d101

d001

c

a

r

(101)

(101)a)

b)

¯

¯ ¯

Fig. 3.13 (a) Projection along the [010] PBC of the sucrose
structure. Each ellipse, containing two sucrose molecules,
fixes the boundaries of a PBC. No bond can be found be-
tween two consecutive PBCs within a slice d101, whilst
bonds occur within the other {h0l} forms. (b) Theoreti-
cal equilibrium and growth shapes of sucrose in the [010]
zone, calculated without (full line) and with water adsorp-
tion (dotted line) (after [3.46])

ter molecules. New equilibrium and growth shapes are
obtained (Fig. 3.13b), remembering that γhkl can be ob-
tained from Ehkl

att through the relationship holding for
molecular crystals [3.36], where the second-neighbors
interactions are weak

Ehkl
att

∼= γhkl × 2Ahkl
2D

/
z , (3.33)

where Ahkl
2D is the area of the unit cell related to the

dhkl slice and z are the molecules within it. Growth
isotherms showed that the {101} form can grow by a spi-
ral mechanism, thus proving its F-character, and that
water desorption is the rate-determining process of its
kinetics. Moreover, and for the first time, the idea of
Eatt was also successfully extended to the spiral steps
running on the {101} surfaces, thus proving that the
attachment energy at the spiral steps determines the
growth shape of spirals, especially at low supersatura-
tion values [3.47].

Table 3.2 Calculated surface (γh0l : erg cm−2) and attach-
ment energies (Eh0l

att : 10−12 erg/molecule) for the {h0l}
zone of sucrose crystal, in the crystal–vacuum system at
T = 0 K

Form {100} {101} {001} {101̄}
γh0l 143 201 206 198

Eh0l
att 0.96 2.50 1.92 2.01

PBC analysis has been used, in recent times, as
a preliminary step for predicting growth morphology
in the presence of the solvent. A general and pow-
erful kinetic model was elaborated by the Bennema
school [3.13] in which growth mechanisms of the faces
are considered, that is, spiral growth at low β-values and
2-D polynucleation at high β-values. Furthermore, to
analyze the influence of the fluid phase on the crystal
morphology, an interfacial analysis has been developed
within the framework of inhomogeneous cell mod-
els [3.48, 49]. However, this model suffers from some
limitations, since it is assumed that in solution growth
the solute incorporation into the steps is governed by di-
rect diffusion of molecules into the kinks. Experiments
show that this is not always the case. Good examples are
those of the growth isotherms obtained by the Boistelle
group in Marseille for the normal paraffins. Surface dif-
fusion is the rate-determining step for the {110} form of
octacosane (C28H58) crystals [3.50], while coupled vol-
ume and surface diffusion effects dominate the growth
rate of {001} form of hexatriacontane (C36H74) crys-
tals growing from heptane solution [3.51, 52]. Another
interesting case is that represented by the complemen-
tary {110} and {1̄1̄0} F-forms of sucrose crystals, which
are ruled by volume and surface diffusion, respectively,
when growing from pure aqueous solution between 30
and 40 ◦C [3.53, 54].

The modifications induced on Eatt by the solvent
have been evaluated theoretically by considering the
relationship (3.33) holding for molecular crystals and
obtaining a new expression for Eatt, where the maxi-
mum number (ns) of solvent molecules interacting with
the surface unit cell (Shkl) and their interaction energy
(Ei

hkl) is taken into account [3.55]

Ehkl
att (solvent modified)

= Ehkl
att − [

ns Ei
hkl − NAShklγs

]
× Z−1 , (3.34)

Z and NA being the number of molecules in the unit
cell and the Avogadro number, respectively. Expres-
sion (3.34) can be also easily adapted to the adsorption
of an additive, treated as a medium, once the adhesion
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energy of the solvent has been adequately replaced by
that of the additive. This solvent-effect approach was
successfully applied to the growth of the α-polymorph
of glycine from aqueous solution, since a bi-univocal
correspondence was found among the theoretical and
experimentally observed F-faces. Moreover, this model
explained as well the replacement of the most impor-
tant {110} form of γ -aminobutyric acid in vacuo by the
{120} form in water, and the flattening of the {001} form
when a cationic or H-bonding additive is used [3.56].

The most complex and up-to-date method for pre-
dicting the growth morphology from solution was
proposed by the Bennema school. Two interesting ex-
amples will be illustrated here.

In a first paper [3.57] it was shown that both 3-D and
surface morphologies of tetragonal lysozyme crystals
could be explained by a connected net analysis based
on three different bond types corresponding to those
used in the Monte Carlo growth simulation. Besides, the
Eatt of the different forms were estimated, along with
their step energies. Furthermore, the significant β de-
pendence of the relative growth rates of the {110} and
the {101} forms, experimentally observed, was coher-
ently explained on the basis of the multiple connected
net analysis. More recently [3.58] a comparison was
made between the Eatt method and Monte Carlo sim-
ulations applied to all faces occurring in the growth
morphology, with both approaches based on the con-
nected net analysis. This was done considering that the
Eatt method cannot, intrinsically, take into account T ,
β, and growth mechanisms, while the simulation [3.59]
can not only do this, but can also predict growth with
or without the presence of a screw dislocation. The
comparison was applied to solution growth of the mon-
oclinic polymorph of paracetamol, using four different
force fields [3.58]. It resulted that:

• The force field has only a small effect on the mor-
phology obtained by the Eatt method.• The morphology so predicted does not resemble the
experimentally ones for any of the β regimes.

Monte Carlo simulation gave different results, even un-
der the limiting assumption that surface diffusion could
be neglected: the {110}, {201̄}, and {100} forms have
for all crystal graphs approximately the same growth
curves, while all graphs show very different growth be-
haviors for the other two forms, {001} and {011}, owing
to the differences of their step energies. Moreover, the
{100} form is the theoretically fastest-growing form, ac-
cording to the experimental observations. Finally, from
the overall comparison between Monte Carlo simu-

lated and experimental morphologies, it emerged that
the simulated results were poorer in form, even if the
β effect was accounted for. This discrepancy is due to
the {201̄} faces, which grow too slowly in the simula-
tions and then assume too large an importance when
compared with the other forms.

The Effect of Impurity Adsorption
on the Theoretical Growth Shape

A large body of research on this topic is that carried
out on NaCl-like crystals when specific ions are added
to pure aqueous mother solutions. In the NaCl struc-
ture there are strong PBCs, in the equivalent 〈100〉
directions, determining the F-character of the cube-
{100} form. Other zigzag · · · Na+−Cl−−Na+−Cl−· · ·
chains run along the 〈110〉 directions, within slices of
thickness d111, but they are polar chains and thus cannot
be considered PBCs. Consequently, the {111} octahe-
dron has K-character and is electrically unstable, being
built by faces consisting of alternating planes contain-
ing either Na+ or Cl− ions. Stability can be achieved
by removing 3/4 of the ions of the outermost layer
and 1/4 of the subjacent one: thus, the new unit cell
of the crystal, a cubic 4 × [Na+Cl−] octopole, has no
dipole moment. Nonetheless, the reconstructed octahe-
dron maintains its K-character and cannot appear either
at equilibrium or in the theoretical growth shape of
the crystal, owing to the too high values of γNaCl

111 and
E111(NaCl)

att with respect to γNaCl
100 and E100(NaCl)

att , respec-
tively [3.60, 61]. Evidence of this behavior was shown
by annealing {111} faces of NaCl crystals, near equi-
librium with their vapor, and proving that they were
structurally similar to those predicted by the recon-
structed model [3.62].

A widely different situation emerges when NaCl-
like crystals grow in solution in the presence of
minor amounts of species such as Cd2+, Mn2+, Pb2+,
urea (CO(NH2)2), Mg2+, and CO2−

3 . The most com-
plete contribution on this subject is that of the Kern
school [3.63–67]. Apart from the influence of β on
the growth shape, Cd2+ is the most effective impu-
rity, as even a small concentration gives rise to the
habit change {100} → {100}+ {111}, as observed by
optical microscopy. This change is not due to the ran-
dom adsorption of Cd2+ ions on the {111} surfaces;
it was attributed first to 2-D epitaxial layers of CdCl2,
which can form matching the {111} surface lattice even
if the mother solution is unsaturated with respect to
the 3-D crystal phase of CdCl2 [3.66]. Later on, and
after measurements of adsorption isotherms, another in-
terpretation was proposed [3.67]: the adsorption 2-D
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Fig. 3.14 Morphodrome showing the change {100} → {100}+
{111} of crystal habit of KCl crystals with supersaturation excess
(σ = β−1) and impurity (Pb2+ ion) concentration. Surface patterns
are also drawn (after [3.71])

epitaxial layer assumes the structure of the mixed salt
CdCl2 ·2NaCl ·3H2O once the isotherm has reached
its saturation value. This hypothesis was supported by
the finding, at supersaturation, of 3-D crystallites of
the mixed salt epitaxially grown on {111} surfaces.
However, the existence of the 2-D epitaxial adsorp-
tion layer was not proved experimentally. More modern
and recent research, based on optical observations,
AFM measurements, and in situ surface x-ray diffrac-
tion [3.68–70] led to the conclusion that the polar {111}
surface should be stabilized by a mixed monolayer of
Cd2+ (occupancy 0.25) and water (occupancy 0.75) in
direct contact with the top Cl− layers of {111} NaCl
underneath.

Summarizing, the evidence that emerges from this
long-debated topic is that: when the surface of the
growing crystal undergoes some intrinsic structural
instability, such as surface polarity, and the growth
medium contains some suitable impurities, more or less
ordered and layered structures form at the interface,
lending stability to the surface structure.

Since supersaturation plays a fundamental role in
habit change, a sound and practical method was pro-
posed [3.34] to represent the crystal habit as a function
of both supersaturation (β) and impurity concentration.
This drawing was called a morphodrome, as illustrated
in Fig. 3.14, showing the changes of crystal habits of

KCl crystals with β and impurity (Pb2+ ion) concentra-
tion [3.71].

A behavior similar to that of NaCl-like crystals
is shown by calcite (CaCO3) crystals growing in the
presence of Li+ ions, which generate the {101̄4} →
{101̄4}+ {0001} morphological change [3.72]. Also in
this case the formation of a 2-D epitaxial layer of the
monoclinic Li2CO3 seems to be the most reasonable
way of stabilizing the {0001} form. In fact, AFM ob-
servations prove that lithium promotes the generation
of quasiperiodic layer growth on the {0001} surfaces
(K→F character transition), while structural calcula-
tion indicates that Li+ ions coming from the mother
phase can perfectly take the place of calcium ions miss-
ing in the outermost reconstructed calcite layers. The
credibility of this epitaxial model is enhanced by ab ini-
tio calculation [3.73] showing that the relaxed CO2−

3
ions, belonging to the d002 slice of Li2CO3 at the
calcite/Li2CO3 interface, entail the best coupling with
the relaxed position of the outermost CO2−

3 ions of the
reconstructed calcite crystal.

Certainly, the search for an epitaxial model for so-
lution growth is most intriguing when one can both
predict and interpret the effect of an impurity on the
crystal habit, especially when the solvent may favor
the formation of a structured crystal–solution interface.
Nevertheless, there are other ways of assessing the
impurity effects. One of these is to consider the mod-
ifications introduced by the impurity on the energetics
of the elementary cell of the crystal in its outermost
layer. This is the case for disruptive tailor-made addi-
tives [3.74], which are generally smaller than the host
system but with a high degree of molecular similar-
ity (e.g., benzamide/benzoic acid), which can adsorb on
specific surface sites and thus influence the attachment
energy value associated with the adsorption of subse-
quent growth layers. On the other hand, the blocker type
of molecular additive, which is structurally similar but
usually larger than the host material, has an end group
which differs significantly and hence can be accepted
at specific sites on some crystal faces. Thus, the end
group (the blocker) prevents incoming molecules get-
ting into their rightful positions at the surface. In fact, in
the naphthalene–biphenyl host–additive system the Eatt
values of the different {hkl} forms are selectively mod-
ified by the blocker additive. Steric repulsion resulting
from the atoms of the blocker residing close to, or actu-
ally in, the same physical space in the crystal as atoms
of the adjacent host molecules, both lowers the corre-
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sponding Eatt value and prevents host molecules from
adsorbing, due to the blocking of surface sites [3.75].
Summarizing, the effects of solvent and impurities were

globally considered by calculating, through an ad hoc
program, modified attachment energy terms, leading to
simulated modified morphologies [3.76].

3.3 Factors Influencing the Crystal Habit

It is convenient to state some definitions. By morphol-
ogy we mean the set of {hkl} crystal forms occurring
in a crystal independent of the surface areas, which is
taken into consideration in the crystal shape. Crystal
habit has to do with the dominant external appearance
and is related to growth conditions. In the following
only crystal habit is considered.

Crystals of the same phase can exhibit a great
variety of crystal habits. This was one of the major dif-
ficulties in the beginning of crystal study and partly
still remains, notwithstanding the enormous theoretical
and experimental progress. This subject has both scien-
tific and applied relevance. In many industrial sectors,
crystal habit change is necessary to prevent crystal cak-
ing, filter crystal precipitates, obtain more convenient
crystal products (in terms of shape, size, size reparti-
tion, purity, quality, etc.), simplify storage and package,
etc. Empiricism played an important role in industrial
crystallization in the past, but has been progressively
supported and replaced by knowledge of crystal growth
mechanisms and phenomenological rules.

Experiments show that crystal faces generally grow
layer by layer, as already noticed by Niels Steensen.
They move at different rates, and the fast-growing ones
are destined to disappear. Therefore the habit of a crys-
tal is determined by the faces having the slowest growth
rates. Crystal habit may change either through the rela-
tive development of already existing {hkl} forms or the
appearance of new {h′k′l′} forms.

The procedures to study the crystal habit change
are well established: experimental crystal habits, grown
from different solvents, are compared to the theoreti-
cal one, which may be obtained by calculations with
different available methods (BFDH, PBC-attachment
energy-connected nets, IS analysis) or by growing the
crystal from the vapor phase, in which the fluid–
solid and fluid–fluid interactions are negligible. Indeed,
a complete study should involve the growth kinetics of
each face, in order to determine its growth mechanism
and the roles of the specific solvent and/or impurity.

As the crystal–solution interface is the critical site
for face growth and crystal habit, all available ap-
proaches are applied to the study of this surface. A list
is given in Chap. 5. The factors influencing the crystal
habit are numerous and have different effects, which
explains the great habit variability. They are usually
classified into two main categories:

1. Internal factors: the crystal structure, on which the
surface structures (i. e., the profiles) of the faces de-
pend, and crystal defects

2. External factors, which act from the outside: su-
persaturation, the nature of the solvent, solution
composition, impurities, physical conditions (tem-
perature, solution flow, electric and magnetic fields,
microgravity, ultrasound, etc.).

There are also mixed factors, such as the free en-
ergy of crystal surfaces and edges, which depend on
both crystal surface structure (an internal factor) and
the growth environment (an external factor). The most
important ones are considered separately in the fol-
lowing, even if it is necessary to look at the crystal
growth as a whole, complex process, in which a change
in one parameter (temperature, solubility, solvent, su-
persaturation) influences all the others, so that they
together affect crystal growth and habit. Let us con-
sider a polymorphic system made of two phases: A and
B. Changing, for example, the solvent at constant
temperature and concentration, both surface free en-
ergy (γ ) and supersaturation (β) are changed. If these
variations are small, changes concern only the crys-
tal habit of one polymorph (e.g., A). If the variations
are large, the nucleation frequencies of the two poly-
morphs can be so affected that a change in crystal
phase occurs and the B polymorph may nucleate. The
same considerations apply to the temperature change,
which promotes variations in solubility, surface ten-
sion, and supersaturation, especially in highly soluble
compounds.
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3.4 Surface Structure

Each crystal face has a specific surface structure, which
controls its growth mechanism. As the crystal habit is
limited by the faces having the slowest growth rates,
i. e., the F-faces, in the following only the F-faces will
be considered. The surface of an F-face is not per-
fectly flat and smooth, but is covered by steps and other
features (hillocks), which condition the growth rate of
the face and its development. Indeed, layer growth is
possible when the edge energy of a 2-D nucleus is
positive [3.2, 27]. The growing steps may be inclined
with respect to the surface, forming an acute and obtuse
angle which advance at two different velocities, as ob-
served on the {001} face of monoclinic paraffins [3.77].
Surface features (dislocation activity, step bunching)
and parameters (step speed, hillock slope) are sensitive
to supersaturation and impurities and behave in different
ways at low and high supersaturation, with linear and
nonlinear dependence [3.78]. Connected to these factors
is the morphological instability of steps and surfaces,
which is enhanced or prevented by shear flow, depend-
ing on the flow direction [3.78–83]. Great theoretical,
experimental, and technical contributions to the study
of surface phenomena are due to Russian [3.78–81],
Dutch [3.82–85], and Japanese [3.15, 16, 86] groups
as well as to other researchers [3.87–92] and to those
quoted in all these papers. Surface phenomena and mor-
phology have been recently reviewed [3.15–18]. AFM
has enormously enlarged this research field, as it allows
the observation of the surface features of the growing
faces both ex situ and in situ at a molecular level. This
new technique is providing a growing number of new
data and observations, and at the same time renewing
and stimulating interest in surface phenomena and pro-
cesses, especially step kinetics, impurity effects, edge
fluctuations, and stability.

3.4.1 The α-Factor
and the Roughening Transition

In Sect. 3.2.2 the concept of α-factor was introduced as
a measure of the roughness of a surface and its probable
growth mechanism. Knowledge of α is mostly useful;
however, it may be not sufficient, as noticed for sev-
eral alkanes, which show the same α value in different
solvents, yet have different growth mechanisms [3.93],
and also for the {010} and {001} faces of succinic
acid grown from water and isopropyl alcohol (IPA).
Each face has the same α-value in both solvents; nev-
ertheless the growth rates are appreciably lower in IPA

than in water, owing to different efficiency of hydro-
gen bonding with IPA and water molecules [3.45]. With
increasing temperature (3.32a) the α-factor decreases
and may reach values lower than 3.2. In that case the
surface loses its flatness, becomes rough, and grows
by a continuous mechanism. This transition occurs at
a definite roughening temperature which is character-
istic for each face. For example, the {110} faces of
paraffin C23H48 growing from hexane has a roughening
temperature of T R = 10.20±0.5. Below T R the faces
are straight, whereas above it they become rounded even
if supersaturation is very low [3.11].

3.4.2 Kinetic Roughening

Beside thermal roughening, a surface may undergo ki-
netic roughening, which occurs below the roughening
temperature when the supersaturation exceeds a crit-
ical value. In this case the sticking fraction on the
surface is so high and the critical two-dimensional nu-
cleus so small that the surface becomes rough and grows
through a continuous mechanism. This behavior was
observed on the {100} faces of NaCl in aqueous solu-
tions [3.94] and in naphthalene crystals, which become
fully rounded when σ attains 1.47% in toluene solvent.
The same does not occur with hexane, due to struc-
tural dissimilarity of hexane molecules with respect
to naphthalene [3.11]. Four criteria used to identify
the beginning of kinetic roughening have been studied
by Monte Carlo simulations on a Kossel (100) sur-
face, leading to different values of the critical driving
force [3.95].

3.4.3 Polar Crystals

In polar crystals a dhkl slice may present a dipole mo-
ment. In that case a correction term, Ecorr, should be
added to the expression for Eatt to maintain the value of
Ecr constant [3.35, 36] (Sect. 3.2.2, (3.29)), i. e.,

Ecr = Eatt + Eslice + Ecorr , (3.35)

with Ecorr = 2πμ2/V , where V is the volume of the
primitive cell and μ the dipolar moment of the slice
(per formula unit) [3.96]. The surfaces of the two
opposite faces (hkl) and (h̄k̄l̄), being structurally com-
plementary, interact in a selective way with the solvent
and impurity molecules. The final result is a differ-
ent development of these faces, which may lead to the
occurrence of only one form, as observed in the case
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of the (011)/(01̄1̄) faces of N(C2H5)4I [3.97] and the
{100}, {1̄1̄1̄}, {01̄1̄}, and {11̄0} faces of ASO3 ·6H2O
(A = Co2+, Ni2+, Mg2+). In this case the water
molecules are selectively adsorbed on the opposite
faces since they have a different surface distribution of
sulfite ions and A(H2O)2+

6 groups [3.98]. The struc-
tural differences can be so great that the two opposite
faces may grow with a different mechanism, as ex-
perimentally shown for the {110} and {11̄0} faces of
sucrose crystals: the former by volume diffusion with
ΔGcr = 10 kcal/mol and the latter by surface diffusion
with ΔGcr = 21 kcal/mol [3.54].

3.4.4 Looking at Surfaces with AFM

AFM is becoming a routine technique in growth lab-
oratories. Most experiments are carried out in static
conditions, some in the dynamic regime. One of the
most studied compounds, besides proteins, is calcite.
The {101̄4} cleavage form grows via monomolecular

steps, which are differently affected by anion and cation
impurities [3.99]. AFM has been used to assess the sta-
bility of the {111} faces of NaCl in pure and impure
aqueous solutions and to attempt to solve the prob-
lem of surface reconstruction [3.70, 71]. Through AFM
investigation of the {100} faces of potassium dihydro-
gen phosphate KDP, the dependence of macrosteps and
hillocks on β was measured and new values of the step
edge energy, kinetic coefficients, and activation ener-
gies for the step motion were calculated, confirming
the models of Chernov and van der Eerden and Müller–
Krumbhaar [3.100]. In studying the influence of organic
dyes on potassium sulfate the link between the sur-
face features at the nanoscale level and the macroscopic
habit change was proved [3.101]. To sum up, AFM anal-
ysis enables local details of surface structure and their
evolution in real time to be captured, yielding a lot of in-
formation, but has the drawback that it does not permit
large-scale views of the face, so it has to be integrated
with other instrumental (optical and x-ray) techniques.

3.5 Crystal Defects

Defects easily and usually occur in crystals. It is not
necessary to emphasize the role of screw dislocations
in crystal growth. As concerns edge dislocations, they
could affect the growth rate since a strain energy is
associated with the Burgers vector and then increases
the growth rate. Combined research on the effect of
dislocations on crystal growth with in situ x-ray topog-
raphy was done on ammonium dihydrogen phosphate
ADP crystal [3.78]. Edge dislocations were proved to
be inactive in step generation on the ADP (010) face,
whereas screw dislocations were active. When a dislo-
cation line emerges on a given (hkl) F-face, the face
grows at higher rate than the other equivalent ones
and therefore decreases its morphological importance
with respect to the others. In crystals with cubic sym-
metry the habit may change from cubic to tetragonal
prism or square tablet. When a screw dislocation crosses
an edge, it becomes inactive [3.78]. Contrary to the
current opinion that increasing the growth rate leads
to a higher defect density, as supported by Monte
Carlo simulations [3.102], large crystals with a high de-

gree of structural perfection can be obtained with the
method of rapid growth, which consists of overheating
a supersaturated solution, inserting a seed conveniently
shaped, and strongly stirring the solution submitted to
a temperature gradient. The method, applied for the
first time in the 1990s, allows the preparation in short
time of very large crystals of technologically impor-
tant compounds such as KDP and deuterated potassium
dihydrogen phosphate DKDP up to 90 cm long and
nearly free of dislocations. The crystal habit, bounded
by {101} and/or {110} faces, may be controlled by cre-
ating dislocation structures during the seed regeneration
and changing the seed orientation [3.103,104]. Crystals
grown with the traditional method at low temperature
are smaller and rich in striations and dislocations, orig-
inated by liquid inclusions. Large perfect crystals can
also be quickly grown from highly concentrated boiling
water solutions. The method has been successfully ap-
plied to some compounds, such as KDP, Pb(NO3)2, and
K2Cr2O7. Due to the high growth rates and β values,
the crystal habit becomes equidimensional [3.105].

3.6 Supersaturation – Growth Kinetics

The effect of supersaturation on growth morphology
is well known, but not yet well understood, since

when a system becomes supersaturated, other param-
eters change in turn, especially in solutions of poorly
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soluble compounds (phosphates, sulfates, etc.). In this
case a change in β involves variations in solution com-
position, chemical species, and related phenomena (ion
coordination, diffusion, etc.) [3.106]. First of all, β is
important in controlling both the size and shape of the
3-D and 2-D critical nucleus (3.11) and in determin-
ing the growth kinetics. The growth rates of S- and
K-faces are linear functions of β. For an F-face the
dependence is more complicated, being related to the
growth mechanism. The dependence law for Rhkl versus
β may be parabolic, linear (in the case of a spiral mech-
anism), exponential (for two-dimensional nucleation)
or again linear (when the face grows by a continuous
mechanism at high β values). Spectacular habit changes
are observed with increasing β. At high β values, first
hopper crystals, then twins, then dendrites, and finally
spherulites may form [3.107]. All possible cases are
gathered in the diagram of Rhkl versus σ proposed by
Sunagawa [3.108] (Chap. 5). The basic kinetic laws for
growth controlled by surface diffusion, i. e., in the ki-
netic regime, are summarized here.

3.6.1 Growth Laws

For the spiral mechanism (BCF theory [3.7]) the growth
rate of a (hkl) face is given by

Rhkl = v∞dhkl

y0
, (3.36)

where v∞ is the step velocity, dhkl is the interpla-
nar distance, and y0 is the equidistance between the
spiral steps. The step velocity for growth from solu-
tion [3.109] is given by

v∞ = βkc0 Dsns0 f0
σ

xs
tanh

y0

2xs
, (3.37)

where βk is a retarding factor for the entry of a growth
unit (GU) in the kink, c0 = xs

x0
ln(2xs/(1.78a)) valid for

xs � x0 (when xs � x0, c0 = 1), xs is the mean dis-
placement of the GUs on the surface, x0 is the mean
distance between kinks in the steps, Ds is the diffu-
sion constant of GUs in the adsorption layer, ns0 is the
number of GUs in the adsorption layer per cm2 at equi-
librium, f0 is the area of one GU on the surface, and
σ = (X − Xs)/Xs is the relative supersaturation (where
X and Xs are the actual and equilibrium molar fraction,
respectively). The step equidistance y0 is given for low
supersaturation by

y0 = fr∗ = f ρa

kBT ln β
∼= f ρa

kBTσ
, (3.38)

being f a shape factor, r∗ the critical radius of the 2-D
nucleus, ρ the edge free energy (erg/cm), and a the

shortest distance between GUs in the crystal. The re-
lationship is simplified if the supersaturation β is low,
in which case ln β ∼= β −1 = σ .

Then (3.36) may be written as

Rhkl = C
σ2

σ1
tanh

σ1

σ
, (3.39)

where C and σ1 are constants:

C = βkc0 Dsns0Ω

x2
s

,

σ1 = 9.5ρa

εkBTxs
,

where Ω is the volume of growth unit and ε is related to
the number of interacting growth spirals.

When σ � σ1(i.e. y0 � xs)

R = C
σ2

σ1
(parabolic law) ,

When σ � σ1(i.e. y0 � xs)

R = Cσ (linear law) .

Other relationships were found by Chernov for di-
rect integration in the kink [3.110] and by Gilmer
et al. [3.111] for coupled volume and surface diffusion.

For the two-dimensional nucleation mechanism

mononuclear mechanism Rhkl = Km J2D , (3.40)

polynuclear mechanism Rhkl = Kpv
2/3 J1/3

2D ,

(3.41)

where Km and Kp are the kinetic constants for the two
types of mechanism, v is the step speed, J2D is the 2-D
nucleation frequency, which is given by

J2D = K exp

(
− f ρ2a2

(
kBT

)2
ln β

)
, (3.42)

where K and f are the kinetic and shape factors, re-
spectively. Equation (3.42), formerly derived for growth
from vapor state, is usually applied to growth from so-
lution.

There is also a general empirical law

Rhkl = K ′σn , (3.43)

where K ′ is a kinetic temperature-dependent constant;
the value of n is related to the mechanism.

3.6.2 Some Experimental Results

As RF < RS < RK, in the growth form at a given β

only F-faces can occur, although not necessarily all of
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Fig. 3.15 Crossover of the growth rates versus thermo-
dynamic supersaturation for the {110} and {101} faces
of tetragonal lysozyme with change in crystal habit (af-
ter [3.57])

them. The faces of the same crystal may show a differ-
ent dependence of Rhkl on β and then a crystal habit
change can occur. The first static observations were
made on NaCl, KCl, CsCl, KI, and many other ionic
salts. When a crystal habit is made of F-faces, a higher
critical supersaturation is needed for the S- or K-faces
to appear [3.63, 112] (Sect. 3.2.2). When an F-face is
replaced by another F-face at high supersaturation, the
change is progressive. Kinetic measurements of crystal
growth reveal that in most cases there is a supersatura-
tion dead zone in which no growth occurs, and a critical
supersaturation β∗ should be reached for growth to
start. Changes in relative face size and crystal habit
are usually observed with increasing β [3.47, 53]. In
n-paraffins the growth rate was found to be dependent
also on the platelet thickness [3.93]. When a crossover
in the relative growth rates of faces occurs, even radi-

cal changes in morphology are observed, as in the case
of γ -aminobutyric acid [3.113] and lysozyme crystals
(Fig. 3.15) [3.57, 114].

To explain the habit change, a variation in the
crystal–solvent interaction is admitted, as for NaCl,
CsCl, M(H2O)6 ·SiF6, and CaF2 [3.42]. In other cases
the effect of supersaturation is attributed to the desolva-
tion kinetics of the solute, as shown for KI, KBr, and
KCl [3.115].

Supersaturation also causes changes in surface fea-
tures, as seen on the {100} faces of NH4H2PO4 (ADP),
where there are no growth layers below a given β, and
elliptical and then parallel layers appear with increasing
β [3.116]. Supersaturation affects the activity of dislo-
cation source [3.78]. The intensive studies of surfaces
of ADP, KDP, and DKDP reveal that the step speeds
on these faces and the hillock slopes may be nonlin-
ear functions of β [3.78, 117]. This nonlinearity has
been explained in terms of a complex dislocation step
source [3.78], impurity adsorption [3.118], and the gen-
eration of kinks at growth steps [3.119]. Not only the
step rates but also the kinetic coefficients can depend on
β, which enhances the morphological instability [3.87].
It should be noted that, even in the kinetic regime, super-
saturation is not constant along the growing face [3.78].
Small fluctuations in β may cause rapid change in the
evolution of faces forming small interfacial angles, with
the disappearance and reappearance of faces, as ob-
served with potassium dichromate [3.120].

High supersaturation can determine phase transi-
tion, as shown in polymorph systems such as calcium
carbonate, l-glutamic acid, and l-histidine [3.121]. In-
terest is also practical: from 2-propanol solutions it is
possible through supersaturation to isolate the stable
form of stavudine, an antiviral drug used for the treat-
ment of human immunodeficiency virus–acquired im-
munodeficiency syndrome (HIV-AIDS) [3.122]. How-
ever resorting to high supersaturation in order to change
the crystal habit is rarely used in industrial crystalliza-
tion, as there is a risk of unwanted nucleation.

3.7 Solvent

Research into solvent effects on crystal growth and
habit is relatively recent. In the years 1940–1967 a few
studies were published, as summarized in two surveys
papers [3.44, 123]. In the 1960s the first interpreta-
tions were geometric–structural [3.124]. The effect of
the solvent in determining the mechanism of crystal

growth was evaluated through the entropic α-factor
and the growth kinetics [3.44, 123]. Since then, in-
terest in this topic has been increasing, also due to
the mounting needs of industrial crystallization. Re-
search was then successfully extended to tailor-made
additives [3.14, 125] (see also Sect. 3.2.3). Molecu-
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lar dynamics (MD) simulations are also extensively
applied to study the solvent–surface interaction. The
solvent itself acts as an impurity; however, due to
its importance (e.g., concentration), it is treated sepa-
rately.

3.7.1 Choice of Solvent

The first essential step for crystallization is the choice of
solvent. Knowledge of solubility and of its change with
temperature is required. The most common solvent is
water, which exerts its influence even in traces in the
vapor and liquid phase. When lead molybdate is grown
in dry air, it crystallizes as needles, but as platelets in
moisturized air [3.127]. Small amounts of water added
to organic solvents markedly increase the yield and
growth rate of the target polymorph of pharmaceuti-
cal compounds [3.128]. Growth in aqueous systems is
a complex process. Water molecules are coordinated by
cations and anions in solution; in addition, they can be
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Fig. 3.16a,b The events leading to crystal growth: diffusion in the
volume, on the surface, along the step, to the kink with integration;
desolvation; and desorption. To each of these processes corresponds
an activation energy of different magnitude (after [3.126])

selectively adsorbed at the different sites on the growing
faces (Fig. 3.16) [3.109, 126].

Dehydration and desolvation should then occur,
besides diffusion, involving the respective activation en-
ergies [3.109]. It should be noted that solvent molecules
(and possible impurities) are also involved in surface
adsorption processes, with an ensuing competition be-
tween the corresponding energies (or relaxation times)
of growth units. The bonds engaged may be ionic, hy-
drogen bond, and van der Waals, with energies of about
15 kcal/mol (for the H2O−Na+ bond), 5 kcal/mol in
organic solutions with hydrogen bonds, whereas for the
van der Waals bond the strength is one or more or-
ders of magnitude smaller than that of the ionic one.
Many other solvents, mostly organic and tailor-made,
are nowadays used in the chemical industry. They dif-
fer from water in some molecular properties (dielectric
constant, dipole moment, size, etc.) and are classified
into three main classes: protic (hydrogen donors, e.g.,
methanol), dipolar aprotic (e.g., acetonitrile), and non-
polar aprotic (e.g., hexane) [3.129].

3.7.2 Change of Solvent

Use is often made of different solvents in crystal
growth. Solvent change has several correlated effects
(on solubility and supersaturation, interactions with so-
lute and crystal faces, surface free energy, etc.), and
modifying the α-factor may change the growth mech-
anism. If a compound is grown from two different
solvents, A and B, there are two values of α, which are
related by [3.130]

αA = αB +4(ΦB,sf −ΦA,sf)/(kBT )

+2(ΦA,ff −ΦB,ff)/(kBT )

≈ αB +4(ΦB,sf −ΦA,sf)/(kBT ) . (3.44)

Let ΦA,ff ≈ ΦB,ff. If the solute–solvent interaction en-
ergy ΦB,sf is higher than ΦA,sf, then αA > αB. For exam-
ple, the {110} faces of hexamethylene tetramine (HMT)
grown in aqueous solution show α < 2.5, whereas in
ethanolic solutions the value is α = 3.2–5.4 [3.130].
The growth mechanisms predicted by these values were
confirmed by the growth kinetics [3.131]. Changing
the solvent allows one to understand the role of the
solvents and the bonds involved, as shown by m-
nitroaniline. Grown from a nonpolar solvent, the crystal
habit matches the theoretical one, based on the sole
van der Waals bonds, whereas in polar solvents the
electrostatic interactions play a great role [3.132]. By
comparing steroid crystals grown from acetone and
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methanol solutions and performing MD simulations of
the solvent–surface interactions, it is found that the con-
tributions of Coulomb and van der Waals bonds are
more important than hydrogen bonding in determining
the crystals habit [3.133]. Solvents may affect sur-
face roughness [3.129] and the roughening transition of
faces, with a change in the transition order too [3.134].
Mixtures of solvents are often used. They can show
higher solubility than separate solvents, as happens with
l-pyroglutamic acid, which is more soluble in a water–
ethanol mixture than in pure water or pure methanol,
with a strong change of crystal habit [3.135]. On the
other hand, mixtures of water and isopropoxethanol,
in which NaNO3 is less soluble, do not affect the
shape of the NaNO3 crystals [3.136], whilst adding
water to an ethanol–water solution saturated with ben-
zoic acid reduces the solubility of the latter and causes
its crystallization with habit change (the drowning-out
technique) [3.137]. Solvent can also stabilize poly-
morphs, as shown with CaCO3 precipitated from water
or ethanol solutions [3.138], and promote the formation
of twins as well [3.125].

3.7.3 Solvent–Solute

Molecules of solvent and solute always interact, af-
fecting the growth kinetics according to the energy
involved. The interaction is more pronounced in su-
persaturated solutions [3.106]. In aqueous solutions
of ionic salts, solute clusters which have the lattice
structure of the crystal surface can form [3.139]. In
aqueous solutions of hexamethylene tetramine (HMT),
each HMT molecule coordinates four water molecules,
whereas in alcoholic solutions there is no coordination,
with consequences for the growth mechanisms [3.123].
Solute dimers may form, and tetramers, octamers, and
even larger -mers were also detected in lysozyme
solutions at high supersaturation [3.57]. The strong
morphological difference of alizarin crystals grown
from alcoholic and other organic solvents is attributed
to the partial deprotonation of the alizarin molecules oc-
curring in alcohol solutions, which blocks the needle
growth of the side faces, leading to a totally different
habit [3.140].

3.7.4 Solvent–Crystal Surface

The approach to the problem of the role played by
solvent–crystal interactions is different according to
the system being studied and theoretical assumptions.

A relevant role is attributed to the α-factor [3.123, 130]
with some reservations on its general validity [3.129].
Another way of looking at the solvent–crystal interac-
tions is by considering adsorption of solvent molecules
on the surface sites, as shown between the [010] PBCs
on {101} faces of sucrose [3.47]. The role of solvents
in terms of surface roughening and surface adsorption
on crystal morphology is reviewed in [3.44]. A protic
solvent can determine both the polymorph and crystal
habit, as shown for stavudine, in the molecule of which
one N atom is a very strong H-bonding donor and two O
atoms are strong H-bonding acceptors. The crystal sur-
faces interact in different ways with polar and nonpolar
solvents [3.122]. The effect of α-butyrolactone as a sol-
vent on cyclotrimethylene trinitramine (RDX) crystals
has been explained by invoking a third region between
the crystal and solution bulk, i. e., a boundary layer.
MD simulations show that the average energy of solvent
molecules near the surface is higher than the average
energy of the same molecules in the bulk, therefore the
potential energy change per unit area can be chosen as
a good parameter to use in explaining solvent effects on
the crystal habit [3.141].

3.7.5 Mechanisms of Action

Solvent molecules are temporally adsorbed at the var-
ious sites of surface: ledges, steps, and kinks, with
different lifetimes, which has an effect on growth rates.
The formation of surface complexes was suggested
for Hg(CN)2 crystals grown from methanol [3.142].
As solutions of n-paraffins in petrol ether behave as
a melt, a structural model was proposed, which con-
siders the paraffin crystal as a Kossel crystal and
the solvent molecules as in the Ising model, so that
they easily adhere by adsorption to steps [3.143].
In polar crystals the complementary forms {hkl}
and {h̄k̄l̄} exhibiting different surface structures se-
lectively interact with the solvent molecules, as in
N(C2H5)4I crystals grown from four solvents, which
being differently adsorbed onto {011} and {01̄1̄}
faces, invert the morphological importance of these
faces [3.97]. The morphological difference is relevant
for industrial crystallization: the analgesic ibuprofen
grown from ethanol shows a pseudohexagonal tab-
ular habit but thin elongated platelets from ethyl
acetate, owing to the interactions between ethyl acetate
molecules and ibuprofen carboxylic groups emerg-
ing at the surface of {100} and {002} faces of the
crystal [3.144].
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3.8 Impurities

The literature dealing with the effects of impurities
on growth kinetics and crystal habit is enormous
and increasing. After the publication in 1951 of the
BCF theory [3.7] and of Buckley’s book on crystal
growth [3.145], the advance has been impressive. Four-
teen years later a whole book was devoted to the
relationships between adsorption, crystal growth, and
morphology [3.146]. In Russia this topic has been
widely studied, as evident from the series of volumes
on crystal growth. The role of impurity is also a spe-
cific object of the proceedings of periodic symposia
on industrial crystallization. Indeed, a strong impulse
to research in this field is provided by mounting in-
dustrial demands. Many cases are given and discussed
in some review papers [3.83, 147–149] and a summary
with a nearly exhaustive literature is found in Sangwal’s
monograph [3.150]. In recent years, interest has focused
on additives and other large molecules used as habit
modifiers. A synthetic view is tentatively presented in
the following. Admitting a hydrodynamic regime, the
role of volume diffusion is neglected as impurities only
influence the surface processes.

3.8.1 The Main Factors

Impurities influence both thermodynamic and kinetic
factors. Addition of an impurity to a solution may
change the surface free energy γ , the edge free energy ρ,
and the solubility. Even if an increase of average surface
energy is possible, it is usually admitted that ρ decreases
with the concentration of the adsorbed impurity Ci. By
assuming a Langmuir-type isotherm and equilibrium
between the impurities adsorbed on the step and in the
bulk, the resulting edge free energy (expressed in ergs,
for the sake of simplicity) is given by [3.151]

ρi = ρ − kBT ln Ci . (3.45)

Similarly, a positive adsorption produces a reduction in
the specific free surface energy. It follows that, since
ρi decreases with impurity concentration Ci, the growth
rate of the face should increase.

The effect on solubility depends on Ci. If Ci is low
or very low, of the order of ppm, the influence on solu-
bility is negligible. If Ci is higher, of the order of mg/l
or g/l, the solubility may change. In the case of solubil-
ity increase, the resulting effect is usually an increase in
step velocity and the growth rate of faces [3.150]. Solu-
bility and growth rate of ionic crystals may be increased
by changing the pH or increasing the ionic strength

through addition of soluble salts, e.g., adding NaCl to
CaSO4 ·2H2O solutions [3.151].

The growth rate depends on the kinetic constant
C (3.39) and the step velocity v (3.37). Impurities ad-
sorbed on the surface will cause a decrease of C and
hinder the advances of steps by mechanisms that depend
on the adsorption site. The retardation factor (3.37) of
the steps becomes [3.83]

βst ∼= β0
st

(
1− 4d

(κ∗)2

)
. (3.46)

where β0
st is the retardation factor without adsorption at

the step, d is the density of adsorbed impurity (cm−2),
and κ∗ the critical curvature of the step (cm−1).

As a general result, the growth rate is decreased.
Impurities may therefore have two opposite effects

on crystal growth. The final result depends on the su-
persaturation and impurity concentration, as shown in
the classical experiment of Pb(NO3)2 grown in the pres-
ence of methyl blue [3.150]. The increase of the growth
rate at low supersaturation and low impurity concentra-
tion (the so-called catalytic effect) is attributed to the
prevailing thermodynamic factor and a low density of
kinks. At higher impurity concentration the resulting ef-
fect is a decrease of growth rate due to the dominance
of kinetic factors. Similar behaviors were found in other
cases [3.150].

3.8.2 Kinetic Models

Various models have been proposed to relate the step
velocity to the effect of impurity adsorption. One of
the first contributions is due to Bliznakow [3.152], who
assumes that impurities are adsorbed on some of the
active sites on the surface and derives a quantitative re-
lationship between the step velocity and the kink site
adsorption

v = v0 − (v0 −vm)θeq , (3.47)

in which v0 is the step velocity without adsorption in the
kink; θeq ≤ 1 is the coverage degree, in impurity, of the
surface, and vm is the limiting step velocity in impure
solution, when all the surface is covered by impurities
(i. e., θeq = 1). If a Langmuir isotherm is valid, then

v = v0 − (v0 −vm)
KCi

(1+ KCi)
. (3.48)

The model was satisfactorily applied to experiments re-
ported by the same author and others [3.146] chiefly on

Part
A

3
.8



Morphology of Crystals Grown from Solutions 3.8 Impurities 79

inorganic compounds and confirmed by curves of R ver-
sus Ci and the heat of adsorption measured at different
temperatures [3.112].

Cabrera and Vermilyea (CV) [3.153] proposed a dif-
ferent model, in which the impurities are assumed to
be immobile, adsorbed on ledges ahead of steps, where
they form a two-dimensional (2-D) lattice. The steps
move with average velocity v

v = v0[1−2r∗/(d−1/2)]1/2 , (3.49)

where r∗ is the critical radius of the 2-D nucleus, and
d is the average density of impurities, corresponding to
a mean distance s = d−1/2. The density of impurities
d can also be expressed by the coverage degree of im-
purity (θ) times the maximum number (nmax) of sites
available for adsorption per unit area: d = nmaxθ. From
(3.49) it follows that when s < 2r∗, the step will stop;
when s > 2r∗, it squeezes between the two adjacent im-
purities. At equilibrium between impurities adsorbed on
the surface and solution, and if the coverage degree θ is
given by a Langmuir isotherm, then

θ = KCi

1+ KCi
, (3.50)

where K is the Langmuir constant. If v ∝ Rhkl and in-
troducing the relative growth rate η, we have

η = v

v0
= Rhkl

R0
. (3.51)

Rearranging (3.49)

1(
1−η2

)2
= 1

4(r∗)2nmax
+ 1

4(r∗)2nmaxK

1

Ci
.

(3.52)

If the CV model is valid, then the previous relation
should be satisfied and allows one to obtain nmax.

Since r∗ is related to the critical supersaturation
β∗ (3.38), when KCi � 1 (i. e. θ → 1), then

1

(ln σ∗)2 = 1(
ln σ∗

max

)2

(
1+ 1

K1Ci

)
. (3.53)

When KCi � 1, then

ln σ∗ = ln σ∗
max(KCi)

1/2 , (3.54)

i. e., the critical σ∗ necessary for a step to move
increases with increasing Ci, which has been experi-
mentally confirmed.

The validity of the CV mechanism has been verified
in many experiments, mainly with organic impurities

and tailor-made additives, for example, in the growth
of C36H74 from petroleum ether [3.93] and also in
the growth of {101} faces of ADP under low super-
saturation [3.118]. It may happen that strongly bound
impurities may become incorporated in the crystal.

Sears [3.154], observing that 10−5 –10−6 molal
concentration of FeF3 was sufficient to poison LiF in
aqueous solution, postulated a complete monostep ad-
sorption at the growth steps. He calculated the fractional
change of 2-D nucleation rate, which for low step cover-
age is proportional to the Ci change, and recognized that
two opposite effects operate, one tending to increase the
growth rate, the other to decrease it.

Albon and Dunning [3.155], studying the growth
of sucrose in the presence of raffinose, admit adsorp-
tion of impurity at kinks, which lowers the step rate.
When the impurity distance is less than the diameter d∗
of the critical nucleus (measured as an integer number
of molecular spacings), the advancing step is blocked.
If p = (1−Ci) is the probability of finding a free site
along a step, then the step speed is given by

v = v0
[
d∗ − (1−Ci)d

∗ + (1−Ci)
]
(1−Ci)

d∗
.

(3.55)

This model gives also a good description of the effects
of Cr3+ on the growth of the {100} faces of ADP for
Ci > 1.0 × 10−2 kg/m3 [3.156].

Davey and Mullin [3.91] assumed that the rate-
determining process is the surface diffusion, which
is reduced by impurities absorbed on the ledge, and
that the number of absorbed growth units is propor-
tional to the fraction of free surface sites at equilibrium
ni = n(1− θ). They derived the relation

v/v0 = 1− θeq . (3.56)

By expressing θeq in terms of Langmuir isotherm, the
equation becomes

v0

v0 −v
= 1+ 1

KCi
. (3.57)

This relation was shown to be valid, for example, for
layer velocities in the [001] direction for the {100} faces
of ADP in the presence of some ppm of AlCl3, FeCl3,
and CrCl3.

Since complete coverage (θeq = 1) is not a nec-
essary condition to stop crystal growth, Kubota and
Mullin (KM) [3.157, 158] introduced in the Davey–
Mullin equation an effectiveness factor α given by

α = r∗

L
= ρa

kBTσ L
, (3.58)
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where L is the distance between two adsorption sites
and a is the surface area of a growth unit. It follows
that, depending on the ratio r∗/L , the factor α may be
greater than, equal to, or less than 1. In their model a lin-
ear arrangement of adsorption sites is assumed to occur
along the step, so that one-dimensional (1-D) coverage
is combined with an adsorption isotherm. So we have

v/v0 = 1−aθeq . (3.59)

Relating the relative velocity η to Ci by a Langmuir
isotherm, we have

1

1−η
= 1

αK

1

Ci
+ 1

α
. (3.60)

From this relationship it is possible to evaluate the crit-
ical supersaturation necessary to overcome the dead
zone

β∗ = ρaKCi

kBTL
(
1+ KCi

) , (3.61)

which can be rearranged as: 1/β∗ = (C1/Ci) + C2
(where C1 and C2 are two constants) [3.158].

The authors provide a number of examples, drawn
from the literature, of the validity of their model for
growth systems showing different α effectiveness fac-
tors [3.157]. The KM model was successively applied
to crystal growth of other systems. Very recently, in
studying the growth kinetics of the four main F-faces
of sucrose in the presence of raffinose, both CV and
KM models associated with Langmuir isotherms were
tested. The agreement was better with the KM model
than with CV, which means that adsorption occurs at
kink sites and a spiral growth mechanism operates. The
α effectiveness coefficient seems to be a very good pa-
rameter to predict the raffinose effects [3.159].

3.8.3 Adsorption Sites

Impurities act through adsorption, as apparent from the
above kinetics models, onto the crystal surfaces, at steps
and kinks. Adsorption occurs in this order, but only one
process is considered determinant in the reaction path.
They can be distinguished on the basis of some param-
eters (adsorption heat, activation energy, lifetime of the
adsorbed state). A detailed description of adsorption at
the three kinds of growth sites is given in some surveys
papers [3.150,160,161]. The overall effect on the crystal
habit depends on the effect on growth rates of faces.

Adsorption of impurities at kinks reduces the num-
ber of kinks available for growth. As growth proceeds
through integration at kinks, the step velocity and

2 3 4 5 6

di rc

1

Fig. 3.17 The barrier presented by immobile impurities at
the step motion on a ledge. The layer overcomes the impu-
rities at a reduced rate if their distance is higher than the
diameter of the critical nucleus

growth rate are decreased and eventually stopped. Ex-
amples and lists of experiments on kink adsorption are
given in many papers [3.91,149,150,156,159–161]. Ad-
sorption in kinks, by increasing x0, the mean distance
between kinks, may cause polygonization of growth
steps [3.160].

Impurities adsorbed at steps represent a steric bar-
rier to diffusion of growth units along the step and to
their entry into the kinks (Fig. 3.17). The step can move
at a reduced rate only if the distance between two ad-
sorbed impurities along the step is s > 2r∗; otherwise
they are stopped.

Adsorption at steps is found to have occurred in
many experiments [3.155, 156, 158, 160].

Besides the above kinds of adsorption, another
possibility arises when the impurity concentration is
high and strong lateral interactions occur among the
molecules. A 2-D adsorption layer may form which
has structural similarity with the growing face, as dis-
cussed in Sect. 3.2.3. The formation of the adsorption
layer is easier with large molecules. The existence of
an adsorbed solution layer, strongly structured at the in-
terface, was suggested by Sipyagin and Chernov, who
found that the layer may be disturbed by the addition of
alcohol, which increases the growth rate [3.93].

3.8.4 Effect of Impurity Concentration
and Supersaturation

The impurity effectiveness is very variable. To af-
fect crystal habit, some g/l may be necessary (e.g.,
Na2SO4 for NaCl) or ppm are already sufficient (e.g.,
Na2Fe(CN)6 for NaCl). A low or very low impurity
concentration (Ci) may increase the growth rate due
to its influence on the edge free energy, but higher
Ci affecting the kinetic parameters may cause a sharp
decrease. This effect is selective, as only some spe-
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Fig. 3.18 (a) Ammonium sulfate crystals grown from pure solution and (b) in presence of 100 ppm Al3+ (after [3.163])

cific faces of a given crystal are concerned, and the
crystal habit is modified. This occurs with organic
and inorganic impurities (Fig. 3.18). For example, the
growth rate of the {101} faces of KDP slowly in-
creases, then decreases with increasing Ci of Fe3+
and Cr3+, whereas it is not affected by Co2+ and
Ni2+ [3.162]. Some ppm of Cr3+ are able to in-
crease the step bunch spacing on the {100} faces
of ADP, and some more to stop the formation of
bunches [3.160].

0.1 0.2 0.3 σ

2
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R (× 104 cm s–1)
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1
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Fig. 3.19a–c Growth curves (Rhkl versus σ ) for regular (a) and irregular (b,c) growth of different crystals in the presence
of small and large impurity molecules, respectively, at increasing impurity concentrations. (a,b) (110) faces of C36H74

in the presence of an amine and a copolymer, respectively; (c) different faces of sodium perborate crystals. For a detailed
description see [3.93, 150, 161]

Coupling of supersaturation and impurity concen-
tration can have strong effects. Impurities are usually
more efficient at low than at high supersaturation, where
competition favors the adsorption kinetics of growth
units with respect to that of impurities. For any im-
purity concentration there is a critical supersaturation
σ∗ below which growth is stopped (dead zone); the
value of σ∗ increases with Ci. A distinction is made
between regular and irregular growth, according to
whether an impurity changes the growth mechanism or
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Fig. 3.20 Morphodrome (β versus Li+/Ca2+) of calcite crystals
grown in the presence of Li+ as impurity (after [3.72])

not, as can be seen from the curves for Rhkl versus β

(Fig. 3.19).
In regular growth, the curves for impure solutions

run parallel to that of pure solution, suggesting an
unchanged growth mechanism, whereas in irregular
growth the growth rate is stopped at low supersatura-
tion, but starts at higher σ values. In this case impurities
adsorbed on crystal surface promote step bunching
and originate an irregular crystal morphology [3.93].
Growth rate fluctuations were observed in both static
and kinetic regimes [3.78]. Many examples of the ef-
fects of supersaturation and impurity concentration are
reported in [3.158, 160, 161]. These effects may be rep-
resented through morphodromes (Figs. 3.14 and 3.20)
(Sect. 3.2.3).

Effects of impurities on 2-D islands lying on the
(001) surface of a Kossel crystal have been simulated
and a morphodrome calculated in which, due to the
roles of edge diffusion and kink poisoning, an initial
square crystal changes to a diamond with increasing
β and Ci, in qualitative agreement with experimental
observations [3.164].

3.8.5 Effect of Impurity Size

Three kinds of impurities are usually distinguished: ions
and small molecules, polyelectrolytes, and tailor-made
additives, the molecular weights of which are on the
order of about 102, 103, and 104, respectively [3.147].
The former may be mobile or immobile, while the two

latter types are nearly immobile with great effect on
crystal habit and incorporation in the surface layers.
A fourth class could be added, the amphiphiles (dyes,
surfactants).

Ions
In crystal growth from aqueous solutions ions are often
present as impurities. Their interaction with the crys-
tal surface depends on their charge and size and on
the structural properties of the crystal faces. For exam-
ple, the divalent (Co2+, Ni2+, Ba2+) cations generate
greater local strains and surface change than the triva-
lent (Fe3+, Cr3+) ones on the surface of KDP faces
due to the incorporation of the former and adsorption
of the latter on the surface layer [3.162]. Interactions
of divalent (Cd2+, Ni2+) and trivalent (Al3+, Cr3+,
Fe3+, La3+, Ce3+) cations with some inorganic crystals
(gypsum, KDP, potassium hydrogen phthalate (KAP),
etc.) are reported in [3.147]. Ions can be selectively
incorporated into the different faces, such as Cr3+
and Fe3+ more easily included into {100} than into
{101} faces, and also into different slopes of a vicinal
hillock [3.103]. It is difficult to predict the influence
of ionic impurities. For example, a number of diva-
lent cations and anions have no significant effect on
the crystal habit of gibbsite, which conversely under-
goes dramatic changes in the presence of alkali ions
(K+, Cs+) [3.165]. The Ba2+ and Pb2+ cations have
opposite effects on the growth of the {111} and {100}
faces of Sr(NO3)2 [3.166]. There is no general criteria
to interpret the effect of ions on crystal habit, although
a guideline may be the hypothesis of the formation of an
ordered adsorption layer at the interface. When an ion is
incorporated to form a solid solution, it distributes be-
tween the crystal (c) and the solution (s) according to
a partition coefficient Keq = Cc/Cs. The surface acts as
a source or sink for the ion depending on whether Keq
is less than or greater than 1. The role of inclusions of
isomorphous impurities during crystal growth is widely
discussed in a review paper [3.167].

Polyelectrolytes
Polyelectrolytes, which include soluble polymers, pro-
teins, and polysaccharides, are all characterized by an
array of polar groups on an open long chain, by which
they may be effective at a ppm level. Summarizing
the interaction between polyelectrolytes and sparingly
soluble salts, two principles were enunciated: the di-
mensional fit between the functional groups of the
impurities and the interionic distance on the surface, and
the achievement of stereochemical constraints [3.168].
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a)a)a) b)

c) d)d)d)

Fig. 3.21a–d Crystals of Ni(NH4)PO4·6H2O grown in the presence of increasing ammonia excess. The crystals are
elongated along [100] in (d) and along [010] in (a–c). Bars: 40 μm (after [3.170])

Any macromolecule may function selectively as a re-
tardant or promoter, depending on specific conditions.
A lot of research has been carried out on the in-
fluence of polyelectrolytes and biopolymers on the
crystallization of biominerals, such as calcium carbon-
ate and other mineral compounds (gypsum, fluorite,
barite) [3.147, 154] and calcium oxalates, components
of lithiasis [3.169].

Tailor-Made Additives
A special case of impurities is represented by tailor-
made additives, which are used in organic crystalliza-
tion to change habit. Their main characteristic is the
partial resemblance of their molecular structure to that
of the crystal molecules (Sect. 3.2.3). A wide list of
experiments on tailor-made additives is given in the
monograph [3.14]. Normal-paraffins that are used as
solvents for the growth of lower and higher homologous
can be considered as tailor-made additives [3.93, 129].

Molecules with long and rigid chains are easily ad-
sorbed at the interfaces, whereas molecules with too
long chains tend to fold, forming a 2-D heteroge-
neous nucleus on the surface, which promotes crystal
growth [3.48]. To simulate the morphological change
due to additives, the built-in approach and the surface
docking approach were applied. The former works only
if the intermolecular bonding is anisotropic, whereas the
latter can be applied to both isotropic and anisotropic
bonding [3.171].

3.8.6 Composition of the Solution: pH

In an ionic impurity-free solution, change of habit may
occur when there is an excess of either cation or anion
or when pH is changed:

1. The former case is presented by calcite, which
assumes an elongated habit in the presence of
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an excess of Ca2+ and becomes tabular when
CO2−

3 ions are in excess [3.172]. Many other
cases are known; we quote silver bromide, which
crystallizes as a cube from stoichiometric so-
lution, but as an octahedron in excess bro-
mide [3.173]. Ni(NH4)PO4 ·6H2O crystals grown in
excess ammonia change from a needle-like habit to
a pseudocubic symmetry due to Ni(NH3)x(H2O)6−x
complexes selectively adsorbed at the surfaces
(Fig. 3.21) [3.170]. A detailed analysis of the chem-
ical aspects of the impurity effects is given in the
paper [3.174].

2. The effect of pH on crystal shape has been studied
for a long time, especially for ADP and KDP by
Russian researchers [3.175]. The change in pH mod-
ifies the concentration ratios of the chemical species
in solution, especially of polyprotic acids. The
growth rates of the {101} and {100} faces of ADP
are differently affected by pH with change in crys-
tal elongation, attributed to the role played by either
hydration of NH+

4 , H2PO−
4 or NH4PO2−

4 ions or the
concentration of hydroxonium ions [H3O(H2O)3]+

in solution [3.115]. Addition of Fe3+ and Cr3+
causes crystal tapering, which is a function of pH.
Change in pH does not affect the growth rate of
{101} faces of KDP, but when pH differs from the
value corresponding to solution stoichiometry, the
{100} faces increase in size and crystals become
more isometric. This effect is related to the change
with pH of surface parameters (step velocity and
hillock slope) on the two faces [3.176]. A small pH
decrease causes a dramatic increase in growth rate
in the [001] direction and a decrease in the [010]
direction on l(+)-glutamic acid hydrochloride due
to the formation of dimers at low pH, which selec-
tively interact with the two directions [3.177]. The
role of pH in crystal growth is fundamental in the
presence of amino acids. Glycine exists in aque-
ous solution as zwitterions (H3N+CH2COO−) in
a definite range of pH, in which the critical super-
saturation necessary to obtains the {110} form of
NaCl attains its minimum value. The effect is ex-
plained by admitting adsorption of zwitterions along
the [001] directions on the {110} faces [3.65].

3.9 Other Factors

Crystal habit can be affected by (not less important) fac-
tors other than those mentioned above. Some of these
are briefly considered below, while some (electric field,
ultrasound, pressure, microgravity) are neglected.

3.9.1 Temperature

The influence of temperature on crystal growth is mul-
tifaceted. Not only does it directly promote growth, as
results from the growth rate formulas, but it also affects

Tc = 30 °C

Tc = 40 °C

σ

a
d

c r
0.012 0.020 0.024 0.039 0.061 0.124

other factors that act on the growth rates: solubility,
surface roughness, solvent/solute-interface interactions,
and chemical equilibria. Since these factors work in
a selective way on different faces, a change in temper-
ature may cause relevant changes in crystal habit, as
shown in experiments since the beginning of the 20th
century. Some cases are quoted in [3.115, 126, 178].
Clear anomalies were detected in curves of R versus
T for some salts (KCl, NaClO3, and KClO3). Sipya-
gin, Chernov, and Punin, quoted in [3.93], found that
at definite temperatures the adsorbed layer at the crystal
surface undergoes structural change, which suggests the
occurrence of a third step between volume diffusion and
surface diffusion. Significant changes were observed in
sucrose crystals, in which the {101} form dominates the
other {h0l} forms at 30 ◦C, rendering crystals elongated,
whereas at 40 ◦C it becomes less important and crystals
appear isometric. Growth sectors occur at any T and σ

(Fig. 3.22) [3.46].

Fig. 3.22 Crystal habit of sucrose seen along [010], grown
at 30 and 40 ◦C and at increasing σ values (after [3.46]) �
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3.9.2 Magnetic Field

Research on the effects of a magnetic field on crystal
growth started with the magnetic treatment of hard wa-
ter in order to prevent scale formation. The number of
papers on this topic is increasing due to its practical
importance and criticism of results and reproducibil-
ity. A magnetic field has been recognized as affecting
nucleation and crystal growth rate, polymorphism, and
colloidal stability, and is now being applied to crystal
growth of proteins and other compounds. In research
on many poorly soluble inorganic salts a marked ef-
fect was only found for diamagnetic salts of weak acids
(carbonates and phosphates): a magnetic field (0.27 T)
increased their nucleation and growth rates. No effect
on paramagnetic salts was recorded. These results are
attributed to faster proton transfer from H-carbonate
and H-phosphate ions to water molecules, due to pro-
ton spin inversion in the external field [3.179]. Also
surface features are sensitive to the effects of mag-
netic field, as observed in the shape of etch pits and
the shift of dislocations on paracetamol crystals [3.180].
Applying a strong magnetic field (10 T) to a lysozyme
solution increases its viscosity and birefringence, which
suggests molecular ordering with the formation of inter-
connected network, i. e., gel phase [3.181]. Experiments
are also being carried out in gels, where magnetic
field orientates PbBr2 nanocrystallites and markedly in-
creases their size [3.182]. Notwithstanding the amount
of research in this area, the observed effects are as
yet not adequately explained and no definite theory
has been presented; indeed this is a new field of
research.

3.9.3 Hydrodynamics

Crystal growth can take place under static or dynamic
conditions. In the former case, which occurs in solution
at rest and in gels, volume diffusion plays a decisive
role in the growth kinetics. The latter condition is re-
alized by stirring or shear flow. In this case the growth
rate progressively increases with stirring or flow rate up
to a limiting value which depends on the supersatura-
tion. Beyond this value, the volume diffusion process
does not influence the growth rate and surface diffu-
sion becomes dominant [3.183]. The effects on crystal
habit are different. Under static conditions concentra-
tion gradients are set up in solution and at the crystal
surface, where they promote 2-D nucleation and the
formation of hollow crystals and dendrites, depending
on the supersaturation. Even in a solution at rest or
zero gravity the crystal growth itself engenders convec-
tion, which influences morphological stability [3.184].
In a suitable stirred solution there are no concentra-
tion gradients except in the boundary layer, which is
admittedly covering the crystal surface, and all the
crystal faces are in contact with a homogeneous so-
lution. Indeed, supersaturation is not constant along
the face even in the kinetic regime [3.78], which may
cause inclusions during growth. When a shear flow
is applied, there are effects on crystal habit and sur-
face features. The face on which flow is direct grows
faster than the opposite face which is fed by a less
supersaturated solution. In addition, a shear flow in
the direction of step motion favors instability, whereas
flow in the opposite direction enhances stability [3.87,
89].

3.10 Evolution of Crystal Habit

When a crystal with a given growth shape is left in
contact with its mother solution, reaching saturation, re-
arrangements occur at the crystal–solution interface in
order to achieve the minimum surface energy. A classi-
cal example is represented by NH4Cl dendrites, which
when grown in a small drop transform into a single crys-
tal that corresponds to the equilibrium form (Fig. 3.6).
Crystal habit evolution can also be observed in the
growth from supersaturated solutions of poorly soluble
compounds. In Fig. 3.23 the change with time of growth
forms of MgHPO4 ·3H2O, precipitated from solutions

of different concentration, is shown. There is a progres-
sive decrease of supersaturation, which goes together
with the habit change, which continues even when the
solution has become saturated. The general trend, in-
dependent of the initial concentrations, is towards the
same crystal shape [3.185].

Another kind of evolution takes place when a crys-
tal, grown in a given solvent, is transferred to a su-
persaturated solution of another solvent. The original
faces are slowly replaced by others that are stable in the
new solution, as observed for mercuric iodide crystals
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Fig. 3.23 Change of pH and crystal habit versus time of
MgHPO4 ·3H2O crystals precipitated from equimolar so-
lutions of different initial concentration. Dominant final
forms: o{111}; b{010} (after [3.184]) �

grown in aqueous solutions and subsequently inserted
into methanol solutions [3.142]. A more drastic change
occurs when several crystal phases may form from a su-
persaturated solution, as in the case of Ca-phosphate
solutions. The normally stable phase is hydroxyapatite,
which is the less soluble phosphate, but, obeying Ost-
wald’s step rule, other more soluble phases nucleate
first, even an amorphous phosphate at high pH. These
phases are not stable, since the solution is still super-
saturated with respect to the less soluble ones. A long
process of chemical reactions starts in solution, which
involves the nucleation of the more stable crystal phase
and the dissolution of the first one [3.186].

3.11 A Short Conclusion

At the end of this concise review it is apparent that the
crystal morphology is the result of the complex inter-
action of several factors – structural, thermodynamic
and kinetic –, which make difficult and yet fascinat-
ing the study of this field. The great variability of
the shape and size of crystals grown from solutions is
mainly due to the capability of the crystalline structure
of a compound to show different interfaces as a re-
sponse to the variations introduced by the environment
(solvent, impurity,. . . ). The interaction of these inter-

faces with kinetic factors (such as supersaturation) give
rise to the different morphologies and habits for the
same crystal phase. On the contrary the shape, size
and development of the living organisms are controlled
by a genetic program which gives the same pattern to
all individuals of a given species. An interesting field
of combined research is bio-mineralization, where to
the interplay of crystal structure and environment it is
necessary to add the biological activity of the living
organisms.

3.A Appendix

3.A.1 The Equilibrium Pressure
of an Infinite Monoatomic Crystal
with Its Own Vapor

From statistical thermodynamics the chemical potential
of a molecule in a perfect gas reads

μg = ε
g
p − kBT ln Ωg +μ0 . (3.A1)

The first term, ε
g
p, is the potential energy of the gas

molecule, while the two last terms represent the en-
tropy of dilution and the thermal entropy, respectively.
Ωg is the mean volume occupied in the gas phase,
and μ0 = kBT ln[h3(2πmkBT )3/2] depends only on the
mass of the molecule and on T . In a perfect monoatomic
and infinite Einstein crystal (fulfilling the condition

T � (h/kB)νE, where νE represents the unique vibra-
tion frequency) the chemical potential of one atom
occupying a mean volume Ωc is

μc∞ = εc∞
p − kBT ln Ωc +μ0 , (3.A2)

where εc∞
p is the potential energy of the atom in any

lattice site. At crystal–vapor equilibrium the chemical
potentials of the two phases are the same, which implies

ε
g
p − εc∞

p = kBT ln

(
Ωg

Ωc

)
.

At equilibrium,

Ωg = kBT/peq∞ while Ωc = (kBT/2πm)
3
2 ν−3

E .

Being necessarily ε
g
p > εc∞

p , we can define the extrac-
tion work of an atom from a mean lattice site (kink) to
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the vapor ϕc∞ = ε
g
p − εc

p∞ > 0 and then, from the pre-
ceding relation, one obtains the equilibrium pressure of
a perfect monoatomic and infinite Einstein crystal

peq∞=
[
(2πm)

3
2 (kBT )−

1
2 ν3

E

]
exp(−ϕc∞/kBT ) . (3.A3)

This fundamental result can also be obtained in an-
other way by a kinetic treatment, i. e., equating the
frequency of units entering the crystal from the va-
por (the Knudsen formula) with that of units leaving
it [3.20].
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3.70 N. Radenovǐc: The Role of Impurities on the Mor-
phology of NaCl Crystals. An Atomic Scale View. Ph.D.
Thesis (Radboud Univ., Nijmegen 2006)

3.71 L. Li, K. Tsukamoto, I. Sunagawa: Impurity adsorp-
tion and habit changes in aqueous solution grown
KCl crystals, J. Cryst. Growth 99, 150–155 (1990)

3.72 L. Pastero, E. Costa, M. Bruno, M. Rubbo,
G. Sgualdino, D. Aquilano: Morphology of calcite
(CaCO3) crystals growing from aqueous solutions
in the presence of Li+ ions. Surface behavior of
the {0001} form, Cryst. Growth Des. 4, 485–490
(2004)

3.73 M. Bruno, M. Prencipe: Ab-initio quantum-
mechanical modeling of the (001), (̄101) and (110)
surfaces of zabuyelite (Li2CO3), Surf. Sci. 601, 3012–
3019 (2007)

3.74 G. Clydesdale, K.J. Roberts, R. Docherty: Modelling
the morphology of molecular crystals in the presence
of disruptive tailor-made additives, J. Cryst. Growth
135, 331–340 (1994)

3.75 G. Clydesdale, K.J. Roberts, K. Lewtas, R. Docherty:
Modelling the morphology of molecular crystals in
the presence of blocking tailor-made additives,
J. Cryst. Growth 141, 443–450 (1994)

3.76 G. Clydesdale, K.J. Roberts, R. Docherty: HABIT 95 –
A program for predicting the morphology of molecu-
lar crystals as a function of the growth environment,
J. Cryst. Growth 166, 78–83 (1996)

3.77 D. Aquilano: Complex growth polytypism and pe-
riodic polysynthetic twins on octacosane crystals
(n-C28H58), J. Cryst. Growth 37, 215–228 (1977)

3.78 A.A. Chernov: Morphology and kinetics of crystal
growth from aqueous solutions. In: Morphology and
Growth Unit of Crystals, ed. by I. Sunagawa (Terra
Scientific, Tokyo 1989) pp. 391–417

3.79 A.A. Chernov, T. Nishinaga: Growth shapes and their
stability at anisotropic interface kinetics: theoreti-
cal aspects for solution growth. In: Morphology of
Crystals. Part A, ed. by I. Sunagawa (Terra Scientific,
Tokyo 1987) pp. 207–267

3.80 S.Y. Potapenko: Moving of steps through impurity
fence, J. Cryst. Growth 133, 147–154 (1993)

3.81 V.V. Voronkov, L.N. Rashkovih: Step kinetics in the
presence of mobile adsorbed impurity, J. Cryst.
Growth 144, 107–115 (1994)

3.82 J.P. van der Eerden, H. Müller-Krumbhaar: Step
bunching due to impurity adsorption: a new theory.
In: Morphology and Growth Unit of Crystals, ed. by
I. Sunagawa (Terra Scientific, Tokyo 1989) pp. 133–138

3.83 J.P. van der Eerden: Crystal growth mechanisms.
In: Handbook of Crystal Growth. Ia. Fundamentals,
ed. by D.T.J. Hurle (North-Holland, Amsterdam 1993)
pp. 307–475

3.84 A.J. Derksen, W.J.P. van Enckevort, M.S. Couto: Be-
haviour of steps on the (001) face of K2Cr2O7 crystals,
J. Phys. D: Appl. Phys. 27, 2580–2591 (1994)

3.85 H.M. Cuppen, H. Meekes, E. van Veenendaal,
W.J.P. van Enckevort, P. Bennema, M.F. Reedijk,
J. Arsic, E. Vlieg: Kink density and propagation ve-
locity of the [010] step on the Kossel (100) surface,
Surf. Sci. 506, 183–195 (2002)

3.86 K. Tsukamoto: In situ observations of mono-
molecular steps on crystal growing in aqueous
solution, J. Cryst. Growth 61, 199–209 (1983)

3.87 S.R. Coriell, A.A. Chernov, B.T. Murray, G.B. McFad-
den: Step bunching: generalized kinetics, J. Cryst.
Growth 183, 669–682 (1998)

3.88 B.T. Murray, S.R. Coriell, A.A. Chernov, G.B. McFad-
den: The effect of oscillatory shear flow on step
bunching, J. Cryst. Growth, 218, 434–446 (2000)

3.89 S.R. Coriell, G.B. McFadden: Applications of mor-
phological stability theory, J. Cryst. Growth 237–239,
8–13 (2002)

3.90 R. Ghez, S.S. Iyer: The kinetics of fast steps on crystal
surfaces and its application to the molecular beam
epitaxy of silicon, IBM J. Res. Dev. 32, 804–818 (1988)

3.91 R.J. Davey, J.W. Mullin: Growth of the {100} faces
of ammonium dihydrogen phosphate crystals in the
presence of ionic species, J. Cryst. Growth 26, 45–51
(1974)

3.92 M. Rubbo: Surface processes and kinetic interaction
of growth steps, J. Cryst. Growth 291, 512–520 (2006)

3.93 B. Simon, R. Boistelle: Crystal growth from low tem-
perature solutions, J. Cryst. Growth 52, 779–788
(1981)

3.94 M. Bienfait, R. Boistelle, R. Kern: Formes de crois-
sance des halogenures alcalins dans un solvant
polaire. In: Adsorption et Croissance Cristalline
(CNRS, Paris 1965) pp. 515–531, in French

Part
A

3



90 Part A Fundamentals of Crystal Growth and Defect Formation

3.95 E. van Veenendaal, P.J.C.M. van Hoof, J. van Suchte-
len, W.J.P. van Enckevort, P. Bennema: Kinetic
roughening of the Kossel (100) surface, J. Cryst.
Growth 198, 22–26 (1999)

3.96 P. Hartman: The calculation of the electrostatic
lattice energy of polar crystals by slice-wise sum-
mation, with an application to BeO, Z. Krist. 161,
259–263 (1982)

3.97 R. Cadoret, J.C. Monier: Influence de l’adsorption
des molécules de solvant sur la vitesse normale
de croissance des faces opposées appartenant aux
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Generation a4. Generation and Propagation
of Defects During Crystal Growth

Helmut Klapper

This chapter presents a review of the typical
growth defects of crystals fully grown on (planar)
habit faces, i. e., of crystals grown in all kinds
of solutions, in supercooled melt (mainly low-
melting organics) and in the vapor phase. To
a smaller extent growth on rounded faces from
the melt is also considered when this seems
appropriate to bring out analogies or discuss
results in a more general context. The origins
and typical configurations of defects developing
during growth and after growth are illustrated by
a series of selected x-ray diffraction topographs
(Lang technique) and, in a few cases, by optical
photographs.

After an overview (Sect. 4.1) the review starts
with the formation of inclusions (Sect. 4.2), which
are the main origin of other growth defects such as
dislocations and twins. Three kinds of inclusions
are treated: foreign particles, liquid inclusions (of
nutrient solution), and solute precipitates. Partic-
ular attention is directed to the regeneration of
seed crystals into a fully facetted shape (capping),
and inclusion formation due to improper hydro-
dynamics in the solution, especially for potassium
dihydrogen phosphate (KDP).

Section 4.3 deals briefly with striations (treated
in more detail in Chap. 6 of this Handbook) and
more comprehensively with the different kinds of
crystal regions grown on different growth faces:
growth sectors, vicinal sectors, and facet sectors.
These regions are usually differently perfect and
possess more or less different physical properties,
and the boundaries between them are frequently
faulted internal surfaces of the crystal. Two sub-
sections treat the optical anomalies of growth and
vicinal sectors and the determination of the rela-
tive growth rates of neighboring growth faces from
the orientation of their common sector boundary.

In Sect. 4.4 distinction is made between dis-
locations connected to and propagating with the
growth interface (growth dislocations), and

dislocations generated behind the growth front
by plastic glide due to stress relaxation. The main
sources of both types of dislocations are inclu-
sions. In crystals grown on planar faces, growth
dislocations are usually straight-lined and follow
(frequently noncrystallographic) preferred direc-
tions depending on the Burgers vector, the growth
direction, and the elastic constants of the crystal.
These directions are explained by a minimum of
the dislocation line energy per growth length, or
equivalently by zero force exerted by the growth
surface on the dislocation. Calculations based on
anisotropic linear elasticity of a continuum confirm
this approach. The influence of the discrete lattice
structure and core energy on dislocation directions
is discussed. Further subsections deal with Burg-
ers vector determination by preferred directions,
postgrowth movement of grown-in dislocations,
generation of postgrowth dislocations, and the
growth-promoting effect of edge dislocations.

Section 4.5 presents twinning, the main char-
acteristics of twins and their boundaries, their
generation by nucleation and by inclusions, their
propagation with the growth front, and their
growth-promoting effect. Postgrowth formation of
twins by phase transitions and ferroelastic (me-
chanical) switching is briefly outlined. Finally,
Sect. 4.6 compares the perfection of crystals (KDP
and ammonium dihydrogen phosphate (ADP))
slowly and rapidly grown from solutions. It shows
that the optical and structural quality of rapidly
grown crystals is not inferior to that of slowly
grown crystals, if particular precautions and growth
conditions are met.
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4.1 Overview

The present chapter mainly deals with growth defects in
crystals fully grown on (planar) habit faces. To a smaller
extent crystals grown on rounded faces from the melt
are also considered when this seems to be appropri-
ate to bring out analogies or discuss results in a more
general context. Crystals grow on habit faces in solu-
tions, supercooled melts, and vapor. A special feature
of this growth method is that there is practically no tem-
perature gradient inside the crystal, provided that facet
growth occurs freely on the whole surface of the crys-
tal (without contact with a container wall). This is also
the case for growth in the supercooled melt: the crystal-
lization heat released at the growing habit faces keeps
these at the crystallization temperature – or at least
close to it [4.1]. The absence of a temperature gradient,
and thus of thermal stress, inside the crystal allows the
development of defect structures according to first ther-
modynamical principles and their preservation in their
as-grown geometries, unless thermal gradients are in-
troduced by improper cooling to room temperature after
growth. This particularly concerns dislocations in crys-
tals growing in their plastic state. Dislocations are the
essential elements of stress relaxation by plastic glide:
they are generated, moved, and multiplied by stress.
Thus – in the presence of thermal stress – it makes an
essential difference whether crystals are grown in their
brittle or their plastic state. From solution, crystals grow
in the brittle or in the plastic state (depending on the spe-
cific mechanical properties at the growth temperature);
from the melt, however, crystals always grow in the

plastic state, because each material has a more or less
extended plastic zone below its melting point. It will be
shown that growth dislocations develop the same geo-
metrical features in crystals grown on habit faces from
solution in the brittle state and from supercooled melts
in the plastic state, provided that thermal gradients are
absent.

In this review the generation of defects at the inter-
face and their propagation with the advancing growth
front are considered separately. This is because certain
defects formed by a growth disturbance (e.g., by inclu-
sions) may heal out and do not continue into the further
growing crystal, whereas other defects (dislocations,
twins, and grain boundaries), once initiated, are forced
to proceed with the interface despite growth under opti-
mal conditions. These defects can only be eliminated
by growing out at the sides of the crystal, e.g., dur-
ing Czochralski pulling on interfaces which are convex
toward the melt. Moreover, distinction is made be-
tween defects always connected to the interface (growth
defects, especially growth dislocations) and defects gen-
erated “behind” the growth front (postgrowth defects).
The latter defects may be formed already during the
growth run, either by thermal stress or by precipitation.
Furthermore, defect configurations may be preserved in
their as-grown geometry or changed after growth (e.g.,
by postgrowth movement of dislocations).

Many experimental results and the majority of
photographs presented in this review were obtained
by growth experiments and x-ray topographic studies
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(Lang technique) in the author’s laboratories in Aachen
and Bonn. Crystals were grown from aqueous and or-
ganic solutions, from supercooled melts (organics), and
by Czochralski pulling (organics). The organic crys-
tals were considered as low-melting model substances
(melting points below 100 ◦C), chosen with the pri-
mary aim of studying the generation and propagation
of growth defects in dependence on growth methods

and varying growth conditions. The main characteriza-
tion method, x-ray diffraction topography, is not treated
here; the reader is referred to the reviews [4.2–5] in
the literature and to Chap. 42 in this Handbook. More
specialized x-ray topographic treatments are given for
twinned crystals [4.6] and for organic crystals [4.7].
Earlier reviews on the generation and propagation of
growth defects were published by the author [4.8–11].

4.2 Inclusions

Two categories of inclusions are distinguished accord-
ing to their origin [4.12, 13]: primary inclusions are
associated with the growth front, i. e., they arise dur-
ing growth, whereas secondary inclusions are formed
after growth. Primary inclusions are key defects be-
cause they are the source of other defects (dislocations,
twins) which propagate with the growth front into
the further growing crystal. Inclusions of both cat-
egories may form stress centers which give rise to
dislocation loops or half-loops by plastic glide (stress
relaxation). Among the primary inclusions, three kinds
are distinguished:

• Foreign particles• Solvent (liquid) inclusions in crystals grown from
solutions• Solute precipitations in crystals grown from impure
or doped melts.

Secondary inclusions are precipitates of solute im-
purities (dopants) formed after growth in the solid state
during slow cooling, annealing or processing of crys-
tals which are grown at high temperatures. They are
due to the supersaturation of solutes at temperatures be-
low the temperature at which the crystal was grown.
These solutes precipitate if their diffusion mobility is
sufficiently high and not frozen-in (as is usually the
case at room temperature). In the same way vacan-
cies and self-interstitials may condense into dislocation
loops and stacking faults, e.g., during processing sili-
con crystals for electronic applications (swirl defects,
e.g., [4.14]).

Here we treat only primary inclusions. A very de-
tailed theoretical and experimental treatment of the
capture of inclusions during crystal growth is presented
by Chernov and Temkin [4.15]. A similar study with
particular consideration of crystallization pressure is re-
ported by Khaimov-Mal’kov [4.16].

4.2.1 Foreign Particles

Foreign particles preexisting in the nutrient (solution,
melt) increase the risk of (heterogeneous) nucleation.
Their incorporation into the growing crystal, however,
is often considered as not very critical due to the
crystallization pressure [4.16] (disjoining force after
Chernov and Temkin [4.15]) which repulses foreign par-
ticles from the growth interface. Nevertheless, particles
coming into contact with the growth face may be incor-
porated, depending on the size and chemical/physical
nature of the particles and on growth conditions such
as stirring, growth rate, and supersaturation [4.15]. For
example, potassium alum crystals can be grown inclu-
sion free (as assessed by optical inspection and x-ray
topography) from old (i. e., repeatedly used) unfiltered
aqueous solutions containing many floating dust par-
ticles, provided that growth conditions (temperature
control, stirring) are stable enough to avoid the forma-
tion of liquid inclusions (see below). On the other hand
in crystals of benzil grown in old (repeatedly filled up)
supercooled melts (Tm = 96 ◦C), flocks of solid decom-
position products floating in the melt are quite readily
incorporated (unpublished observation by the author).
In contrast to the solution growth of potassium alum,
such benzil melts were not stirred, but thermal convec-
tion occurred due to the release of crystallization heat at
the crystal surface [4.1]. In the latter case the incorpo-
ration seems to be favored by the higher viscosity and
the lower agitation of the nutrient phase, and probably
also by the chemical similarity (carbon) of the particles
to the growing crystal.

Foreign solid inclusions are very common in min-
erals. In laboratory and industrial crystal growth they
usually play a minor role because they are easily
avoided by filtering of the nutrient before growth. If
solid inclusions appear during the growth run, e.g.,
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as abrasives of the stirring device, continuous filter-
ing is advised. This has been demonstrated by Zaitseva
et al. [4.17] for the rapid growth of huge potassium di-
hydrogen phosphate (KDP) and deuterated potassium
dihydrogen phosphate (DKDP) crystals with linear
sizes up to 55 cm: continuous filtering during the whole
growth run considerably increased the optical quality
and laser damage threshold of these crystals.

The intentional incorporation of particle inclusions
for the study of the generation of dislocations is reported
in Sect. 4.4.2. The intentional inclusion of oil drops dur-
ing crystallization from solutions was studied by Kliia
and Sokolova [4.18].

4.2.2 Solvent Inclusions

Solvent inclusions are very common in crystals grown
by all variants of solution growth (aqueous and organic
solvents, flux). Two origins are distinguished.

Faceting (Capping) of Rounded Surfaces
In general crystals grow from solutions with planar
faces (habit faces), whereby faces with low surface
energy grow slowly and determine the final morphol-
ogy of the crystal (Wulff theorem [4.19]). If surfaces
are rounded, (e.g., of the seed crystal or after redisso-
lution), during first growth, facets of habit faces and
(between them) terraces of these faces are formed. The
facets become larger and the terraced regions grow
out until a single edge between the two habit faces
engaged is formed, as shown in Fig. 4.1 (theorem of
Herring [4.20–23]; see also growth on spheres [4.24]
and [4.25, p.130]). The healed-out regions often have
the shape of caps (capping region). The growth on
terraced surfaces favors the entrapment of solvent in-
clusions, which may lead in extreme cases to a spongy
structure of the capping region. This usually happens
during first growth on seed crystals which were rounded

C C

Fig. 4.1 Faceting and capping on rounded crystal surfaces.
The shaded regions of terraced growth favor entrapment
of liquid inclusions. They grow out and finally form the
growth-sector boundary between the main habit faces

Fig. 4.2 A KDP crystal (length 45 mm) with {011} capping
pyramid on a (001) seed plate

during a final etching (which is necessary in order to
remove surface impurities and defects) before seeding-
in. Therefore the zone of first growth around the seed
crystals is usually more or less disturbed by liquid inclu-
sions. These inclusions, however, can be largely avoided
by a very slow (and thus time-consuming) growth under
low supersaturation during the seed-faceting period.

A conspicuous example of capping is provided
by potassium dihydrogen phosphate (KDP) grown in
aqueous solution on (001) seed plates (Fig. 4.2). KDP
develops habit faces {100} (tetragonal prism) and {011}
(tetragonal dipyramid), but {001} is not a habit face.
Thus in the first stage of growth on a (001) seed
plate a spongy capping zone in the form of a tetrag-
onal pyramid {011} over the seed plate as basis is
formed, followed by clear further growth on {011} pyra-
mid faces (Fig. 4.2). Detailed descriptions of this (001)
capping process in KDP and ammonium dihydrogen
phosphate (ADP) crystal growth are presented by Zer-
foss and Slawson [4.12] and Janssen-van Rosmalen
et al. [4.26].

Fluctuation of Growth Conditions
(Growth Accidents)

A sufficiently strong change of growth condition (e.g.,
of supersaturation, stirring rate, stirring direction) may
introduce – due to local variations of supersaturation –
a (temporary) instability of growth faces: regions of re-
tarded and promoted growth occur, leading to elevations
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and depressions on the growth face. Overhanging layers
then spread over the depressions and close them, thus
trapping nutrient solution. Usually a group of inclusions
arranged in a plane parallel to the growth face is formed
(zonal inclusions, Fig. 4.3). If all growth faces of the
crystal are affected by the same growth disturbance, in-
clusions are formed on all faces. After stabilization of
growth conditions and further clear growth the inclu-
sions, which are visible by scattered light (if the crystal
is transparent), reveal the shape of the crystal at the
instant of the disturbance (phantom crystal in mineral-
ogy). This is often observed when, after an accidental
(or intentional) temporary redissolution, the crystal is
rounded, so that during further growth refaceting with
increased tendency for inclusion trapping occurs. Due
to the capping effect, these inclusions are concentrated
and most visible in the edge regions of the crystal [4.27]
(Fig. 4.1).

The tendency to form solvent inclusions may
strongly depend on the type of growth face {hkl}.
In general the formation of solvent inclusions is fa-

n
g

Fig. 4.3 Liquid (zonal) inclusions in solution-grown
potassium alum (water), triggered on a (110) face by in-
tentionally introduced redissolution due to a temporary
increase of the solution by 1 ◦C. The original tempera-
ture (about 40 ◦C) was restored after a slight rounding
of the crystal edges had appeared. Arrow n: growth
direction. A few edge dislocations originate from the in-
clusions. Section (6 × 12 mm2) of an x-ray topograph of
a 0.9 mm-thick (001) plate. Diffraction vector g(22̄0),
MoKα radiation

vored on faces with high surface (attachment) energy,
and thus high growth rate. An instructive example is
provided by potassium alum growing from aqueous
solution: fluctuations of growth conditions lead to pro-
nounced liquid-inclusion entrapment on the smaller and
fast-growing cube faces {100}, whereas the slow and
morphologically dominant octahedron faces {111} re-
sist the formation of inclusions even for strong changes
of growth parameters [4.27]. There are also crystals
for which certain growth faces trap tiny liquid inclu-
sions despite controlled growth conditions. An example
is shown in Fig. 4.4: The two pinacoid growth sec-
tors of the crystal appear milky due to light scattering
at solvent inclusions, whereas sectors of other faces
are optically clear. The reason for the preferred inclu-
sions trapping on certain growth faces is their specific
surface structure, which favors the incorporation of sol-
vent molecules and the formation of solvent bubbles.
This phenomenon is known as hourglass inclusions,
of which two types are distinguished: (1) face-specific
preferential formation of liquid bubbles (which is the
case in Fig. 4.4), and (2) preferential absorption of sol-
vent and other foreign molecules as solid solution in the
host crystal (without the formation of bubbles or solid
precipitates). A well-known and frequently studied ex-
ample of hourglass inclusions of type 2 is provided by
potassium sulfate (e.g., Buckley [4.25, p. 415–420], Vet-
ter et al. [4.28]; see also dyeing crystals [4.29, 30]). It
is also repeatedly referred to in Sect. 4.3 of this chap-

Fig. 4.4 Preferred liquid-inclusion entrapment in the
{201} pinacoid growth sectors of monoclinic Tutton salt
K2Zn(SO4)2 ·6H2O grown from aqueous solution under
well-controlled conditions (horizontal diameter 35 mm).
The crystal plate, cut from a bulk crystal, contains the
seed crystal with the nylon thread for suspension in the
solution
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ter. Often the preferred formation of liquid inclusions
on certain growth faces can be largely suppressed by
a proper pH value.

The hydrodynamics of the solution flow around
the growing crystal may also play a significant role
in the formation of liquid inclusions (e.g., Chernov
et al. [4.31]). A particularly interesting example of
this influence for the growth of KDP crystals is re-
ported by Janssen-Van Rosmalen and Bennema [4.32],
Janssen-van Rosmalen et al. [4.26], and van Enckevort

(011)(01
–
1)

g

Fig. 4.5 X-ray diffraction topograph of a (100)-plate
(about 1.5 mm thick, about 50 mm high), cut from the
rear side of a KDP crystal moved by rotation through
the solution. Due to a closed wake of solution with re-
duced supersaturation behind the (01̄1) growth face, liquid
inclusions were repeatedly formed. They are the origin
of numerous dislocations which grow out of the crystal
at the side because the {010} prism faces practically do
not grow. The dislocations in the triangular region above
the capping zone belong to one of the growth sectors
(101) or (1̄01). They are inclined and emerge out of the
plate at their top ends. Diffraction vector g(020), AgKα

radiation

et al. [4.33]. In their experiments the KDP crystals
(shape: tetragonal prism {100} terminated on both side
by dipyramid {011}) were mounted on a tree which ro-
tated in the solution. The solution was flowing toward
one (front) and away from the other (rear) pyramid.
On pyramid faces on the trailing side, solvent inclu-
sions are often formed in a quasiperiodic sequence
(Fig. 4.5), whereas on the front side inclusions do not
appear. This phenomenon is explained by the hydro-
dynamic situation at the rear-side pyramid face: in the
wake behind the crystal a swirling region with no or
strongly reduced liquid exchange with the bulk mother
solution is formed. Thus the saturation decreases lo-
cally and growth is retarded compared with regions
neighboring edges of the growth face. This leads to
a depression in the growth face. After some distance
of further growth this cavity is overgrown, forming
a solvent inclusion. As shown in Fig. 4.5, this process
is repeated several times in a quasiperiodic manner.
A detailed study of this effect, including flow sim-
ulation experiments in a model system, is presented
by Janssen-Van Rosmalen et al. [4.26], Janssen-Van
Rosmalen and Bennema [4.32], and van Enckevort
et al. [4.33], who also report that the formation of these
inclusions is avoided by stronger stirring, in their ex-
periment by faster rotation of the crystal tree. In any
case, strong stirring smoothes out supersaturation dif-
ferences on the growth face and thus may largely avoid
interface instabilities. This is particularly significant in
the solution growth of very large crystals where high
saturation differences between the edge regions and
the center of a growth face may occur. For the rapid
growth of KDP (e.g., [4.34–36]) and other crystals
very strong stirring is a prerequisite for inclusion-free
growth.

Finally a special type of liquid inclusions, so-called
hair inclusions, is mentioned. These were, for exam-
ple, observed by Smolsky et al. [4.37] in rapidly grown
KDP; they consist of long hair-thin channels or strings
of tiny bubbles filled with mother liquor. These pipes
and strings are not arranged along the instantaneous
growth front but form a more or less large angle with
it, which indicates that they have proceeded with the
growth front. Their origin is unclear for the most part,
but in the case of KDP [4.37] it was shown by in situ
atomic force microscopy of the growth face that at least
some of them are triggered by tiny solid inclusions.
As was shown by x-ray diffraction topography [4.37],
these hairs are not correlated with dislocations. Thus
they are different from the so-called micropipes (chan-
nels), frequently observed along the hexagonal axis of
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beryl [4.38] and silicon carbide [4.39–41]. These chan-
nels are the hollow cores of screw dislocations with
large Burgers vectors.

Liquid inclusions play a significant role in min-
eralogy because they allow the reconstruction of the
conditions of mineral formation. A comprehensive re-
view is given by Roedder [4.43].

4.2.3 Solute Precipitates

A critical parameter in the growth of crystals from melts
containing solute impurities or dopants is the effective
distribution (segregation) coefficient keff of the impurity
(dopant) between melt and crystal (see Chap. 6 in this
Handbook). If keff < 1 (which is mostly the case), the
solutes are rejected by the growing crystal, which leads
to a higher solute concentration in the melt in front of
the growth interface. The excess solute diffuses away
from the interface. For high growth rates, however, the
solute concentration may become supersaturated, lead-
ing to the precipitation of the solute and incorporation
into the crystal during further growth. Thus the solute
precipitation is an interplay between keff , the character-
istic time scale of solute diffusion in the melt, and the
growth rate.

If a solute precipitation is triggered by a short tem-
porary increase of the growth rate, a solitary sheet of
precipitations, marking the instantaneous growth front,
will be formed. If, however, the high growth rate is
permanent, the precipitations extend in the growth di-
rection and form so-called solute trails (e.g., [4.44]). In
more extreme development they lead to constitutional
supercooling with cellular and dendritic growth (see
Chap. 6 in this Handbook).

As examples the formation of solute inclusions dur-
ing melt growth of organic crystals is shown in Figs. 4.6
and 4.7. The melts of organic materials contain con-
siderable amounts of solute atmospheric gas which is
precipitated as small bubbles. Figure 4.6 shows bubble
precipitation in Czochralski crystals of benzophenone
[(C6H5)2CO, Tm = 48 ◦C] induced by intentionally in-
troduced changes of the growth conditions [4.42]. In the
example of Fig. 4.6a, the pulling rate was temporarily
increased from 0.4 to 0.6 mm/h, the other parameters
remaining constant. This instantaneously led to bub-
ble precipitation and reduction of the crystal diameter.
The shape of the growth front at the instant of the in-
tervention and its changes during further growth are
clearly visible in dark-field light illumination. Note that
the bubbles are also arranged in strings normal to the
growth interfaces, corresponding to solute trails. After

about 2 h the pulling rate was again reduced to its for-
mer value of 0.4 mm/h. Then the crystal adopted its
former width and the bubble precipitation stopped. Fig-
ure 4.6b shows the effect of an intentionally introduced
transition from Czochralski growth to supercooled-melt
growth by lowering the temperature of the melt from
about 1.5 ◦C above to about 1 ◦C below Tm = 48 ◦C and
stopping the pull (but retaining the crystal rotation). The
bubble precipitations reveal the transition of the con-
cave (towards the melt) interface to a convex one. After
the growth rate fell below the critical value, the bub-
ble precipitation stopped. The crystal grew into the now
supercooled melt and adopted a fully faceted shape at
its end [4.42]. We have also observed that the (internal)
surface of gas bubbles, precipitated in old and impure
melts, were often covered with a layer of brownish ma-
terial. This indicates that nongaseous impurities of the
melt have been precipitated together with the solute
gas.

a)

b)

Fig. 4.6a,b Bubble precipitation in Czochralski ben-
zophenone (Tm = 48 ◦C) by an intentionally introduced
change of growth parameters. Optical dark-field pho-
tographs of about 1.6 mm-thick plates. (a) Temporary
increase of the pulling rate from 0.4 to 0.6 mm/h with-
out change of other growth parameters. The diameter of
the crystal is temporarily reduced from about 11 to 10 mm.
(b) Transition from Czochralski growth to growth from su-
percooled melt by lowering the temperature from about
1.5 ◦C above to about 1 ◦C below Tm and stopping the
pulling while retaining the rotation. The crystal grew into
the now supercooled melt and became fully faceted. The
arrows indicate the level of the melt after stopping the
pulling (after [4.42])
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a)

b)
g

n

Fig. 4.7a,b Bubble channels filled with gas in a prism
growth sector of trigonal benzil (Tm = 96 ◦C) grown from
supercooled melt (5.6 × 5.1 mm2 section of a 2.2 mm-thick
(0001) plate cut from the bulk crystal). Growth direction
vertically downward. (a) Optical photograph. The channels
originate from four gas bubbles sticking to the seed sur-
face when starting growth. They have partially been filled
by recrystallization within about 6 months after growth
(see text). (b) X-ray topograph taken before the channels
were closed. Note the glide-dislocation half-loops emitted
from the channels (after [4.1]). Diffraction vector g(22̄00),
CuKα1 radiation

Another instructive example is provided by Fig. 4.7,
which shows a section of a benzil crystal ((C6H5CO)2,
Tm = 96 ◦C) grown from slightly supercooled melt (ΔT
about 1 ◦C) with four gas inclusions elongated normal
to the planar growth face (i. e., in the growth direc-
tion) [4.1]. The inclusions started from small bubbles
sticking to the bottom side of the seed crystal already

during the seeding-in procedure. During further growth
the growth rate was always below the critical rate for
gas precipitation. Nevertheless, the bubbles advanced
with the growth front and elongated and became even
wider by collecting gas from the gas-rich zone in front
of the growth face, thus leaving behind a gas-filled
channel.

The photograph in Fig. 4.7a was taken about half
a year after growth [4.1]. During this period the chan-
nels were partially filled by recrystallization, as can be
recognized by the funnels in the surface at the bot-
tom, indicating the former channel openings. Optically
the recrystallized regions appear homogeneous except
for a string of tiny scatterers (bubbles) aligned along
the central axis of the former channel, revealed by
optical dark-field observation. The mechanism of this
recrystallization is not clear, but it probably occurred
via sublimation, since the vapor pressure of benzil is
relatively high, and the crystal was welded between
two gastight plastic foils and, thus, stored in his own
vapor.

Figure 4.7b shows an x-ray diffraction topograph
taken shortly after growth was finished, when the chan-
nels were still open [4.1]. Numerous glide dislocations
in the shape of half-loops emitted from the channel sur-
face have formed (cf. also Sect. 4.4.6).

The entrapment of gas bubbles and their elongation
into channels has been studied in detail by Chernov and
Temkin [4.15], Khaimov-Mal’kov [4.16], and Gegusin
and Dziyuba [4.45].

The relatively high concentration of solute gas in or-
ganic melts significantly limits the growth rate allowing
bubble-free growth. Comparative growth experiments
in outgassed supercooled melts under their own vapor
showed that the growth rate for visually perfect growth
could be increased by a factor of about three [4.46]
compared with growth in gas-rich melts. In these exper-
iments the growth rate (i. e., the supercooling), however,
cannot be increased too much, because strong thermal
upward convection in the melt (induced by the high re-
lease rate of heat of crystallization at crystal surfaces)
leads to turbulent melt flow and serious defects (rugged
growth) at the top end of the crystals.

Precipitation of solutes is a serious problem in
melt growth of doped and mixed crystals. A de-
tailed treatment is given in Chap. 6 in this Handbook.
An instructive investigation of this effect, including
an x-ray topographic study of dislocations formed
around the precipitations, is reported by Bardsley
et al. [4.44].
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4.3 Striations and Growth Sectors

4.3.1 Striations

Striations are local variations of the impurity (dopant)
concentration or of the crystal stoichiometry. They
arise from fluctuations of growth conditions, such as
changes of temperature, cooling rate, pressure, or con-
vection in the solution or melt. These fluctuations lead
to temporary changes in the growth rate, and thus to
changes of the impurity incorporation. As a rule, they
affect the whole growth front and thus form inho-
mogeneous layers parallel to the interface. The term
striations is usually applied when the impurity layers
appear in a (quasi)periodic sequence (Fig. 4.8a). If there
are isolated layers, due to sporadic changes of growth
conditions, often the term growth bands is used. In min-
eralogy, the term growth zoning is common. In crystals

a)

b)

S

S: Seed crystal

Growth sector boundary

Growth sector boundary

Growth sector

Growth sector

Seed crystal

Growth striations

Growth face

n3

n4

n5

n6

n1

n2

Fig. 4.8 (a) Growth striations and growth-sector bound-
ary in a crystal grown on planar (habit) faces. The sector
boundary is an internal surface formed by the movement
of the edge joining the two faces during growth. It sepa-
rates regions of different growth directions. (b) Division of
a fully faceted crystal into growth sectors. The vectors ni

indicate the growth directions. Dashed lines: contours of
the crystal at different stages of growth. One of the growth
sectors has grown out

grown under rotation, strictly periodic rotational stria-
tions, correlated with the rotation rate, may occur. They
are due to a nonuniform radial temperature distribution
around the rotation axis, leading to slight changes of
growth conditions (even with remelting) within a rota-
tion period.

The impurities may be contaminants of the solu-
tion or of the melt, or incorporated solvent components.
Striations are also formed by dopants intentionally in-
troduced with the aim of tailoring specific physical
properties of the crystals. The rate of incorporation de-
pends on the impurity (dopant) species and is governed
by their distribution (segregation) coefficient with re-
gard to the crystal to be grown.

The regions of different impurities/dopants form
layers coinciding with the instantaneous growth front.
In crystals grown on habit faces (from solution or su-
percooled melt) they are planar, as shown in Figs. 4.8a
and 4.9. The intensity of the striations, i. e., the concen-
tration of impurities, may be considerably different in
distinct growth sectors (Sect. 4.3.2). This is due to dif-
ferent surface structures of different growth faces which
may facilitate or impede impurity capture. Symmetri-
cally equivalent growth sectors show the same intensity
of striations unless the growth conditions (e.g., solution

g

Fig. 4.9 X-ray topograph of a (0001) plate (about 8 mm
diameter, 0.35 mm thick) cut out of a quartz-homeotypic
gallium phosphate GaPO4 crystal grown from high-
temperature solution in phosphoric/sulfuric acid (af-
ter [4.47]), showing the triangular arrangement of growth
sectors with pronounced striations. Growth-sector bound-
aries are visible by topographic contrast or by bends of the
striations. Diffraction vector g(101̄0), AgKα radiation
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flow) at the corresponding growth faces are differ-
ent. Conspicuous examples are the so-called hourglass
growth patterns of crystals stained with organic dyes.
Staining of crystals has been thoroughly studied by
Kahr and Guerney [4.29] and Kahr and Vasquez [4.30].
Striations are often modified by growth hillocks (vicinal
pyramids) as discussed in Sect. 4.3.3. An x-ray topo-
graphic study of the striation formation in the presence
of vicinal pyramids in rapidly grown KDP crystals is
presented by Smolsky et al. [4.48].

Crystals grown on rounded interfaces exhibit curved
striations. An example of striations accompanied by
tiny gas bubbles in a Czochralski crystal is shown in
Fig. 4.10. Facets formed on rounded interfaces lead to
regions (facet sectors, Sect. 4.3.4) with planar striations.
The occurrence and intensity of these striations may be
quite different from those of striations formed along

g

Fig. 4.10 Plate cut from the center of a Czochralski boule
of orthorhombic salol (Tm = 42 ◦C), about 1.3 mm thick;
imaged length is about 40 mm. The growth striations mark-
ing the interface at different stages of growth contain tiny
gas bubbles, many of which are sources of growth dislo-
cations. Due to the concave interface the dislocations are
focused toward the center of the boule. Due to this effect
many dislocations enter the plate from above through the
plate surface. Diffraction vector g(002), CuKα1 radiation

curved interfaces. This is due to distinct growth modes
with different distribution coefficients for rough growth
on curved interfaces and growth on facets from super-
cooled melt (cf. Chap. 6 of this Handbook).

In general, growth striations lead to local changes
of physical properties (e.g., electric conductivity, op-
tical birefringence). This is a major problem in the
growth of doped crystals for sophisticated electronic
and optical solid-state devices. This can be encoun-
tered by suppression of melt convection, e.g., by growth
under microgravity [4.49] or by growth in magnetic
fields [4.50, 51], which are treated in Chaps. 7 and 17
of this Handbook. An extensive treatment of the ori-
gin of striations and of recipes to largely avoid them
is presented by Scheel [4.52].

4.3.2 Growth Sectors

Bulk crystals grow in all directions of space. Due to
their structural and physical anisotropy, the types, distri-
bution, and geometry of growth defects are distinct for
different growth directions. This is pronounced in crys-
tals grown from solutions and supercooled melts, which
develop planar growth (habit) faces, and thus consist of
regions (growth sectors) grown in discrete directions
defined by the normals of the growth faces involved
(Fig. 4.8b). Among all habit faces that are possible in
principle, the final crystal usually exhibits only those
faces which possess low surface (attachment) energies
and thus – according to Wulff’s theorem [4.19–21]
– have low growth velocities. Fast faces with higher
attachment energy grow out and vanish from the exter-
nal morphology (cf. Wulff–Herring construction [4.20–
23]). Thus the crystal may contain more growth sec-
tors, usually in close neighborhood of the seed crystal,
than are recognized from its final outward morphology
(Fig. 4.8b).

Growth sectors are separated by growth-sector
boundaries. These boundaries are internal surfaces over
which the edges between neighboring faces have swept
during growth. They are surfaces generated by the paral-
lel movement of a straight line. When projected parallel
to the edge (zone axis) of the two faces 1 and 2 in-
volved, the boundary appears as a straight or somewhat
curved line, the (local) direction of which depends on
the (instantaneous) relative growth velocity v1/v2 of
these faces (Sect. 4.3.6 and Fig. 4.14). If v1/v2 is con-
stant, the line is straight (i. e., the boundary is planar);
if v1/v2 fluctuates, the line is irregular, often zigzag-
like, as sketched in Fig. 4.8a (i. e., the boundary is an
irregularly waved internal surface).
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Growth-sector boundaries and their surroundings
may be perfect crystal regions. In many cases, how-
ever, they are fault surfaces which can be observed
by etching, optical birefringence, and x-ray diffrac-
tion topography. The fault may be due to increased
local impurity incorporation when growth layers on
neighboring faces meet at their common edge, or due
to slightly different lattice parameters in both sectors.
The latter lead to a transition zone along the bound-
ary with lattice distortions which can be detected by
the methods mentioned above. An example of this
case is shown in Fig. 4.11. Lattice distortions prefer-
entially occur along boundaries between symmetrically
nonequivalent faces, due to different incorporation of
impurities which leads to slight differences of their
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–
11)

(11
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02)
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–
101)

(1
–
012)

(011
–
2)

(101
–

1)

g

Fig. 4.11 (0001) Plate (about 14 mm diameter, 1 mm thick)
of benzil grown from solution in xylene, containing faulted
boundaries between the growth sectors shown in the draw-
ing. The boundaries are inclined to the plate normal and
appear as contrast bands with increased intensity at their
emergence from the surface (increased strain due to stress
relaxation at the surface). Some boundaries are invisible
in the x-ray reflection used here. The plate tapers toward
its edges, thus giving rise to pendellösung fringes. Some
contrasts are due to surface damages. Diffraction vector
g(2̄020), CuKα1 radiation

d-values. Boundaries between symmetrically equiva-
lent sectors are often strain free, but may be visible
by the sharp bends of growth striations (if present),
see Fig. 4.9. An illustrative example of the extraordi-
narily rich growth sectoring of natural beryl, revealed
by x-ray topographic imaging of sector boundaries and
striations, is presented by Herres and Lang [4.53]. For
x-ray topographic characterization of faulted growth-
sector boundaries as shift or tilt boundaries, see
Klapper [4.7, 8, 54].

The different incorporation of additives in different
growth sectors is strikingly demonstrated in the so-
called dyeing of crystals which goes back to Sénarmont
(1808–1862) and was extensively studied in the last
two decades by Kahr and coworkers (e.g., [4.29, 30]).
They grew crystals from solutions with organic dye
molecules as additives. The distinct incorporation of
these molecules on different growth faces is conspic-
uously apparent from the different coloring of their
growth sectors (see also Sect. 4.3.5). A similar study of
coloring of the growth sectors of KDP with organic dyes
is reported by Maeda et al. [4.55].

4.3.3 Vicinal Sectors

Another, less pronounced kind of sectoring frequently
arises within the growth sectors treated above, due
to growth hillocks (growth pyramids). These very flat
vicinal pyramids, which are caused by dislocations
emerging at their apex, often exhibit facets (vicinal
facets) deviating by only very small angles from the
main growth face. The facets are formed by terraces
of growth layers, and their slopes depend on the step
height and the widths of the terraces. On facets with
different slope angles the incorporation of impurities is
different. This leads to slightly distinct d-values of the
regions grown on different vicinal facets (vicinal sec-
tors). In analogy to growth sectors, the ridges of vicinal
pyramids are termed vicinal-sector boundaries, which
may be faulted surfaces. This also holds for the valleys
between neighboring vicinal pyramids.

A detailed x-ray topographic study of vicinal sec-
tors and their boundaries formed on {011} dipyramid
faces and {100} prism faces of KDP and ADP was
published by Smolsky et al. [4.56] and Smolsky and Za-
itseva [4.57], who also coined the term vicinal sector.
Atomic force microscope in situ investigation of the
step structures of vicinal hillocks in relation to the Burg-
ers vectors of unit and multiple unit height of the dislo-
cations generating the hillocks is presented by De Yoreo
et al. [4.58]. Pronounced triangular vicinal pyramids are
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observed on {111} octahedron faces of potassium alum
(cf. the optical and x-ray topographic study by Shtuken-
berg et al. [4.59] and Klapper et al. [4.60]). Tetragonal
vicinal pyramids generating faulted sector boundaries
on {001} faces of tetragonal nickel sulfate hexahydrate
have been studied by van Enckevort and Klapper [4.61].
Impurity incorporation on different slopes of vicinal
hillocks on {111} faces of synthetic diamond has been
investigated by Kanda et al. [4.62].

Vicinal sectors are usually accompanied by opti-
cal inhomogeneities (variation of refractive index, stress
birefringence) which can be visualized by sensitive
optical polarization means. These inhomogeneities, al-
though usually small, can reduce the threshold for laser
damage in high-power optical applications, e.g., in KDP
crystals used for laser applications [4.63, 64]. Another
method of optical visualizing vicinal sectors, by stain-
ing with organic dyes (chromophores), was studied
in KDP by Zaitseva et al. [4.65]. The staining was

g

Fig. 4.12 X-ray topograph of a Z-plate of synthetic quartz
cut from the growth sector of a strongly cobbled (0001)
face (imaged section about 20×25 mm2, about 1 mm thick,
diffraction vector g(101̄1), MoKα radiation). The cobble
mounds exhibited a small {101̄1} rhombohedron facet at
their steepest side. The planar defects shown in the topo-
graph are formed by the trajectory, during growth, of the
groove segments between the hills attached to the facets,
and result from increased impurity entrapment. The topo-
graphic contrast is stronger at the outcrops of these faults
at the plate surfaces (increased strain due to stress relax-
ation at the surface). Since always the same facet of the
three symmetrically equivalent ones was formed, all faults
have the same orientation

due to different incorporation of the dye molecules
on the distinct slopes of vicinal pyramids: the cor-
responding sectors appear with coloring of different
strengths. A similar study is presented by Bullard
et al. [4.66], who doped vicinal slopes of potassium
hydrogen phthalate during growth from aqueous solu-
tion with luminescent organic molecules (fluorophores)
and observed the slope pattern by luminescence mi-
croscopy. This staining and doping, however, develops
during growth and is therefore not applicable to al-
ready grown crystals. It is also destructive insofar as
it increases the degree of imperfection by addition of
impurities (see also Sect. 4.3.5).

In this context another similar phenomenon, the
very particular growth-cell formation on {0001} growth
faces of synthetic (hydrothermal) quartz, is notewor-
thy. The (0001) face is not a habit face according to
the Wulff theorem (therefore it never appears on natu-
ral crystals), but it is forced to appear when large (0001)
seed plates are used in synthetic growth. During growth
these faces usually develop a pronounced cobble tex-
ture (Lang and Miuskov [4.67]), consisting of rounded
hills, which define conical or columnar regions inside
the grown crystal. The boundaries between these sec-
tors, defined by the trajectory of the grooves between
the cobbles during growth, are mostly faulted due to the
increased incorporation of impurities. This is particu-
larly the case when habit facets appear on the side of
the cobble hill (Fig. 4.12). Moreover, dislocations are
trapped into the groove, and thus form part of these
boundaries. X-ray topographic studies of these impurity
cell walls in synthetic quartz, containing dislocations,
are presented by Lang and Miuskov [4.68].

4.3.4 Facet Sectors

These sectors, formed during melt growth on rounded
interfaces, are analogous to the growth sectors described
above. They arise at the segments of the interface whose
orientation coincides with that of a pronounced habit
face. This habit face then appears as a planar facet.
When growth proceeds, this facet defines inside the
crystal a conical or cylindrical region (facet sector)
whose perfection usually differs considerably from that
of the crystal regions grown on the rounded interface
(rough growth). This is due to the different modes of
growth on rounded and planar interfaces: growth on
the latter proceeds from supercooled melt and thus
exhibits different (usually higher) incorporation of im-
purities (dopants) compared with growth on rounded
interfaces. This is apparent from the usually much more

Part
A

4
.3



Generation and Propagation of Defects During Crystal Growth 4.3 Striations and Growth Sectors 105

pronounced striations in the facet sectors and the lattice
distortions along their boundaries.

A favorite method to observe facet sectors and their
perfection, in particular in garnets, is by polarized light
(stress birefringence), e.g., Schmidt and Weiss [4.70]
and Cockayne et al. [4.71]. An x-ray topography study
is given by Stacy [4.72]. For a more detailed review on
faceting, see Chap. 6 in this Handbook.

4.3.5 Optical Anomalies of Growth Sectors

As discussed above, different growth sectors usually
contain different concentrations of impurities, or differ-
ent deviations from stoichiometry, or – in mixed crystals
– different compositional ordering. As a consequence,
the physical properties are also – more or less – differ-

S

(001)

a)

b)

(1
–
1
–
1) (111)

A
A

Fig. 4.13 (a) Optical anomaly of a cubic mixed (K,NH4)-
alum crystal grown from aqueous solution, as revealed
by polarized light (crossed polarizers): (110) plate, 1 mm
thick, horizontal width about 4 cm. (b) Sketch of growth
sectors and their boundaries of the plate shown in (a).
The {111} growth sectors are optically negative and ap-
proximately uniaxial, with their optic axes parallel to their
growth directions 〈111〉 (after [4.59]). The (001) sector is
nearly isotropic. Along the boundaries A between {111}
sectors, small {110} growth sectors (resulting from small
periodically appearing {110} facets) have formed during
growth. S: seed crystal. After Hahn and Klapper [4.69,
p. 393] ( c© 2003 IUCr)

ent in different growth sectors. This is conspicuously
apparent from the staining of crystals with organic dyes
([4.29,30], and the end of Sect. 4.3.2). In symmetrically
equivalent growth sectors the magnitude of the prop-
erty changes is essentially the same, unless the growth
conditions at the corresponding faces are different (e.g.,
due to different hydrodynamics). The different growth
directions of equivalent faces, however, lead to dif-
ferent orientations of the growth-induced (additional)
anisotropies of the properties also for equivalent sectors.
This effect can be considered as the reduction of the
symmetry of the basic crystal by superposition with the
symmetry of the external influence of crystal growth,
which is represented by a rotational symmetry with
polar axis along the growth normal (Curie principle,
e.g., [4.73, Chap. 3.2]). This dissymmetry influences, in
principle, all properties, but it is very pronounced for
optical refraction due to the high sensitivity of the re-
fractive index to compositional variations and stress. An
instructive example is presented in Fig. 4.13, showing
the optical anomaly of a (K,NH4)-alum mixed crystal
which is basically cubic, and thus should be optically
isotropic [4.59, 69]. Here the growth-induced birefrin-
gence (optical anomaly) is due to a partial ordering of
K and NH4 ions in the {111} sectors [4.59, 73].

Optical anomalies of crystals had already been ob-
served and investigated in the early 19th century, as
documented in the review by von Brauns (1891) [4.74].
A richly illustrated survey, including a historical
overview, is presented by Kahr and McBride [4.75].
Very recently a monograph has been published by
Shtukenberg et al. [4.73]. Finally it is mentioned that
optical anomalies also occur in vicinal sectors and facet
sectors. An interesting example of the former is given
by Zaitseva et al. [4.65] for large-scale KDP crystals.

4.3.6 Growth-Sector Boundaries
and Relative Growth Rates

As mentioned above, the orientation of the growth-
sector boundary is dependent on the relative growth
velocity of the two neighboring faces involved. This is
illustrated in Fig. 4.14, from which the relation

v1/v2 = cos β1/ cos β2 , with β1 +β2 = α ,

is easily derived, where α is the angle between the
growth directions n1 and n2, and β1 and β2 are the
angles between n1 and n2 and the growth-sector bound-
ary. The boundary is straight when the relative growth
rate is constant; it is curved when it changes. In the
latter case the local relative growth velocity is derived
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Growth-sector
boundary

�2�1

υ1

υ2

α

n1
n2

Fig. 4.14 Relation between growth velocities v1 and v2 of
neighboring growth faces (growth directions n1 and n2)
and the direction of the growth-sector boundary (dotted
line)

from the angles β1 and β2 between n1 and n2 and the
tangent plane to the sector boundary in the correspond-
ing growth stage. Thus, the relative growth rates are
easily reconstructed if the growth-sector boundary is
visible.

An illustrative example, showing the strong changes
of the growth velocities (growth-rate dispersion) due
to fluctuations of growth conditions and defects is pre-
sented in Fig. 4.15a,b [4.60, 76], which shows x-ray
topographs of a (110) plate cut from a potassium alum
crystal (grown from aqueous solution by temperature
lowering) which was subjected to temporary redisso-
lution by a temporary temperature increase of about
1 ◦C [4.27]. The two boundaries between the central
cube sector (001) and the two neighboring octahedron
sectors (1̄11) and (11̄1) are clearly depicted by kinemat-
ical contrast due to lattice distortions. (For the contrast
variations in different x-ray reflections, see Chap. 42 in
this Handbook.) Figure 4.15c outlines the shape of the
crystal in different stages of growth, reconstructed from
the course of the growth-sector boundaries (dotted line).
Four regions (1–4) of different relative growth rates can
be distinguished. In the first period, after seeding-in,
the crystal was grown by continuous temperature de-
crease of about 0.3 ◦C/day until it reached the shape
outlined by A–A–A–A. At this stage the temperature of
the growth chamber was increased in one step by 1 ◦C.
Due to the slow transfer of the temperature jump into
the solution, redissolution started about half an hour
later, recognized by the rounding of the crystal edges.
Now the previous temperature and decrease rate were
restored and growth continued as before. Due to this
disturbance a layer of liquid inclusions covering a part
of the (001) facet was formed, and its growth rate, rel-

ative to the neighboring {111} faces (the growth rate
of which remained constant during the whole experi-
ment), was strongly increased in region 2; in regions 3
and 4 it decreased again. From the angles β1 and β2
(α = 35.26◦) the relative growth rates were determined
as

v(001)/v(111) = 1.0/5.6/1.7/0.8

in growth intervals 1/2/3/4

(11
–
1)

Incl.

(1
–
11)

S

(001)

D

S

S A

AA
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(4)
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(1)

0.8

1.7
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1.0

g
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b)
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g

Fig. 4.15a–c Sections of topographs of a (110) plate cut
from a potassium alum crystal subjected to a temporary re-
dissolution (vertical extent 12 mm, reflections 004 (a) and
220 (b)). S: location of the seed (outside the section);
Incl.: liquid inclusions; D: edge dislocations. (c) Illustration
of the development of the crystal shape and of growth-
sector boundaries (dotted lines) during growth. Contour
A–A–A–A outlines the shape of the crystal at the time
of redissolution. At the right side the relative growth
rates v(001)/v(111) of growth intervals 1–4 are given (af-
ter [4.76])
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(averaged over the nearly equal left- and right-hand
sides). The drastic increase in period 2 is obviously due
to the dislocations D originating from the inclusions,
and the retardation in periods 3 and 4 may arise from
the elimination of these dislocation from the (001) face
by bending at the growth-sector boundary into the (111)
sector. Note that only part of the dislocations involved
in this process is visible in the topographs (Fig. 4.15a,b)
of the 1.4 mm-thick crystal cut, since the larger part

of the (001) sector (with a basis of about 8 × 8 mm2

in growth stage A–A–A–A) is outside the cut and thus
not recorded. In this context reference is made to simi-
lar and more detailed studies on dislocation-dependent
growth rate dispersion of {100} and {110} growth faces
of potassium alum by Sherwood and Shiripathi [4.77],
Bhat et al. [4.78], and Ristic et al. [4.79]. An interesting
output of their investigations is evidence for the growth-
promoting role of pure edge dislocations (Sect. 4.4.7).

4.4 Dislocations

4.4.1 Growth Dislocations
and Postgrowth Dislocations

Dislocations are generated during crystal growth, by
plastic deformation and by the condensation of self-
interstitials and vacancies. In the study of crystal growth
defects it is useful to distinguish between two categories
of dislocations:

1. Dislocations which are connected with the growth
front and proceed with it during growth (growth
dislocations or grown-in dislocations)

2. Dislocations which are generated behind the growth
front, either still during the growth run or during
cooling to room temperature (postgrowth disloca-
tions), or later during processing or by improper
handling.

The final arrangement of dislocations in a crystal
at room temperature results from growth dislocations,
postgrowth dislocations, and the movement, multipli-
cation, and reactions of both after growth. Crystals
grown at low temperatures (e.g., from aqueous solution)
and in their brittle state usually contain dislocations in
their original as-grown configuration, whereas in crys-
tals grown at high temperatures, the original dislocation
configurations may be drastically altered by dislocation
movement, dislocation multiplication, and dislocation
reactions. These processes, which may occur during the
growth run (behind the growth front), are induced by
thermal stress due to temperature gradients and, partic-
ularly in crystals grown at very high temperatures, by
the absorption of interstitials and vacancies (dislocation
climb).

In this chapter the formation and propagation of dis-
locations in crystals grown at low temperatures (below
100 ◦C) under zero or only low thermal gradients are
treated. The development of dislocation configurations

during growth from melt under high thermal gradients
or during processing at elevated temperatures has been
experimentally and theoretically studied by various au-
thors (e.g., [4.80–83]) and is reviewed in Chap. 6 of this
Handbook.

4.4.2 Sources of Growth Dislocations

For topological reasons dislocation lines cannot start or
end in the interior of a perfect crystal. They either form
closed loops, or they start from external and internal sur-
faces (e.g., grain boundaries), or from other defects with
a break of the crystal lattice. In crystal growth, such de-
fects may arise from all kinds of inclusions (e.g., foreign
particles, liquid inclusions, bubbles, solute precipitates).
When inclusions are overgrown and closed by growth
layers, lattice closure errors may occur. These errors are
the origin of growth dislocations which are connected
to the growth front and propagate with it during further
growth.

It is a very common observation that inclusions are
the source of growth dislocations. Examples are shown
in Figs. 4.3, 4.5, 4.10, etc. The appearance of dislo-
cations behind an inclusion (viewed in the direction
of growth) is correlated with its size: small inclusions
emit only a few dislocations or are often dislocation
free. Large inclusions (> 50 μm) usually emit bundles
of dislocations. In some cases, however, large inclusions
(several millimeters in diameter) of mother solutions
without dislocation generation have been observed (e.g.,
in the capping zone of KDP [4.84, 85]).

The generation of growth dislocations by foreign-
particle inclusions has been experimentally studied by
Neuroth [4.86] in crystals growing in aqueous solu-
tion (potassium alum) and in supercooled melt (ben-
zophenone (C6H5)2CO, Tm = 48 ◦C; salol C13H10O3,
Tm = 42 ◦C). A seed crystal is fixed to a support in
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such an orientation that a dominant growth face [oc-
tahedron (111) for cubic potassium alum, prism (110)
for orthorhombic benzophenone, pinacoid (100) for
orthorhombic salol] develops horizontally. After a suf-
ficiently long distance of (visually) perfect growth,
a small ball of solder (0.3–0.5 mm) is placed on the
horizontal growth face, and growth continued without
change of conditions. During the whole experiment the
growth surface was observed with a microscope (long
focal distance) in reflected light or by Michelson in-
terferometry, both with videotape recording. After the
deposition of the ball the face grows slowly as before
without additional surface features as long as the ball
is not covered by growth layers. During this period the
crystal seems to sink into the growing crystal. In the
moment when the ball is covered by growth layers,
a conspicuous, fast extending growth hillock appears,
emitting macrosteps from its apex. After some time of
growth the originally single hillock splits into a group of
diverging hillocks. This indicates that a bundle of dislo-
cations, fanning out during growth, has been created by
the ball inclusion (Fig. 4.16).

g

S

Fig. 4.16 X-ray topograph of a (010) plate (about 1.5 mm
thick, width 21 mm) cut from a crystal of orthorhombic
salol grown in supercooled melt. It contains a solder ball
(diameter about 0.4 mm) dropped on a perfectly growing
(100) facet (directed upward). Numerous dislocations were
generated behind the ball. Dislocations of the fan propa-
gating to the left are pure screw and exactly parallel to one
of the prominent 〈101〉 edges which dominate the shape of
the crystal (cf. Deviations from Calculated Directions (i) in
Sect. 4.4.4 and Fig. 4.22). The (unresolved) dislocations of
the vertical bundle have Burgers vectors [100] and [001].
Diffraction vector g(200), CuKα1

For the study of the dislocations associated with the
inclusions, a plate containing the ball and the region be-
hind it was cut out of the crystal and subjected to x-ray
topography. Figure 4.16 shows that – in accordance with
the observed surface pattern – numerous dislocations
originate from the back side of the ball. Their den-
sity is partially too high to be resolved by this imaging
method.

Similar experiments have been performed with me-
chanical in situ violation (puncturing, scratching) of
an interface perfectly and steadily growing in solution,
supercooled melt, and by Czochralski pulling [4.86].
Again, bundles of dislocations originate from these
damages, which in solution growth frequently give rise
to liquid inclusions. In plastic crystals (always the case
in melt growth) the mechanical impact generates glide
dislocations which emerge at the growth front and
continue as growth dislocations. Similar experiments
are reported by Forty ([4.87, esp. p. 23]). His review
presents a rich collection of photographs of growth
spirals and other surface patterns on growth faces of
various crystals.

The formation of screw dislocations in thin plates of
organic crystals during growth from solution and from
the vapor has been studied in situ by Russian authors
using (polarized) light microscopy with film record-
ing [4.88–90]. Screw dislocations arise at reentrant
corners between branches of dendrites [4.88] and by
growth around intentionally introduced particles [4.89,
90]. In these cases the dislocations run through the
lamellae and do not end inside the crystal. The mech-
anism of formation of lattice closure errors and of
dislocations behind an inclusion on the nanometer scale
is not yet fully understood, although simple models
have been derived. An example is presented by Dudley
et al. [4.91].

As pointed out in Sect. 4.4.2, in habit-face crystals
inclusions preferentially arise in the regeneration zone
of growth on rounded interfaces, in particular in the
zone of first growth on a seed crystal. Moreover, dis-
locations and other defects (grain boundaries, twins)
preexisting in the seed will continue into the growing
crystal. Thus, the perfection of the seed as well as the
seeding-in process are most crucial for the growth of
perfect crystals. This holds for all methods of seeded
growth, not only for habit-face crystals. That the regen-
eration zone around the seed crystal is the main source
of dislocations is apparent from several topographs
shown in this chapter (e.g. Figs. 4.19, 4.21 and 4.24). It
is stressed that inclusions and dislocations can largely
be avoided by very slow (and thus time-consuming)
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growth during the regeneration period of first growth on
a perfect seed.

Finally it is emphasized that inclusions can also
block already existing dislocations. This has been ob-
served several times by the author, and reported in the
literature. It frequently happens to dislocations in the
seed crystal which are blocked by inclusions formed in
the regeneration zone (capping) of first growth and do
not enter the growing crystal [4.84,85]. Thus provoking
a capping zone by an intentionally introduced deviation
of the seed surface from a habit face may be helpful for
reducing the number of dislocations coming from the
seed, but it implies also a considerable risk of generating
new dislocations behind the inclusions. The blocking of
growth dislocations by closed inclusions must obey the
conservation law of Burgers vectors, as discussed below
in Sect. 4.4.3.

4.4.3 Burgers Vectors, Dislocation Dipoles

The sum of the Burgers vectors of all dislocations
originating from an inclusion fully embedded in an
otherwise perfect crystal is zero [4.84]. This directly
follows from Frank’s conservation law of Burgers vec-
tors (see textbooks on dislocations, e.g., [4.92–94]),
which states that the sum of Burgers vectors bi of all
dislocation lines going into a dislocation node (i. e., with
line direction into the node) is zero

∑
bi = 0 (analogous

to Kirchhoff’s law of electrical currents). Another proof
may be given via the Burgers-circuit definition of Burg-
ers vectors (e.g., [4.92–94]): imagine a Burgers circuit
parallel to the growth face in the perfect crystal region
grown before the inclusion was formed. Now shift the
circuit stepwise in the growth direction over the inclu-
sion and the dislocation bundle behind it. No closure
error of the circuit, which now encircles all dislocations,
will arise during this (virtual) procedure:

∑
bi = 0.

From this it immediately follows that a single
dislocation cannot originate from an inclusion. If dislo-
cations are formed, there must be at least two of them,
with opposite Burgers vectors. This is often observed
when the inclusions are very small. Two slightly di-
verging dislocation lines emanating from small, x-ray
topographically invisible or nearly invisible inclusions
were observed in KDP by Fishman [4.84]. Examples
are presented in Fig. 4.19 (label A) for salol grown from
supercooled melt. A few pairs of slightly diverging dis-
locations, starting from a point, can also be recognized
in Fig. 4.10 of a Czochralski salol specimen. There
are, however, many x-ray topographic observations of
apparently only one dislocation line arising from an in-

clusion (e.g., in Fig. 4.3, where only one wider contrast
line indicates the presence of more than one disloca-
tion). In all these cases the single lines must represent
pairs of two closely neighboring (x-ray topographically
unresolvable) parallel dislocations with opposite Burg-
ers vectors: a dislocation dipole. Such a dipole can
alternatively also be considered as a single dislocation
in the shape of a narrow hairpin with its (virtual) bend in
the inclusion. In this approach the two branches of the
hairpin have the same Burgers vector, but opposite di-
rectional line sense. Examples of a pure-screw and two
pure-edge dislocation dipoles are shown in Fig. 4.17.
The two branches of the dipoles attract each other and
may annihilate if they come close enough together. This
annihilation is possible for screw dislocation dipoles,
and for edge dipoles if both edge dislocations of the lat-
ter are on the same glide plane. If they are located on

a)

b)

c)

Inclusion

b

b

b

Fig. 4.17a–c Sketches of dislocation dipoles originating
from an inclusion. Here a dipole is considered a single
(hairpin) dislocation with Burgers vector b but opposite
line direction sense of the two branches. (a) Pure-screw
dipole; (b,c): pure-edge dipoles
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Fig. 4.18 Typical geometry of growth dislocations in crys-
tals grown on habit faces. The different preferred directions
of dislocations lines within one growth sector result
from different Burgers vectors. These directions abruptly
change their directions when they penetrate a growth-
sector boundary, i. e., when, during growth, their outcrops
shift over the edge from one face to the other (i: Inclusions)

different glide planes, the two dislocations can approach
each other to a minimum separation, where they have
prismatic character and form the edges of stripes of in-
serted or missing lattice planes (Fig. 4.17b). A model of
the formation of a screw dislocation behind an inclusion
is presented by Dudley et al. [4.91].

During x-ray topographic studies of growth dis-
locations it is often observed that only one contrast
line originates from an inclusion, indicating – at first
sight – a single dislocation (Fig. 4.3). Here the question
arises, how by x-ray topography a dislocation dipole
can be distinguished from a single dislocation with the
same Burgers vector. If the dipole dislocations are suf-
ficiently separated, they are resolved as two lines or
appear as a broader contrast line. However, since the
strain fields of the two dislocation have opposite signs
and subtract each other, the resultant strain may also be
smaller and less extended, if the separation of the two
dislocations is small. Thus a dipole may appear on x-
ray topographs with similar or even narrower contrast
than a single dislocation with the same Burgers vec-
tor, and distinction of the two is often not immediately
possible. An example is given by van Enckevort and
Klapper [4.61, Fig. 11a], where a single contrast line
represents a screw dislocation dipole in nickel sulfate
hexahydrate, as is proven by the bulge of one of the two
dipole arms. In the same crystal the presence of two
closely neighboring etch pits at the apices of growth
pyramids and slip traces, indicating the escape of one
of the two screw dislocations from the hillock center,
has been observed. Dislocation dipoles are also formed

during plastic flow of crystals, when the movement of
glide dislocations is locally blocked by obstacles (in-
clusions, jogs; [4.95]). Examples are given in Sect. 4.4.5
(Figs. 4.25 and 4.26).

4.4.4 Propagation of Growth Dislocations

Characteristic Configurations,
Theory of Preferred Direction

A dislocation line ending on a growth face will pro-
ceed with that face [4.7, 8, 96]. Its direction depends
on the shape and orientation of the growth face and its
Burgers vector. As shown in Sect. 4.3.2 and Fig. 4.8b,
crystal growing on planar (habit) faces consist of growth
sectors belonging to different growth faces (different
growth directions n). This leads – under ideal con-
ditions (i. e., stress-free growth) – to a characteristic
configuration of growth dislocations which is illustrated
in Fig. 4.18. The dislocations start from inclusions and
propagate as straight lines with directions l usually close
to, and frequently parallel to, the growth direction of the
sector in which they lie. They usually exhibit sharply
defined, often noncrystallographically preferred, direc-
tions l0 which depend on the growth direction n and
the Burgers vector b: l0 = l0(n, b). The dependence of
the preferred direction l0 on the growth direction n
becomes strikingly apparent when the dislocations pen-
etrate growth-sector boundaries. This implies an abrupt
change of the growth direction: the dislocation lines un-
dergo an abrupt change of their preferred direction l0
(refraction of dislocation lines). An example is shown
in Fig. 4.19.

These preferred direction of growth dislocations are
explained by two approaches [4.7, 8, 96]:

1. Minimum-energy theorem (Fig. 4.20a). The disloca-
tion lines adopt a direction l (unit vector) for which
its energy within any growth layer is a minimum.
For a growth layer of unit thickness d = 1 this can
be expressed as

E/ cos α = minimum ,

where E = E(l, b, cij) is the elastic energy (strain
energy) per unit length of the dislocation line (cij
are the elastic constants of the crystal) and α is the
angle between n and l. The factor 1/ cos α accounts
for the length of the dislocation line in the layer.

2. Zero-force theorem (Fig. 4.20b). A dislocation line
emerging at the surface experiences an image force
dF which depends on the angle α between the dislo-
cation direction l and the surface normal n, and on
its distance r from the surface. At the surface this
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force is infinitely large. According to Lothe [4.97]
there exists always a direction l0 for which this force
is zero for the dislocation line segments at any depth
below the surface. It is plausible that, during growth,
a dislocation emerging at the growth face follows
this direction of zero force.

Using the formula

dF = −1

r

(
∂E

∂α
+ E tan α

)
dl

(Lothe theorem [4.97]), it can be shown that both ap-
proaches lead to the same preferred directions.

Verification of the Minimum-Energy Approach
The strain energy [4.7,8,96] per unit length of a straight
dislocation line is given by (see textbooks on disloca-
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Fig. 4.19 Section of a (001) plate (horizontal width about
26 mm, thickness 1.5 mm) cut from a salol crystal grown
from supercooled melt. The dislocation lines change their
preferred directions when they penetrate the boundaries
(arrows) from the {120} sectors into the {010} growth sec-
tors (refraction of dislocation lines). A: Dislocation pairs
originating from tiny inclusions. Dots: surface damages.
Diffraction vector g(200), CuKα
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Fig. 4.20 (a) Derivation of the energy of a straight dis-
location line within a layer parallel to the growth face.
(b) Illustration of the force dF exerted by the crystal sur-
face on a line segment dl of a straight dislocation line
emerging at the surface (theorem of Lothe [4.97])

tions, e.g., [4.92–94])

E = Kb2

4π
ln

(
R

r0

)
,

with K = K (l, lb, cij ) the so-called energy factor of
a straight dislocation line, R the outer cutoff radius, r0
the inner cutoff radius, and b the modulus of the Burg-
ers vector b. The energy factor K describes the variation
of the strain energy with the direction l of the disloca-
tion line. It also depends on the Burgers vector direction
lb and on the elastic constants cij of the crystal. The in-
ner cutoff radius defines the limit until which the linear
elasticity theory is applicable, and it corresponds to the
radius of the dislocation core.

Since the logarithmic term and the core energy are,
in general, not accessible to a numerical calculation,
the variation of strain energy E of a given dislocation
with Burgers vector b with direction l is – in a certain
approximation – considered as proportional to the en-
ergy factor K (l, lb, cij), assuming the logarithmic term
to be independent of l. The energy factor has been cal-
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culated using the theory of dislocations in elastically
anisotropic crystals developed by Eshelby et al. [4.98].
Since, in general, analytic solutions are not possible,
numerical calculations have been performed using the
program DISLOC, accounting for the elastic anisotropy
of any symmetry down to the triclinic case [4.96].
Figure 4.21a,b shows a comparison of observed and
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calculated preferred directions of dislocations with four
different Burgers vectors in the (011) growth sector of
KDP [4.99]. The agreement is excellent with devia-
tions of 3−6◦, except for dislocation 4, the observed
directions of which scatter by ±5◦ around a direction
deviating by about 20◦ from the calculated one. This
may be due to the very flat minimum of K , which makes
the minimum-energy directions more subject to other
influences such as surface features and core-energy
variations (see Deviations from Calculated Directions).
Similar comparisons have been carried out for var-
ious crystals grown on planar faces from solutions
and supercooled melts: benzil, (C6H5CO)2 [4.54, 100];
thiourea, (NH2)2CS [4.101]; lithium formate mono-
hydrate HCOOLi ·H2O [4.102]; ammonium hydrogen
oxalate hemihydrate, NH4HC2O4 · 1

2 H2O [4.103]; and
zinc oxide, ZnO [4.96]. In general, the agreement
of observed and calculated directions is satisfactory
and confirms the validity of the above theorems. It
is pointed out that the preferred directions are in-
dependent of the growth method, provided that the
growth faces (growth sectors) are the same. This has
been demonstrated for benzil grown in solution in
xylene and in supercooled melt ([4.1], [4.7, p. 138,
Fig. 17]). Moreover, basal growth dislocations (Burgers
vectors b = 〈100〉) in prism sectors of hydrothermally
grown hexagonal (wurtzite-type) ZnO crystals [4.104]
show the same minimum-energy configuration as the
corresponding growth dislocations in the prism sec-
tors of benzil [4.96]. This similarity is due to the
hexagonal lattice, the same prism growth sector, and

Fig. 4.21 (a) X-ray topograph (g(020), Ag Kα radiation) of
a KDP (100) plate (horizontal width ≈ 28 mm, thickness
≈ 1.5 mm), showing bundles of dislocations with noncrys-
tallographically preferred directions emanating from small
liquid inclusions (especially in the right-hand (011) growth
sector) and from the capping region. The Burgers vectors
of these dislocations can be recognized from their pre-
ferred directions. In addition, growth bands and features
due to vicinal effects are visible. ABC: Boundary between
(011) and (01̄1) growth sectors. (b) Plots of calculated ener-
gies E/ cos α (arbitrary units) of dislocations with Burgers
vectors b = [001] (1), b = [100] (2), b = [011] (3), and
b = [01̄1] (4) in growth sector (011) of KDP (polar coor-
dinates: the energies are given by the length of the radius
vector to the curves). The preferred directions of minimum
E/ cos α are represented by arrows. The dashed lines are
circles with radii equal to the minimum values of E/ cos α.
Note the close coincidence to observed (a) and calculated
(b) dislocation line directions �
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the same Burgers vectors of the dislocations in both
cases.

An interesting experimental study of preferred dis-
location directions in synthetic quartz is presented by
Alter and Voigt [4.105]. They cut (0001) plates (Z-
plates) out of different growth sectors of previously
grown highly perfect quartz crystals and used them as
seed plates for further growth experiments. The seed
plates contained growth dislocations following the pre-
ferred directions typical for the sector from which they
were cut. Since growth now proceeded on the (0001)
face, the dislocations of the seed continued into the
growing crystals with preferred directions typical of the
Z-sector, exhibiting sharp bends of up to 90◦ at their
transition from the seed into the grown crystal. This is
instructively shown by x-ray topography [4.105].

On account of the factor 1/ cos α in the energy term
above, the preferred directions of growth dislocations
are mostly normal or nearly normal to the (local) growth
face. In some cases of planar interfaces, however, devi-
ations from the growth normal of up to 30◦ have been
observed, in agreement with the calculations.

For interfaces with convex curvature (e.g., in
Czochralski growth) the dislocation lines, propagating
more or less normal to the growth front, diverge and
grow out of the crystal boule through its side faces. For
concave interfaces the dislocation lines are focused into
the center of the crystal boule (Fig. 4.10). Trajectories
of growth dislocations in Czochralski gadolinium gal-
lium garnet (GGG) have been calculated and compared
with observed ones by Schmidt and Weiss [4.70]. The
curvature of the interface has been taken into account
by performing the calculations stepwise in small incre-
ments, leading to curved dislocation trajectories. Again
the agreement is satisfactory. Moreover, this allowed
assignment of Burgers vectors to the different dislo-
cation trajectories which were observed optically with
polarized light.

In 1997 and following years, preferred dislocation
directions and their bending when penetrating a growth-
sector boundary were observed by transmission electron
microscopy in GaN grown by metalorganic vapor-phase
epitaxy (MOVPE) using the epitaxial lateral overgrowth
(ELO) technique [4.106–110]. The GaN hexagonal
pyramids {112̄2} growing through the windows in the
mask are in the first stage topped by the (0001) basal
plane, which during further growth becomes smaller
and finally vanishes. Thus growth dislocations propa-
gating normal to the (0001) facet penetrate the boundary
to a {112̄2} sector and are bent by about 90◦ into the
preferred direction in this sector [4.109]. By this pro-

cess the number of threading dislocations is drastically
reduced. Very recently the bending of dislocations in
growth-sector boundaries has also been used for the
elimination of threading dislocations by aspect-ratio
trapping in Ge selectively grown in submicron trenches
on Si substrates [4.111]. Similarly, dislocations are
eliminated from prism growth sectors of rapidly grown
KDP crystals ([4.112, cf. Fig. 4]).

The above theory of preferred dislocation direc-
tions does not allow a dislocation line to proceed along
a growth-sector boundary, as is sometimes discussed:
the line would emerge on the edge constituting the
boundary and thus be in a labile position. If, however,
the edge is a narrow facet, the dislocation line can lie
in its sector and appear to proceed along the boundary,
but the probability of breaking out into one of the adja-
cent sectors would be high. Ester and Halfpenny [4.113]
and Ester et al. [4.114] have observed in potassium
hydrogen phthalate V-shaped pairs of dislocations orig-
inating from growth-sector boundaries, with the two
arms of the V, following sharply defined directions, in
the two adjacent sectors. This is in accordance with the
minimum-energy concept.

Deviations from Calculated Directions
Although the agreement of observed and calculated
directions of growth dislocations is in general satisfac-
tory, frequently discrepancies are found. The reasons
for this may be insufficient approximation in the model
on which the calculations are based, or by influences
of other defects or particular surface relief. The above
calculations are based on linear anisotropic elasticity of
the continuum and do not account for the discrete struc-
ture of the crystals, the dislocation core energy or (in
piezoelectric crystals) for electrical contributions.

The following three causes have been found to affect
preferred directions:

i. Discrete lattice structure of the crystals and the ne-
glect of the core energy
It is frequently observed that growth dislocations
are exactly parallel to a low-index lattice direction
(mostly a symmetry direction), although calcula-
tions suggest another (usually noncrystallographic)
direction. This seems to happen in cases of pro-
nounced Peierls energies, where the dislocations
tend to align along the Peierls energy valleys
(see textbooks on dislocations, e.g., [4.92–94]).
It is plausible that dislocations will favor direc-
tions parallel to closed-packed directions, strong
bond chains, structural channels, and planes of
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pronounced cleavage. A dislocation line inclined
to such a direction will consist of line segments
along this direction, (i. e., lie in the Peierls val-
ley) and kinks or jog across the Peierls potential
barrier [4.93, pp. 229–234]. This strongly affects
the core energy, which varies considerably with
direction, particularly in the neighborhood of the
structurally pronounced directions, for which it
has a minimum. This is the same effect that
leads to those favored directions of, for exam-
ple, 60◦ dislocations in diamond- and sphalerite-
structure crystals.
An example of the influence of the lattice struc-
ture in organic salol grown in supercooled melt
and by Czochralski pulling is given in Figs. 4.16
and 4.22, where dislocations with Burgers vec-
tors b = 〈101〉 align along directions parallel to
the prominent crystal edges 〈101〉, independent of
the growth directions. A detailed discussion of the
competing influences of core energy and elastic

g

S

Fig. 4.22 Section (about 11 × 11 mm2) of a (010) plate
(about 1.3 mm thick) cut from the cone region of
a Czochralski salol crystal (pulling direction [100] up-
ward; S: seed crystal, broken off). The topograph shows
many straight dislocation lines (b = [101]) exactly paral-
lel to 〈101〉, which is the most prominent morphological
edge of the crystal (Fig. 4.16). This direction is enforced
by the discrete lattice structure, because the minimum-
energy continuum approach suggests directions close to
the normal to the concave interface. Furthermore, reactions
(segment-wise annihilation) with a few vertical disloca-
tions are recognized (after [4.115]). Diffraction vector
g(200), CuKα1

strain-field energy on dislocation directions, based
on observations in solution-grown orthorhombic
ammonium hydrogen oxalate hemihydrate, is pre-
sented by Klapper and Küppers [4.103].

ii. Long-range stress
Long-range stress arising near the growth face,
e.g., due to other growth disturbances (neighbor-
ing inclusions, impurity layers), exerts forces on
a dislocation and may locally change the zero-force
direction, thus leading to curved dislocations lines.

iii. Surface relief of the growth face
Macrosteps sweeping over the dislocation outcrops
lead to macroscopic (rounded) kinks in the dislo-
cation lines. A particular influence is exerted by
growth hillocks (vicinal pyramids, Sect. 4.3.3), the
slopes of which possess an orientation somewhat
different from that of the main face. Dislocations
emerging from the vicinal slopes exhibit preferred
directions different from those outcropping on the
main face. Similar to the refraction of dislocation
lines at growth-sector boundaries (Fig. 4.19), dislo-
cation lines change their directions when they pass
through an intervicinal boundary, i. e., when their
outcrops shift from one vicinal facet to another. The
influence of the surface relief, in particular of vic-
inal slopes, on the course of dislocations has been
studied by Smolsky and Rudneva [4.116] and Smol-
sky et al. [4.48].
An example of the influence of vicinal pyramids on
the course of growth dislocation lines is presented in
Fig. 4.23. Here the dislocation lines in the right and
left {011} sectors of KDP change their directions
when they pass through the boundaries appearing
in the topograph as dark and white contrast bands
roughly parallel to the traces of the {011} faces.
These boundaries are assumed to result from the
competition of different growth pyramids. A dom-
inating vicinal pyramid may be overrun by another
pyramid which now takes over the dominating role.
Since this overflowing of one growth pyramid over
another can take place within a short growth pe-
riod, the boundaries between regions grown on one
or the other pyramid are practically parallel to the
main growth face. Due to the different inclinations
of the pyramid facets, the preferred directions of
dislocations ending on these slopes are different.

Determination of Burgers Vectors
In x-ray topography, Burgers vectors are usually de-
termined with the aid of the g · b criterion (visibility
rules, see Chap. 42 of this Handbook). This requires
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the imaging of dislocations in several, at least two,
different reflections, and sometimes an unambiguous
determination is not possible with this method. Since
the preferred directions of dislocation lines in a growth
sector are characteristic of the Burgers vector, the ob-
servation of such directions may provide information
on the Burgers vector direction. This should be par-
ticularly successful in cases where the dislocations
penetrate a sector boundary, so that preferred directions
of the same dislocation in different growth sectors are
observed.

Depending on the knowledge of the elastic constants
and the availability of a computer program the follow-
ing three options are considered:

a) If in a crystal the Burgers vectors and corresponding
preferential directions of dislocations in a growth
sector have been determined by application of the

(011)

(01
–
1)

g

Fig. 4.23 X-ray topograph (g(020), AgKα radiation) of
a (100) plate of KDP (horizontal width 26 mm, about
2 mm thick) showing growth dislocations in two {011}
growth sectors. The preferred directions are modified by
the varying vicinal surface relief on the {011} growth
faces

visibility rules, then in further x-ray topographic
studies of the same crystal species the Burgers vec-
tors of these dislocations can be identified by their
preferred direction l0 without necessarily taking ex-
posures in different reflections.

b) If the elastic constants of the crystal under inves-
tigation are known and if a computer program is
available, the directions l0 may be calculated for
various Burgers vectors and growth sectors and
compared with the observed ones. This may be
particularly helpful in cases where unambiguous
identification of the Burgers vector direction by the
visibility rules is not possible.

c) Apart from these possibilities, the following three
general statements, derived under the assumption
that the energy factor Ks of a pure-screw dislocation
is minimal and that Ke of a pure-edge dislocation is
maximal (which is usually the case), may be use-
ful [4.103]:

1. If b||n, then l0||n (pure-screw dislocation

normal to the growth face)

2. If b⊥n, then l0||n (pure-edge dislocation

normal to the growth face)

3. If b is inclined to n, then l0 lies between

n and b.

In case 1 the energy per unit growth length
E = K/ cos α (see Characteristic Configurations,
Theory of Preferred Direction) has a steep mini-
mum, because both K and 1/ cos α (i. e., the length
of the dislocation line in the unit growth layer) have
a minimum along n, whereas in case 2 K is max-
imal and 1/ cos α is minimal. In the latter case l0
is parallel to n only if the decrease of K with in-
creasing α is overcompensated by the increase of the
length 1/ cos α (which is mostly the case), leading to
a flat minimum of E along n. In case 3 the minima
of K (along b) and of 1/ cos α (along n) have differ-
ent directions, thus the minimum direction l0 of E
lies between them (i. e., it deviates from the growth
direction n towards the Burgers vector b).

These three rules have proved to be obeyed in most
cases studied [4.54, 99–103]. Exceptions are provided
by those dislocations whose directions are predom-
inantly influenced by the discrete lattice structure.
An application and detailed discussion of these rules
for Burgers vectors of dislocations in orthorhombic
ammonium hydrogen oxalate hemihydrate is reported
in [4.103, p. 502].
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4.4.5 Postgrowth Movement
and Reactions of Dislocations

The as-grown geometry of dislocations with preferen-
tial directions, described in the previous sections, may
be more or less drastically changed by thermal stress
during cooling to room temperature [4.7–11]. Crystals
grown in their brittle state from solution are rather in-

g

g

S

a)

b)

Fig. 4.24 (a) (0001) Plate (horizontal width 28 mm, thick-
ness 1.2 mm) cut from a trigonal benzil crystal grown in
its brittle state at about 40 ◦C from a solution in xylene
by solvent evaporation. S: seed crystal, containing a crack
which was formed at the end of the growth run. (The
crack tips on the right and left sides of the seed induce
extended long-range strain.) All dislocations are straight-
lined with preferred directions. Diffraction vector g(202̄0),
CuKα1 . (b) (0001) Plate (horizontal width about 35 mm,
thickness 1.2 mm) cut from a crystal grown in its plas-
tic state from a supercooled melt (Tm = 96 ◦C). Numerous
growth dislocations start from the surface of the rather
strongly disturbed seed S, and many of them show post-
growth movement. g(022̄0), CuKα1

sensitive in this respect. An example is benzil grown
at about 40 ◦C from a solution in xylene by slow sol-
vent evaporation (Fig. 4.24a): its growth dislocations are
sharply straight-lined with preferred directions [4.7, 54,
100]. Even the thermal stress, which occurred by un-
controlled cooling and which induced a crack, did not
change the grown-in dislocation configuration.

Crystals growing from their melt are always in the
plastic state, and therefore their dislocations are sub-
ject to plastic glide even under small stress. As already
mentioned in Sect. 4.1, gradient-free growth is possible
from supercooled melt [4.1], and grown-in disloca-
tion configurations can be preserved if the crystal is
cooled very slowly to room temperature. This has been
shown for benzil grown from slightly supercooled melt
(Tm = 96 ◦C) and carefully cooled through its plastic
zone into its brittle state: the grown-in dislocations are
straight-lined and exhibit essentially the same geometry
as that in crystals grown from solution ([4.1] and [4.7,
Fig. 17]).

If stress arises during growth from the melt or
during cooling through the plastic zone, the grown-in
dislocations move and adopt a more or less irregu-
lar arrangement. This is shown in Fig. 4.24b, which
presents a topograph of benzil grown from the melt
with supercooling of about 0.5 ◦C. It shows numerous
growth dislocations originating from the strongly dis-
turbed zone of first growth on the seed crystal. Many
of them follow irregular courses. They often exhibit
straight-line segments along directions 〈100〉 (which are
twofold-symmetry axes in the basal plane (0001) of the
trigonal crystal), indicating the influence of the discrete
lattice structure, and pinning points where dislocation
movement was locally stopped by obstacles. Line ele-
ments parallel to the growth faces are also present. They
cannot have formed in this orientation at the growth
face, because the strong force at the surface would have
pushed parallel segments out of the crystal or rotated
them into an orientation of low or zero force (see the
Lothe theorem above). This argues that the growth dis-
locations must have changed their course after growth,
probably when the crystal was taken out of the melt. For
this procedure the growth chamber was shortly opened
whereby cool air flowed against the crystal. There are,
however, also straight dislocations (pure-edge) normal
to the growth faces, still following the preferred direc-
tions suggested by the minimum-energy theory.

Figure 4.25 shows, among others, four growth dis-
locations (arrows a) in orthorhombic benzophenone,
grown in supercooled melt, which exhibit line segments
with sharply defined noncrystallographic preferred di-
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rection (mainly screw character, Burgers vector [001]
vertical) and segments subjected to postgrowth move-
ment. The latter consist of several bows generated by
dislocation movement which was locally hindered by
pinning points. The horizontal line segments d are pure-
edge dislocation dipoles (Sect. 4.4.3). Note that these
dipole segments, consisting of two closely neighboring
edge dislocations with opposite Burgers vectors, exhibit
mostly about the same and in some cases wider and
stronger x-ray topographic contrast, compared with the
single dislocation lines. Similar observations of post-
growth movement of growth dislocations with pinning
points forming dipoles were made for sodium chlorate

d
a

g

a

d

d

a

a

Fig. 4.25 Section (about 4 × 7 mm2) of a (110) plate (about
1.5 mm thick) of benzophenone grown from supercooled
melt. The arrows a mark four growth dislocation in a (111)
sector showing sharply defined noncrystallographically
preferred directions (predominantly screw character) in
their upper, and postgrowth movement with pinning stops
in their lower, parts. Burgers vector b = [001] vertical. The
horizontal segments are pure-edge and form a few disloca-
tion dipoles (arrows d). The dislocations emerge through
the plate surfaces. g(002), CuKα1

g

Fig. 4.26 Section (3.8 × 8.0 mm2) of a plate (thickness
about 1.2 mm) cut from a Czochralski crystal (pulling di-
rection upward) of benzophenone (Tm = 48 ◦C), showing
growth dislocation after postgrowth movement. The pin-
ning points of one of the dislocations at the right-hand side
mark its originally straight course. At the left side some
dislocations have partially annihilated and formed closed
loops. g(002), CuKα1

NaClO3 and lithium ammonium sulfate LiNH4SO4.
This finding is remarkable insofar as these two crys-
tals appear, by microhardness indentations, as highly
brittle, forming cracks even under lowest indentation
loads. This indicates that in these crystals fast plastic
flow is impeded by high friction but slow dislocation
movement (creep) is possible.

An even more drastic change of growth disloca-
tions is presented in Fig. 4.26, which shows a section
of a plate cut out of the center of a Czochralski-grown
benzophenone crystal (temperature of the melt about
1.5 ◦C above Tm = 48 ◦C, pulling rate 20 mm/day).
During pulling the crystal was cooled by blowing air
of about 35 ◦C against the rotating crystal in order to
obtain a crystal diameter of 25 mm [4.42]. The topo-
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graph shows growth dislocations which originate from
the zone of first growth on the seed crystal (outside the
top of the figure). A few of the dislocations have re-
tained their original course (straight or slightly curved
lines), but most of them have suffered postgrowth move-
ment (which may have occurred already during the
pulling process): they consist of a series of bow-shaped
segments connected at pinning points (right-hand side
of Fig. 4.26). The pinning points are aligned along
straight lines marking the original position of the dislo-
cations. On the left-hand side of Fig. 4.26 the changes
are even more drastic: some dislocations have par-
tially annihilated, leaving behind only a few large and
several small dislocation loops. Postgrowth reactions
of growth dislocations forming dislocation nodes in
Czochralski salol have been studied by Neuroth and
Klapper [4.115].

Interestingly, the dislocations in the Czochralski
salol of Fig. 4.10 have preserved their growth config-
uration with straight lines roughly normal to the growth
front, despite the thermal stress which is always present
in this growth technique. This may be due to the low
growth temperature (Tm = 42 ◦C) and the narrow plastic
zone of salol below the melting point.

4.4.6 Postgrowth Dislocations

Dislocations formed in the interior of already grown
crystal without connection to the growth front or other
surfaces must be closed loops [4.7–11]. It is practi-
cally impossible to generate closed loops in a perfect
crystal by stress, since the stress required for such pro-
cesses would be extremely high. Inclusions, however,
usually represent stress centers and form internal sur-
faces in the crystal. The stress in the crystal around
the inclusions is relieved by the emission of concentric
dislocations loops or – more frequently – of disloca-
tion half-loops. The half-loops are – strictly speaking
– also closed loops with a virtual closing line ele-
ment inside the inclusion. Half-loops can also generate
growth dislocations: if stress is built up around an in-
clusion just incorporated and still close to the growth
front, half-loops emitted from the inclusion may break
through to the growth interface, whereby each half-
loop forms two separate dislocation lines with opposite
Burgers vectors propagating with the growth front. Dis-
location half-loops emitted from bubble inclusions and
from decomposition particles in benzil grown from su-
percooled melt are shown in Fig. 4.27a,b. Examples
of half-loops in solution-grown crystals, revealed by
x-ray topography, are given in [4.9] (sodium chlorate)

and [4.117] (tetraoxane). The latter study shows the suc-
cessive emission of half-loops from inclusions and their
splitting into two separate dislocations when reaching
the crystal surface. A very peculiar kind of dislocations
loops is found in octadecanol crystals grown from xy-

g
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a)

b)

Fig. 4.27 (a) Postgrowth dislocation half-loops in benzil
(grown from supercooled melt) emitted from a trail of bub-
bles. Section 4.5 × 5 mm2 of a (011̄0) plate (after [4.1]).
The dislocations belong to the {011̄0}〈100〉 glide system
and are pure-screw in their horizontal segments. g(202̄0),
CuKα1 . (b) Section (about 9.5 × 8 mm2) of a (0001) plate
of benzil grown from supercooled melt, showing disloca-
tion loops of glide system (0001)〈100〉 emitted from small
inclusions. The loops are elongated in the direction of their
(symmetrically equivalent) Burgers vectors b = [100] and
[110]; the loops with the third equivalent Burgers vector
[010] are x-ray topographically extinct in the reflection
used. g(022̄0), CuKα1
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g

g

(101)

a)

b)

Fig. 4.28a,b Forests of hairpin dislocations (screw dipoles)
of the easy glide system (100)[001] of orthorhombic
thiourea, (NH2)2CS, grown from a water–methanol solu-
tion [4.119]. The hairpins have invaded the crystal through
the {101} growth faces due to improper handling after
growth. Both topographs g(001), MoKα. (a) Plate (sec-
tion about 4 × 6 mm2) parallel to glide plane (100), Burgers
vector [001] vertical. Upper-left corner: growth disloca-
tions penetrating the plate. (b) (010) Plate (7 × 9 mm2);
the hairpins are projected edge-on. Bottom: three growth
dislocations, liquid inclusions

lene solution: columns of prismatic loops are punched
out from inclusions [4.118].

Postgrowth dislocations may also arise from the
(external) crystal surface. This is common for growth
in contact with a container wall (e.g., Bridgman melt
growth). Dislocations are generated by stress due to
the different thermal expansion of crystal and container
wall or by sticking of the crystal to the wall. An il-
lustrative example is presented in [4.7, Figs. 32 and
33]: it shows numerous glide dislocations in cleav-

age lamellae of 2,3-dimethylnaphthalene (grown by the
Bridgman method), which arise from the seed region,
from the contact with the growth ampoule, from inter-
nal stress centers, and from the point of the cleavage
impact. In crystals which are plastic at room tempera-
ture glide dislocations may invade through the surface
by improper handling after growth, e.g., by mechan-
ical impacts (mechanical polishing, scratches). This
is illustrated in Fig. 4.28a,b for orthorhombic thiourea
grown from a water–methanol solution. Numerous hair-
pin dislocations (dipoles) with pure-screw character of
their long branches originate from surface damages
and extend a few millimeters on the main glide plane
(which is also a pronounced cleavage plane) into previ-
ously perfect crystal regions [4.119]. In Fig. 4.28b these
hairpins are projected edge-on. The invasion of glide
dislocations from the specimen surface into the bulk
quite frequently occurs during high-temperature pro-
cessing of crystals for solid-state electronics and optics
(e.g., [4.82]).

4.4.7 The Growth-Promoting Role
of Edge Dislocations

Since the pioneering works of Frank [4.120, 121] and
Burton, Cabrera, and Frank (BCF theory) [4.122] it is
well established that screw dislocations play a decisive
role in growth at low supersaturations by forming per-
sistent step sources in the form of spirals or concentric
loops. The latter are generated by pairs of screw dislo-
cations of opposite Burgers vectors (screw dislocation
dipoles), which separately form spiral hills of oppo-
site handedness. These hills fuse into a single growth
pyramid with self-perpetuating concentric steps, emit-
ted from the dislocation pair, if the distance between
the two dislocations is larger than the critical radius ρc
of the two-dimensional nucleus for stable growth. For
a distance smaller than ρc a growth-promoting pyra-
mid is not formed. In contrast to this, a group of N
screw dislocations with the same sign of Burgers vec-
tors (same handedness of growth spirals) increases the
growth activity of the face on which they terminate by
a factor up to N , if these dislocations are separated by
distances smaller than ρc (cooperating spirals). For dis-
tances larger than ρc the growth activity corresponds to
that of a single screw dislocation (noncooperating spi-
rals). These findings hold for all dislocations, normal
or inclined to the growth surface, which posses a screw
component normal to the growth face [4.122].

Later it was recognized that pure-edge disloca-
tions are capable of generating growth spirals also,
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e.g., a pure-edge dislocation, emerging at an angle of
about 45◦ in such a way that its Burgers vector also
forms an angle of 45◦ with the surface, will generate
a growth spiral. This has been shown in models by
Strunk [4.123] and Ming [4.124]. In their reasoning,
dislocations with Burgers vector parallel to the growth
surface, e.g., edge dislocations emerging perpendicu-
larly from the growth face, were expected not to form
persistent growth centers promoting growth. There is,
however, much experimental evidence proving the op-
posite. For example, pure-edge dislocations generated
by inclusions on {100} cube faces of potassium alum,
growing from aqueous solution, drastically increase the
growth rate of the {100} face (from which they perpen-
dicularly emerge) in the moment of their appearance.
The {100} growth rate is reduced again, when the edge
dislocations shift during growth over a crystal edge
on a neighboring {111} face (i. e., when they penetrate
the boundary into the {111} growth sector [4.76–79],
cf. Sect. 4.3.6 and Fig. 4.15). Detailed studies of this
growth-promoting effect of edge dislocations in potas-
sium alum are reported in [4.77–79].

The above results show that the term screw disloca-
tion mechanism for the formation of growth spirals is
not adequate. Bauser and Strunk [4.125] introduced the
terms longitudinal step source for growth centers with
a Burgers vector component normal to the growth face,
and transverse step source for growth centers with zero
component normal to the growth face. Frank [4.126]
suggests the terms rampant step source and couchant
step source, respectively, but a final choice of terms has
not emerged in this matter.

The probably first demonstration of the growth-
promoting effect of transverse step sources, based

on a reliable Burgers vector determination, was pro-
vided by Bauser and Strunk [4.125]. They observed,
by liquid-phase epitaxial growth on a (100) facet of
GaAs, step patterns with well-defined growth cen-
ters. High-voltage transmission electron microscopy
(TEM) showed that each of these centers was associ-
ated with a single dislocation. Burgers vector analysis
revealed that, besides hill dislocations with Burgers
vector components normal to the growth face (lon-
gitudinal step centers), also those without a normal
component (transverse step centers) occur. Though
a statistical analysis is lacking, both types of growth
centers seem – in this case – to occur with com-
parable frequency and activity. Frank [4.126] expects
that the transverse growth center is active only for in-
creased supersaturation approaching the critical value
necessary for two-dimensional nucleation, whereas
the longitudinal center works already for very low
supersaturations.

The origin of the activity of transverse step sources
is not yet clear. Bauser and Strunk ([4.125] and refer-
ences therein) assume that the dislocation is split into
two partials (spanning a stacking fault) with a surface
step formed between their endpoints on the surface. The
growth-promoting activity of this defect arrangement
has been demonstrated by Ming [4.124]. This approach,
however, can only hold for crystals capable of stack-
ing faults. Frank [4.126] suggests that surface stress
around the dislocation outcrop leads to increased local
adsorption of atoms, and Giling and Dam [4.127] pos-
tulate a local roughening of the surface with increased
growth, forming a hill which emits from its periph-
ery concentric step rings over the otherwise flat growth
face.

4.5 Twinning

4.5.1 Introductory Notes

A twin is a frequently occurring aggregate or inter-
growth of two or more crystals of the same species
(same chemical composition and crystal structure) with
a defined crystallographic orientation relation (deter-
mining the orientation states of the twin components),
which in mineralogy is called the twin law. Besides
the twin law, the boundary between twin domains (the
contact relation) plays a decisive role: twins occur
in those crystals in which boundaries of low energy
can be formed. This has been proven quantitatively by

Gottschalk et al. [4.128], who showed that the ease
and frequency of the formation of (111) spinel twins
in the sphalerite (zincblende) structure of III–V semi-
conductor compounds (GaAs, InP, etc.) is correlated
to the (111) stacking-fault (twin-boundary) energy (see
also [4.69, p. 422]). There is, however, also a theory
which states that the boundary energy is of minor im-
portance and that kinetic influences play a decisive role
in the formation of twins [4.129]. This approach, how-
ever, is critically discussed [4.130, 131].

Historically, the concept of twinning was developed
in mineralogy due to the rich occurrence of morpholog-
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ically prominent twins in minerals. In the 1920s another
approach, independent of mineralogy, was developed
in physics with the investigation of ferroelectricity and
ferroelasticity. The spontaneous electric polarization
and spontaneous mechanical strain occurring in these
ferroic crystals lead to ferroelectric and ferroelastic do-
mains which are twin domains as defined in mineralogy.
Though the concepts of twinning and domain struc-
tures (as the physical approach is now called) deal with
the same phenomenon, there are (apart from a different
nomenclature) certain differences: in contrast to twin-
ning, the domain structure approach requires a (real
or hypothetic) crystallographic parent symmetry (su-
pergroup), from which the orientation states can be
derived by a real or hypothetic phase transition. There-
fore, this approach cannot be applied to many growth
and deformation twins. A comparison of the concepts of
twinning and of domain structures is given by Janovec
et al. [4.132] and Janovec and Přívratská [4.133].

Twins are mainly classified by morphological fea-
tures (dovetail, contact, penetration, sector, polysyn-
thetic twins, etc.), by their genetic origin (growth,
transformation, mechanical or deformation twins) and
by their lattice coincidence features: merohedral twins
(full, three-dimensional lattice coincidence), which are
also called twins with parallel axes, and nonmerohe-
dral twins (two or one-dimensional lattice coincidence),
also called twins with inclined axes. Reviews on twin-
ning are presented in many textbooks of mineralogy and
crystallography (e.g., [4.134, 135]). A comprehensive
treatment is provided by Hahn and Klapper [4.69, espe-
cially section Growth twinning p. 412–414]. A survey
on x-ray topographic characterization of twinned crys-
tals is given by Klapper [4.6]. In the present section
only growth twins and twins generated in the cool-
ing period after growth (postgrowth twins) are treated,
whereby emphasis is placed on crystals grown from
solutions on habit faces. A treatment of twinning in
crystals grown from the melt is presented by in Chap. 6
of this Handbook.

4.5.2 Twin Boundaries

The shape and arrangement of twin domains is es-
sentially governed by the twin boundaries and their
preferred orientations. As mentioned in the previous
subsection, twin boundaries are contact faces with good
structural fit of the twin partners involved, i. e., they are
internal surfaces of low energy. Accordingly they are,
as a rule, low-index and structurally densely packed
lattice planes common to both twin partners. For re-

flection twins and twins by a twofold axis, the twin
mirror plane or the plane normal to the twofold twin
axis is always an energetically favored contact plane
because along this boundary the corresponding lat-
tice planes of the two partners match perfectly. There
is, however, a basic difference between twins with
parallel axes (three-dimensional lattice coincidence:
merohedral twins) and twins with inclined axes (two-
or one-dimensional lattice coincidence: nonmerohedral
twins [4.69, p. 422] [4.132, 133]). In the first case the
lattices of the twin components match perfectly along
any twin boundary for any twin law. In the latter case
the boundary along the common lattice plane of perfect
matching is usually strictly adopted. Deviations from
strict planarity of these boundaries may occur by steps
which form the twinning dislocations. These disloca-
tions play an important role in the plastic deformation
of crystals by twin formation.

For twins with parallel axes (full lattice coinci-
dence, e.g., for inversion twins) the lattices of the
twin components match perfectly along any arbitrary
(also curved) boundary. Thus, from this lattice aspect
alone, arbitrarily oriented boundaries are expected to
occur. A prominent example is the Dauphiné twin-
ning of quartz, which occurs as growth as well as
transformation and mechanical (ferrobielastic) twin-
ning: Dauphiné twin boundaries usually follow (at
least macroscopically) arbitrary and curved surfaces,
whereby low-index boundary segments sometimes also
occur [4.136, pp. 75–99]. As a rule, however, low-index
twin contact planes are favored also in twins with full
lattice coincidence (merohedral twins). An example is
again provided by quartz: Brazil twins (twin law: in-
version), which are exclusively growth twins, develop
boundaries along low-index planes, preferably parallel
to prism and rhombohedron faces [4.136, Fig. 61].

A special case is given by the spinel twins of cu-
bic crystals with twin law reflection plane (111) or
twofold axis along [111]. They occur as growth twins in
technologically significant crystals with diamond struc-
ture (Si, Ge), sphalerite (zincblende) structure (e.g.,
ZnS, GaAs, InP, and CdTe [4.128, 137]), and sodium
chloride structure (photographic materials AgCl and
AgBr [4.138–142]). They are characterized by a partial
lattice coincidence of 1/3 of the lattice points (so-called
Σ3 twins), which form a hexagonal sublattice of the cu-
bic lattice, with the hexagonal axis along the threefold
axis [111] common to both twin components. Preferred
twin boundaries are planes {111} and {112̄} (Fig. 4.29),
which are twin reflection planes (in centrosymmetric
crystals such as diamond, Si, Ge, AgBr) or planes
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(100)

a)

c)

b)

d)

(11
–
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–
)
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–
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(11
–
1) (111) (100)

Fig. 4.29a–d Spinel twin of cubic crystals with twin mirror plane
(111) or twofold twin axis [111] (or alternatively ±60◦ rotation
around [111]). The domains of the two orientation states are shown
white and shaded. (a) Contact twin with (111) contact plane (two
twin components). (b), (c) penetration twin (idealized) with one
(111) and three {112̄} contact planes (12 twin components, 6 of
each orientation state) in two different views: (b) with one [001]
axis vertical, (c) with the threefold-symmetry axis [111] common to
the two orientation states and coinciding with the twofold twin axis
vertical. (d) Skeleton of the six components (exploded along [111])
of the shaded orientation state of (c). The components are connected
along one [111] and three 〈110〉 edges meeting in the center

normal to twofold twin axes (in noncentrosymmetric
crystals of sphalerite structure, e.g., ZnS, GaAs).

4.5.3 Formation of Twins During Growth

Formation During Nucleation of the Crystal
In many cases, twins are formed already during the first
stage of spontaneous nucleation, possibly before the
subcritical nucleus reaches the critical size necessary
for stable growth. This formation is strongly evidenced
for penetration and sector twins, where all domains
are of similar size and originate from one common,
well-defined point in the center of the twinned crystal,
which marks the location of the spontaneous nucleus
(Figs. 4.29 and 4.30). Other prominent examples are

the penetration twins (two orientation states) in quartz-
homeotypic gallium orthophosphate (GaPO4 [4.47])
and in rhombohedral crystals such as corundum (sap-
phire, Al2O3 [4.143]) or iron borate (FeBO3, calcite
structure [4.6, p. 390]), and sector twins of pseudo-
hexagonal crystals such as lithium ammonium sulfate
(Fig. 4.30), potassium sulfate [4.69, p. 408], and arago-
nite CaCO3 (Fig. 4.31), which all form twins with three
orientation states. The origin of twinning by nucleation
must also be assumed for contact twins (Fig. 4.29a), if
both partners of the twin have roughly the same size, or

a)

b)

Fig. 4.30a,b Photographs of (001) plates (about 20 mm
diameter, about 1 mm thick) of orthorhombic pseudo-
hexagonal LiNH4SO4 between crossed polarizers, show-
ing sector growth twins. (a) Nearly regular threefold sector
twin (three orientation states, three twin components).
(b) Irregular sector twin (three orientation states, but five
twin components). After [4.69, p. 413]
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(1
–
10)a) b)

m (1
–
10)m (110) a

b

(110)

(010)

Fig. 4.31 (a) Triple growth twin of orthorhombic pseudo-
hexagonal aragonite, CaCO3. The three twin components
are related by two symmetrically equivalent mirror planes
(110) and (1̄10). Due to a relatively high deviation from
the hexagonal metrics, a gap of 11.4◦ should be formed.
In actual crystal the gap is usually closed, as shown in (b),
leading to a strongly disturbed irregular twin boundary

if all spontaneously nucleated crystals in one batch are
twinned. For example, all crystals of monoclinic lithium
hydrogen succinate precipitated from aqueous solution
are, without exception, dove-tail contact twins.

An approach to twin formation during crystal nu-
cleation has been advanced by Senechal [4.144]. She
proposes that the crystal nucleus first formed has a sym-
metry which is not compatible with the lattice of the
(macroscopic) crystal. This symmetry may even be non-
crystallographic. It is assumed that, after the nucleus
has reached a critical size beyond which the transla-
tion symmetry becomes decisive, the nucleus collapses
into a twinned crystal with domains of lower symme-
try and continues to grow as a twin. This idea of twin
formation from noncrystallographic nuclei has been
substantiated experimentally by high-resolution TEM
(HRTEM) investigations of nanocrystalline diamond-
type and face-centered cubic (fcc) crystals, such as Ge,
Ag, and Ni [4.145].

Twin Formation by Inclusions
As they are for dislocations (Sect. 4.4.2), inclusions are
frequently sources of twins. It is assumed that a nu-
cleus in twinned orientation forms at the inclusion and
proceeds in this orientation during further growth. An
instructive experimental key study of this process is pre-
sented by Sunagawa et al. [4.146] for Dauphiné and
Brazil twins in synthetic amethyst quartz. Amethyst
quartz contains much more Dauphiné and, to a still
higher extent, Brazil growth twins than normal (color-
less) quartz. The higher frequency of twin formation
is doubtlessly due to its relatively high content of
iron [4.147]. Sunagawa et al. [4.146, and references

therein] grew amethyst quartz hydrothermally in vari-
ous solutions containing ferric iron, on amethyst seed
plates of various orientations. They studied the twin-
ning on as-grown faces, on etched growth faces, and
on cut surfaces by light-microscopic methods. In all
cases the Dauphiné and Brazil twins originated from
solid inclusions containing iron (probably as goethite,
FeOOH). In some cases the Brazil twins are associated
with dislocations originating from the same inclusion.

A twin component originating from an inclusion
may have the following shapes, depending on the pre-
ferred orientation of the twin boundary:

a) It forms a conical (pyramidal) insert, embedded in
the mother crystal, with its apex in the inclusion
and widening in the growth direction. This shape oc-
curs, e.g., in quartz for Dauphiné as well as Brazil
growth twins, whereby the surface of the twin in-
serts (i. e., the twin boundary) is rounded for the
Dauphiné and faceted by low-index habit planes for
the Brazil twin [4.136, Fig. 61]. In amethyst quartz
the inserts are lamellae preferably parallel to the
major rhombohedron faces.

b) For crystals with a pronounced preference of a low-
index planar twin boundary, the twin insert is
a band-shaped lamella originating from the inclu-
sion and proceeding with the growing crystal. An
example is given by hexagonal potassium lithium
sulfate (KLiSO4, merohedral reflection twin) grown
from aqueous solution [4.148].

For the generation of twinning in melt-grown crys-
tals, the reader is referred to Chap. 6 in this Handbook.

Propagation of Twin Boundaries
In contrast to a twin lamella, a (single) twin boundary
cannot end within an otherwise perfect crystal. There-
fore, a twin boundary emerging on a growth face must
proceed with it during growth, whereby it should obey
the theorem of minimum-energy orientation, postulated
in Sect. 4.4 for growth dislocations. This means that
the orientation of the twin boundary results from the
competition to minimize the area of its surface within
a growth layer (i. e., by orienting toward 90◦ with the
grown face) and to minimize the boundary energy per
unit area. Since, as a rule, the boundary energy has
a pronounced and sharp minimum along a low-index
lattice plane (similar to dislocations with pronounced
Peierls energy, cf. Deviations from Calculated Direc-
tions), the boundary will follow this plane even for
small angles between the twin contact plane and the
growth face.
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In mineralogy it is frequently observed that a twin
boundary coincides with a large-area prominent growth
face. A famous example is the polysynthetic lamel-
lar twinning of the triclinic feldspar albite ([4.69,
p. 410]). This indicates that a two-dimensional nu-
cleus in twin position has formed on the growth face
of the (previously untwinned) crystal [4.149, pp. 472–
475]. Obviously, this process is triggered by defects in
the growth face (e.g., by impurities, inclusions). If the
twin nucleus spreads out over the growth face, the twin
boundary coincides with the growth face. This mech-
anism seems to be possible only for twin boundaries
of low energy, since the boundary energy of the large
interface has to be supplied in one step, i. e., during
spreading out of one single growth layer in twin posi-
tion. The energy contribution of the first layer, however,
may be quite small, because the structural alteration
across the interface occurs only for second-nearest and
more distant neighbors, so that the full boundary en-
ergy of the twin accumulates only after the deposition
of a sufficiently thick package of growth layers. This
is particularly the case if long-range (e.g., ionic) inter-
actions are present. Thus, from an energetic point of
view, the formation of twin boundaries coinciding with
growth faces – after a two-dimensional nucleus in twin
orientation has formed – appears probable. According
to Hartmann [4.150], this kind of twin formation can
only occur on flat or, with lower probability, on stepped
faces (F- and S-faces, respectively). The critical step is
the formation of the two-dimensional twin nucleus on
these faces.

The formation of twin boundaries coinciding with
the actual growth face, however, seems to be rather the
exception, although in special cases, e.g., in polysyn-
thetic lamellar twinning of the albite feldspar, it happens
several times within the same crystal. It is pointed out
that, for example, the planar low-index boundaries of
Brazil twins in quartz do not develop parallel to prism
or rhombohedron growth faces on which the twins
are nucleated, although these faces are preferred (low-
energetic) twin contact planes [4.136,146]. This feature
is obviously due to the special character of Brazil twins:
they are merohedral inversion twins with full three-
dimensional lattice coincidence.

Finally, boundaries of twins with more than two ori-
entation states are considered. Such twins frequently
occur in orthorhombic pseudohexagonal crystals (e.g.,
K2SO4, LiNH4SO4, aragonite CaCO3) and consist
mostly of domains of three orientation states (triple
twins) related by three equivalent twin mirror planes or
twofold twin axes. An example is shown in Fig. 4.30a.

The crystals usually grow as sector twins starting
from a common nucleus, with three or six twin com-
ponents. In the latter case pairs of opposite sectors
belong to the same orientation state. The twin bound-
aries mostly coincide with the twin mirror planes,
but deviations leading to irregular boundaries may
also occur (Fig. 4.30b). A twin boundary may coin-
cide with a growth-sector boundary but usually does
not (Fig. 4.30). An x-ray topographic study of pseudo-
hexagonal growth twinning in LiNH4SO4 is presented
by Docherty et al. [4.151].

For the sector-twin boundaries of pseudohexago-
nal crystals the angle γ = 2 arctan(b/a) (where a and b
are the orthorhombic lattice parameters of the pseudo-
hexagonal plane) plays an important role. For an exact
fit of the sectors γ = 120◦ is required. Small misfits,
e.g., γ = 119.6◦ for orthorhombic lithium ammonium
sulfate [4.151] (Fig. 4.30), are tolerated for triple twins
without further disturbances, but often induce cracks
when the twins grow to a larger size. An example of ex-
treme sectorial misfit occurs in orthorhombic aragonite
CaCO3 (γ = 116.2◦), which would generate a gap of
11.4◦ from the 360◦ closure. In this case the triple twin
usually exhibits two boundaries coinciding quite per-
fectly with the two twin mirror planes {110}, whereas
the third is irregular and strongly disturbed, thus closing
the angular gap (Fig. 4.31b). A particularly interesting
example is provided by nanocrystals of germanium nu-
cleated in an amorphous Ge film deposited from the
vapor on a NaCl cleavage plane (HRTEM study by
Hofmeister [4.145]): pseudopentagonal sector twins by
repeated (111) twin reflections and (111) twin contact
planes are formed. The angle of one sector is theoret-
ically 70.5◦ (the supplement to the tetrahedral angle
109.5◦) and five of these angles leads to a gap of about
7.5◦. This gap is compensated by slight widening of the
sectors either by distortion or by the formation of stack-
ing faults within a sector, whereby the five (111) twin
boundaries of this fivefold sector twin remain perfect
([4.145] and [4.69, p. 439]).

4.5.4 Growth-Promoting Effect
of Twin Boundaries

The growth-promoting influence of twin boundaries
forming reentrant edges was already noticed by min-
eralogists in the 1890s and has later been described
in detail by Buerger [4.149] and Hartmann [4.150].
This twin-plane reentrant-edge effect (TPRE effect af-
ter [4.137]) can occur only in faceted crystals and is
pronounced for growth faces adjoining a reentrant edge,
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which provides a self-perpetuating step source [4.137,
152–156]. It leads to crystals laterally extended in di-
rections parallel to the twin interface (compared with
untwinned crystal) and has also been observed for
organic crystals of orthorhombic n-alkanes and paraf-
fins [4.157, 158]. The TPRE effect has a particularly
strong impact on the morphology of cubic crystals
twinned by the spinel law: whereas untwinned cubic
crystal exhibits an isometric shape, (111)- and (112̄)-
twinned crystals grow as plates parallel to the twin
plane. The growth of (111) and (112̄) platelets of cubic
elemental and compound semiconductors from metal
solutions using the TPRE effect has been studied in de-
tail by Faust and John [4.137, and references therein].
Of particular significance for photographic products are
tabular crystals of cubic silver halogenides, such as
AgBr, AgCl, and AgI. The formation of tabular AgBr
crystals by the TPRE mechanism is discussed by Jagan-
nathan et al. [4.138,139], Bögels et al. [4.140,141], and
more recently Lee et al. [4.156] using the hard-sphere
model of Ming and Sunagawa [4.152, 153]. These au-
thors also discuss the effect of two or more parallel twin
planes (i. e., of twin lamellae).

A more drastic morphological change of cubic
crystals is provided by two or more intersecting
twin planes (cross-twinning). In this case the crys-
tals grow as needles parallel to the intersection of the
twin planes. Examples are presented and discussed by
Wagner [4.159], Hamilton and Seidensticker [4.160]
(critically reviewed by van de Waal [4.161]) for Ge
(dendrites in 〈112̄〉 direction), and Bögels et al. [4.142]
for AgBr and AgCl (needles in 〈110〉 directions).

4.5.5 Formation of Twins after Growth

There are two causes for the formation of twins dur-
ing cooling to room temperature after growth: phase
transitions and ferroelastic switching [4.133].

Phase transition: Crystals often can only be grown
at elevated temperatures, where they crystallize in
another (high-temperature) phase of usually higher
symmetry than they adopt at room temperature. On
cooling below the transition temperature, twin domains

are formed, whereby the lost symmetry elements of the
mother phase act as twin elements (twin laws) relat-
ing the twin domains. Examples: lithium niobate LiBO3
is grown from the melt at Tm = 1275 ◦C and under-
goes a paraelectric–ferroelectric transition at Tc about
1140 ◦C, whereby ferroelectric domains are formed.
The high-temperature superconductor YBa2Cu3O7−δ,
usually grown from flux, is subject to a transition
at about 750 ◦C from the tetragonal parent phase
into an orthorhombic modification whereby it devel-
ops two nearly orthogonal systems of twin lamellae
parallel to the two {110} mirror planes of the tetrago-
nal mother phase, lost in the transition [4.162]. These
lamellae are ferroelastic and can be changed or even
removed (detwinning) by mechanical stress. An ex-
ample related to mineralogy is provided by quartz,
which is stable in its trigonal phase below 575 ◦C
(α-quartz, point group 32) and hexagonal (β-quartz,
point group 622) above this temperature. The transi-
tion from the hexagonal to the trigonal modification
invariably leads to the formation of Dauphiné twin-
ning (due to the loss of the twofold axis in the sixfold
axis). The shape and arrangement of twin domains gen-
erated by crystal growth or by phase transformation
(e.g., for Dauphiné twins) is quite different. In min-
eralogy these different features of twin textures are
helpful for the determination of the conditions of min-
eral formation.

Ferroelastic switching: The twin domains of ferroe-
lastic crystals switch by mechanical stress from one
orientation state into the other. This occurs quite easily
at elevated temperatures where the coercitive stress is
strongly reduced. Thus, in a ferroelastic crystal grown
without twinning, twin domains may be introduced
by stress developed during cooling to room tempera-
ture. Here again inclusions forming stress centers are
the main reason. The ferroelastic twin pattern is of-
ten correlated to the growth defects of the crystal,
e.g., with growth striations [4.163, Fig. 100], [4.6,
p. 379]. Postgrowth formation of twins by ferroelas-
tic switching has been observed in ammonium sulfate
(NH4)2SO4 [4.151] and Rochelle salt [4.163, p. 184],
both grown from aqueous solution.

4.6 Perfection of Crystals Grown Rapidly from Solution

Until the 1980s the opinion prevailed among crystal
growers that highly perfect crystals could only be ob-
tained from solution by very slow growth. This has been
disproved by the pioneering work of Zaitseva, Smol-

sky, and Rashkovich [4.34, 57], who showed that, by
well-devised construction of the growth apparatus and
careful pretreatment and strong stirring of the solution,
large KDP crystals of high perfection can be grown
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from aqueous solution. Their work was the basis of
the growth of huge, highly perfect KDP and DKDP
crystals of up to 60 cm edge lengths under high super-
saturation within a time period of only a few weeks
(e.g., [4.17, 35, 36, 164]). The rapid growth of KDP
and ADP is described in detail in Chap. 22 of this
Handbook. In the present section the growth defects of
a slowly grown KDP and a rapidly grown ADP crys-
tal, revealed by x-ray topography, are compared. In
addition, the rapid growth of potassium alum, mixed
(K,NH4)-alum, and sodium chlorate [4.165] is reported.

In recent years, various studies of the perfection
of rapidly grown KDP crystals have been published,
e.g., [4.17, 37, 48, 58]. The most striking difference be-
tween slowly and rapidly grown KDP crystals appears
in their morphology: crystal grown slowly develops the
shape of an obelisk, because under low supersaturation,
the {100} prism faces are inhibited by impurities so
that the crystals grow nearly exclusively on {101} pyra-
mid faces. In order to obtain bulky crystals, large (001)
seed plates are used, which lead to a large capping zone
(Figs. 4.2, 4.21a, and 4.23). In highly supersaturated and
strongly stirred solutions, however, the {110} prism and
{101} pyramid faces have essentially the same growth
velocity. This allows growth to be started with small
point seeds with a correspondingly small capping zone.
The proper shape and mounting of the point seed and its
impact on the habit of the grown crystal has been stud-

a) b)
(101)

(101)

(100)

(100)

DD
DD

DDC

S S

Fig. 4.32a,b Typical morphology and dislocation distri-
bution of KDP and ADP crystal (a) slowly grown on
a (001) seed plate S and (b) rapidly grown on a point seed
S. D: dislocation lines, C: strongly disturbed regeneration
(capping) zone (Figs. 4.21 and 4.23). In (b) this zone is
small. Dashed lines: growth-sector boundaries. Note that
here another (equivalent) labeling of faces is chosen than
in Figs. 4.5, 4.21, and 4.23: prism {100}, dipyramid {101}
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Fig. 4.33 X-ray topograph (MoKα radiation, reflection
1̄01) of a (010) plate (about 2.5 mm thick, horizontal ex-
tension about 60 mm, tetragonal axis vertical) cut from an
ADP crystal rapidly grown within 10 days (including the
seeding-in process and regeneration period) to a size with
〈100〉 edge lengths of about 110 mm. S: Location of the
seed. The crystal has grown with about the same growth
rates (about 15 mm/day in the end phase) on all {100} and
{101} faces. Since the plate was too large for the x-ray
topography crystal holder, a part was cut off at the left
side. The crystal is highly perfect, as indicated by the x-
ray Pendellösung fringes (rounded soft contrast bands PL)
of constant plate thickness. Only a few dislocations D orig-
inate from a liquid inclusion at the point seed (which was
out of the x-ray beam). IN: Large liquid inclusions which
have formed on the right (100) face due to growth-face
instabilities intentionally provoked by decreasing the tem-
perature by 4 ◦C in one step at 50 ◦C after about 40 mm
of perfect growth. Note that these inclusions have formed
on only one of the four prism faces: the four {101} faces
stayed also inclusion free. Reflection g(1̄01), MoKα. Af-
ter [4.165]

ied by Zaitseva et al. [4.112]. The typical morphology
of slowly and rapidly grown KDP and ADP crystals, the
development of their growth sectors, and the arrange-
ment of dislocations is shown in Fig. 4.32.

The typical growth defects and their distribution in
slowly and rapidly grown crystals are apparent from
the x-ray topographs shown in Figs. 4.5, 4.21a, 4.23,
and 4.33. The crystals shown in the former three figures
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were grown in the 1970s in the laboratory of Bennema
(Delft and Nijmegen, The Netherlands) in a three-vessel
growth system [4.26] at constant temperature of about
30 ◦C and supersaturation of about 5.4% with growth
rate of about 1 mm/day on the {101} faces. The crystals
were mounted on a tree which rotated in the solution.
They contain inclusions, inhomogeneous impurity dis-
tributions (in the form of striations, growth, and vicinal
sectors), and dislocations. As pointed out already by
Zerfoss [4.12], Janssen-van Rosmalen et al. [4.26, 32],
and van Enckevort et al. [4.33], liquid inclusions, in
particular the quasiperiodic liquid inclusions shown in
Fig. 4.5, can be avoided by strong stirring.

An x-ray topograph of an ADP crystal rapidly
grown in the author’s laboratory is shown in
Fig. 4.33 [4.165]. The crystal was grown on a point
seed in a sealed 10 l tank by temperature decrease from
55 to about 45 ◦C with about the same growth rates
on {100} prism and {101} pyramid faces in 10 days to
a width of 110 mm along the 〈100〉 edges and a height
of about 80 mm. It was rotated in the solution on
a platform at about 50 cycles/min with reversal of the
rotation every 30 s. The rate of temperature decrease
was 0.1–1 ◦C in the generation period and was then
increased stepwise to 4 ◦C/day, dependent on the size
of the crystal. It is obvious from Fig. 4.33 that this
crystal is much more homogeneous and perfect than
the crystals shown in Figs. 4.5, 4.21a, and 4.23. Only
a few dislocations originate from the point seed into
the prism and pyramid growth sectors. Due to growth

face instabilities, large liquid inclusions have formed on
the right prism face, but have healed out perfectly dur-
ing further growth. Interestingly these inclusions block
more growth dislocations than they generate. Convinc-
ing proof of the homogeneity of this crystal is the
appearance of x-ray Pendellösung fringes, which result
from the slight thickness decrease toward the edges of
the plate. Neighboring (010) crystal plates, not cutting
though the seed and through the inclusions, are disloca-
tion free.

Rapid crystal growth of very large, highly per-
fect crystals from aqueous solution has been reported
only for KDP, its deuterated variant DKDP, and for
ADP [4.36]. In order to check the applicability of this
method to other materials, growth experiments have
been carried out with some other compounds usually
used in student laboratory courses: pure and mixed
potassium and ammonium alums, sodium chlorate, and
nickel sulfate hexahydrate [4.165]. The growth proce-
dure was essentially the same as reported above for
ADP. Apart from some failures due to spontaneous
nucleation, large crystals of these materials with edge
lengths up to 12 cm could be successfully grown within
7–10 days with growth rates up to 25 mm/day. Opti-
cal inspection and x-ray topographic studies indicate
that the optical and structural perfection is high and not
at all inferior to the quality of corresponding tradition-
ally grown crystals. These results indicate that the rapid
growth method is applicable to the growth of many crys-
tals from solution.
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Single Crystals5. Single Crystals Grown
Under Unconstrained Conditions

Ichiro Sunagawa

Based on detailed investigations on morphology
(evolution and variation in external forms), sur-
face microtopography of crystal faces (spirals and
etch figures), internal morphology (growth sectors,
growth banding and associated impurity parti-
tioning) and perfection (dislocations and other
lattice defects) in single crystals, we can deduce
how and by what mechanism the crystal grew
and experienced fluctuation in growth parame-
ters through its growth and post-growth history
under unconstrained condition. The information
is useful not only in finding appropriate way to
growing highly perfect and homogeneous single
crystals, but also in deciphering letters sent from
the depth of the Earth and the Space. It is also
useful in discriminating synthetic from natural
gemstones. In this chapter, available meth-
ods to obtain molecular information are briefly
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summarized, and actual examples to demonstrate
the importance of this type of investigations are
selected from both natural minerals (diamond,
quartz, hematite, corundum, beryl, phlogopite)
and synthetic crystals (SiC, diamond, corundum,
beryl).

The morphology, perfection, and homogeneity of single
crystals and the textures of polycrystalline aggregates
vary depending on their growth conditions and are
determined by the atomic process and mechanism of
crystal growth, which occurs exclusively at the solid–
liquid interface. Understanding how crystals grow at the
atomic level is the key to understanding how and why
single crystals can have various morphologies and de-
grees of perfection and homogeneity depending on their
growth parameters. This will provide essential informa-
tion for both the fundamentals and the applications of
crystal growth. Based on such understanding, we may
obtain useful hints to develop appropriate methods for
the growth of single crystals with desired perfection
and homogeneity. We may also decipher how and un-
der what conditions crystals of terrestrial and planetary
minerals, as well as biominerals, grew and what sort of
changes they experienced, based on this understanding.
The purpose of this chapter is to summarize presently
available understanding of why and how the morphol-

ogy, perfection, and homogeneity of single crystals
are determined by their growth process. Since crystals
growing in dilute multicomponent solution phases or
by the chemical vapor transport (CVT) process show
much wider variations in these properties than crystals
grown in simpler monocomponent melt phase or by the
physical vapor transport (PVT) process, actual exam-
ples to demonstrate how morphology, perfection, and
homogeneity are controlled during growth processes
will be selected from the former crystals, grown un-
der unconstrained conditions, such as natural minerals
or synthetic crystals whose growth process cannot be
traced in situ.

Growth of crystals takes place uniquely at the solid–
liquid interface, and the growth mechanism and growth
rate versus driving force relations are determined by
the structure of this interface, i. e., whether the inter-
face is smooth or rough, and the roughening transition
of smooth interfaces depending on the growth parame-
ters. The process and mechanism of crystal growth at

Part
A

5



134 Part A Fundamentals of Crystal Growth and Defect Formation

the atomic level are recorded in the surface microto-
pography of crystal faces. A surface microtopograph
of as-grown faces provides information on the atomic
processes of crystal growth. By examining this sur-
face, the external morphology of crystals, i. e., the
evolution of the bulk morphology of three-dimensional
(3-D) crystals from polyhedral, to hopper, to dendritic
forms (habitus and tracht) is determined. Also the ori-
gin of malformed morphologies of two-dimensional
(2-D, epitaxial) and one-dimensional (1-D, whisker)
crystals may be understood. Similarly, through growth

process, various internal morphologies such as growth
sectors, intrasectorial sectors, growth banding, imper-
fections (dislocation distribution), and inhomogeneities
(element partitioning) can be determined and recorded
as internal morphologies in nearly perfect single crys-
tals. By applying sensitive methods to visualize or
measure perfection and heterogeneity in single crystals,
we may obtain useful information about how a single
crystal grows and how its perfection and homogeneity
are determined, and the whole growth history may be
analyzed based on this information.

5.1 Background

Single crystals of various compounds have been syn-
thesized in various sizes and forms, ranging from
millimeter to meter scale in size, and from 3-D bulk,
to 2-D thin film, to 1-D whisker in form, to meet
corresponding requirements for scientific or industrial
purposes. Bulk single crystals of large sizes are synthe-
sized to obtain slices for semiconductor, optoelectronic,
magnetic, telecommunication, and sensor devices, or to
obtain synthetic gemstones, whereas millimeter size is
sufficient for protein crystals for crystal structure anal-
ysis. Recent interest in nanotechnology has expanded
the size ranges down to nanometer scale, and form to
include hierarchical structures.

Since the size, form, perfection, and homogeneity of
single crystals are essential factors for their use, various
growth techniques have been designed and developed
to obtain single crystals of appropriate size yet with
desired form, perfection, and homogeneity, including:

1. Selection of appropriate ambient phase (melt, solu-
tion, vapor), i. e., selection of condensed or diluted
phase, and of suitable solvent components

2. Homogenization of ambient phase by internal stir-
ring or external rotation, or by applying magnetic or
low gravity field

3. Using seed or substrate crystal to suppress un-
necessary nucleation and control crystallographic
orientation

4. Controlling temperature or concentration to realize
a steady-state yet high rate of growth

5. Minimizing dislocation generation by selection and
treatment of seed or by changing boule shapes dur-
ing growth, or by other techniques.

In the synthesis of Si single-crystal boules larger
than a few tens of centimeters across and longer

than 1 m, techniques to control dislocation densi-
ties have been successfully realized to obtain so-
called dislocation-free Si crystals. In the syntheses
of compound semiconductors, ammonium dihydrogen
phosphate NH4H2PO4 (ADP), potassium dihydrogen
phosphate KH2PO4 (KDP) or quartz single crystals, fur-
ther efforts are still required to reach the same level as
in Si crystals for the realization of dislocation-free crys-
tals, although large-scale mass-production techniques
and techniques to grow meter-size crystals are already
well established. Polymer and protein single crys-
tals are still in the state of characterizing dislocations
and understanding how they are generated, whereas
in nanometer-sized ultrafine crystals, control of mor-
phology and hierarchical structure is the present main
interest.

Compared with previous efforts to understand the
nature and origin of crystals and control dislocations,
less effort has been invested in understanding and con-
trolling the chemical homogeneity of single crystals,
i. e., element partitioning in relation to growth kinet-
ics. The Burton–Prim–Slichter (BPS) formula [5.1]
describing the relation between element partitioning
and growth kinetics, proposed half a century ago, still
plays an important role in this respect. This problem
is still fresh in terms of the synthesis of perfectly ho-
mogeneous single crystals in solution systems more
complicated than for the simpler melt growth of Si
crystal.

In contrast to synthetic crystals, single crystals of
natural minerals grow under given geological envi-
ronments and unconstrained conditions. Their growth
and postgrowth histories vary depending on geological
environments and processes. In the growth and post-
growth histories, conditions may fluctuate or abruptly
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change, which modifies the morphology, perfection,
and homogeneity of the crystal. Such variations and
fluctuations are recorded within nearly perfect single
crystals in the form of macromorphology (external
forms), micromorphology (surface microtopography of
crystal faces), and internal morphology (growth sec-
tors, intrasectorial sectors, growth banding, the spatial
distribution of lattice defects, and associated element
partitioning). The morphological features, perfection,
and homogeneity of single crystals of natural min-
erals, both terrestrial and extraterrestrial in origin,
therefore provide the key to decipher how mineral
crystals grew [5.2,3], as their perfection and homogene-
ity were determined during growth in ambient phases
with complicated compositions under unconstrained
conditions, provided that these can be visualized and
characterized at the nm to μm scale. We have var-
ious sophisticated methods to characterize perfection
and homogeneity within a nearly perfect single crys-
tal. Nanometer-level information relating to growth
mechanisms can be secured through surface micro-
topographic observations of crystal faces by means
of various sensitive optical microscopy and interfer-
ometry techniques such as phase-contrast microscopy
(PCM), phase-shifting microscopy (PSM), differential
interference contrast microscopy (DICM), laser-beam
scanning (LBS) microscopy, phase-shifting interferom-
etry (PSI), and multiple-beam interferometry (MBI), as
well as atomic force microscopy (AFM) and scanning
tunneling microscopy (STM) [5.3, 4]. X-ray topog-
raphy (XRT) is a powerful method to visualize the
three-dimensional distribution of line and planar lattice
defects, and micro-area x-ray fluorescence (MXRF),
cathode-ray luminescence (CL), and laser-beam tomog-
raphy (LBT) are useful characterization techniques to
visualize the distribution of point defects and impurities
in nearly perfect single crystals [5.3].

Information obtained through characterization of
single crystals grown under unconstrained conditions
provides useful background knowledge for the design
of new techniques to control the perfection and ho-
mogeneity of synthetic single crystals, and also to
distinguishing natural from synthetic crystals, since
these crystals provide the full range of information
relating to how imperfections and heterogeneities are
generated and induced in single crystals during growth
and their postgrowth history. To point out just one exam-
ple demonstrating the importance of knowledge about
the growth process of natural minerals in developing
a new method for industrial purposes, we may men-

tion the concept of epitaxy. Growth of guest phase on
host phase with a definite crystallographic relation is
known from many examples of natural minerals, and
later this relation was used to grow thin films of single
crystals to prepare electronic devices, by either vapor-
or liquid-phase growth.

Since the perfection and homogeneity of single
crystals are both related to the mechanism, kinetics,
and process of growth, which are reflected in the mor-
phological features of the crystals, it is essential to
understand how and why morphological variations oc-
cur on growing crystals. To this end, single crystals
grown from solution phase and under unconstrained
conditions provide more useful information than those
formed in simpler melt or vapor phases (physical va-
por transport, PVT, or physical vapor deposition, PVD)
under constrained conditions. It is the purpose of this
chapter to summarize the presently available knowl-
edge on the morphology, perfection, and homogeneity
of single crystals of mainly natural minerals, but also
synthetic crystals whose growth process cannot be
traced in situ, such as synthetic crystals grown in high-
temperature solution, high-pressure high-temperature
solution, hydrothermal solution, and by chemical vapor
transport (CVT) method. We pay most attention to sin-
gle crystals grown from the solution phase and by CVT
method, since they represent crystals grown in multi-
component and more complicated systems, and show all
phenomena relating to crystal growth. Although large
single crystals can be synthesized by methods using
condensed melt phase, e.g., Czochralski, Verneuil, and
Bridgman–Stockbarger methods, the solid–liquid inter-
faces in these synthesis are generally rougher than in
the case of diluted solution or vapor growth, and thus
morphological changes are less enhanced. In diluted
solution and vapor growth, the solid–liquid interface
is generally smoother than in condensed melt growth,
leading to more variable morphological variations [5.3].
As compared with melt and PVT growth, solute–solvent
interaction is involved in solution and CVT growth, thus
providing additional information. We therefore pur-
posely select crystals grown from solution and CVT,
both natural and synthetic, to investigate the associ-
ated problems, although they are more complicated than
those grown from pure melt or by PVT. Most crystal
growth in nature, including crystallization in magma,
pegmatite, and hydrothermal veins, as well as in re-
gional and contact metamorphic rocks, can be regard
as solution or CVT growth [5.2, 3, 5]. There is no pure
melt or PVT growth in natural crystallization.
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5.2 Smooth and Rough Interfaces: Growth Mechanism and Morphology

Crystal growth takes place uniquely at solid–liquid
interfaces. Depending on the atomic structure of the
solid–liquid interface, the growth mechanisms and nor-
mal growth rate R versus driving force Δμ/(kBT )
relations are different, resulting in different morphol-
ogy. The larger the R, the earlier the face disappears
from the growing crystal. To nucleate and grow
a crystal, a driving force must overcome the re-
spective energy barrier. Throughout this chapter, the
driving force is expressed in a general form by the
chemical potential difference between solid and li-
quid phases Δμ/(kBT ). The phase with the larger
chemical potential will have to diminish while the
phase with the smaller chemical potential will grow,
until equilibrium is reached and Δμ = 0. If we con-
sider the growth of a solid phase from a vapor or
solution at temperature TB and solute concentration
C, the chemical potential difference is obtained by
Δμ = kBTB ln S, where S = C/C∞ is the supersatu-
ration ratio defined with respect to the equilibrium
concentration C∞.

It has been well established [5.3] that:

a)

b)

c)

R

Dislocation

Nucleation

Smooth Rough

Polyhedral

Hopper
Dendritic

Spherulitic

Fractal

Driving forceΔµ/(kBT )

Fig. 5.1 Schematic illustration of the morphological evolution of
a crystal on a normal growth rate R versus driving force Δμ/(kBT )
diagram. Curve (a) corresponds to spiral growth mechanism, curve
(b) to 2DNG, and curve (c) to adhesive-type growth mechanism.
Two critical driving forces Δμ/(kBT ∗) and Δμ/(kBT ∗∗) are shown
for one crystallographic face, and the regions where polyhedral,
skeletal, dendritic, spherulitic, and fractal morphologies are ex-
pected are indicated (after [5.3, 5])

1. An adhesive-type growth mechanism operates on
an atomically rough interface, whereas either two-
dimensional nucleation growth (2-DNG) or a spi-
ral growth mechanism operates on an atomically
smooth interface.

2. Relations between normal growth rates R and driv-
ing forces Δμ/(kBT ) are different depending on the
growth mechanism.

3. A smooth interface may transform to a rough inter-
face with increasing growth temperature or driving
force.

Taking all these factors into consideration, we may
expect that the morphology of a single crystal will
change with increasing driving force Δμ/(kBT ) (which
can be correlated to the supersaturation σ or super-
cooling ΔT ) from polyhedral, via hopper (skeletal),
to dendritic forms (all being morphologies of single
crystals). On further increases of the driving force,
semispherulite to spherulite or more complicated mor-
phologies of polycrystalline aggregate are expected to
appear, as the nucleation rate increases. Two critical
driving force conditions, Δμ/(kBT ∗) and Δμ/(kBT∗∗)
are present with increasing driving force, judging from
the growth rate versus driving force relations expected
for different growth mechanisms [5.2, 3, 5]. Under driv-
ing force conditions above Δμ/(kBT ∗∗), the interface
is expected to be rough, while below this the interface
will be smooth. Above Δμ/(kBT ∗∗), the interface is
rough and the principal growth mechanism is of ad-
hesive type. The morphological stability of such an
interface is lower, and more easily violated on rough
than smooth interfaces. Morphological instability of
a rough interface leads to cellular growth and the ap-
pearance of dendritic morphology. Below Δμ/(kBT ∗∗),
the interface is smooth and the principal growth mech-
anism is either 2DNG or spiral growth. Due to the
presence of the Berg effect [5.6], i. e., a higher driving
force along the edges or corners of a face on a polyhe-
dral crystal than at the center of the face, growth layers
originate near the edges and corners and advance in-
wards to the center of the face. Therefore, a crystal
takes a hopper or skeletal form under the driving force
condition between Δμ/(kBT ∗) and Δμ/(kBT ∗∗). Be-
low Δμ/(kBT ∗), spiral growth layers originating from
the center of a face advance toward its periphery, lead-
ing to the formation of a polyhedral crystal bounded
by flat low-index faces. In Fig. 5.1, the morphological
evolution of a crystal is indicated schematically in re-
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lation to the driving force, interface roughness, growth
mechanisms, and normal growth rate R versus driv-
ing force Δμ/(kBT ) relations [5.2, 3, 5]. The positions
of Δμ/(kBT ∗) and Δμ/(kBT ∗∗) on the driving force
axis are different depending on the crystal face. The
smoother the interface, the higher these values.

The morphological evolution from polyhedral, via
hopper, to dendritic form with increasing driving force
is expected theoretically and observed experimentally
for many crystals grown in vapor and solution phases,
such as snow crystals grown in vapor phase and sili-
cate crystals formed in magmatic solution at elevated
temperature. The reader may refer to [5.2, 3, 5] for
details.

Under a driving force lower than the critical value
Δμ/(kBT ∗) the morphology is polyhedral bounded by
low-index crystal faces with slow normal growth rates.
If growth continues for enough time and the crystal
reaches equilibrium with the surrounding phase un-
der a given thermodynamic condition and no further
change is expected to occur, the crystal will be bounded
only by the faces with the slowest, or second and third
slowest, normal growth rates. The crystal morphology
expected in the equilibrium state can be regarded as the
equilibrium form under the given thermodynamic con-
ditions. The sum of the surface free energy times the
surface area will be minimum owing to the thermody-
namic requirement of anisotropic material. In contrast,
the equilibrium form of an amorphous material, such as
a liquid, is a sphere. The equilibrium form was theoret-
ically analyzed by Curie [5.7], Wulff [5.8], Gibbs [5.9],
and more recently by Kern [5.10]. Through these anal-
yses, a few important concepts relating to growth and
morphology of crystals emerged, as summarized below:

1. The normal growth rates R of crystal faces are pro-
portional to the surface energy γ . The smaller the
surface energy, the slower the normal growth rate.
This is strictly speaking valid only for molecular
crystals [5.11, 12], but may be qualitatively appli-
cable when the relative morphological importance
of different faces is compared.

2. A polar diagram of raspberry shape, called a Wulff
plot, can be drawn by connecting plots proportional
to the surface energies.

3. The equilibrium form is obtained by connecting in-
scribed lines drawn on the cusps of the Wulff plot.

4. The equilibrium form corresponds to the form
with minimum total surface free energy under
a given thermodynamic condition, and not the
growth forms, neither structure form.

In cubic crystals with equal axial lengths, poly-
hedral crystal will be bounded by only one crystallo-
graphically equivalent faces with the minimum surface
energy. In anisotropic crystals, the equilibrium form
of a polyhedral crystal is bounded by two or more
crystallographic faces with the smallest, and second
and third smallest, surface energies. Depending on the
crystallographic system and axial relations, different
characteristic growth forms appear, generally called
the crystal habit, or more precisely habitus. Habitus is
the characteristic form exhibited by a crystal species
grown in an isotropic environment. Crystals belonging
to the cubic system, or those with other systems but
having nearly equal axial lengths, take equant habit.
Crystals belonging to lower-symmetry systems, or with
markedly different axial lengths, exhibit prismatic or
platy habit. Crystals with much shorter axial length in
the c-axis than the a- and b-axes take prismatic habit,
whereas those with longer axial length in the c-axis take
platy habit perpendicular to the c-axis. The expected
polyhedral form of a given crystal is thus correlated
to the symmetry elements involved in the unit cell,
the crystal system, the crystal group, the space group
or the chemical bonding in the crystal structure. Such
morphology deduced from crystal structure alone can
be called structural form, and be deduced theoretically
based on types and symmetry elements, or by analyz-
ing strong bonds in the structure, entirely neglecting
the effect of thermodynamic or kinetic parameters. Ex-
amples of such analyses are the oldest Bravais–Friedel
(B–F) law [5.13], an analysis based on leticular density
or leticular spacing of unit-cell geometry, and Donnay–
Harker’s (D–H) extension of the B–F law [5.14], in
which symmetry elements involved in 230 space groups
are taken into consideration. In these analyses, the order
of morphological importance of the crystal faces can
be deduced by calculating leticular densities or spac-
ing. The higher the leticular density or the wider the
leticular spacing, the higher the order of morphologi-
cal importance. The order of morphological importance
may be evaluated based on statistical observations of
the frequency of occurrence and relative development of
faces, or by comparing surface microtopographic char-
acteristics of faces on a crystal. However, B–F or D–H
analyses do not predict whether the face belongs to
a smooth interface or rough interface, or the surface
microtopography of crystal faces.

On the other hand, Hartman–Perdok’s periodic bond
chain (PBC) theory [5.15–17] considers strong bond
chains involved in crystal faces, and the connected net
model of Bennema and van der Eerden [5.11] also
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considers chemical bonding in the structure. These anal-
yses can correlate the result to interface roughness, i. e.,
whether a face is rough or smooth, and quantitatively
evaluate surface energy terms by calculating the attach-
ment energies of slices Eatt [5.12]. In the H–P theory,
crystal faces containing more than two PBCs are called
flat (F) faces, which correspond to smooth interfaces,
whereas those containing no PBCs are called kinked
(K) faces corresponding to rough interfaces. Stepped
(S) faces containing only one PBC correspond to an in-
termediate between F and K faces, and appear by piling
up of edges of growth layers developing on adjacent F
faces. No growth layers will develop on S or K faces.
When a crystal has more than one F face, their order of
morphological importance is determined by the strength
of the PBCs involved in the respective faces, and fol-
lows the order of attachment energies [5.11, 12]. These
analyses can also predict the morphology of growth spi-
rals on different faces.

All these models predict the morphologies of poly-
hedral crystals, based purely on the structural factor,
entirely neglected the effect of external factors. These
morphologies are thus considered the structural form.
They can be different from actually observed morphol-
ogy, i. e., growth forms, but can be used as a criterion
for analyzing growth forms or the origin of their
variation.

The morphology of polyhedral crystals is deter-
mined by the internal structural factor and external
factors, and thus is not necessary the same as the
equilibrium or structural form. We have to take the
following into consideration as possible factors affect-
ing interface structures: ambient phases (condensed or
diluted phases, involving solute–solvent interaction or
not, and the strength of solute–solvent interaction),
growth conditions (temperature, pressure, supercooling,
supersaturation, diffusion, and convection), solvent and
impurity components which modify surface or edge en-
ergy terms, and dislocations. Depending on how and
under what conditions and by what processes poly-
hedral crystals are formed, different faces appear or
disappear. Even crystallographically equivalent faces
may develop with different sizes. Such morphology is
called growth forms (plural), and offers information
about how and under what conditions or conditional
changes the crystal grew. Growth forms of polyhe-
dral crystals may be bounded by more faces than the
equilibrium or structural form, or by crystallographi-
cally equivalent faces of different sizes. In the same
crystal habit (habitus) category, various forms may ap-
pear through different combinations and development

of crystal faces. Tracht is a term that denotes varia-
tion within the same category of habitus, due to the
combination and development of different faces. Mal-
formation of polyhedral forms from the ideal habitus
occurs for various reasons, such as anisotropy in the
crystal itself (spatial distribution and density of active
dislocations for growth) or in the ambient phase (solu-
tion flow, convection, and the presence or absence of
obstacles such as substrate surface or inclusions), and
the presence or absence of seed. Information obtainable
through variation in habitus and tracht tells us how the
crystal grew and how the condition fluctuated through-
out its growth history. Such information is very useful in
analyzing conditional changes in the growth history of
crystals whose growth process cannot be traced in situ
(natural minerals, or crystals synthesized in enclosed
systems), and to design appropriate methods to con-
trol the growth parameters to obtain single crystals of
desired perfection and homogeneity.

It is to be noted that even ultrafine crystals of
nanometer size show polyhedral morphology bounded
by flat crystallographic faces. Ultrafine particles of not
only metals but also various compounds show polyhe-
dral morphology; for examples see [5.18] and many
other papers. Only crystals smaller than 1 nm show
forms without crystal faces.

Another morphology to be mentioned is whiskers.
Depending on the anisotropy involved in growth sites,
extremely anisotropic morphology appears. Such crys-
tals are called whiskers, and have attracted both
scientific and application interests, due to curiosity
about the origin of their unusual morphology and their
much higher perfection than 3-D bulk crystals. Most
whiskers are straight, but topological whiskers, such as
helical, coil, ribbon, and rope forms, are also known.
A variety of mechanisms to account for whisker growth
have been proposed, but only a few models have
been established. The vapor–liquid–solid (VLS) mech-
anism [5.19] put forward as a possible mechanism for
Si whisker formation is such a case. Detailed discussion
on the mechanism of whisker formation will be given in
Sect. 5.4. There are other well-established mechanism
for whisker formations, and a discussion of possible
mechanism is given in Sect. 5.4 and can also be found
in [5.3].

We shall analyze in more detail in Sect. 5.4 possi-
ble reasons for the formation of various growth forms.
However, before dealing with the macromorphology of
crystals, it is necessary to understand at the atomic level
how crystal growth proceeds. This is recorded in the
form of the surface microtopography of crystal faces.

Part
A

5
.2



Single Crystals Grown Under Unconstrained Conditions 5.3 Surface Microtopography 139

5.3 Surface Microtopography

Since growth (and dissolution) takes place exclusively
at the solid–liquid interface, growth (and dissolution)
process are recorded in the form of the surface microto-
pography of the crystal faces. Well-developed as-grown
low-index faces corresponding to F faces show surface
microtopography characterized by the development of
step patterns resembling contour lines of a geographic
map. They consist of flat terraces and sharp steps,
with elemental height of nanometer order originating
from screw dislocations, as well as bunched macrosteps
with thicker step height. On terraced portion, which
is usually atomically flat, islandlike layer formed by
two-dimensional nucleation may occasionally be seen,
where condition is changed to terminate the growth,
leading to shoot up of the driving force. Islandlike layer
formed by 2DNG mechanism is not commonly seen on
inorganic crystal grown freely, but is more frequently
encountered on protein crystals, probably due to the
higher driving force conditions necessary to grow pro-

a) c)b)

d) f) g)e)

Fig. 5.2a–g Schematic illustrations of surface microtopographs expected to be observed on F (a), S (b), and K faces
(c) formed by growth, and P-type (d), F-type (e) etch pits and etch hillock (f), and concave steps (g) due to two-
dimensional recession of smooth growth steps on an F face. Microtopographs (a–c) are due to growth, whereas
microtopographs (d–g) are due to dissolution (etching). Microtopographs (d–f) are illustrated by oblique illumination,
whereas in (g), higher sides of steps are shadowed

tein crystals and the larger size of the growth units
involved in their growth. At least based on the author’s
experience of surface microtopographic observations of
a wide variety of inorganic crystals, features conclu-
sively demonstrating 2DNG have never been observed.
The author is always careful to draw a conclusion about
2DNG based on islandlike patterns.

The surface microtopography of S faces is char-
acterized by straight striations parallel to edges with
adjacent F faces, whereas those of rough K faces show
rugged, hummocky, rough surfaces. On both S and K
faces, neither spiral step pattern nor two-dimensional
island are observed. Surface microtopographs charac-
teristic of smooth F, intermediate S, and rough K faces
are illustrated schematically in Fig. 5.2a–c, respectively.

When F faces receive dissolution (etching), vari-
ous etch figures appear, which include point-bottomed
etch pits (P-type) formed at outcrops of dislocations,
flat-bottomed etch pits (F-type) formed at outcrops of
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point defects or impurity atoms, etch hillocks formed
around obstacles such as dislocations decorated by
impurities, and concave and rugged steps formed by
two-dimensional recession of smooth growth steps.
These are illustrated schematically in Fig. 5.2d–g.

If sophisticated methods to visualize and measure
nanoscale steps are used, a spiral step pattern origi-
nating from isolated screw dislocations with elemental
Burgers vector, and constant step separation can be seen
on well-developed crystal faces. An elemental spiral
originating from an independent screw dislocation has
a profile consisting of atomically flat terraces and steep
steps with height equal to the component of the Burg-
ers vector perpendicular to the face, and with constant
step separation. Depending on the growth conditions
and ambient phases, the ratio of step separation λ to step
height h varies. On crystals grown in very diluted va-
por phase, the ratio is on the order of 1 × 103 –1 × 105,
whereas on the same face of the same crystal grown

0.1 mm

a)

c)

b)

Fig. 5.3a–c Variation in the roundness of steps of growth spi-
rals observed on different crystal faces of a hydrothermally grown
synthetic beryl crystal. Regular hexagonal spirals are seen on the
morphologically most important (0001) face (a), slightly rounded
rectangular spirals are observed on the second important (101̄0) face
(b), and rounded growth hillocks are observed on the far less impor-
tant (213̄1) face (c). Growth features become more rounded with
decreasing morphological importance

in less diluted solution phase it is on the order of
1 × 102 –1 × 103 [5.20]. It is to be noted that the profile
of an elemental growth spiral is such that, after walk-
ing on an extremely flat plateau for 1–10 km, one meets
a sharp cliff 1 m in height. Phase-contrast (PCM), in-
terference contrast (DICM), and phase shifting (PSM)
microscopes can reveal such spiral steps with nanoscale
height, and multiple-beam (MBI) and phase-shifting
(PSI) interferometry can measure the height of such thin
steps. The step height of an elemental spiral is equal
to the unit cell height, or its fraction in the direction
perpendicular to the face. The step separation of an el-
emental spiral corresponds to twice the radius of the
critical two-dimensional nucleus under the given condi-
tions. The step separation λ of an ideal elemental spiral
is equal to 19r∗, where r∗ is the radius of the critical
two-dimensional nucleus. r∗ is determined by the edge
free energy γ and the driving force Δμ = kBTB ln S
according to

r∗ = 2γ
ρ

mkBTB ln S
, (5.1)

where m is the mass of one molecule and ρ is the density
of the nucleus volume.

With increasing Δμ/(kBT ), λ becomes narrower
when crystals grow in the same ambient phase. γ is
modified by solute–solvent interaction and impurities
adsorbed on the steps.

When the step separation is wider than the resolu-
tion limit of the microscopy adopted, the ideal spiral
pattern is discernible. with increasing driving force,
the step separation becomes narrower than this resolu-
tion and individual steps become impossible to resolve.
Such growth spirals will appear in the form of growth
hillocks with pointed summit, bounded by vicinal faces.
If observation methods with higher horizontal reso-
lution and equally high vertical resolution, such as
atomic force microscopy (AFM), scanning tunneling
microscopy (STM), or laser beam scanning microscope
(LBSM) are applied, spiral steps may become dis-
cernible on the summit of such growth hillocks.

Growth spirals with elemental step heights take cir-
cular or polygonal form depending on the roughness
of the spiral steps. A circular spiral appears when the
step is rough, whereas a polygonal form appears when
the step is smooth. So the same concept applied to the
roughening transition of a smooth interface is applica-
ble in this case too. The circular form appears under
higher driving force conditions, whereas the polygo-
nal form is seen when the driving force is below the
critical value for the two-dimensional roughening tran-
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0.1 mm

a) c)b)

Fig. 5.4a–c Symmetry of polygonal growth spirals observed on crystals of different crystal systems: (a) hexagonal spiral
observed on (0001) face of a hexagonal system, SiC, (b) triangular spiral observed on (0001) face of a trigonal system,
hematite and (c) five-sided spiral containing only one mirror symmetry plane observed on (001) face of a monoclinic
crystal, phlogopite. In (b), the crystal receives weak etching, forming rugged steps due to two-dimensional recession
(dissolution) of smooth growth steps. In (c) spiral steps with height of 1 nm are decorated by selective nucleation of
foreign crystals along the spiral steps

sition. The critical points for the roughening transition
to take place may differ on the same crystal face de-
pending on the growth parameters as well as on different
faces on the crystal grown under the same conditions.
On the same faces of crystals grown under different
conditions, circular or polygonal spirals may be seen
depending on the growth conditions. More polygonal
spirals appear on crystals grown under lower driving
force conditions than those grown under higher driving
force conditions. Polygonal spirals may be observed on
the morphologically most important face, whereas cir-
cular ones are seen on morphologically less important
faces on the same crystal grown under the same con-
ditions. Representative examples to demonstrate such
variation is shown in Fig. 5.3. When spirals take the
polygonal form, their symmetry follows that of the face,

Fig. 5.5 An example of a step pattern observable on
a whole face. More perturbed, bunched macrosteps appear
closer to the edges of the face at the bottom right. All
perturbed macrosteps seen at the lower right are bunched
macrosteps originating from elemental spiral centers indi-
cated by the arrows. Also note the wider step separation
along the upper edges, which is considered as due to
a higher driving force along the edge than at the center of
the face, i. e., the Berg effect. Hematite (0001) �

since the steps are determined by PBCs involved in the
face. Figure 5.4 shows representative examples of var-
ious morphologies of growth spirals observed on the
faces of crystals belonging to different crystal systems.

Growth spirals with elemental step height bunch
together to form thicker macrosteps while advancing

1 mm
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0.1 mm

1.0 mm

a)a)a)

c)

d)

b)
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Fig. 5.6a–d Surface microtopographs of prism (a,b) and
rhombohedral (c,d) faces of natural (a,c) and synthetic
(b,d) quartz crystals. Arrows in (b) indicate spiral centers
�

laterally, due to either impurity adsorption along the
step or fluctuations in the driving force over the sur-
face. Since the advancing rate of a bunched macrostep
is slower than that of elemental steps, the step pattern is
perturbed more as it advances laterally. Since the driv-
ing force near the edges and corners of a crystal face is
higher than at the center of a face due to the Berg ef-
fect [5.6], the step separation becomes narrower and the
step pattern becomes more perturbed when advancing
close to edges. Figure 5.5 shows such an example.

On real crystals, it is exceptional for a whole crystal
face to be entirely covered by one spiral step pat-
tern, with a constant step separation, originating from
an outcrop of an independent screw dislocation. Sev-
eral or a large number of growth spirals appear on
one face, originating from several dislocations. So, step
patterns observable on the same crystallographic face
can differ from crystal to crystal, or among crystallo-

graphically equivalent faces, even if the crystal grew
in similar ambient phases under similar growth condi-
tions. However, overall surface microtopographs show
characteristics corresponding to the crystal growth en-
vironment and conditions. The same hematite crystals
occurring at different localities, but formed in similar
ambient phases, i. e., natural CVT due to postvolcanic
action, show surface microtopographic characteristics
according to which different localities can be identified.
Prism and rhombohedral faces of natural and synthetic
quartz crystals show markedly different surface micro-
topographies according to which natural and synthetic
crystals can be easily discriminated, even if both show
the same hexagonal prismatic habit. In Fig. 5.6, surface
microtopographs of prism (Fig. 5.6a,b) and rhombo-
hedral (Fig. 5.6c,d) faces of natural (Fig. 5.6a,c) and
synthetic (Fig. 5.6b,d) quartz are compared. The marked
differences between natural and synthetic quartz crys-
tals are due to the differences in growth rates (natural
crystals grew slower under lower driving force con-
ditions than synthetic crystals) and solution chemistry
(natural quartz grows in neutral hydrothermal solution,
whereas synthetic quartz in alkaline solution).

5.4 Growth Forms of Polyhedral Crystals

Polyhedral crystals bounded by flat crystallographic
faces are formed by the spiral growth mechanism under
conditions lower than Δμ/(kBT ∗). If a crystal grows in
an isotropic environment, i. e., in an ambient phase with
a concentric diffusion gradient toward the growing crys-
tal, the growth form is determined simply by the relative
normal growth rates of the faces present on the crys-
tal surface. The morphology eventually reaches a form
corresponding to a structural or equilibrium form. Crys-
tallographically equivalent faces develop equally in
size. If additional factors that may induce anisotropy in
the mass transfer in the ambient phase or in the distribu-
tion of dislocation outcrops active as growth centers are
involved, polyhedral growth forms deviate or are mal-
formed from their ideal form. Even crystallographically
equivalent faces will develop differently. As possible
factors to induce such anisotropy, we may mention the
following:

1. Convection or directional flow in the ambient phase,
which induces anisotropy in mass transfer. This may
result in not only modification of growth rates but
also in the distribution of inclusions from which
dislocations are newly generated.

2. The presence of seed or substrate surface. Seed
modifies the growth form, and the surface of seed
or substrate affects normal growth rates by newly
generating dislocations on the interface.

3. The presence of reentrant corners or concentration
of dislocations in twin junctions due to twinning.
These provide sites for preferential growth.

4. Anisotropic distribution of active growth centers,
i. e., outcrops of screw-type dislocations, for vari-
ous reasons, such as new generation of dislocations
from inclusions.

5. Impurity elements selectively adsorbed along
growth steps or foreign compounds that selectively
cover the growing surface due to epitaxial relation,
or selective adsorption that suppresses the normal
growth rate.

Since an ideally isotropic environment is not ex-
pected in real systems, actually observed polyhedral
crystals show various forms which deviate or are mal-
formed from ideally expected forms, i. e., the structural
or equilibrium form. Even a simple octahedral crys-
tal bounded by crystallographically equivalent {111}
faces may only take polyhedral forms such as tetrahe-
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dron, triangular or hexagonal plate, or even elongated
rodlike form, due to anisotropic development of crys-
tallographically equivalent faces. In Fig. 5.7, various
polyhedral forms appearing due to anisotropic develop-
ment of crystallographically equivalent {111} faces are
shown. We shall in the following first analyze growth
forms expected in an isotropic environment, and then
proceed to the analysis of possible reasons for such
deviations.

The normal growth rate R of a face growing by the
spiral growth mechanism is determined by the height
h, the separation between successive steps λ, and the
advancing rate v of the spiral step R = hv/λ. Since h
corresponds to the Burgers vector of dislocation, it is
different on different faces. Since λ is equal to 19r1∗,
and

ΔG(r∗) = 16πγ 3 �v�2

3Δμ2
, (5.2)

where r∗ is the radius of the critical two-dimensional
nucleus, γ is the edge free energy of the two-
dimensional nucleus, v is the molar volume of the bulk
nucleated phase, and Δμ is the chemical potential dif-
ference.

Important parameters that affect R, and hence mod-
ify the habitus and tracht of polyhedral crystals when

a) b)

d)c)

Fig. 5.7a–d A simple octahedral crystal bounded by {111}
only (a) may take various malformed forms: tetrahedral
(b), triangular platy (c) or elongated rodlike (d) due to
anisotropy in either environmental factors or in the crystal
itself

they grow in an isotropic environment, are those that
modify the edge free energy and driving force. The fol-
lowing are considered to be the major factors:

1. Driving force, i. e., supercooling or supersaturation.
2. Ambient phase. Crystals of the same species grow-

ing from different ambient phases, i. e., those grown
from melt, solution or vapor phase, will show differ-
ent growth forms.

3. Solute–solvent interaction energy, i. e., crystals of
the same species grown from solutions with differ-
ent solvent compositions will show different growth
forms.

4. Impurity elements, which modify the edge free en-
ergy by adsorbing on spiral growth steps. Foreign
compounds which can selectively adsorb or epitax-
ially grow on particular faces. These may suppress
the normal growth rate of rough or less smooth inter-
faces which grow with high growth rate in the pure
system, resulting in marked morphological changes.

Examples demonstrating the effect of these factors
are well known and can be found in older works by
Wells [5.21] and Buckley [5.22]. Wells demonstrated
various examples of variation of growth forms due to
effects 1, 2, and 3, and Buckley summarized his ob-
servations on effect 4. Observations on the variation of
habitus and tracht of mineral crystals in relation to their
modes of occurrences and the analysis of their origins
may be found in [5.2, 3, 5].

In real systems, polyhedral crystals grow in envi-
ronmental phases that deviate from the ideal isotropic
situation. Mass (or heat) transfer will be anisotropic
due to convection or directional solution flow. It was
noted as early as the 17th century by Hook [5.23]
that alum crystals formed on the bottom of a beaker
take hexagonal platy habit bounded by only {111}
faces, as compared with the nearly simple octahedral
habit of crystals formed on a string immersed in the
solution, i. e., those growing in a nearly isotropic en-
vironment. Around a crystal growing on the bottom
of a beaker, mass transfer to the face adhering to
the bottom is strongly suppressed as compared with
the faces directly facing to the solution, resulting in
remarkable malformation from the ideal octahedral
morphology.

Reentrant corners provided by twinning also play
a similar role, resulting in triangular or hexagonal platy
habit, since preferential growth occurs at a reentrant cor-
ner due either to the geometry or the concentration of
dislocations in the twin junction plane.
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Convection or directional flow of solution is uni-
versally involved in mineral formation in hydrothermal
veins in nature and in hydrothermal synthesis in the
laboratory. When crystals grow in an impure system,
precipitation and incorporation of solid grains of for-
eign minerals or mother liquid phase as inclusions in
the growing crystal is also anisotropic, which will en-
hance growth rate anisotropy. Since such inclusions act
as sites generating new dislocations, the density of out-
cropping dislocations on crystallographically equivalent
faces become different, resulting in different growth
rates. Depending on the conditions of solution flow,
laminar or turbulent, the rate of mass transfer and the
precipitation of foreign particles may be different. In
turbulent flow, the growth rate is enhanced and more
inclusions are included on the rear side of the solu-
tion flow than on the front side. Variation of normal
growth rates or the precipitation and inclusion of for-
eign particles are recorded in the forms and sizes of
growth sectors, the width of growth banding, and the
distribution of centers of dislocation generation de-
tectable in single crystals. Such internal morphology
of single crystals offers important information for the
analysis of growth history and conditional variations
during growth. These will be described in more detail
in Sect. 5.5.

When aiming to synthesize large single crystals of
high perfection at high growth rate in the laboratory,
seed crystals are generally used to suppress unnecessary
spontaneous nucleation. Other techniques, such as the
application of an alternating temperature to dissolve un-
necessary nuclei, agitation and stirring of the solution,
rotation of the crucible, application of a magnetic field,
and growth under microgravity conditions, are applied
to homogenize the ambient phase.

In preparing the seed, it is common to adopt
a crystallographic orientation bounded by rough or less
smooth interfaces to secure a higher growth rate and
obtain forms appropriate for industrial use. The crystal-
lographic orientations and surfaces of seed are generally
chosen as different from those observed on freely grown
forms. Y -bar seed for the hydrothermal synthesis of
quartz and a seed plate parallel to [213̄1], often used
in the hydrothermal synthesis of emerald, are such ex-
amples. The seed surface is often treated by chemical
etching before the onset of new growth. This results
in markedly different as-grown morphology of syn-

Fig. 5.8a,b Natural quartz crystal grown without seed
(a) and synthetic crystals grown on seed plate (Y-bar) (b).
The c-axes are set vertically in both photographs �

a)

b)
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thetic crystals from those grown freely. Seed surfaces
are usually those not seen on freely grown crystals, and
belong to the category of rough interfaces. They often
develop to a large size on synthetic crystal. On nat-
ural quartz crystals, {0001} faces never appear unless
a special effect is involved, whereas on synthetic quartz
crystals these faces become large. In Fig. 5.8a,b natu-
ral and synthetic quartz crystals are compared with the
same crystallographic orientation. Natural quartz crys-
tals show hexagonal prismatic form elongated in the
c-axis, and bounded by prism {101̄0}, two types of
rhombohedral {101̄1} and {011̄1} faces, whereas syn-
thetic crystals show prismatic form elongated along the
Y -axis and perpendicular to the c-axis and bounded
by basal {0001}, prism {101̄0}, {112̄0}, rhombohe-
dral {101̄1}, (011̄1) and trigonal pyramid {112̄2} faces.
{0001}, {112̄0}, and {112̄2} faces are not commonly ob-
served on freely grown quartz crystals. The difference is
simply because the growth of synthetic quartz is forced
to terminate before the crystal attains its final form. If
growth proceeds further, synthetic quartz crystals will
eventually show similar hexagonal prismatic form to
natural quartz crystals. Spontaneously nucleated quartz
crystals without seeds on the holder in the same auto-
clave take trigonal or hexagonal prismatic form, similar
to natural crystals, except with more exaggerated trigo-
nal symmetry than natural quartz.

Although not common, we may occasionally iden-
tify seed crystals in single crystals of natural minerals as
well. The seed is formed elsewhere in a different geo-
logical environment and later incorporated into a new
environment where further growth takes place later.
Growth morphology may be different between the seed
and the newly grown portion, and dislocations may be
newly generated on the seed surface.

In epitaxial growth, the morphology of the guest
crystal is different from that of freely grown crys-
tal, since an additional interface energy and steps are
introduced between the host crystal surface and the
guest crystal due to their epitaxial relation. Epitaxially
grown guest crystal usually takes more flattened or elon-
gated forms. Many examples are known among mineral
crystals.

Whiskers are single crystals with highly anisotropic
forms. In most cases, they take straight forms, elongated
in a certain crystallographic direction and bounded by
low-index crystal faces [5.24]. Kinked whiskers are also
sometimes observed. Recently, topological whiskers
showing twisted, curved, helical, screw, Möbius ring,
and other topological forms have been reported [5.25].
To account for the origin of such highly anisotropic
morphology of single crystals, we have to assume the
presence of a preferential unique growth site, where
growth can occur while growth on other sites is sup-
pressed. In the case of the vapor–liquid–solid (VLS)
mechanism for Si whiskers [5.19], Si is continually sup-
plied in vapor phase (V), which dissolves in Au particles
to form a eutectic Au-Si liquid droplet (L), in which
only Si nucleates and grows as whiskers (S). Since
growth occurs only at the site of the nucleus, Si crystal
grows as a whisker, with a cap of Au-Si eutectic liquid
droplet at the tip, and Si is continually supplied from
the vapor. In the eutectic solution (L) phase, for ther-
modynamic reasons (i. e., the lower melting point of the
solution than of the pure solute and solvent phases and
the phase to nucleate, and that growth in the solution
is determined by the composition of the liquid phase),
only Si is nucleated in the solution phase, providing
a unique growth site, leading to whisker growth. Growth
exclusively occurs at the root of whiskers in the eutec-
tic liquid droplets. The VLS mechanism has been well
established in many other example systems, including
mineral crystals.

Another well-established mechanism for whisker
formation was demonstrated in the case of KCl or
NaCl crystals [5.26]. When KCl or NaCl aqueous so-
lution in a wineskin is kept in the dark, whiskers of
these crystals grow from the outer surface of the wine-
skin. These whiskers are hollow along their length,
indicating that crystal growth occurs as soon as the
solution is transported through capillaries in the skin
and exposed on the skin surface or the tip of the hol-
low whisker, since supersaturation sharply increases.
Growth uniquely occurs at the tip and, as long as the
capillary is present, growth continues, leading to hollow
whiskers.

5.5 Internal Morphology

Polyhedral crystals are bounded by several crystallo-
graphically equivalent or different faces that grow at
different normal growth rates R. Crystal faces with
smaller R become larger, whereas those with larger

R diminish in size or terminate as growth proceeds.
So rough interfaces will disappear very soon from the
external form, and only smooth faces will become
large. Among smooth interfaces, the morphologically
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Fig. 5.9a–d Schematic illustration of growth sector
boundaries. (a) Straight growth sector boundaries appear
when RA and RB are constant; convex (b) or concave
boundaries (c) appear when RA or RB is decreasing.
Growth sector boundaries in a crystal bounded by crystal-
lographically equivalent A faces, but with different growth
rates are indicated in (d) �

most important face develops as the largest face while
morphologically less important faces develop smaller.
Unless some factors suppress or enhance the normal
growth rates, the final morphology is the same as
that structurally expected. However growth forms are
different from ideal forms. Even crystallographically
equivalent faces grow at different R when a crystal
grows in a real environmental phase in which flow or
convection currents or substrate surface are present.
The densities of active growth centers (outcrops of
dislocations) will not be the same in a real system
on growing surfaces of crystallographically equivalent
faces, leading to different growth rates. Growth forms
of polyhedral crystals may vary as they grow, due to
variations and differences in the normal growth rates
in different directions as well as changes in the growth
conditions.

Through the growth process, pyramidal portions are
formed in a single crystal, with their summits at the
initiation of the face and the base at their termina-
tions either within the crystal or on the final as-grown
surface. These pyramidal portions observable in single
crystals are called growth sectors, and can be visualized
even in perfectly clean crystals by the naked eye when
investigated by applying appropriate methods such as
polarization microscopy, CL and laser-beam tomog-
raphy, x-ray topography, and etching. In the Russian
literature, they are called growth pyramids.

Depending on the growth history, various forms of
growth sectors appear. If a face grows steadily through-
out the whole growth history, the growth sector takes
a regular pyramidal form with the summit at the center

Fig. 5.10a–d Schematic illustrating various types of
growth sectors. (a) Two faces, A and B, grew at a con-
stant growth rate. (b) The growth rate of sector B increases
as growth proceeds and the sector terminates within the
crystal. (c) Face C appears due to conditional change, and
the corresponding growth sector soon terminates due to the
original rapid growth rate. (d) Intermittent growth sectors,
indicating repeated changes in growth conditions �

b)

d)

a)

c)

A
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B
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148 Part A Fundamentals of Crystal Growth and Defect Formation

of the crystal and the base at the final as-grown surface.
The boundaries between the adjacent growth sectors
detected when a crystal is bisected through the center
may be straight, convex or concave, depending on the
relative growth rates of the faces, as illustrated schemat-
ically in Fig. 5.9. Growth sector boundaries may be
detected even between neighboring crystallographically
equivalent faces. Since sector boundaries are places
where advancing growth steps on the adjacent faces
meet, where strain concentrates, they can be detected
by appropriate methods. They are often seen by the
concentration of mother liquid inclusions.

When one face grows at a much higher growth rate
than the neighboring faces, the former growth sector
becomes narrower and tapered as growth proceeds and
the sector boundaries may terminate within the crystal.
This forms a center cross pattern, with tapering growth
sectors. If the face appears intermittently, zigzag sector
boundaries appear. Figure 5.10a–d shows schematically
various types of growth sectors. Clearly, morphologi-
cally important faces that behave as smooth interfaces
under the growth condition form growth sectors that
persist throughout the whole growth history, while mor-
phologically less important faces that behave as less
smooth or rough interfaces form tapering or intermittent

b)a) c)
R RR

Δµ/(kBT ) Δµ/(kBT )Δµ/(kBT )

Fig. 5.11a–c Schematic illustrating the internal morphologies of single crystals formed first by dendritic growth followed
by 2DNG and spiral growth (a). Fibrous (dendritic) overgrowth on earlier formed polyhedral crystal grown by 2DNG or
spiral growth, due to a sharp increase of the driving force by conditional change at the latest stage, is indicated in (b).
A case of repeated conditional change is indicated in (c). Corresponding conditional changes are indicated by arrowed
lines on the respective growth rate versus driving force diagrams shown above

growth sectors. In these sectors, the summits and base
are just opposite to ordinary observable growth sectors.
The base of a pyramid appears first, and the boundaries
are tapered as growth proceeds. This indicates that the
face appeared when conditions changed to suppress the
normal growth rate of the face, which otherwise grows
with a higher growth rate. The presence of intermit-
tent growth sectors indicates that an abrupt conditional
change took place to suppress the normal growth rate of
the face, leading to the appearance of the face, which
soon disappears due to the rapid growth rate under the
given conditions. Tapered growth sectors may represent
either the coexistence of two smooth interfaces with dif-
ferent smoothness, or smooth and rough interfaces. In
the case of the coexistence of smooth and rough inter-
faces, we have to assume an effect of external factors to
suppress the normal growth rate of the rough interface.
Otherwise, growth sectors corresponding to the rough
interface will very quickly disappear from the crystal.

Even if the final morphology is a polyhedron
bounded by flat faces, this does not automatically guar-
antee that the crystal took polyhedral form throughout
its growth history, i. e., was formed exclusively under
conditions lower than Δμ/(kBT∗) throughout its whole
growth history. They may start as spherulite or den-
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dritic forms under conditions higher than Δμ/(kBT ∗∗),
and 2DNG or spiral growth may take place later when
the driving force drops below Δμ/(kBT ∗). The earlier
formed dendritic or spherulitic forms may be found at
the center of polyhedral crystals formed through such
process, as illustrated schematically in Fig. 5.11. The
skeleton and the present size of a polyhedral crystal
may have been constructed during the earlier stage of
dendrite formation.

So, through the analysis of internal morphology, we
may assess how the as-grown morphology of a crys-
tal has changed and which faces persisted and were
morphologically important throughout its growth his-
tory, and how and why morphologically less important
faces appeared or disappeared during the whole growth
history of a crystal.

Although less distinct, growth sectors of smaller
size can be detected within one growth sector when
sensitive observation methods such as polarization mi-
croscopy or cathode luminescence tomography are used
to detect chemical heterogeneity. Such growth sec-
tors are called intrasectorial growth sectors, or vicinal
sectoriality. They appear due to different advancing
rates v of spiral growth layers or impurity incorpora-
tions between different vicinal faces of a spiral growth
hillock developing on an F face. On the surface of an
F face growing by spiral growth mechanism, a spi-
ral growth hillock with polygonal form appears, being
composed of a few vicinal faces and following the sym-
metry of the face. The vicinal faces appear by piling
up of spiral steps, since the advancing rates of spi-
ral growth layers are different in different directions.
Due to the difference in the advancing rate, impu-
rity concentrations can be different between different
vicinal faces. This forms vicinal sectoriality or intra-
sectorial growth sectors. A good example of vicinal
sectoriality was reported in [5.27], as revealed by CL
on polygonal growth spirals developing on {101̄0} face
of synthetic quartz crystal. Brighter CL images corre-
sponding to higher concentration of impurity Al are
seen on only two among six vicinal faces forming
a polygonal growth spiral. The higher concentration
of Al in these vicinal faces results in the appearance
and development of s{112̄1}, x{516̄1} faces on natural
quartz crystals and further to the appearance of S{112̄2}
faces on synthetic quartz crystals grown on seed [5.27].
Vicinal sectoriality is also reported on rhombohedral
faces of calcite crystal [5.28]. The appearance of vic-
inal sectoriality due to impurity adsorption indicates
that element partitioning is controlled by the growth
kinetics.

Partitioning or the distribution of impurity elements
is controlled by both thermodynamic factors and growth
kinetics. Assuming growth under a constant thermo-
dynamic condition, element partitioning is principally
controlled by growth kinetics. The ratio of element
partitioning between the ambient phase and crystal is
defined by the effective distribution coefficient, Keff.
Elements with Keff < 1 are incorporated less in the
growing crystal and accumulate more in front of the
growing crystal in the ambient phase, while those
with Keff > 1 are incorporated more into the crystal as
growth proceeds. Burton et al. [5.1] indicated theoreti-
cally that Keff depends on the normal growth rate R, the
diffusion constant D, and the thickness of the diffusion
boundary layer δ as

keff = k0

k0 + (1− k0) exp(−Rδ/D)
. (5.3)

Since the normal growth rates differ depending on the
crystallographic orientation and interface structures, el-
ement partitioning will be different between smooth and
rough interfaces and among different crystallographic
faces.

Fig. 5.12 Cathodoluminescence tomograph of cubo-octahedral
crystal of HPHT synthetic diamond. CL intensity in {111} growth
sectors is high, whereas no or weaker CL intensity is seen in {100}
growth sectors, indicating selective and higher partitioning of nitro-
gen in morphologically more important {111} growth sectors than
in less important {100} faces (courtesy of GAAJ)
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d)

b)a)

<110><100>

c)

Fig. 5.13a–d Straight growth banding observable in the growth sec-
tors corresponding to (a) two smooth interfaces and (b) one smooth
interface and another rough interface, in which growth banding is
not straight but hummocky. Transition of smooth to rough inter-
face, followed by morphological instability of the interface to form
cellular growth and the development of microfacets in the recovery
process from rough to smooth interface, is indicated in (c). (d) CL
tomography of a round, brilliant cut diamond, indicating the devel-
opment of micro {111} facets during the recovery process from seed
cuboid bounded by rough interfaces

The normal growth rate R of a rough interface is
higher than that of a smooth interface. However, the
lateral advancing rate v of growth layers on a smooth
interface is much higher than the normal growth rate
on a rough interface. The higher the growth rate or
the step advancing rate, the higher the probability of
incorporating impurity elements at the growth front.
Therefore, it is anticipated that impurity elements with
Keff < 1 will be more concentrated in growth sectors
of smooth interface than those of rough interface. This
was initially observed in Si single crystals grown from
the melt phase by Czochralski method. In melt growth
of Si by CZ method, the solid–liquid interface follows
an isothermal profile, the interface is mainly rough,
and an adhesive-type growth mechanism operates prin-
cipally. However, at the central portion of a growing
single-crystalline boule, a facet of smooth {111} inter-
face appears, forming a central, narrow growth sector
formed by smooth interface surrounded by those formed
by rough interface growth. It was found that Bi dis-
tributes more in the central growth sector of faceted
growth on {111} smooth interface than in the major
growth sectors of the rough interfaces. This anisotropic
distribution of Bi was understood as due to the much
higher advancing rate v of growth layers on a smooth
interface than the normal growth rate R of a rough
interface.

From the observation on Si crystal grown from the
melt phase, it is anticipated that impurity elements with
Keff < 1 will be more concentrated in the growth sec-
tor of smooth face with the slowest normal growth
rate than in growth sectors of both rough interface
and smooth interface with lower morphological impor-
tance. Figure 5.12 shows an example demonstrating
this: a CL tomograph of high-pressure high-temperature
synthetic diamond crystal bounded by {111} and {100}
faces showing brighter zones corresponding to higher
concentration of nitrogen in {111} growth sectors than
in {100} growth sectors, which show no CL inten-
sity. In the growth of high-pressure high-temperature
(HPHT synthetic) diamond, both {111} and {100} be-
have as smooth interfaces, but {111} is morphologically
more important than {100} [5.29]. Natural diamonds
also indicate higher concentration of nitrogen in smooth
{111} growth sector than in rough {100} growth sec-
tor. In natural diamond growth, {111} behaves as
a smooth interface, whereas {100} exclusively behaves
as a rough interface. In synthetic quartz, Al impu-
rity was found to be selectively adsorbed on growth
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steps of certain vicinal faces of growth spirals devel-
oping on the morphologically most important {101̄0}
faces [5.27].

Impurity elements with Keff < 1 accumulate more
as growth proceeds, in the ambient phase, to form
a concentration gradient in the diffusion boundary layer
surrounding the growing crystal. This modifies the
chemistry of the ambient phase in the diffusion bound-
ary layer, affecting the normal growth rate, the critical
driving force for 2DNG, diffusion rates, etc., and leads
to the formation of a band with a gradient of impurity
concentration parallel to the growing surface. Due to
coupling of the accumulation of impurity on the grow-
ing interface, their diffusion, and the resulting change
in the normal growth rate, an alternating succession of
bands with varying concentration of impurity (and also
point defects) appears parallel to the growing surface,
even if the crystal grew under nearly constant growth
conditions. Such bands may be less distinct and have
nearly uniform and narrow spacing. When growth pa-
rameters change abruptly, a more distinct growth band
is formed. So, within one growth sector, distinct but
not uniformly spaced bands and less distinct but uni-
formly and narrowly spaced bands appear. Since these
bands appear through growth and represent the mor-
phology of the crystal at successive stages, this banding
is called growth banding. Analysis of growth banding
provides important information about how the crys-
tal grew and the morphology changes throughout its
growth process. Growth bands in the growth sectors
of smooth interfaces exhibit straight banding, whereas
in those of rough interface growth, hummocky growth
banding appears (Fig. 5.13a,b). If a smooth interface
transforms to a rough interface during growth due to
a conditional change, and the rough interface changes
to a smooth interface in further growth, the appearance
of a wavy and hummocky band and its transformation
to a cellular pattern, followed by transformation from
a rough to smooth interface with the appearance of mi-
crofacets in the recovery process, may be traced by
observation of growth banding (Fig. 5.13c,d). The evo-
lution of the crystal morphology in the formation of
single crystal may also be traced. Dissolution of earlier
formed crystal followed by regrowth may be identified
through the observation of the banding pattern in sin-
gle crystal. All sorts of event may be discernible by
the analysis of heterogeneities in single crystals. Fig-
ure 5.13a–c shows schematically a few cases to be
expected, and Fig. 5.13d shows an actual example of the
appearance of microfacets during the recovery process.
Figure 5.14 shows schematically the internal morphol-

Core
Growth
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Arm Arm

Branch (BR)
Two-phase region

(1010)
(1120)–a1

–a3

+a3

+a1

+a2–a2

Core

Fig. 5.14 Trapiche emerald (left) and ruby (right), formed by den-
dritic growth forming the skeleton of the crystal, followed by
growth on smooth interface filling the interstices of dendritic arms
(after [5.30, 31])

ogy of emerald and ruby crystals, indicating earlier
formation of core portion by 2DNG or spiral growth,
on which dendritic growth took place to form the arms
and branches, followed by 2DNG or spiral growth fill-
ing the interstices of the dendritic arms. These are called
trapiche emerald or ruby. Various terms are used to ex-
press the corresponding portions, as indicated in the
figure [5.30, 31], but the growth mechanism and his-
tory are the same in both minerals. The skeleton and the
size of the present crystal are determined by this growth
history.

If a polyhedral crystal receives weak dissolution
(etching), corners, edges, and outcrops of point and
line defects are preferential sites to be attacked. The
polyhedral crystal will be rounded off with etch pits
on the surfaces. Straight growth banding observable in
growth sectors is cut by the rounded external surface.
All natural diamond crystals show rounded morphol-
ogy and etch pits, indicating that their characteristic
rounded forms are due to dissolution experienced dur-
ing the ascent period from depth to the Earth’s surface,
during which they experienced pressure–temperature
conditions labile for diamond. When dissolution oc-
curs to form rounded crystal, on which regrowth later
took place, earlier straight growth banding is inter-
sected by rounded discontinuity, followed later by the
appearance of microfacets and straight growth banding.
A wide variety of internal morphology is encoun-

Part
A

5
.5



152 Part A Fundamentals of Crystal Growth and Defect Formation

tered in polyhedral single crystals of natural minerals,
and their growth and postgrowth histories can be

analyzed if their internal morphology is properly ana-
lyzed.

5.6 Perfection of Single Crystals

Dislocations are generated where lattice planes advanc-
ing from different sources meet with mismatches or
displacements during growth. There can be various ori-
gins of lattice mismatches during the growth process of
a crystal. In the nucleation stage the nucleus may be
bounded by rough interfaces, but soon smooth interface
starts to appear. Lattice mismatch may occur through
this transformation from rough to smooth interface at
the earliest stage of growth. When dendritic arms conju-
gate, or when solid or liquid inclusions are enclosed into
the growing crystal, lattice mismatch occurs at places
where they are enclosed. When bunched macrosteps
advancing on smooth interface meet, lattice mismatch
may also occurs. In these cases, dislocations with large

d)c)

b)a)

e)

Fig. 5.15a–e Schematic illustrations of the spatial distribution of dislocations in single crystals. (a) Dislocations originat-
ing at the center of a crystal and radiating in a bundle nearly perpendicularly to the growing faces for energetic reasons.
This is a representative distribution of dislocations observed in freely grown crystal in diluted vapor or solution phase
under unconstrained conditions. (b) Dislocations are also generated from a point where an inclusion is enclosed. Dislo-
cations with a large Burgers vector dissociate into many dislocations with elemental Burgers vector. (c,d) Comparison of
the inheritance of dislocations in the seed to the newly grown portion (c) and the generation of new dislocations from in-
clusions formed on the seed surface (d). (c) As-grown crystal is used as seed, whereas (d) etched crystal is used. (e) When
growth occurs in the interstices of solid grains, such as expected in metamorphism, a single crystal may show a large
number of points from where dislocations are generated

Burgers vector are often generated on the growing
surface. Since such dislocations are energetically un-
favorable, they dissociate into many dislocations with
elemental Burgers vector. When seed crystal is used, its
surface provides preferential sites to generate new dis-
locations, since inclusions are likely trapped on etched
seed surface, from where dislocations are newly gener-
ated, together with dislocations inherited from the seed.
A variety of spatial distributions of dislocations can
therefore be encountered in single crystals grown freely
under unconstrained conditions and with seed crystal.
When crystals grow in the interstices of solid crystals
of other minerals, such as in the formation of meta-
morphic rocks, numerous dislocation centers will be
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Fig. 5.16a–d How SiC crystals grow by the Acheson
method (impure CVT) (a–c), and (d) by the Lely method
(pure CVT or close to PVT). (a) Macro photograph
of SiC crystals grown by the Acheson method, show-
ing earlier dendritic growth followed by the appearance
of {0001} face. (b) Ordinary reflection photomicrograph
showing appearance of flat {0001} face through conjuga-
tion of microfacets of {0001} at the tips of dendrite arms,
and (c) positive phase-contrast photomicrograph of growth
spirals with larger and elemental (arrows) step heights,
observable on flat {0001} surface such as shown in (b). Spi-
ral steps originating from dislocations with larger Burgers
vector show much brighter contrast than those originat-
ing from elemental (arrows) Burgers vector. Coexistence
of growth spirals with larger and elemental Burgers vec-
tors is due to the dissociation of dislocations with larger
Burgers vector. (d) A positive phase-contrast photomicro-
graph showing an example of growth spirals commonly
observed on SiC crystals synthesized by the Lely method.
Arrows a and b indicate the direction to the center and the
wall of the crucible, respectively, and c the spiral center.
Step separation is eccentric from c to a and from c to b,
due to the flow of source vapor (gradient) over the sur-
face [5.32]. Bunching of spiral steps and perturbation of
step morphology is seen in direction b �

observed in the crystals. These are illustrated schemat-
ically in Fig. 5.15, and a few representative examples
will be described in the following.

Fig. 5.17 X-ray topograph of a slice cut perpendicular to the c-
axis of a prismatic quartz crystal from pegmatite (x-ray topography,
courtesy of T. Yasuda)

A wide variety of spatial distributions of dislo-
cations are observed in freely grown single crystals,
such as natural minerals or crystals grown from solu-
tion phase. Since the spatial distribution of dislocations
in single crystals provides important information relat-
ing how the crystal grew and what sort of conditional
changes took place during its growth history, we may
analyze these based on their investigations, coupled
with observations of its surface microtopography and
internal morphology. Three examples are now de-
scribed.

SiC crystals synthesized by the Acheson method
grow as dendrite at the initial stage on the wall of the
reaction crucible. The dendritic arms conjugate together
and the basal {0001} face starts to appear, inclined with
respect to the length of the dendrites [5.33]. This can
be seen clearly in Fig. 5.16a,b. Dislocations generated
at the points where dendritic arms are close usually
have large Burgers vector and dissociate into many dis-
locations with elemental Burgers vector. As a result,
on the {0001} surface, coexistence of growth spirals
with step heights corresponding to large and elemental
Burgers vector is often observed. Figure 5.16c shows
an example of growth spirals often observed on SiC
crystals grown by the Acheson method. In the case of
SiC crystals synthesized by the Lely method, more ideal
growth spiral originating from independent dislocation
are generally observed. However, these spirals often
show eccentric step separation (Fig. 5.16d) due to the
surface supersaturation gradient [5.32].

Figure 5.17 shows an x-ray topograph of a slice
cut perpendicular to the c-axis of a prismatic quartz
crystal occurring in a granitic pegmatite. Growth sec-
tors corresponding to {101̄1}, {011̄1}, and {101̄0} faces
and sector boundaries, growth banding, and disloca-
tion bundles generated from inclusions are observed
in contrast images. Distinct anisotropy in the devel-
opment of growth sectors, in the spacing of growth
banding, and in the distribution and density of inclu-
sions and dislocation bundles can be noticed among
crystallographically equivalent growth sectors. The ob-
served anisotropies imply that the quartz crystal grew
under the effect of solution flow. On the growing {101̄1}
and {101̄0} faces, facing the solution flow, more inclu-
sions are precipitated, from where more dislocations are
newly generated than on the surface growing on the
opposite side.

Figure 5.18a,b shows x-ray and CL tomographs
of a pear-shaped brilliant cut diamond, respectively.
The squarelike pattern at the center in Fig. 5.18a is
an outline of a tiny cuboid crystal whose overall
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form is close to cubic, although not bounded by flat
{100} faces but by rough, near-{100} faces. The cuboid
was formed elsewhere and transported into a different
growth environment, where it acted as a seed for fur-
ther growth under the new conditions. In Fig. 5.18a,
it is noted that dislocations are newly generated on
the surfaces of the seed cuboid and radiate in the
form of bundles running parallel to 〈100〉, although
there are also a few dislocations inherited from the
seed. The Burgers vector of these dislocations is 100,
which is different from those generally observed in
most gem-quality diamonds, i. e., 110. In Fig. 5.18b, it
is seen that growth of diamond on the seed transforms
from rough {100} to smooth {111} morphology through
the appearance of many {111} microfacets, indicating
morphological evolution in the recovery process from
rough to smooth interfaces [5.34]. The most likely
place where the seed cuboid was formed is considered
to be in ultrahigh-pressure high-temperature (UHPHT)
metamorphic rocks formed by plate subduction. In
these metamorphic rocks, minute diamond crystals are
formed in porphyroblastic (crystals developed much
larger than the coexisting ones) silicate minerals, such
as garnet and zircon [5.35]. It is argued that these di-
amond crystals were formed in silicate–carbon liquid
droplets formed by partial melting of porphyroblas-
tic silicate mineral containing unmelted carbon [5.34].
The carbon source is assumed to be of organic ori-
gin, subducted from oceanic sediments. This explains
the much higher concentration of diamond, attaining
up to 2% in UHPHT metamorphic rock, as compared
with the very low content of diamond (on the order of
ppm) in mantle-originated ultramafic rocks. When these
UHPHT metamorphic rocks are subducted deeper and
digested in magma in the mantle, this diamond acts as
a seed on which further diamond grows under much
lower driving force conditions [5.34]. This example
demonstrates that a large-scale geological movement
or cycle is recorded in the form of the internal mor-
phology, perfection, and homogeneity within a small
crystal, provided that this information can be properly
deciphered.

Natural diamond crystals experience a severe post-
growth history. They grew in the depth of the Earth,
under diamond-stable high-pressure high-temperature
conditions, in silicate or carbonate solution phase, and
were uplifted at great speed by volcanic action, to be
quenched as a metastable phase through volcanic erup-
tion. In the rapid ascent process, diamond crystals suffer
partial dissolution, resulting in rounded forms and the
formation of etch pits. They also experience plastic de-

a)

b)

Fig. 5.18a,b X-ray topograph (a) and cathodoluminescence tomog-
raphy (b) of a pear-shaped brilliant cut diamond. (a) demonstrates
that most of this crystal was formed by growth under new conditions
on a seed cuboid, seen at the center, which was formed elsewhere
under different conditions and transported to the new conditions.
Most dislocations with Burgers vector 100 are generated on the
seed surface. (b) demonstrates that the morphology transformed
from rough cuboid to octahedral bounded by smooth {111} faces
via the appearance of a series of {111} microfacets, which is dis-
cernible from the distribution of brighter CL contrast corresponding
to selective partitioning of impurity nitrogen to smooth {111} faces

formation, forming dislocation tangles and exsolution
(precipitation) of impurity nitrogen. Natural diamonds
are classified into type I and II, which differ in vari-
ous physical properties related to their different nitrogen
content. Type I contains higher nitrogen content and
thus corresponds to C-N alloy, whereas type II contains
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far less nitrogen and corresponds to pure C. Due to this
difference, their plastic deformation behavior is differ-
ent, type I being plastically stronger than type II. As
a result, when both types experience the same stress his-
tory, type II suffers greater plastic deformation. Among
natural diamond crystals, type II crystals exclusively
show irregular forms without crystallographic faces,
whereas type I crystals exhibit polyhedral form with
rounded corners and edges. Type I crystals exhibit dislo-
cation bundles radiating from the center of a crystal on
x-ray topographs, whereas type II crystals show bending
with portions of slightly different orientations, indicat-
ing that type II crystals are heavily deformed compared
with type I crystals, and sometimes even broken into
pieces [5.36].

Observations on the perfection, homogeneity, and
internal morphology of natural diamond crystals

demonstrate that the whole growth and postgrowth his-
tories are recorded in small crystals of diamond. We can
see in a tiny diamond crystal the whole large-scale geo-
logical movements experienced by the crystal, provided
that this record can be properly deciphered. Under-
standing the crystal growth mechanism, morphology,
perfection, and homogeneity form the basis for properly
reading this message sent from the depth of the Earth.
It also indicates that natural and synthetic gemstones,
including diamond, can be discriminated by these inves-
tigations, since both grow in solution phases but with
different solvents (natural diamonds from silicate or
carbonate, synthetic diamonds from metallic) and have
different growth histories, although both are the same
crystal species [5.29]. It is also possible to fingerprint
two brilliant cut diamonds obtained and fashioned from
one rough stone [5.34].
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Defect Format6. Defect Formation During Crystal Growth
from the Melt

Peter Rudolph

This chapter gives an overview of the impor-
tant defect types and their origins during bulk
crystal growth from the melt. The main thermo-
dynamic and kinetic principles are considered as
driving forces of defect generation and incor-
poration, respectively. Results of modeling and
practical in situ control are presented. Strong em-
phasis is given to semiconductor crystal growth
since it is from this class of materials that most
has been first learned, the resulting knowledge
then having been applied to other classes of
material.

The treatment starts with zero-dimensional
defect types, i. e., native and extrinsic point
defects. Their generation and incorporation
mechanisms are discussed. Micro- and macroseg-
regation phenomena – striations and the effect
of constitutional supercooling – are added. The
control of dopants by using the nonconservative
growth principle is considered. One-dimensional
structural disturbances – dislocations and their
patterning – are discussed next. The role of high-
temperature dislocation dynamics for collective
interactions, such as cell structuring and bunch-
ing, is shown. In a further section second-phase
precipitation and inclusion trapping are discussed.
The importance of in situ stoichiometry control is
underlined. Finally two special defect types are
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treated – faceting and twinning. First the interplay
between facets and inhomogeneous dopant incor-
poration, then main factors of twinning including
melt structure are outlined.

6.1 Overview

The quality of single crystals and devices made there-
from are very sensitively influenced by structural
and atomistic deficiencies generated during the crystal
growth process. It is the chief task of the crystal grower
to determine the conditions for their control, mini-
mization or even prevention. Crystalline imperfections
include point defects, impurity and dopant inhomo-

geneities, dislocations, grain boundaries, second-phase
and foreign particles, twins, and so on. Some defect
types, such as point defects, are in thermodynamic equi-
librium and are therefore always present. This is due to
the thermal excitations and entropic disordering forces
at temperatures T > 0. Further, each crystal is bounded
by surfaces with interface characteristics deviating from
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volume perfection. These facts prevent the growth of
ideal, perfect crystals. Hence, in practice only optimal
crystals are achievable.

Over more than a half-century of development of
melt growth, most of the important defect-forming
mechanisms have become well understood. Histori-
cal aspects of this progress were recently summarized
by Hurle and Rudolph [6.2, 3]. Today, there exists an
enormous knowledge about defect genesis in as-grown
crystals supported by demanding theoretical funda-
mentals and computational modeling. As a result, the
present state of technology makes it possible to produce
crystals of remarkably high quality with tailored param-
eters fitting the demands of the device industry quite
well. However, that is not to say that all problems are al-
ready solved. Thus, the present chapter will also cover
still open questions and help to find optimal measures
of defect engineering.

In this section first the defect types will be catego-
rized in the classical manner of zero-, one-, two- and
three-dimensional defects. Then some effects of defects
on device properties will be covered.

6.1.1 Defect Classification

The international standard crystal lattice defects (de-
fects in short), sketched in Fig. 6.1, are usually classified
according to their dimension as follows [6.1].

Zero-dimensional defects are point defects, of-
ten referred to by the unpopular name atomic-size
defects, which include the intrinsic defect types va-

a b c d e f g h i

Fig. 6.1 Scheme of real crystal lattice with defects (after Föll [6.1]).
a – interstitial impurity atom, b – incongruous inclusion, c – edge
dislocation, d – self-interstitial atom, e – vacancy, f – vacancy-type
dislocation loop, g – precipitate of impurity atoms, h – interstitial-
type dislocation loop, i – substitutional impurity atom

cancies, interstitials, and in compounds, antisites. If
extrinsic atoms are invoked unintentionally (as resid-
ual impurities) or intentionally (as dopants) they
occupy interstitial or substitutional (lattice) posi-
tions. At growth temperatures, point defects are iso-
lated and usually electrically charged. The charge
state of point defects can lead to their interaction
with electrically active dopants, creating point defect
complexes.

One-dimensional defects include all kinds of dislo-
cations, i. e., perfect screw and edge dislocations, mixed
dislocations, partial dislocations (always in connection
with a stacking fault), and dislocation loops. The prop-
agation and interaction of dislocations over mesoscopic
distances is the subject of dislocation dynamics. The
collective screening behavior of dislocations contributes
to their rearrangement in dipoles, walls, and networks,
as well as under simultaneous stress in cell patterns and
bundles. Whether the cell patterning is driven energet-
ically or by a self-organizing process in the framework
of equilibrium or nonequilibrium thermodynamics, re-
spectively, is still the subject of research.

Two-dimensional defects are grain boundaries,
stacking faults, phase boundaries, facets, and twins.
A low-angle grain boundary structure is formed by the
mechanism of dynamic polygonization and still belongs
conventionally to a single-crystalline state. In con-
trast, large-angle grain boundary structures are formed
by polycrystalline growth due to spontaneous or for-
eign nucleation processes. Facets are formed along
atomically smooth planes, indicating the tendency of
high-quality crystals to form polyhedra. They cause
extrinsic point-defect and temperature-field inhomo-
geneities due to their fast lateral growth kinetics and
enhanced radiation reflectivity, respectively. Grown-in
twins are originated by a false stacking sequence, espe-
cially when the two-dimensional nucleus on a growing
facet is disoriented.

Three-dimensional defects include second-phase
particles (precipitates), intrinsic vacancy conglomerates
(microvoids), and foreign particles (inclusions). It is
important to differentiate between precipitates and in-
clusions, which are mostly confused in the literature.
Whereas precipitates and microvoids are formed by
supersaturation-driven condensation of intrinsic point
defects, i. e., interstitials and vacancies, respectively, in-
clusions are melt–solution droplets, gas bubbles, and
foreign microparticles incorporated at the growing
melt–solid interface, especially when the melt com-
position deviates from the congruent melting point or
contaminations are present. The two types of defects
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usually differ in their size, being 10–100 nm for pre-
cipitates and 1–10 μm for inclusions.

6.1.2 Consequences of Crystal Defects
for Devices

Defects have deleterious effects on the performance,
reliability, and degradation behavior of devices. Fol-
lowing the early classification of Pick [6.4] defects
influence the:

• Structural properties (vacancies and interstitials
may change the lattice constant; grains affect the
single crystallinity)• Chemical properties (defects participate in chemical
reactions; their redistribution causes composition
inhomogeneities)• Electronic properties (defects occupy a specific state
in the band structure)• Scattering properties, i. e., the defect interacts with
particles (phonons, photons of any energy, elec-
trons, positrons, etc.).

As can be seen, the interaction processes are many-
sided and require wide interdisciplinary research with
direct correlation to advanced technical progress. In
fact, a large part of the worldwide technology progress
depends on the control and manipulation of defects in
crystals, above all in the semiconductor and optical in-
dustries, but also in biotechnology and many others.
There are an enormous number of monographs and
publications dealing with this topic. In the following,
however, only selected examples of correlation be-
tween device characteristics and defects will be touched
upon. An instructive review about defects in semi-
conductors and their electronic properties is given by
Mahajan [6.5].

Point defects determine the basic properties of the
materials used in devices. Parameters such as the spe-
cific resistance of semiconductors, conductance in ionic
crystals, or diffusion properties in general, which may
appear to be intrinsic properties of a material, are in
fact defect dominated. In optical devices the transmit-
tance, birefringence, and refractive index are influenced
by the density and distribution of intrinsic and extrinsic
point defects very sensitively. For instance, high-quality
electrooptical and nonlinear optical devices of LiNbO3
require an extremely accurate constant Li/Nb ratio
(congruent composition) to ensure birefringence homo-
geneity of (5–7) × 10−5 [6.6]. Intrinsic point defects
can influence the conduction type in semiconductors.
For instance, vacancies and interstitials in silicon can

have distinct acceptor and donor energy levels within
the bandgap, respectively [6.5]. AsGa antisites in GaAs
are deep-level donors (EL2). Their density, which de-
pends on the deviation from stoichiometry, determines
the compensation doping level by a shallow acceptor
(carbon) in order to ensure semi-insulating property in
high-frequency circuits [6.7]. Point defects and their
diffusion have a strong impact on the noise character-
istics through an interaction of charge carriers with the
fluctuating local ionic surrounding. In (Hg,Cd)Te in-
frared photodiodes there is a linear dependence between
the 1/ f noise power and the fraction of ionized Hg
vacancies providing p-type conductivity [6.8]. In some
cases, however, a redistribution of extrinsic defects is
even desirable. For instance, in micro laser waveguides
for integrated optics (e.g., LiNbO3 fibers) the accumu-
lation of certain dopants (Mg) near the surface helps to
concentrate the laser beam in the center by the effect of
refractive-index cladding [6.9].

As is well known, dislocations are defects influenc-
ing the quality of nearly all types of devices insofar
as they act as getters for point defects and dopants
so that they can contribute to electrical and chemical
inhomogeneity. They decrease transmission in lenses,
affect light intensity in laser rods, and influence the
mechanical stability in piezo- and acoustoelectric trans-
ducers. Dislocations in substrates are transformed as
threading dislocations into the epitaxial layers grown
on them. When an overcritical misfit between the
lattice parameters of a substrate and epilayer exists,
misfit dislocations are generated at their interface.
Both threading and misfit dislocations play an impor-
tant role in the rapid degradation of (Ga,Al)As/GaAs
lasers. The degradation of light-emitting semiconductor
diodes and lasers follows from the fact that dislocations
cause nonradiative recombination and decrease lumi-
nescence efficiency. They reduce the minority-carrier
lifetime and, when the spacing between them is com-
parable to the diffusion length, luminescence efficiency
breaks down [6.10]. Dislocations can contribute to elec-
tronic behavior, especially, in diamond and zincblende
structures where the cores of glide and shuffle set
dislocations are associated with dangling bonds [6.5].
Recently it was shown that small screw dislocations
and threading edge dislocations are the most common
defects in 4H-SiC homoepitaxial devices produced by
chemical vapor deposition on SiC substrates. As their
densities increase, the breakdown voltage of Schottky
devices is decreased [6.11]. The central parameter of
field-effect transistors (FETs) is the turn-on threshold
voltage (Vth), the fluctuations of which across a wafer

Part
A

6
.1



162 Part A Fundamentals of Crystal Growth and Defect Formation

Table 6.1 Selected examples of defects in melt-grown crystals demonstrating their adverse effect on device quality (BPT
– bipolar transistor, PD – photodiode, IR – infrared, KTN – K(TaxNb1−x)O3, ME – microelectronics, MC – multicrys-
talline, LED – light-emitting diode, LD – laser diode, PVE – photovoltaic efficiency, UV – ultraviolet, YAG – Y3Al5O12,
MOS – metal–oxide–semiconductor, HBT – heterostructure bipolar transistor, MMIC – monolithic microwave integrated
circuit, NLO – nonlinear optic, AO – acoustooptic)

Material Defect type Device version Adverse effect

Zero-dimensional

Si Interstitial Sii BPT, PD Ionized donor level, carrier traps

CdTe Vacancy VCd Radiation detector Shallow donor reducing electrical resistivity

(Hg,Cd)Te Vacancy VHg IR photodiodes Increased 1/ f noise power

GaAs Antisite AsGa Radiation detector Deep level trap reducing carrier lifetime

KTN Ta-rich striations Optical modulator Optical inhomogeneity, refractive index change

One-dimensional

Si Dislocation loops ME circuits Swirl formation, shorts

Si Dislocations MC-Si solar cell Affecting miniority carrier lifetime

GaAs Dislocations LED, LD Nonradiative recombination

(Cd,Zn)Te Cell structure Radiation detector Impediment of electron transport

Two-dimensional

Si Grain boundaries MC-Si solar cell Decreasing PVE by impurity (Fe) gettering

InP Twins ME circuits Decreasing usable crystal gain

CaF2 Grain boundaries UV lenses Light scattering and radiation damage

YAG Facets Solid state laser Refractive index variation, optical loss

Three-dimensional

Si VSi clusters (voids) MOS circuits Gate oxide degradation by local thinning

GaAs As precipitates HBT, MMIC Impairment of wafer polishing and epitaxy

LiNbO3 Eutectic inclusions NLO modulators Light scattering, birefringence impairment

PbMoO3 Pb-rich inclusions AO transmitter Light scattering, reduced transmission

must be minimal to ensure high device yield. In ion-
implanted GaAs FETs a shift of Vth around dislocations
was observed which has been explained not only by the
dislocation presence but also by the enhanced GaAs an-
tisites and As interstitials on dislocations [6.12]. Thus,
in order to remove the decorating defects from disloca-
tions today each as-grown GaAs crystal is postannealed
before it is applied for device technology. Note that
dislocations themselves are practically immune to post-
growth thermal treatment.

Cellular structures of dislocations and grain bound-
aries are two-dimensional defects responsible for harm-
ful optical and electrical inhomogeneities. For instance,
across semi-insulating {100} GaAs wafers a mesoscopic
resistivity variation is observed due to the accumu-
lation of AsGa antisite defects (EL2) within the cell

walls [6.13]. Subgrain boundaries also impede the
electron transport, as in Cd1−xZnxTe radiation de-
tectors [6.14]. In general, since grain boundaries are
defects in the crystal structure, they tend to decrease
the electrical and thermal conductivity of the material.
Additionally, the high interfacial energy and relatively
weak bonding in grain boundaries makes them preferred
sites for the onset of corrosion and the precipita-
tion of new phases from the solid. The presence of
a small-angle grain boundary structure in melt-grown
LiF crystals prevents their use in monochromators and
x-ray analyzers due to the high light and x-ray diffrac-
tion scatterings, respectively [6.15]. Increasing quality
is demanded for CaF2 lenses, which are used in deep-
ultraviolet (UV) semiconductor microlithography. The
stepwise reduction of the exposing wavelength down to
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157 nm, correlating with the smallest circuit structure
size, requires a dramatic improvement of the growth
and annealing conditions of CaF2 crystals. The high-
est transmission and lowest radiation damage can be
only achieved when the crystals are free of grain bound-
aries [6.16].

It is noteworthy that there is also a certain in-
terest in crystals with mosaic structure. For instance,
diffraction lenses for nuclear astrophysics show an im-
proved reflection power when crystals with mosaicity of
20–50 arcs (e.g., Ge1−xSix) are used [6.17]. Further, in
nanocrystalline materials, controlled reduction of grain
size to nanometer scale leads to many interesting new
properties including a great increase in strength [6.18].
Therefore, the further development of knowledge about
collective dislocation interactions in growing crystals is
of general practical relevance for both targets, i.e., both
suppressing and promoting cellularity.

Precipitates and inclusions are second-phase par-
ticles of autonomous crystallographic structure and
chemical composition forming an interfacial boundary
with the matrix material. They induce local parameter
and stress fluctuations and, therefore, mostly misfit dis-
locations [6.19,20]. In liquid encapsulation Czochralski
(LEC) GaAs substrates arsenic precipitates affect the
device properties of epitaxial-type metal-semiconductor
field effect transistors (MESFETs). They also cause the
formation of small surface oval defects on molecular
beam epitaxy (MBE) layers [6.5]. Principally, inclu-
sions impair the surface quality of wafers during the
polishing process. In lenses and backside radiation de-
tectors they reduce the transmission quality by light
scattering.

Table 6.1 summarizes selected correlations between
device quality impairments and the responsible defect
types.

6.2 Point Defects

At all temperatures above absolute zero, equilibrium
concentrations of vacancies, self-interstitials, and in the
case of compound semiconductors, antisite defects will
exist. This is because point defects increase the config-
urational entropy, leading to a decrease in free energy.
Thus, such native point defects are always presented in
as-grown crystals. However, their concentration can be
influenced by the growth conditions very sensitively. In
silicon a nearly defect-free situation due to vacancy–
interstitial annihilation can be achieved by selection of
a certain relation between the temperature gradient and
crystallization rate. In compound crystals in situ control
of stoichiometric growth conditions can minimize the
intrinsic defect density.

Extrinsic point defects are incorporated arbitrarily
or deliberately as impurities or dopants, respectively.
Today, the purification techniques of the starting charge
materials are of such a high standard that total residual
impurity concentrations fall below the frozen-in con-
tents of native point defects. In elemental crystals (e.g.,
silicon) purity levels less than 1014 cm−3 and in com-
pound crystals (e.g., GaAs) values below 1015 cm−3 can
be achieved. Therefore, their influence on the crystal lat-
tice parameter and electrical parameters is of secondary
significance. Of course, due to a contaminated growth
atmosphere or because of strong chemical affinities it
can happen that certain arbitrary elements are intro-
duced in enhanced concentrations, such as oxygen in

CaF2 or carbon in silicon, for example. In contrast, for
light-emitting devices the required dopant concentra-
tions markedly exceed those of impurities and usually
exceed 1018 cm−3 or amount even to 1021 cm−3, as for
Cr3+ in ruby laser crystals. In these cases homogeneous
incorporation is of essential technological importance
but is complicated by the natural segregation effect that
may lead to macro- and microdistributions. A character-
istic structural impairment during growth from doped
or incongruent melts can arise from constitutional su-
percooling – the interplay between rejected dopants or
excess atoms, diffusion, and heat transfer at the growing
melt–solid interface. Growing-in dopants interact with
native point defects, which are isolated and mostly ion-
ized at growth temperatures. As a result, the physical
efficiency of dopants can be reduced by compensation
and complex formation.

It is the aim of the crystal grower to understand
these interactions on the atomic scale and determine
their correlations to the growth conditions in order to
master chemical and electronic homogeneities as much
as possible.

6.2.1 Native Point Defect Generation

Thermodynamics
All thermodynamic processes strive to minimize the
free energy. Applied to the crystallization process this
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means that the single-crystalline state is a normal one
because the free thermodynamic potential G (free po-
tential of Gibbs) is minimal if the crystal growth units
(atoms, molecules) are perfectly packed in a three-
dimensional ordered crystal structure, i. e., the atomic
bonds are saturated regularly. Because the sum of the
atomic bonds yields de facto the potential part H , i. e.,
the enthalpy part of the internal crystal energy U = H −
PV (where P is pressure, and V is volume), the process
of ordering responsible for adjustment of the crystal
periodicity is characterized by the minimization of en-
thalpy (H → min).

On the other hand, however, an ideally ordered
crystalline state would imply an impossible minimal
entropy S. Thus, the opposite process of increasing en-
tropy, i. e., disordering (S → max) gains relevance with
increasing temperature T . This is expressed by the basic
equation of the thermodynamic potential of Gibbs

G=U + PV−TS=H(↓)−TS(↑) → min . (6.1)

Hence, crystallization is composed of two opposite pro-
cesses:

i) Regular
ii) Defective arrangement of the growth units.

Considering this dialectics of ordering and disordering
forces at all temperatures above absolute zero it is not
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Fig. 6.2 (a) Schematic illustration of the equilibrium defect concen-
tration (perfection limit nmin) obtained by superposition of defect
enthalpy Hd and entropy Sd using (6.2–6.4). (b) Minimum de-
fect concentration versus temperature at various defect energies Ed

according to (6.4). Dashed lines show the freezing-in courses of
high-temperature defects for different migration coefficients Ds

possible to grow an absolutely perfect crystal. In real-
ity no ideal but only an optimal crystalline state can
be obtained. In other words, in thermodynamic equilib-
rium the crystal perfection is limited by incorporation
of a given concentration of native point defects n.

Neglecting any effects of volume change, defect
type, and defect interplay, at constant pressure the equi-
librium defect concentration n can be determined from
the change of thermodynamic potential by introducing
the defect as

ΔG = ΔHd −ΔSdT → min , (6.2)

with Hd = nEd, the change of internal energy due to the
incorporation of n defects, depending on the total de-
fect formation energy Ed, and Sd = kB ln{(N !)/[n!(N −
n)!]} the accompanying change of entropy (con-
figurational entropy), where kB is the Boltzmann
constant and N the total number of possible sites.
After substitution and application of Stirling’s ap-
proximation for multiparticle systems such as a crys-
tal (ln N ! ≈ N ln N, ln n! ≈ n ln n, ln(N − n)! ≈ (N −
n) ln(N −n)) (6.2) becomes

ΔG = nEd − kBT

× [N ln N −n ln n − (N −n) ln(N −n)] .

(6.3)

Setting the first derivative of (6.3) as ∂ΔG/∂n = 0 to
yield the energetically minimum defect concentration
nmin, and considering N � n, the perfection limit of
a crystal is

nmin = N exp

(−Ed

kBT

)
, (6.4)

which is exponentially increasing with temperature.
Setting N = 5 × 1022 atoms cm−3 and Ed = 1 eV (the
vacancy formation energy in metals) the minimum
defect concentrations nmin at 1000 and 300 K are
about 5 × 1017 and 106 cm−3, respectively. Note that,
in the case of formation of vacancy–interstitial com-
plexes (Frenkel defects), the value of n(F)

min is some-
what modified and yields

√
Nis N exp(−E(F)

d /kBT ),
where Nis is the total number of interstitial posi-
tions depending on the given crystal structure, and
E(F)

d is the energy of formation of a Frenkel defect.
More fundamental details are given in Kröger’s com-
pendium [6.21], which remains even today one of the
basic guides for the crystal grower.

Figure 6.2a,b shows the functions ΔG(n) and
nmin(T ) schematically. Due to the limitation of diffu-
sion rate, a certain fraction of high-temperature defects
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freeze in during the cooling-down process of as-grown
crystals (broken lines) and exceed the equilibrium con-
centration at room temperature markedly (Fig. 6.2b).
In other words, in practical cases the intrinsic point-
defect concentration is still far from thermodynamic
equilibrium.

In principle, the total defect formation energy
consists of various factors: Ed = Eform +Uvib + SvibT
where Eform is the relevant defect formation energy,
and Uvib and Svib are the energy and entropy terms
for the vibration contributions to the free energy. Of
course, each contribution in its turn depends on temper-
ature. Their exact experimental determination requires
high-purity crystals and extremely precise analytical
techniques, for instance, measurements of the ther-
mal dependence of dilatation combined with precision
x-ray analysis of the lattice constant. The native point
defect concentration is proportional to the difference
between the relative increase of length and the change
of the lattice constant as n ∼ (ΔL/L −Δa/a), whereas
a positive or negative amount identifies the prevailing
presence of vacancies or interstitials, respectively. No
dilatation effect appears when the number of vacan-
cies equals the number of interstitials. In principle, such
measurements and most others begin to fail at defect
concentrations below ≈ 1017 cm−3. Therefore, theoret-
ical treatments come to the fore, e.g., quasichemical,
molecular dynamics (MD), ab initio, and first-principle
calculations. Table 6.2 shows the formation energies
and entropies of native point defects near the melting
point in some important materials. The activation ener-
gies of defect migration are also given.

Table 6.2 Selected formation energies, entropies, and activation energies of migration in selected materials (A, Bi –
interstitial, VA,B – vacancy, AB – antisite, kB – Boltzmann constant, ±i – charge stage and Ef in the mid-gap)

Material Defect Formation Formation Activation energy Reference

energy Ef (eV) entropy Sf (k) of migration Em (eV)

Cu Cui 1.1 [6.22]

Vcu 0.78–1.2 1.5 0.52–0.62 [6.22]

Si Sii 1.1, 3.46 1.4 0.937 [6.5, 23]

VSi 2.3, 2.48 −3.7 0.457 [6.5, 23]

GaAs Asi (5.52+) ([6.24])

VGa 2.59 (3.12−) 32.9 1.7 [6.10] ([6.24]) [6.25]

VAs 2.59 (3.71+) 1.1 [6.10] ([6.24])

AsGa 3.21 (2.02+) [6.10] ([6.24])

CdTe Tei 1.97 (3.67) [6.26] ([6.27])

Cdi 0.96 11.1 2.47–2.67 [6.28, 29]

VCd 3.55, 3.84 (4.7) −5.6 [6.29] ([6.27])

TeCd 0.81 (2.29) [6.26] ([6.27])

Note that these values for compound semiconduc-
tors differ in the literature markedly and Table 6.2 is
only of approximate character. Additionally, one has to
consider the multiple charge stages of native defects
showing various energies depending on the position of
the Fermi level [6.24].

It is clear that a given native point-defect content
corresponds to each crystalline phase, like a solute
component in a system with ideal mixing. Compound
materials show a phase extent, termed the existence
or homogeneity region, that deviates from the stoi-
chiometric composition by a certain value. Assuming
a conservative compound system AB with defect bal-
ance, the maximum deviation δ can be expressed in
terms of the concentrations of the native point defects
in each sublattice as [6.30]

δ = δA− δB = {[Ai]− [VA]+2[AB]−2[BA]}
−{[Bi]− [VB]+2[BA]−2[AB]} ,

(6.5)

where [Ai], [Bi], [VA], [VB], [AB], and [BA] are the
interstitial, vacancy, and antisite contents of A and B,
respectively. In simple terms, by using (6.4) for each
defect type in (6.5) the maximum equilibrium defect
solubility in a given AB crystal at each temperature be-
comes identical to the solidus curve of the existence
region in the phase diagram. Table 6.3 shows the max-
imum phase extents of some compound materials. As
can be concluded from (6.4), in a cooling crystal the
solidus curves take a retrograde course leading under
realistic cooling rates to freeze in of high-temperature
nonequilibrium defects (Fig. 6.2b). In standard-grown Part
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Table 6.3 Maximum widths of phase extent δmax of selected compounds [6.6, 19, 31]

Material InP GaAs CdTe CdSe PbTe SnTe LiNbO3

δmax (mole fraction) 5 × 10−5 2 × 10−4 1 × 10−4 5 × 10−4 1 × 10−3 1 × 10−2 ≈ 5

(2 × 10−3) (3 × 10−4)

Side of maximum deviation In-rich As-rich Te-rich Cd-rich Te-rich Te-rich Nb2O5-rich

and congruent melting point

compound crystals the real intrinsic point-defect con-
centration at room temperature is between 1015 and
1017 cm−3. This is about 7–9 orders of magnitude
higher than the calculated values in thermodynamic
equilibrium (if Ed is assumed to be 1–2 eV).

For silicon crystals near to the melting point
it is accepted that vacancies and interstitials are
simultaneously present in concentrations of about
1014 –1015 cm−3 and that they can recombine very
rapidly [6.32]. In the end, the ratio between them within
the cooled crystal is determined by the relation of the
atomistic transport processes (e.g., diffusion and ther-
modiffusion), the recombination rate, and the applied
growth parameters (e.g., the temperature gradient and
pulling velocity). The situation in compound mater-
ials, e.g., semiconductors such as AIIIBV and AIIBVI,
is more complicated and less well studied. The equi-
librium point defect concentrations at the melting point
tend to be much higher than in Si. Hurle’s calcula-
tions [6.30, 33] in GaAs of the concentrations of the
principal native point defects at the melting temperature
yield values about 1017 –1019 cm−3 for [VGa], [Gai],
and [Asi], [VAs], respectively. This is comparable to
or even greater than the intrinsic carrier concentrations.
Due to their isolated, and usually electrically charged,
states they can influence the position of the Fermi level.
This results in a complex interaction between electri-
cally active dopants and the native point defects, which
can exist in more than one charge state (Sect. 6.2.2).

Generation and Incorporation Kinetics
Principally, increasing the temperature raises the prob-
ability of thermal (vibrational) and entropy-driven
(configurational) generation of Frenkel defects. De-
pending on the temperature gradients acting along the
crystal and the cooling rate the initially coincident
concentrations of vacancies and interstitials can differ
markedly due to differing migration rates (Table 6.2).
As a result, one defect type can move to the crystal sur-
face, leaving defects of Schottky type. Further, during
the crystallization process, point defects can be incor-
porated from the melt at the propagating melt–solid
interface. Hence, one has to distinguish between:

i) Intrinsic defect generation
ii) Incorporation from outside.

In any case, the principles of both energy minimization
and electrical neutrality act as regulators of concen-
tration and charge balancing as far as equilibrium
conditions occur. Lowering the energy enhances the re-
combination probability of interstitials and vacancies
during the cooling-down process of the growing crystal.
Heat and mass flows, however, can lead to deviations
from thermodynamic equilibrium.

During crystal pulling from the melt or unidi-
rectional solidification, native point defects undergo
various types of transport kinetics, i. e., capture
at the interface due to the crystal translation or
phase boundary propagation (often designated con-
vection), Fickian diffusion by jumping via interstitial
sites, kick-out or vacancy occupation mechanisms,
and temperature-gradient-driven thermal diffusion (the
Soret effect). Until now silicon is the material best
studied. The prevailing transport mode at each tem-
perature and in each crystal region has been estimated
by dimensionless numbers of point defect dynam-
ics [6.34]. The numbers of Péclet PeI,V = νL/DI,V(T ),
Damköhler DaI,V = krC

eq
V,I(T )L2/DI,V(T ), and Soret

ST(I,V) = DT/DI,V(T ) ≈ νkBT 2/HF
I,VGT DI,V compare

the convection, recombination, and thermodiffusion, re-
spectively, with Fickian diffusion, where ν is the crystal
growth velocity, L is the characteristic length, kr is the
recombination reaction constant, Ceq

V,I is the equilibrium
concentration, DT is the coefficient of thermodiffusion,
DI,V(T ) is the coefficient of Fickian diffusion of inter-
stitials and vacancies, kB is the Boltzmann constant, T
is absolute temperature, HF

I,V is the formation enthalpy,
and GT is the temperature gradient at the melt–solid
interface. Setting the parameters for silicon [6.23, 34]
one can see that convective and Fickian diffusion flows
are comparably strong and compete with each other
in the hot crystal section, that recombination proceeds
very fast at high temperatures, but that thermodiffu-
sion contributes only marginally. Thus, variations of
the pulling rate can shift point-defect transport be-
tween convection- and diffusion-dominated regimes.
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As was proved experimentally [6.35], at high pulling
rates the flux of vacancies dominates over that of self-
interstitials. On the other hand, at low pulling rates
or with high temperature gradients, interstitials are in
excess. This fact is of high significance for in situ con-
trol of the native point defect type and content during
growth (see later).

The situation in semiconductor and oxide com-
pound crystals is not nearly as well understood as in
silicon. There are still no detailed studies demonstrat-
ing the correlation between temperature gradient at the
growing interface, crystallization rate, and content of
the given intrinsic defect types. Of course, one rea-
son is the presence of dislocations acting as effective
getters (Sect. 6.3) that make it difficult to study the
point defect dynamics in the pure form. In principle,
as demonstrated in (6.5), the situation in multicompo-
nent materials is additionally complicated due to the
presence of equivalent defect types in each sublattice
and the formation probability of antisites. It is estab-
lished that the AsGa antisite in GaAs crystals, known
as the neutral EL2 defect with charged states EL2+
and EL22+, does not appear at the growth temperature
but forms during the cooling-down process. In material
grown from a near-congruent composition, i. e., slightly
As-rich melt, the Asi content removes the [VGa] by pro-
ducing AsGa as soon as the lowering temperature evokes
supersaturation [6.33]. A nearly identical mechanism
takes place in CdTe. In cooling Te-saturated samples
the antisite TeCd does form and may become important
as singly and doubly ionized mid-gap donors Te1+,2+

Cd
responsible for compensation of the shallow native ac-
ceptor V1−,2−

Cd [6.36].
For understanding the defect trapping kinetics at

a propagating melt–solid interface, first of all one has
to clarify whether the front moves by atomically rough
or smooth morphology. This can be estimated by the
Jackson factor [6.37] α = (w/u)ΔH/kBT , where ΔH
is the enthalpy of crystallization, w is the number of
nearest neighbors of an atom on the face, u is the num-
ber of nearest neighbors of an atom in the crystal, kB
is the Boltzmann constant, and T is absolute tempera-
ture (see also Sect. 6.5). Whereas metals show α values
of about 1, i. e., a rough interface, dielectrics crystal-
lize mostly with atomically smooth interfaces due to
typical α values larger than 2. In between stand the
semiconductor materials with their covalent bondings
and, hence, α factors around 2. In this case the crystal-
lographic binding structure along the crystallizing plane
(w/u) determines whether the interface is microscopi-
cally smooth or rough. Semiconductors with diamond,

Vacancy 
overgrowth
by a flowing step

Antisite pair
in thermal
equilibrium

Frenkel pair 
formation 
by thermal 
oscillation

ASBS ALBL

Rst

Crystal Melt

Fig. 6.3 Sketch of intrinsic point defect kinetics of an AB com-
pound at an atomically flat melt–solid interface propagating by
step-growth mechanism (Rst – lateral step-growth rate)

zincblende, and wurtzite structures grow from the melt
along most directions by the atomically rough mode.
They tend to form atomically smooth interfaces only
on their most close-packed (i. e., {111}) planes (see also
Sect. 6.5).

On atomically rough interfaces atoms can be added
singly without the need for nucleation, i. e., at very
low chemical potential difference between solid and
liquid phases. As a result, possible defect sites are
added to the crystal under quasi-equilibrium condi-
tions. On the contrary, for atomically smooth planes
much higher supercooling is required in order to initiate
two-dimensional (2-D) nucleation followed by layer-
by-layer growth. In such a case vacancies, interstitials
and even foreign atoms, possibly delivered by the ad-
jacent liquid boundary layer, can be overgrown very
rapidly and, hence, incorporated in metastable states if
their diffusion rate back to the melt is not high enough.
The sketch in Fig. 6.3 demonstrates this situation. Ac-
cording to Chernov [6.38] equilibrium incorporation
takes place only when the lateral step rate Rst fulfils the
inequality

Rst <
DIF

h
, (6.6)

where DIF is the interface diffusion coefficient
(10−4 –10−5 cm2/s) and h is the step height. The actual
step growth velocity can be estimated by the relation

Rst = βiΔT , (6.7)
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where βi is the kinetic step coefficient [6.38,39], which
for silicon is 50 cm/(s K) [6.40], and ΔT is the super-
cooling, which has been determined at growing {111}
facets of silicon crystals to be a maximum of 7 K [6.41].
Hence, at very high step flow rates, i. e., relatively high
supercooling, nonequilibrium (metastable) point-defect
incorporation can result.

It seems that the fluid phase should deliver suf-
ficient imperfections due to its structural instability
and disordered character. However, as recent MD sim-
ulations have demonstrated, between the liquid and
crystal surface a characteristic transition region of sev-
eral atomic layers exists, within which the thermal
motion of the atoms decreases and the structure ap-
proaches the crystalline one [6.39]. In fact, as was
ascertained by high-resolution in situ transmission elec-
tron microscopy, the {111} solid–liquid interface of Si
has already a well-ordered transition layer on the atomic
scale, which is compatible with defect-free 1 × 1 Si-
{111} surface [6.42]. It can be assumed that the presence
of such an ordered transition region should stabilize
the growth kinetics against incorporation of an excess
of deficiencies. According to Motooka’s MD simula-
tions [6.43], point defects are formed directly at the
interface due to the density misfit between the liquid
and solid phases.

Point Defect Engineering
In order to ensure specified electrical and optical qual-
ities of single crystals and devices made therefrom the
control of native point defects plays an important tech-
nological role, especially if harmful secondary reactions
are evoked by point imperfections, such as precipitation
(Sect. 6.4.1) and microvoid generation. From an exper-
imental point of view, there are two possible ways of
defect mastering:

i) In situ control during the crystal growth process
ii) Postannealing of the crystal bulk or pieces cut there-

from.

The first method is of increasing interest due to its cost
benefits.

In the case of low-dislocation or even dislocation-
free crystal growth, the complete native point defect
dynamics come into play. The absence of disloca-
tions leads to a quasihomogeneous defect interplay
without catalytic effects. As a result the relatively
high supersaturation promotes vacancy and/or intersti-
tial condensations within the crystal volume, escalating
to unfavorable micro and mesoconglomerations. For
instance, in silicon at high pulling rates, vacancies

are incorporated in excess and condense during cool-
ing down to form octahedral voids of ≈ 100 nm. On
the other hand, at low pulling rates interstitials are
in excess, forming a network of dislocation loops.
In between, a defect-free region is obtained which is
bounded by unwanted oxidation-induced stacking faults
(OSF). The balance between the number of vacan-
cies and interstitials is the controlling factor. Based on
these experimental observations three ways to achieve
microdefect-free silicon have been worked out [6.35]:

i) Keeping the growth conditions within the defect-
free regime, which is approximately ±10% around
the critical ratio ν/GT = 1.34 × 10−3 cm2/(K min),
where ν is the growth rate and GT is the tempera-
ture gradient at the interface. However, such a small
tolerance permits only very low pulling velocities
of about 0.5 mm/min. Falster and Voronkov [6.44]
described the in situ outdiffusion of interstitials. In
this case, the crystals are pulled under interstitial-
rich conditions and maintained at high temperatures
for extended times, thus utilizing the very high mi-
gration speed of interstitials. However, extended
cooling times with very low cooling rates are re-
quired.

ii) Keeping a maximum pulling rate with fast cooling
followed by a wafer annealing process to reduce the
grown-in defect sizes.

iii) Using a cost-optimized approach, a so-called flash
wafer step [6.35], where only a thin Si layer of
0.5 μm is deposited onto the wafer surfaces. This
combines maximum pull rate and fast cooling with
low-cost treatment.

The in situ control of native point defects in com-
pound crystals is coupled with the feasibility of accurate
composition control during the growth process and,
therefore, with exact knowledge of the phase diagrams.
Taking the T–x-phase projections (where x is the mole
fraction) one can find numerous AB compounds with
a region of homogeneity containing the strict stoi-
chiometric composition and extending to both sides
of stoichiometry, such as CdTe and PbTe, for exam-
ple [6.19]. However, there are also compounds with
asymmetric phase extents shifted to anion or cation ex-
cess, even not including the stoichiometric composition,
such as GeTe and SnTe, for example [6.45]. Also in
LiNbO3 the prevailing part of the existence region is lo-
cated on the Nb2O3-rich side [6.46]. Unfortunately, for
a lot of compounds the exact shape and width of the ho-
mogeneity region has not yet been clarified, especially
when very small phase extents exist, as in InP, InAs,
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Fig. 6.4a–c Crystal growth arrangements for in situ sto-
ichiometry control by partial vapor pressure of the
volatile element. (a) Horizontal Bridgman (HB) method.
(b) Vertical gradient freeze (VGF) technique. (c) Vapor-
pressure-controlled Czochralski (VCZ) method �

SiC, and PbMoO4, or if phase relation analysis is diffi-
cult, as for ZnO and GaN. Even for GaAs only recently
have thermochemical calculations [6.47, 48] confirmed
the earlier and newer growth observations [6.49] that
the phase extent is deviated exclusively towards the As-
rich side. In principle, for materials with phase extents
containing or touching the stoichiometric composition,
it is obvious from theoretical calculations and annealing
studies that stoichiometric growth conditions guarantee
a minimum total native point defect concentration.

A method that has been well known for a long
time is the in situ control of near-stoichiometric growth
by applying a fixed-temperature vapor source of the
volatile component in the horizontal Bridgman (HB)
method without covering the melt [6.50]. In this tech-
nique there is direct contact of the vapor phase with
the crystallizing melt–solid phase region, which guar-
antees near phase equilibrium conditions during the
whole growth run (Fig. 6.4a). However, the technical
limitation of the HB method for scaled-up production
of crystals with diameters larger than 3 inches is com-
monly known. The vertical Bridgman (VB) and vertical
gradient freeze (VGF) techniques have also been intro-
duced, using an extra source for control of the vapor
phase [6.51] (Fig. 6.4b). A certain transport transient
of the vapor species has to be considered due to the
complete covering of the crystallization front by the
melt column. As a result the equilibrium temperatures
for the vapor pressure source can somewhat differ be-
tween the techniques. Vapor-pressure-controlled HB,
VB, and VGF have been successfully used to grow
near-stoichiometric compound semiconductors, such as
CdTe crystals [6.28]. If highly purified material is used
even high-resistivity crystals can be obtained [6.52],
due to intrinsic defect annihilation and compensation.
However, ensuring a highly reproducible, stable in-
trinsic semi-insulating state over the whole crystal
length during the whole growth run is very compli-
cated due to native point defect segregation. A more
promising method appears to be compensation doping
(Sect. 6.2.2). In general, for VB and VGF, being ob-
viously the most favorable melt growth techniques for
semiconductor compounds, stoichiometric processing
by in situ vapor pressure control is not yet possible
on the industrial scale. The continuously decreasing
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height of the melt column and segregation phenom-
ena during the normal freezing process would require
a well-controlled source temperature program that is
well fitted to the growth rate. As a result, the stoichiom-
etry is still tuned in cut wafers by postgrowth annealing
if required for a given application [6.53].

Much less widely practiced is in situ control of sto-
ichiometry in the Czochralski growth of semiconductor
compounds. For this a modified technique without boric
oxide encapsulant is required to influence the melt com-
position by the partial pressure of the volatile element.
During the 1980s the hot-wall Czochralski (HWC) tech-
nique with As (P) source was advanced by Nishizawa
et al. [6.54, 55] to analyze the variations of the phys-
ical parameters and dislocation density in GaAs and
GaP crystals as functions of the melt composition. In
recent years in situ control of the stoichiometry in
GaAs by vapor-pressure-controlled Czochralski (VCz)
technique [6.56] without boric oxide encapsulation has
been under investigation [6.49, 57] (Fig. 6.4c). The
mole fraction of the melt is controlled in the range
of 0.45 ≤ xL ≤ 0.50 by partial arsenic pressures of
0.02–2.1 MPa, adjusted via the temperature of the As
source from 540 to 650 ◦C. The authors [6.57] have
demonstrated that near-stoichiometric growth condi-
tions with a Ga-rich melt reduces the AsGa antisite and
VGa concentrations.

To date, for dielectric compounds, Czochralski
growth experiments with precise in situ vapor pressure
control are still rare. This is first of all due to the much
higher growth temperatures and chemical aggressive-
ness of oxygen or fluorine, which make it difficult and
expensive to insert a chemically resistant and gastight
inner growth chamber with an extra source. How-
ever, some activities have been described. For instance,
high-quality composition-controlled Bi12GeO20 (BGO)
crystals were grown in an inner chamber made of plat-
inum [6.58]. References [6.59, 60] describe a growth
arrangement to control the stoichiometry of PbMoO4
crystals with markedly improved optical transmission
by using a MoO3 evaporation source within a bell cov-
ering around the pulling crystal. Baumann et al. [6.6]
demonstrated the importance of precise melt composi-
tion control for the growth of LiNbO3 to obtain crystals
with high axial homogeneity of birefringence.

6.2.2 Extrinsic Point Defect Incorporation

Thermodynamics
In growing crystals with dopant concentrations below
the solubility limits, the matrix is regarded as con-

tributing one component in a phase diagram and the
solute another. Thus, in growing such crystals from the
melt, the system can be considered a binary one. The
equilibrium between the chemical potentials of added
species (i. e., solvent) i in the liquid and solid phases
μil(x, T ) = μis(x, T ) yields

μ0
is + kBT ln xisγis = μ0

il + kBT ln xilγil , (6.8)

where μ0 is the standard potential and γ is the inter-
action activity between i and atoms or molecules of
the matrix. Setting μ0

il −μ0
is = Δμ0

i = Δh0
i −Δs0

i T and
s0
i = h0

i /Tmi , where h0
i and s0

B are the intensive standard
enthalpy and entropy, respectively, Tmi is the melting
point of the dopant, and Δh0

Mis,l = kBT ln γis,l is the
enthalpy of mixing, the transformed equation (6.8) be-
comes [6.31, 45]

xis

xil
= k0 = exp

[
− Δh0

i

k

(
1

T
− 1

Tmi

)

+ ΔhMil −ΔhMis

kBT

]
, (6.9)

where k0i = xis/xil is the (thermodynamic) equilib-
rium distribution coefficient, which can be assumed
to be a constant for residual impurity or low dopant
concentrations if the solidus and liquidus curves ad-
mit linearization. A more exact treatment, however, is
provided by the description of the real solidus and liq-
uidus courses by use of regression functions [6.61]. In
most phase diagrams the solidus and liquidus courses
can be approximated by polynomials. For instance,
a polynomial of second order describes the tem-
perature dependence of the solidus and liquidus as
Tis,l = pis,lx2

is,l +qis,lxis,l + Tm where p and q are the
regression coefficients and Tm is the melting point of
the crystal matrix. The concentration dependence of the
distribution coefficient then becomes k0i (x) = (pisxis +
qis)/(pilxil +qil). For the Al–Si system within the tem-
perature region 660 ◦C (TmAl)–577 ◦C the coefficients
are pSis = 15.6065, qSis = −77.1694, pSil = −0.0371,
and qSil = −6.2958, for example [6.61].

Much more complicated is the situation of nonsto-
ichiometric compound growth. Usually, the boundaries
of the existence regions, being equivalent to the solidus
curves of the excess component, show strong nonlin-
ear T, x-behavior. Here a definition of the k0 value
for the given excess component becomes quite diffi-
cult, all the more so due to uncertainties in the shape
of the phase extent. Such conditions take place during
growth of semiconductor compounds. In [6.28, Fig. 4.5]
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an attempt was made to estimate the segregation co-
efficients for Te and Cd in CdTe from the compound
solidus courses on the Te- and Cd-rich sides. On the Te-
rich side between the liquidus temperatures 1092 and
1080 ◦C, i. e., from the congruent melting point compo-
sition xcmp = 0.5+5 × 10−6 up to a tellurium excess of
δxTe = 5 × 10−5, the k0 value for Te changes between
0.8 and 0.1, respectively.

Interaction with Intrinsic Point Defects
Dopants can become incorporated on lattice sites
or interstitial positions. In compounds, depending on
their position in the periodic table, dopants may oc-
cupy either one or another or even both sublattice
sites. In general, their incorporation efficiency is af-
fected by the point defects that are present, which at
growth temperatures are isolated and usually electri-
cally charged [6.30]. The charge state of point defects
depends on the position of the Fermi level, leading
to their complex interaction with electrically active
dopants. As a result the dopant solubility can be
markedly influenced, and controversially, doping can
affect the native point defect solubility.

The incorporation reaction of a dopant from the
melt Xl with a neutral vacancy of the B sublattice V0

B
in a AB semiconductor compound is assumed to be
Xl +V0

B = X+
B + e, where X+

B is the substituting donor
and e is a free electron. If the material is uncompensated
the carrier concentration is n = [X+

B ] and the segrega-
tion coefficient is

k0 =
[
X+

B

]
[
Xl

] , (6.10)

being constant as long as the dopant concentration is
much lower than the intrinsic content of electron–hole
pairs ni = [ei ] = [hi ] produced by the ionized native
point defects. This follows from an effective value of the
segregation coefficient k which was derived by Cher-
nov [6.38] considering mass balance, electroneutrality,
and k0 from (6.10) as

k = k0√
1+

[
X+

B

]
ni

= k0√
1+

[
X+

B

]
ni

. (6.11)

As can be seen, when [X+
B ] � ni , the value of k

equals the equilibrium distribution coefficient k0. How-
ever, once [X+

B ] rises to ≈ ni the effective segregation
coefficient k begins to fall. In other words the dopant ef-
ficiency decreases. Physically, this is due to the growing
charge state of the intrinsic point defect (V0

B → V+
B +e)

in order to preserve the electroneutrality of the crystal
n = (n2

i /n)+[X+
B ]+ [V+

B ]. This phenomenon has been
well known for a long time from numerous melt-grown
semiconductor compounds, such as GaAs doped with
Te and Si [6.33] and CdTe doped with Ag and Cu [6.62].

The influence of the electron or hole concentration
generated by the ionized dopants on the charge state of
the native point defects is named the Fermi-level ef-
fect [6.63], whereby the degree of ionization depends
on the position of the Fermi level [6.24]. For instance,
the charge state of the Ga vacancy in GaAs changes
from neutral V0

Ga in p-type material through double neg-
atively charged V2−

Ga in the midgap to a triple negatively
charged V3−

Ga in n-type material, which affects the com-
pensation level and enhances the complex formation
probability too. An example of a complex reaction in
the common form is(

V3−
A +3h

)+ (
X+

B +e
) ↔ (

VA XB
)2− +2h , (6.12)

as found in the form of (TeAsVGa)2− or (SiGaVGa)− in
GaAs crystals.

Another factor influencing the incorporation effi-
ciency of impurities and dopants is the nonstoichiom-
etry of compounds. The greater the deviation from the
stoichiometric composition during growth, the higher
the possibility of vacancy generation within the com-
positionally impoverished sublattice. As a result the
incorporation density of atoms at the growing interface
occupying these vacant sites increases with nonsto-
ichiometry. This was demonstrated in [6.62], where
CdTe crystals were grown by vapor-pressure-controlled
Bridgman method (Sect. 6.2.1) from different melt com-
positions containing Ag, Cu, and P dopants. Whereas
Ag and Cu atoms occupy the Cd vacancies when grow-
ing proceeds from Te-rich melt, P takes up the Te
vacancies on growth from Cd-rich melt. As has been
demonstrated, the concentration of the neutral substitu-
tions [Ag0

Cd], [Cu0
Cd], and [P0

Te], determined in as-grown
crystal samples by absorption-calibrated photolumines-
cence [6.64], increased with Te or Cd enrichment of
the melt, respectively. Figure 6.5 shows the variation of
the substitutional concentration [Ag0

Cd] as a function of
the starting silver concentration in the melt [Agl] for
various tellurium excess. At stoichiometric growth con-
ditions the concentration of Ag0

Cd is drastically reduced
down to 2 × 1013 cm−3. Compared with that, a Te excess
of 5 × 1017 cm−3 leads to incorporation of Ag atoms
on VCd sites at about one order of magnitude higher
concentration (note the prevailing part of Ag atoms, is
incorporated according k0 in interstitial positions, prob-
ably acting as deep donors). The results underline the
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Fig. 6.5 Incorporation of silver atoms into substitutional AgCd
positions in CdTe crystals versus the degree of deviation from stoi-
chiometry (Te excess) of the melt (after Rudolph et al. [6.62])

importance of in situ stoichiometry control in growth
of both compound semiconductor crystals and dielectric
crystals.

Segregation Phenomena
The redistribution of extrinsic atoms, arbitrarily or de-
liberately incorporated into a growing crystal, as well
as the rearrangement of intrinsic point defects prove to
be an essential challenge for the crystal grower. Such
phenomena are due to the segregation effect and tem-
perature gradients within the cooling crystal producing
chemical and physical crystal inhomogeneities.

The deviation of the equilibrium segregation coef-
ficient (6.9) from unity causes segregation phenomena
during melt growth which can be treated in terms of an
effective segregation coefficient keff = xis/xil

(∞), where
x(∞)

il is the mole fraction of the dopant in the melt
far away from the interface. During an actual freezing
process the solute is rejected (k0 < 1) or preferentially
absorbed (k0 > 1) by the propagating solid–liquid inter-
face, forming an enriched or depleted solute boundary
layer in front of it.

The width δS of this boundary layer is determined
by the growth rate R and by the diffusive and convec-

tive species transport in the melt, which is very often
difficult to predict. A very popular model which is com-
monly used in melt growth was introduced by Burton,
Prim, and Slichter (BPS) [6.65] for steady-state segre-
gation

keff = k0

k0 + (1− k0) exp
(−RδS

D

) . (6.13)

The advantage of this model is the ease of its use for
plotting experimental data by fitting δS. By applying
the Cochran flow solution at the surface of an infi-
nite rotating disk, Levich [6.66] obtained the expression
δS ≈ 1.6D1/3ν1/6ω−1/2 (where D is the diffusion co-
efficient in the melt, ν is the kinematic viscosity of
melt, and ω is the rotation frequency). Later, Ostro-
gorski and Müller [6.67] quantified δS more physically
for situations where natural convection rather than rotat-
ing disc flow dominated by considering its dependence
on lateral convection velocity and the length of the in-
terface. They defined keff = (1+Λ)/(1+Λ/k0) where
Λ = (νDδS)/(7.2νL), νD is the convective velocity at
the edge of the boundary layer, ν is the growth ve-
locity, and L is the length of the interface. The value
of keff is of central importance to explain macro- and
microsegregation phenomena.

Macrodistribution
The macrodistribution describes the courses of a given
solute concentration over its radius and along the as-
grown crystal axis. Whereas the radial rearrangement
is first of all affected by the shape of the melt–solid
interface, the axial distribution depends on the growth
velocity and level of convection in the melt. The degree
of segregation depends on the extent to which the solute
segregation coefficient (k0) differs from unity. For in-
stance, an enrichment of the dopants around the crystal
center occurs at a concave- or convex-shaped interface
and k0 < 1 or > 1, respectively. Against this, the solute
is concentrated near the crystal periphery in the case of
a convex interface and k0 > 1. Therefore, only a nearly
flat crystallization front can guarantee a homogeneous
radial composition distribution.

The axial segregation function for unidirectional so-
lidification in a completely mixed melt is described
by the well-known Scheil equation (6.14), being valid
for a stable planar crystal–melt interface and conser-
vative mass balance, i. e., no solute evaporation from
the melt or recharging into the melt takes place during
the whole crystallization process. When the growth pro-
cess is started with uniform melt concentration xi0, the
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concentration in the crystal xis at a distance z from the
initial growth face is

xis = xi0keff

(
1− z

L0

)keff−1

, (6.14)

where L0 is the length of the charge and the process
considered is one in which the whole charge is ini-
tially molten and then frozen. From (6.13) and (6.14)
it follows that keff equals unity at high growth rates
or/and motionless melts, i. e., high values of δS in (6.13).
In such cases high macroscopic distribution uniformity
within the crystal can be reached. However, ν is lim-
ited by the onset of morphological instability, as shown
below. On the other hand, if the melt is stirred, the
boundary layer is removed by the melt flow (δS → 0)
and keff equals k0. In this case the axial distribution of
the solute is typically inhomogeneous.

In order to obtain high axial chemical homogeneity
in modern crystal growth processes often a noncon-
servative (open) system [6.68] with continuous dopant
recharging (or extraction) is applied. This is practiced
in the growth of semi-insulating GaAs crystals by ap-
plying carbon as a shallow acceptor for compensation
of the deep intrinsic donor defects EL2 (AsGa). As fol-
lows from (6.14), in the conservative case with complete
melt mixing the C distribution, and hence the degree of
compensation, which determines the electrical resistiv-
ity, becomes decreasing along the crystal axis due to
kC

eff ≈ kC
0 ≈ 2. By contrast, in a nonconservative sys-

tem the axial distribution can be homogenized by proper
in situ control of the CO fugacity within the growth
chamber atmosphere delivering the C species for the
melt via CO decomposition at the interface between
boric oxide encapsulant and Ga–As melt. This is ar-
ranged by a controllable CO content within the working
gas [6.69], a process well matured on the industrial
scale [6.70]. Figure 6.6 compares the axial carbon
distribution along GaAs crystals grown under noncon-
servative doping conditions [6.71]. For such case the
Scheil equation (6.14) has to be modified as [6.72]

xis = ηkeff xiν

keff +η−1

×

(
keff xi0 − ηk0xiν

keff +η−1

) (
1− z

L0

)keff+η−1

,

(6.15)

with

η = Di(B2O3)

hB2O3ν

(
r2

cruc

r2
crys

−1

)
. (6.16)

xiν is the concentration of dopant species in the gas
phase at the upper interface of boric oxide, Di(B2O3) is
the transport coefficient of the dopant species in boron
oxide (≈ 5 × 10−8 cm2/s for carbon [6.72]), hB2O3 is the
height of the boric oxide encapsulant, and rcruc and rcrys
are the radius of the crucible and crystal, respectively.

As is well known, a higher macroscopic homogene-
ity can be achieved by applying single-pass zone-melt
techniques. A relative short first-to-freeze transient is
followed by a compositionally uniform level region,
the concentration of which equals that of the starting
(polycrystalline) source rod, i. e., xis = xi0. The axial
distribution function is

xs = x0

[
1− (1− keff ) exp

(−keff z

Lz

)]
, (6.17)

with zone length Lz and distance z < L0 − Lz. The fi-
nal part of solidification when z > L0 − Lz represents
a normal freezing process and the concentration profile
is given by (6.14). Single-pass zone growth is suc-
cessfully used not only for production of extremely
highly purified silicon by floating-zone melting [6.73]
but also to obtain homogeneous mixed crystals of the

0 0.2 0.4 0.6 0.8 1.0

1015

1014

1013

8 mbar CO

4 bar N2 flow

k05 2  

Solidified fraction (g)

Carbon concentration CS
C, (cm23)

Fig. 6.6 Axial carbon distribution in LEC ( ) and VCZ ( ) GaAs
crystals grown under nonconservative conditions by controlled
CO gas concentration (8 mbar) and rinsing nitrogen working gas
(≈ 4 bar) [6.56], respectively. The dashed curve shows the theo-
retical Scheil distribution with k0 = 2 (the equilibrium segregation
coefficient of carbon) in case of conservative growth regime
with complete melt mixing (k0 = keff ) and starting concentration
xCO = 5 × 1014 cm−3
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types A1−xBx or AB1−xCx , even with widely spread
liquidus and solidus curves. High-quality Hg1−xCdxTe
and Cd1−xZnxTe crystals with axial uniformity of
the constituents can be grown by the traveling-heater
method (THM) from a Te-rich zone [6.74, 75]. Uni-
form oxide mixed crystals have been grown by a special
heater-immersed zone melting technique [6.76]. An-
other use is microzone melting for the growth of various
oxide fiber crystals by laser-heated pedestal growth
(LHPG) [6.77]. Today this technique is applied for the
production of nearly preparation-free microlasers for
wavelength conservation by higher-harmonic genera-
tion [6.78].

Microinhomogeneities (Striations)
Microinhomogeneities are short-range composition
fluctuations with characteristic spacing ranging from
1 μm to 1 mm, usually modulating the macrodistri-
bution as fine structure. Such oscillations are found
in nearly all crystals and are visible under light mi-
croscopy as striations on crystal cuts, especially after
etching (Fig. 6.7a,b). They are one of the most inves-
tigated crystal defects [6.2, 3], and can seriously limit
the device application of the given crystal (Sect. 6.1).
Nonuniform segregation of solutes on the microscale is
due to a variety of mechanisms, as recently summarized
by Scheel [6.80]. Principally, one has to differentiate
between kinetically and thermally induced striations.
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Fig. 6.7a,b Striations in semiconductor crystals. (a) Section of Te-doped InSb crystal grown in the presence of thermal
oscillations in the melt [6.79] (after [6.45]; reproduced by permission of Springer). (b) Section of an undoped VCZ GaAs
crystal grown from incongruent As-rich melt with compositional striations marking the interface shape. The arrows show
the trace of a dislocation bundle propagating perpendicularly to the interface (courtesy of U. Juda from IKZ Berlin)

Kinetic striations appear in the discontinuous (step-by-
step) growth mode of atomically flat interfaces or facets
(Sect. 6.5) when macrosteps are formed by bunching.
Their repeated rapid lateral growth tends to trap the
adjacent solute in alternating nonequilibrium concen-
tration. At misoriented growth planes the propagation
direction of the macrosteps, and hence striations, are in-
clined to the macroscopic course of the interface. This
phenomenon is well known from liquid phase epitaxy
(LPE) experiments [6.81].

Thermally induced striations are generated by non-
steady growth velocities Δν/ν, leading to variation of
keff (6.13). Oscillating interface rates are caused by tem-
perature fluctuations, which can be induced by:

i) Rotation of Czochralski crystals in thermally asym-
metric melts [6.82]

ii) Convective instabilities [6.45, 67].

Vibrations and pressure fluctuations have also been
identified as sources of growth rate variations. After
Hurle’s treatment [6.83], for certain frequencies of tem-
perature oscillation, resonant coupling should occur
between thermal and solute fields to give large compo-
sitional amplitudes.

For low-frequency oscillations with fluctuation pe-
riods τ > 2δS/D (longer than about 10 s) the concentra-
tion changes are associated with growth rate R changes
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according to the steady-state BPS relation (6.13)

Δxis

xis
= ΔR

keff

∂keff

∂R

= ΔR

R

(1− k0)
(

RδS
D

)
exp

(−RδS
D

)

k0 + (1− k0) exp
(−RδS

D

) . (6.18)

The maximum composition amplitude [(Δxis/xis)/
(ΔR/R)]max = (1 − k0)(RδS/D) occurs under condi-
tions where RδS/D � 1. By contrast, for high-
frequency growth rate oscillations (τ < 2δS/D), the
reaction time of the mass diffusivity is no longer able
to follow the thermal agility. Thus, the amplitudes of
the compositional fluctuations are increasingly reduced
with increasing perturbation frequency f as

Δxis

xis
= ΔR

R
(1− k0)

RδS
D(

2 f δ2
S

D

)1/2 . (6.19)

At frequencies higher than 10 Hz the relative concen-
tration fluctuations fall to less than 10%. Therefore,
low-frequency fluctuations affect the crystal homogene-
ity much more than do high-frequency ones. In other
words, a melt–solid interface acts as a low-pass filter.
Unfortunately, in crystal growth melts convective fre-
quencies in the range of 0.1–0.5 s−1 are typical and the
relation (6.18) must be used.

There are two general ways to damp temperature
oscillations within the melt (when growth under micro-
gravity is not considered):

i) Brake the buoyancy convection streams
ii) Minimize the temperature differences.

For the first method the application of various kinds
of magnetic fields proves to be very effective for
melts with electrical conductivity [6.84]. In the second
case measures for temperature homogenization by us-
ing high-frequency melt mixing are required. From the
above discussion, it follows that they are not dangerous
for crystal homogeneity. Appropriate techniques are the
accelerated crucible rotation technique (ACRT) [6.85]
and ultrasonic vibration stirring [6.86].

Note that, for fundamental research and technol-
ogy developments, the presence of striations proves
to be of certain advantage because of their ability
to mark the interface shape. Striation analysis along
longitudinal crystal cuts reveals the time and course
characteristics of the crystallization front during the
whole growth process. Note that striations appear even
in high-purity compound crystals grown from slightly

off-congruent melting point composition. For instance,
in standard semi-insulating GaAs crystals grown from
slightly As-rich melts, striations of very small and
harmless amplitudes can be resolved by use of diluted
Sirtl with light (DSL) etching [6.87] (Fig. 6.7b). They
reflect the alternating incorporation of As-related native
point defects [6.88]. For some materials it is impor-
tant to consider the relatively high diffusion coefficients
in the solid, leading to a leveling effect [6.89]. For
instance, in melt-grown (Hg,Cd)Te mixed crystals, stri-
ations are not revealable due to the extremely high D

Hg
S .

6.2.3 Constitutional Supercooling –
Morphological Instability

Under certain conditions, especially if the melt is not
mixed by convection or stirring (i. e., if the solution
boundary layer δs is well developed), the interface can
become morphologically unstable. Both an enriched
(k0 < 1) or depleted (k0 > 1) solute layer δs, showing
a typically exponential concentration course (increas-
ing or decreasing, respectively) at the growing interface,
give rise to constitutional instability, especially if the
corresponding liquidus temperatures of the concen-
tration course exceed the actual temperature course

Rejected
excess 
component

Actual
dT/dz

z

z

T

x

IF

IF

Supercooled 
region

b)a)

Fig. 6.8a,b Constitutional supercooling of the growing melt–solid
interface. (a) Sketch demonstrating the supercooling effect at the in-
terface due to the rejection of impurity, dopant or excess component
(above x–z diagram) that leads to higher equilibrium melt temper-
ature distribution compared with the actual temperature gradient
(below T–z diagram; x – concentration, T – temperature, z – axial
direction). (b) Undoped LEC InP crystal with features of morpho-
logical instability (cellular interface) grown from In-rich melt with
too high a pulling rate (courtesy of M. Neubert and A. Kwasniewski
from IKZ Berlin)
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(Fig. 6.8a). Then random formation of a projection on
the interface advances that portion of the interface into
the region of increased supercooling, where it can grow
more rapidly, causing lateral segregation of solute that
suppresses growth in the neighboring region. As a re-
sult a close-packed array of such projections is formed
on the length scale of the lateral diffusion distance D/ν.
Such cellular interface morphology produces harmful
columnar grain boundary structures with redistributed
concentration and dislocation densities leading, finally,
to polycrystallinity (Fig. 6.8b). This is exactly what hap-
pens in most metal alloy systems [6.90].

For semiconductors, however, faceted interfaces
can be obtained. Once the amplitude of the projec-
tions grows to the point that their interface with the
melt becomes tangential to a {111} faceting direction
(Sect. 6.5), microfacets form on the interface [6.2, 3].
This occurs even if the dopant is not the cause of the
constitutional supercooling. A noncongruent melt pro-
duces rejection of the component in excess and this
lowers the liquidus temperature in exactly the same
way as a solute. Because of the development of micro-
facets, the morphology of the resulting cellular structure
is orientation dependent (not to be confused with the
polygonized cell structure described in Sect. 6.3.2). In
principle, dielectric (oxide) crystals that grow under
conditions of constitutional supercooling always show
faceted interfaces due to their atomically smooth inter-
face kinetics on all important crystallographic planes.

First, Tiller et al. [6.91] deduced theoretically the
condition for prevention of constitutional supercooling
(i. e., preservation of morphological stability of the in-
terface) as

G

R
= mxil(1− k0)

k0 D
, (6.20)

where G is the temperature gradient in the melt at the
interface and m the slope of the liquidus from the T–
x-phase diagram projection (all other parameters are
introduced above). Of course, relation (6.20) is an ap-
proximation that ignores some stabilizing factors. In
particular, a face growing by an atomically flat mecha-
nism is more stable against disturbances [6.38]. Further,
the convection can stabilize the interface morphology
by effective removal of the solute layer. Indeed, the

application of artificial melt mixing techniques, such
as ACRT [6.85], ultrasonic vibration stirring [6.86]
or time-dependent (i. e., rotating, alternating, traveling)
magnetic fields [6.92–94], can help to ensure morpho-
logical stability very effectively.

A linear stability analysis predicting the exact con-
ditions of onset of the morphological instability was
later developed by Mullins and Sekerka [6.95], com-
pleting equation (6.20) by consideration of the heat
diffusivity in the melt and solid. In subsequent years the
theory was widely extended to include higher-order bi-
furcations and additional physical effects such as melt
flow, atomic kinetics, Soret diffusion, applied electric
fields, etc. All treatments showed that the Tiller crite-
rion (6.20) can serve as a good approximation for the
crystal grower. A detailed review is given in [6.96].

Constitutional supercooling can also appear during
growth of undoped compound crystals growing from
noncongruent melts. As shown above, in such cases
the equilibrium segregation coefficient k0 cannot be as-
sumed to be constant. Wenzl et al. [6.97] modified the
Tiller criterion (6.20), replacing the liquidus–solidus
relation with the difference between the congruent melt-
ing composition xcmp and the deviation from it in the
melt xl. When xcmp is close to the stoichiometric com-
position, as can be assumed for most compounds, one
can set xcmp ≈ 0.5 and the undercritical growth velocity
becomes [6.97]

R ≤ G D

(0.5− xl)

(
dT

dy

)−1

, (6.21)

where D is here the diffusion coefficient of the ex-
cess component in the melt and dT/dy is the slope
of the liquidus at the given xl. Obviously, R can be
chosen relatively large close to the congruent melting
point (dT/dy ≈ 0). However, it falls drastically with in-
creasing deviation and becomes for GaAs at xl = 0.55
(i. e., 5 at. % As excess, D ≈ 10−5 cm2/s, dT/dy ≈
−200 K [6.97]) about 4 mm/h, being markedly lower
than the growth rate of standard crystals growing
from near-stoichiometric melt composition. Figure 6.8b
shows an image from the longitudinal cut of an InP
crystal grown with overcritical growth velocity from an
In-rich melt. The polycrystalline columnar structure in-
duced by morphological instability is quite perceptible.

6.3 Dislocations

Contrary to native point defects (Sect. 6.2), dislocations
are not in thermodynamic equilibrium, and hence in

principle are preventable. However, at present only sil-
icon and germanium standard crystals can be grown
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dislocation-free. This is because in compound crystals
the situation is complicated by much higher intrinsic
point defect content and lower critical resolved shear
stress τCRSS (e.g., in GaAs and CdTe near the melting
point, ≈ 0.5 MPa instead of ≈ 10 MPa in Si) markedly
increasing the dislocation mobility and multiplication
probability.

Dislocations in a growing crystal which come from
the seed are termed grown-in dislocations. In the course
of crystal cooling within a given temperature field
the development of the dislocation density correlates
closely with the thermomechanical stress induced by
temperature nonlinearities within the crystal volume. It
is the aim of dislocation engineering to achieve uniax-
ial low thermal gradients in order to minimize the elastic
stress, and hence the dislocation density. To achieve this
computational modeling of nonstationary plastic defor-
mation proceeding within the crystal is today absolutely
essential.

The phenomenon of dislocations interacting with
each other at high temperatures is driven by mutual
screening of the individual energetic fields and also
by dissipative ordering processes in the framework of
nonequilibrium thermodynamics. These processes, de-
scribed by the principles of dislocation dynamics (DD),
lead to characteristic collective rearrangements into cell
patterns, bundles, and lineages. It can be shown experi-
mentally that the cell size correlates with the mean dis-
location density and acting elastic stress. Depending on
material parameters, stress value, and the ripening level
of dynamic polygonization, the cells transform into
low-angle grain boundaries. Dislocation cells and bun-
dles are not observed under low linear temperature gra-
dients, stoichiometric growth conditions, and nearly flat
interfaces. See also Chap. 4 in the present Handbook.

6.3.1 Dislocation Types and Analysis

Dislocations are linear crystallographic defects, or ir-
regularities, within a crystal structure. Such linear
defects cannot start or end within the crystal. They enter
or leave the crystal through its surfaces, with the ex-
ception of dislocation loops closed within the crystal
volume. The presence of dislocations strongly influ-
ences many of the properties of materials (Sect. 6.1)
because of lattice distortion, local stress field, elec-
trical activity, and getter ability for point defects. As
defined by the angle between the dislocation line and
the Burgers vector there are two primary dislocation
types: edge dislocations and screw dislocations with
an angle of 90◦ and 0◦, respectively. Mixed disloca-

tions are intermediate combinations between these. In
the diamond and zincblende structure 30◦ and 60◦ dis-
locations appear within the {111} planes with Burgers
vector b = a0/

√
2 along the 〈110〉 directions (a0 = lat-

tice constant). In semiconductor AIII–BV compounds
60◦ dislocations are the prevailing ones, amounting in
GaAs to 30% of all dislocation types present [6.98].

It is experimentally and theoretically well estab-
lished that, independent of the growth method, the
density and distribution of dislocations in melt-grown
crystals are due to a thermoplastic relaxation of ther-
mally, and to a much lower extent constitutionally,
induced stress during growth. Principally, for growing
crystals a differentiation between the terms genera-
tion and multiplication of dislocations is recommended.
The formation of new dislocations within an ideal
dislocation-free crystal under normal growth conditions
is nearly impossible. Stresses of the order of the ma-
terial strength limit τ ≈ 10−2 –10−1G (where G is the
shear modulus ≈ 10–70 GPa) would be required, be-
ing much higher than that usually obtained in standard
growth processes (around 10 MPa at most). Such val-
ues are not even high enough to penetrate Shockley
partials in zincblende structures from microscopically
stepped crystal surfaces, which requires stresses of at
least ≈ 100 MPa [6.99]. Dislocations can be generated
in the form of Frank loops due to collapsing vacancy
agglomerations, interstitial disks, and interface misfits
between foreign-phase inclusions and matrix (Fig. 6.1).
The possibility of such origins is enhanced in nonsto-
ichiometric material. The majority of dislocations in
as-grown crystals, however, originate from glide- and
climb-assisted elongation (bowing out) and multiplica-
tion (dissociation, cross-glide) of primary existing faults
grown-in from the seed crystal.

There exist numerous reliable methods to analyze
dislocations such as:

i) High-resolution transmission electron microscopy
(HRTEM)

ii) X-ray Lang topography, enabling Burgers vector
analysis

iii) Laser scattering tomography (LST), ascertaining the
spatial dislocation courses

iv) Fully automatized etch pit density (EPD) mapping.

Even high-temperature synchrotron x-ray and trans-
mission electron imaging techniques make it possible
to study the dislocation kinetics at the crystallization
front of some materials in situ [6.100]. As a result,
knowledge about dislocation types and their mobility in
correlation with the growth conditions as well as their
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interaction with dopants is today well developed and
a large number of related papers are available. For III–V
compounds, a comprehensive summary was published
by Sumino and Yonenaga [6.101], for example.

6.3.2 Dislocation Dynamics

Basic Considerations
Dislocations are the elementary carriers of plastic flow,
relaxing the elastic stress, which affects the crystal
structure. Plastic relaxation (i. e., deformation) of crys-
talline solids is related to the motion and multiplication
of dislocations. This is a basic process within grow-
ing crystals by which dislocations are stored. The
study of propagation and interaction of dislocations
over mesoscopic distances is the subject of dislocation
dynamics [6.102]. Because the collective behavior of
dislocations is complicated, to date very little is known
about the effects that individual dislocations have on
each other when they come into close proximity, and
more generally about the evolution of collections of
strongly interacting dislocations near the melting point.
In this chapter basic processes and some characteris-
tic features of dislocation rearrangements into cells and
bundles during crystal growth from the melt will be
presented.

Dislocations can move within the glide plane by
glide or slip in the direction of b (edge dislocations)
or orthogonal to b (screw dislocation) or at a certain
angle (30◦ and 60◦ dislocations). In addition, screw dis-
location can cross-slip from one glide plane to another.
Climb is the motion of dislocations perpendicular to the
glide plane. Note that even climb and cross glide are
responsible for spatial dislocation (see below).

The glide mobility vg is given by

vg = v0τ
m
eff exp

(
Ea

kBT

)
, (6.22)

where v0 is the material constant, of the order of the
magnitude of the Debye frequency, Ea is the activa-
tion energy (Peierls potential), τeff = τ − A

√
ρ0 is the

effective shear stress on dislocations, m is the stress ex-
ponent, τ is the acting shear stress, A = Gb/2π(1−ν) is
the strain hardening factor, G is the shear modulus, ν is
Poisson’s ratio, and ρ0 is the mobile dislocation density.

Usually, at higher temperatures, the process of climb
constitutes the dominant mode of dislocation motion. It
is thermally activated and therefore dependent upon the
diffusivity of vacancies or interstitials to the dislocation
core. A phenomenological expression for dislocation

climb velocity vcl is given by [6.103]

vcl = B

(
Ds

b

)(
GΩ

kBT

)
Cj

(γSF
Gb

)2 ( τ

G

)
, (6.23)

where B is a constant on the order of 103, Ω is the
atomic volume, Cj is the concentration of jogs, and γSF
is the stacking fault energy (all other parameters are
introduced under relation (6.22)).

The cross-slip mechanism can proceed effectively
only in case of relatively high stacking fault energy.
Even in semiconductor compounds with zincblende
structure containing characteristic partial dislocations
(Shockley partials), cross-slip can be restrained due
to a large equilibrium stacking fault distance between
them, inversely related to the stacking fault energy
γSF as dSh = Ga2

0/(24πγSF). InP and CdTe crys-
tals show the lowest stacking fault energies among
the semiconductor compounds, and therefore reduced
cross-slip probabilities (as a result, dislocation pattern-
ing is hindered).

As it is well known the stress force exerted by
a dislocation on other dislocations is long range. Mov-
ing dislocations tend to minimize their individual stress
field by mutual field screening that reduces the overall
system energy. There are various mechanisms of dislo-
cation interaction. When two dislocations of opposite
Burgers vectors approach each other within a certain
critical distance of separation they annihilate. The crit-
ical distance for annihilation of two screw dislocations
is ys ≈ Gb/2πτg, where τg is the shear stress required
for dislocation glide. The value of ys for metals is about
2 μm. However, their approach can also achieve a stable
configuration, known as a dipole, if the dislocation pair
remains both a distance greater than ys apart and with
a relative position angle of around 45◦. Typical dipole
lengths are on the order of tenths of a micron [6.103].
Dipoles are composed only of edge dislocations since
screw dislocations annihilate easily by cross-slip. Fur-
thermore, the attractive forces can lead to the formation
of dislocation junctions and walls. The energy of a dis-
location bounded in a stable wall configuration (e.g.,
a low-angle grain boundary) is about four times lower
than the energy of a single dislocation.

Dislocations can multiply by cross-glide and the
Frank–Read mechanism. In the latter case, multipli-
cation occurs by pinning of the dislocation, bowing
out and wrapping around the pinning points. Possible
pinning points are precipitates and impurity clusters,
but also junction segments produced by two disloca-
tions [6.103]. Nabarro [6.104] discussed the bowing out
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by multistep climb under conditions of vacancy super-
saturation, known as the Bardeen–Herring mechanism.

The above-mentioned mechanisms of dislocation
dynamics are considered to be the basic processes tak-
ing place during crystal growth from melt under the
action of a thermoelastic stress field.

Dislocation Density
Versus Thermomechanical Stress

Dislocations in a growing crystal come first of all
from the seed (grown-in dislocations), or in special
cases from lattice mismatches, e.g., at the interface be-
tween the crystal matrix and foreign inclusions, and
are multiplied by viscous–plastic phenomena initiated
by the thermoelastic stresses experienced by the crys-
tal. Therefore, the content of dislocations is determined
by the time- and space-dependent stress level dur-
ing growth, which is related to the temperature field
in the crystal growing and cooling-down procedure.
Firstly, Billig [6.105] discovered that the dislocation
density correlates with the imposed temperature gradi-
ent. Indenbom [6.106] specified that thermally induced
stresses arise from temperature nonlinearity, i. e., diver-
gence of the isotherm curvature from an idealized linear
course, in other words not from the temperature pro-
file but from its second derivative. Theoretically, this
implies the simplified but quite useful formula

σ = αT EL2
(

∂2T

∂z2

)
≈ αT EδTmax , (6.24)

where σ is the thermal stress, αT is the coefficient of
thermal expansion, E is the Young’s modulus, L is
the characteristic length (about the crystal diameter),
T is temperature, z is the given coordinate (pulling
axis), and δTmax is the maximum deviation of the
isotherm from a linear course. The extremely criti-
cal situation in most semiconductor compounds such
as GaAs will be obvious by using the material con-
stants near to the melting point (αT = 8 × 10−6 K−1,
E = 7.5 × 104 MPa). As can be seen, only very small
isotherm deviations from linearity δTmax of 1–2 K
are enough to reach the critical-resolved shear stress
(CRSS) for dislocation multiplication (0.5 MPa). This is
one order of magnitude lower than in silicon, in which
much greater isotherm curvatures are tolerated without
disturbing dislocation-free growth. Even during pulling
of a cylindrical crystal from the melt, steep temperature
curvatures can occur due to different temperature gradi-
ents in the inner and outer regions of the crystal. From
(6.24) follows a direct correlation between stress level
and crystal diameter (characteristic length L) which has

been observed in reality. The larger the crystal diameter,
the higher the mean dislocation density. For instance,
in undoped 3, 4, and 6 inch LEC GaAs crystals typi-
cal mean dislocation densities are 2 × 104, 5 × 104, and
1 × 105 cm−2, respectively.

Modeling of Dislocation Density
From the discussion above it follows that both knowl-
edge and control of the temperature field at all process
stages are of essential significance. Due to the dif-
ficulties of measurement, numerical simulation is of
increasing importance for heat flow, thermomechanical
stress, and dislocation density analysis. Two approaches
have been used so far [6.7]:

1. Calculation of the thermoelastic stress field (lin-
ear theory, isotropic and anisotropic analysis) of the
crystal for a given temperature field using available
computer packages and comparison of the resolved
shear stress (RSS) in the glide systems or the
von Mises invariant with the critical resolved shear
stress (CRSS), taking into account its temperature
dependence known from high-temperature creep ex-
periments. The (local) dislocation density can then
be concluded from the total excess shear stress
σex = ∑n

i=1 σ e
i (where n is the number of effective

slip systems in the given crystal structure), where
σ e

i = |σRSS,i |−σCRSS for |σRSS,i | > σCRSS and
σ e

i = 0 for |σRSS,i | < σCRSS, i. e., the maximum
stress at any time of growth determines the lo-
cal dislocation density. Examples of this approach
can be found in Jordan et al. [6.107] and Miyazaki
et al. [6.108].

2. Estimation of the local dislocation density from the
constitutive law of Alexander and Haasen linking
the relation between plastic shear rate and move-
ment and density of dislocations dε/dt = ρ0νb (the
Orowan equation) with the applied stress in the
course of the cooling-down procedure of the crys-
tal [6.109, 110]. The dislocation multiplication is
proportional to the effective stress τeff , the mobile
starting dislocation density ρ0, and velocity v, i. e.,
dρ/dt = Kτeffρ0v. By using (6.22) the differential
equations of state become

dε

dt
= ρ0bv0τ

m
eff exp

(
Ea

kBT

)
, (6.25)

dρ

dt
= Kρ0bv0τ

m+1
eff exp

(
Ea

kBT

)
, (6.26)

where K is a multiplication constant (all other val-
ues are introduced below (6.22)). A detailed review
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of this approach is given by Völkl [6.111]. Lo-
honka et al. [6.112] extended this approach to the
case of semiconductor compounds with zincblende
structure. They considered the different dynamic
characteristics of α(60◦), β(60◦) and screw dis-
locations by modifying the Orowan equation to
dε/dt = b(ρ0ανα +ρ0βνβ +ρ0SνS). Note that, al-
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though only screw dislocations contribute to the
total plastic deformation, their dynamics depends
also on the motion of α(60◦) and β(60◦) dis-
locations formed together with screw dislocation
loops [6.113], and which therefore have to be
considered. Grondet et al. [6.114] included the anni-
hilation of dislocations by pairs, leading to a certain
decrease of dislocation density dρ∗/dt = dρ/dt −
dρ−/dt due to its proportionality to the square
of the density of dislocation and their velocity:
dρ−/dt = Aρ2

0ν
2 (A is a constant to be fitted by

experimental results). This addition leads to a more
realistic dislocation density, which becomes overes-
timated if this effect is neglected.

In general, approach 2 is the modern and more
realistic way. As emphasized by Völkl [6.111], the
plastic relaxation varies due to time-dependent ex-
perimental conditions and due to continuously acting
dislocation dynamics. Therefore, the driving force for
dislocation multiplication is given by the actual value
of the elastic strain and not by the total deforma-
tion. Thus, one has to consider that the often-published
von Mises contours (as part of approach 1), calculated
along growing crystal cuts and cross-sections, reflect
snapshots of the unrelaxed thermoelastic stress only.
Certainly, they are usable for estimation of the dislo-
cation density at the growing interface but not within
the cooling crystal volume where the majority of the
elastic strain is already relaxed by plastic deforma-
tion. Note that changing stress situations can appear
during the growth run, as in the LEC case when the
crystal emergences from the liquid encapsulant towards
the streaming gas atmosphere, creating a thermoelastic
shock, for example.

Recently Pendurti et al. [6.115] reported the global
numeric modeling of the nonstationary elastic stress
and related dislocation development in growing LEC
InP crystals by considering the history of the thermal
field in the furnace and crystal as well as the convec-
tion in the melt and vapor phase. Figure 6.9 shows
their calculated elastic stress history and related dislo-
cation density evolution at two selected crystal points.

Fig. 6.9 The history of elastic stress and dislocation den-
sity at the edge (1) and in the center (2) of a 2 inch
InP crystal growing from the melt under a 20 mm-thick
B2O3 layer (sketch at the bottom) calculated by a broad-
ened Haasen–Alexander model with Grashof numbers of
gas and melt of 108 and 106, respectively, and rotational
Reynolds number of 500 (after Pendurti et al. [6.115]) �
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As the elastic stress alternates, the dislocation density
increases stepwise accordingly. The authors found that
gas convection has a significant effect on the total dis-
location density – a quite important fact that had not yet
been considered.

The modeling of thermoelastic stress fields and
the related dislocation density during a crystal growth
process based on constitutive principles of continuum
mechanics has made marked progress during the last
decade. For both semiconductor compounds [6.114,
115] and oxides [6.116] the comparison between the
theoretical results and real structural quality (i. e., mean
EPD distributions) along the growth axis and radius
show good conformities. However, even today one is
still unable to predict exactly the dislocation rearrange-
ments in characteristic microstructures, such as cell
patterns and dislocation lineages and bundles, observed
in most as-grown crystals under evolving thermome-
chanical stresses (see below). There are numerous
efforts to simulate correctly the three-dimensional
dislocation dynamics representing the collective inter-
action processes [6.117]. However, because of the high
computational cost of discrete simulations, present-
day modeling is restricted to metals and small system
sizes (typically about 10 μm3) so that only the very
first stages of dislocation cell patterning can be stud-
ied. Since the cell size of the incipient dislocation cell
patterns is of the same order as the size of the sim-
ulation box, not much information about the spatial
morphology of the emergent patterns can be obtained.
Hence, further theoretical methods such as continuum
and stochastic approaches are under current develop-
ment [6.117].

Dislocation Patterning
During plastic relaxation the interacting dislocation
populations tend to rearrange spontaneously into char-
acteristic heterogeneous formations. They can be subdi-
vided into two basic patterning phenomena observed in
numerous as-grown crystals, i. e.:

i) Dislocation cell structuring
ii) Dislocation bunching.

In compounds and alloys, patterning leads to physi-
cal and chemical parameter inhomogeneities. Whereas
(i) includes formations of three-dimensionally ordered
honeycomb-like (often named mosaic) structures, group
(ii) compiles local accumulations such as slightly wavey
dislocation walls (lineages) and vein-like bundles and
gnarls. Today, dislocation theory can explain the prop-

erties of individual dislocations reasonably well, but
is still unable to solve their collective behavior in
all its details [6.118]. Hence, the following sections
will concentrate on some typical features and practical
relationships only. For more theoretical understand-
ing the recently published reviews [6.117, 119] are
recommended.

Cellular Structuring
The self-rearrangement of dislocations present in cellu-
lar networks during single-crystal growth is typical of
most substances used. Figure 6.10a shows such cells
in a 4 inch GaAs wafer, revealed by a standard etching
process. The cell structure can be analyzed in more de-
tail by laser scattering tomography (LST), which takes
advantage of dislocation decoration by precipitates of
the excess component in the case of nonstoichiometric
crystals [6.120] (Fig. 6.10b), or by high-resolution x-ray
synchrotron topography (ST) [6.121] (Fig. 6.10c).

The cells are of globular-like shape, consisting
of walls with high dislocation density separated by
interiors of markedly dislocation-reduced or even
dislocation-free material. Their size decreases with in-
creasing average dislocation density, yielding diameters
of 1–2 mm and 500 μm at dislocation densities of
ρ ≤ 104 and ≈ 105 cm−2, respectively. Note that they
are often termed mosaic structures due to their appear-
ance in two-dimensional cuts. Such patterns are also
well known from as-grown crystalline metals (e.g., Fe,
Al, Ni, Mo), metallic alloys (e.g., Fe-Si, Ti3Al, Cu-
Mn), and dielectric crystals (e.g., LiF, CaF2, SrTiO3,
quartz) [6.122]. However, some differing morphologi-
cal details are noteworthy. For instance, in Mo, Cu-Mn,
and GaAs the cell interiors are nearly free of disloca-
tions and the walls are fuzzy and of certain thickness,
consisting of many tangled dislocations (Fig. 6.10c). It
is noteworthy that the tilt angle between the cells in
high-quality GaAs standard crystals is around 10 arcs.
Compared with that in CdTe, PbTe, and CaF2 the mean
disorientation angle is higher (> 20 arcs up to some ar-
cmin) and the cell walls are very thin, of the order of one
dislocation row, resembling classical low-angle grain
boundaries. In these crystals the matrix shows mostly
individual dislocations that can occasionally form a sub-
cell structure. Finally, there are crystals in which cell
structures are not well distinguishable in the as-grown
state, as in InP, or even missing if special dopants are
added, as for Si in GaAs or Se in CdTe [6.122]. After
Rudolph [6.122] the most probable reasons for missing
cell structures are:
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Fig. 6.10a–c Dislocation cell structures in GaAs crystals. (a) KOH-etched 4 inch wafer of a VGF crystal (after [6.56]). (b) LST
analysis with integrated depth 2 mm (after [6.120]). (c) X-ray synchrotron topography (after [6.121,122]) (reproduced by permis-
sion of Elsevier (a,b) and Wiley-VCH (c))

i) Low stacking fault energy preventing cross-slip
ii) Small compound existence regions or stoichiomet-

ric growth conditions delivering only low native
point-defect reservoir for climb

iii) Retarded dislocation movement
iv) Solution hardening by doping.

Undoped InP meets (i–iii). A possible explanation for
the markedly differing wall morphologies in the cell
structures in as-grown crystals is the different ripening
levels within the framework of polygonization. Obvi-
ously, in Cu and GaAs the high tendency for dislocation
screening by pronounced sessile junction formation
leads to an entangled dislocation jungle within the walls
being even stable against postannealing. Such mor-

phology resembles the so-called incidental dislocation
boundaries (IDBs), which are assumed to be a result of
statistical mutual trapping of dislocations. On the other
hand CdTe, PbTe, and CaF2 show typical characteris-
tics of well-ripened low-angle grain boundaries, i. e.,
geometrically necessary boundaries (GNBs) [6.123].

Cell patterning is studied best in metals under an
external load, but also in postdeformed elemental and
semiconductor compound crystals. Today, there are
a large number of papers dealing with cell patternings,
especially in the field of metal physics and mechanics.
For growing crystals, however, there is not yet detailed
knowledge about the genesis of DD at high tempera-
tures. In all probability, cellular substructures are due to
the action of the internal thermomechanical stress field.
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It can be assumed that cell formation is coupled with
dynamic polygonization behind the growing interface
where the plastic relaxation by dislocation multipli-
cation takes place. There is a well-confirmed in situ
observation on thin crystallizing and remelting Al plates
by Grange et al. [6.124], who observed by real-time
synchrotron x-ray topography that the cellular dislo-
cation structure appears due to the thermally induced
strain within the region already some millimeters be-
hind the melt–solid phase boundary. Recently, Jakobson
et al. [6.125] confirmed such fast dynamics by in situ
x-ray reflection analysis on deforming Cu crystals. The
observation strongly indicated that subgrain formation
is initiated shortly after the onset of plastic deforma-
tion. This result is of great importance for understanding
cell genesis in growing crystals, whereupon the cell pat-
tern in the cooled crystal can be assumed to be identical
to the structure formed under high temperatures, and is
therefore generated by the initially acting thermoelastic
stress.

Note that not all types of patterning can be at-
tributed to DD that takes place within the crystal
volume. As discussed in Sect. 6.2.3, in the case of
morphological instability of a fluid–solid phase bound-
ary induced by constitutional supercooling, the former
planar shape changes into a characteristic cellular pro-
file [6.90, 96]. As a result, a lamellar-like structure
with longitudinally extended walls is formed. However,
the distinction from dislocation patterning is some-
times not trivial, even when cross-sectional crystal
wafers are investigated. The best way to distinguish
between them is the application of analytical methods
with three-dimensional (3-D) imaging such as LST to
reveal the globular cell morphology typical of disloca-
tion patterning [6.120]. Moreover, as is well known,
dislocation cells may disappear completely if certain
dopants are added, such as In in GaAs or Se in CdTe,
although their presence could promote constitutional
supercooling.

A systematic analysis of the origins and gene-
sis of cell formation during growth of semiconductor
compound crystals, especially GaAs, was started by
Rudolph et al. [6.20, 126, 129]. First, the relation be-
tween the stored dislocation density ρ and the cell size
(diameter) d has been determined. To deduce the 3-D
cell diameters from the 2-D etch pit images obtained on
cut wafers, a stereological analysis method was used, as
described in [6.126]. Figure 6.11a shows this correlation
taken from experimental data. The literature data of de-
formed metals are added [6.127]. For the GaAs samples
with EPD ≥ 104 cm−2 nearly the same correlation as in

deformed metals has been found, i. e.,

d ≈ Kρ−1/2 , (6.27)

with the factor of proportionality K ≈ 10–20. This
is surprising if one considers the marked differences
between dislocation densities and cell dimensions in as-
grown GaAs crystals and those in metals under load.
The result shows that Holt’s scaling relation [6.127] is
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Fig. 6.11a,b Scaling of dislocation cell patterns in growing GaAs
crystals in comparison with other crystalline materials post-
deformed by mechanical stress (after [6.122, 126–128]). (a) Cell
size d versus mean dislocation spacing ρ−1/2, i. e., dislocation den-
sity ρ. (b) Cell size d versus flow stress τ (reproduced by permission
of Wiley-VCH)
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fulfilled over a wide range of materials and dislocation
densities. At dislocation densities below 5 × 103 cm−2,
however, the cells begin to dissociate.

Furthermore, the relation between acting stress
and cell dimension was investigated. From postgrowth
deformation experiments on numerous metals and di-
electrics a universal relation between cell diameter and
shear stress τ was found [6.130]:

d = αKGbτ−1 , (6.28)

where α is another proportionality factor, G is the
Young’s shear modulus, and b is the Burgers vector.
The analysis of this correlation in the case of grow-
ing crystals is more difficult due to the impracticality
of in situ measurement of the acting thermomechanical
stress values. As pointed out above, only the elastic term
is responsible for dislocation movement, and thus for
the collective dislocation rearrangement in cells. Con-
sidering that the subgrain generation is initiated shortly
after the onset of plastic deformation [6.125] it can
be assumed that the cell formation process takes place
immediately behind the growing interface and is com-
pleted in the course of plastic relaxation. Thus, the
frontal elastic strain acting immediately after the propa-
gating phase boundary can be assumed to be the driving
force. This stress value is today readily calculable by
global modeling. Therefore, the authors [6.20,126,129]
used the calculated frontal thermoelastic shear stresses
of growth situations, being identical to the real growth
positions of each crystal from which the EPD distri-
butions and cell size measurements were taken. The
correlation between d and τ−1 in the form of (6.28)
with αK = K ′ is shown in Fig. 6.11b. For comparison,
the results from deformed metals as well as the slopes
for NaCl and LiF are included [6.128, 130]. As can be
seen, for cell sizes smaller than 700 μm and calculated
stresses larger than about 1 MPa, the functional slope
is similar to those of deformed materials. Independent
of the growth conditions, it was found that d is in-
versely proportional to τ−1. Obviously, in this region
dislocation glide is the prevailing driving force for cell
formation, due to the fact that the stress is larger than the
critical resolved shear stress. In the case of larger cell
dimensions the trend changes, showing a slope smaller
than −1. In these regions a resolved shear stress of
τ < 1 MPa was calculated. One can suppose that, for
such very low thermomechanical stress, even below
the critical resolved shear stress (τCRSS ≈ 0.5 MPa),
glide-driven plastic relaxation can no longer be the
prevailing driving force for cell formation. Other cell
structuring mechanisms must become dominant, such

as point-defect-controlled diffusive creep. This could be
in accordance with the observation that the residual dis-
locations in low-EPD GaAs VGF crystals probably no
longer lie within the basal glide system [6.131, 132].

A number of theories have been proposed to ac-
count for the stress dependence of the cell size [6.117].
It is usually thought that the decreasing cell dimen-
sion with increasing stress is due to cell splitting in
the course of growing stress, leading to progressive
construction of new walls [6.118]. Newer papers favor
a stochastic dynamics of the entire dislocation ensem-
ble [6.117, 125] whereby the dislocation-free regions
emerge and vanish in a fluctuating fashion in the course
of the acting elastic stress. Until now, however, the
question is whether the cell patterning is driven ener-
getically or by a self-organizing process, in the former
case by equilibrium, or in the latter by nonequilib-
rium thermodynamics where the entropy production is
stopped, leading to dissipative structuring. There are
well-known facts to be stated for energy-related pro-
cesses. In the classical sense, the driving force for
network formation is the reduction in strain energy
resulting from the clustering (i. e., mutual field screen-
ing) of dislocations in cell boundaries. It is important
to note that, for the formation of cells with globu-
lar morphology, in addition to dislocation glide, even
spatial mechanisms such as climb and cross-glide are
absolutely required [6.133]. However, the process of
plasticity cannot be explained exclusively by equilib-
rium thermodynamics due to the presence of typical
preconditions for irreversibility, such as temperature
and stress gradients during the growth process. Hence,
a growing crystal can be treated as a thermodynami-
cally open system with continuous import and export
of entropy. As a result, a rate of entropy is produced
within the crystal, evoking self-ordered patterning of the
stored dislocations. Much more fundamental cowork-
ing between crystal growers and theoretical physicists
is required to clarify this still open problem.

Grain Boundaries
In numerous melt-grown compound crystals, such as in
as-grown CdTe, PbTe, and CaF2, for example, the cell
arrangement resembles the classical low-angle grain
boundary structure. The grain matrix contains mostly
isolated dislocations and the walls are formed very
abruptly, consisting of only one row of dislocation
pits. Sabinina et al. [6.134] investigated the cell wall
structure in melt-grown CdTe samples by transmission
electron microscopy and observed that the dislocations
that constitute the boundaries are nearly all parallel
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and most have the same Burgers vector. Such behavior
is well known from the standard type of polygonized
low-angle grain boundaries containing only the ex-
cess dislocations of similar Burgers vector after the
annihilation process is completed. Obviously, in such
crystals the DD contributes much more effectively to
substructure ripening than in Cu and GaAs. Also, the
larger disorientation angle between the neighboring
cells refers to a typical polygonized grain-boundary
structure. Tilt angles of 60–120 arcsec were reported
for melt-grown CdTe crystals. Higher disorientation an-
gles in the range of 2–30 arcmin, and in some cases
even up to 3◦, have been ascertained in PbTe crystals.
Such a feature is also characteristic of dielectric mater-
ials such as CaF2 and NaCl [6.135, 136]. It is obvious
that in these crystals we have to deal with typical well-
ripened grain boundaries, i. e., primary subboundaries,
which are often superimposed by cellular structure and
secondary subboundaries formed previously [6.136].
The scheme in Fig. 6.12 shows the possible stages
of dislocation patterning during crystal growth begin-
ning from cell formation towards a ripened small-angle
(primary) grain-boundary structure. Depending on the
dislocation mobility (highest in CdTe, PbTe), intrin-
sic point defect content (lowest in InP), and stacking
fault energy (lowest in InP, CdTe), the ripening time
and frozen-in contents are, however, different in various
materials.

Conventionally, a low-angle grain boundary struc-
ture, formed by the above-discussed mechanism of
dynamic polygonization, still belongs to a single-
crystalline state. It is convenient to separate grain
boundaries by the extent of the misorientation between
two grains Θ[rad] = b/h (where h is the dislocation
spacing within the grain boundary). Whereas a low-
angle grain boundary is composed of an array of dislo-
cations and its properties and structure (i. e., boundary
energy) are a function of the misorientation, large-angle
grain boundaries are those with a misorientation greater
than 10−15◦ and are normally found to be independent
of the tilt angle. A crystal with such grain structure is
considered polycrystalline. It can be appear by:

i) Spontaneous nucleation in unseeded melt growth
processes

ii) Disturbance of the heat balance between melt and
solid phases

iii) Prenucleation in a supercooled melt region before
the growing interface.

Also a cellular interface shape, generated under con-
ditions of morphological instability (Sect. 6.2.3), can

Steady-state pattern
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subboundaries,

e.g., by dislocation annihilation

Formation of cells
by energy minimization (screening)

and/or dissipative
Three-dimensional network
by regular dislocation knotting

Initial dislocation distribution
grown-in, e.g., from the seed

GaAs,
GaP,
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Fig. 6.12 Schematic demonstrating the different types and ripen-
ing stages of dislocation substructures that may develop from
an initial uniform dislocation distribution. Some materials with
typical related patterns, observed after crystallization, are added
(after [6.136])

produce large-angle grain boundaries elongated paral-
lel to the growth direction. Large-angle grain structure
is a typical feature of cast solar silicon, affecting the
photovoltaic efficiency (Table 6.1).

An interesting phenomenon can be observed dur-
ing the Bridgman growth of semiconductor compounds
with high ionicity, e.g., high degree of association in
the melt (over 90%), such as CdTe and ZnSe [6.28,
137, 138]. There is a correlation between the number
of large-angle grains and superheating of the melt be-
fore the crystallization process without an artificial seed
is started (Fig. 6.13). Obviously, the high degree of as-
sociation in slightly overheated melts causes stochastic
preformation of structural elements (rings, chains, tetra-
hedrons), and their docking at the interface markedly
affects the single crystallinity. Contrary to that, at a high
level of superheating, the melt structure is altered to
nearly monomolecular type, promoting nearly grain-
free growth.

Dislocation Bunching
Dislocation bundles, often described as gnarls, tangles
or clusters, mostly appear sporadically and in isolation.
Once nucleated they may propagate through the whole
growing crystal, typically parallel to the direction of so-
lidification. Such defects have been detected in GaAs
and InP crystals, independently of the growth method.
Even in VGF crystals they have been observed. Typi-
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Fig. 6.13 The number of grains with large-angle bound-
aries in VB-grown ZnSe crystals in dependence on the
degree of superheating before crystallization. The growth
process was started by spontaneous nucleation within the
ampoule tip (after [6.138])

cally, they appear in cast silicon ingots too. They are
also known from plastically deformed metals and are
often called veins. Figure 6.14 shows such bundles as
detected on etched wafers of some VCz GaAs crys-
tals. As was revealed by EPD and LST analysis, such
bundles consist of very high-density parallel-arranged
sessile dislocations. Principally, one has to differ be-
tween two types of bunching. They can be originated
from inclusions (type 1) and contain a characteristic
core of the second phase, or they may consist of a high
number of tangled dislocations only (type 2) [6.20]. At
first glance the two types are often not distinguishable
and a locally good resolving analysis is required to dif-
ferentiate between them.

Today the genesis of type 1 defects is well under-
stood [6.56, 97, 139]. For instance, in GaAs they appear
if Ga-rich inclusions are presented. Possible precon-
ditions are growth from Ga-rich melts and/or the use
of nonstoichiometric seed crystals already containing

Ga inclusions. They have been also found in VB/VGF-
grown CdTe crystals if growth from nonstoichiometric
melts was employed [6.140]. In LEC crystals the main
origin, however, is an unprotected dissociating crystal
surface if it is in contact with too hot a gas ambience. In
the case of GaAs the selective As evaporation releases
Ga droplets penetrating into the crystal by a travel-
ing solvent mechanism towards increasing temperature,
i. e., following the growing interface [6.56, 97]. Usu-
ally, behind such defects, a tail of as-generated misfit
dislocations are released [6.56, 139]. This mechanism
makes LEC growth of semiconductor compounds in
low temperature gradients impossible. Its prevention
requires the protection of the crystal surface, whether
by full encapsulation Czochralski measures (FEC), or
VB/VGF or control of the thermodynamic equilibrium
with the surrounding gas phase by partial pressure
of the volatile component (VCZ mode). Considering
these conditions, today type 1 defects are completely
preventable.

There are various formation concepts for type 2
dislocation bundles. Mostly they appear at concave
parts of the crystallization fronts where favorable con-
ditions of dislocation focusing exist [6.141]. According
to etching analysis, dislocation gnarls are mostly lo-
calized at the concave-to-convex transition regions on
the 〈110〉 axis (Fig. 6.14a). Obviously, this has to do
with collision of dislocation glides along the basis
glide system 〈110〉{111} according to the Schmidt con-
tour. Once they are formed they follow the propagating
crystallization front through the whole crystal, as was
theoretically derived by Klapper et al. [6.141]. This
fact was proved very carefully in GaAs crystals by Shi-
bata et al. [6.142]. Wang et al. [6.143] attributed such
bundles to localized composition variation, i. e., stoi-
chiometry fluctuations, along the interface area, which
create dislocation sources by vacancy agglomeration.
Such instabilities are conceivable if convection-driven
turbulence is present in the melt phase. Even newer
concepts on stressed metals couple dislocation bunch-
ing with oscillating strain [6.144, 145]. The results
of simulations demonstrated that, under cyclic load-
ing regions of low and high dislocation density, a vein
structure is formed. From that arises the question:
do convective oscillations or even heating temperature
fluctuations during a melt growth process play a sim-
ilar stimulating role in dislocation bunching? Further
investigations are required to solve this phenomenon.
Generally, it is proved experimentally that the prob-
ability of bunching decreases with flattening of the
growing interface. In fact, a slightly convex morphol-
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a) b) c)

500 µm

Fig. 6.14a–c Dislocation bunching in melt-grown crystals. (a) Dislocation bundles in a GaAs wafer positioned along 〈110〉 direc-
tions. The comparison with longitudinal striation analysis shows that the bundles are generated at the concave parts of a markedly
w-shaped interface (after [6.20]) (reproduced by permission of Elsevier). (b) Magnified dislocation bundles in GaAs. (c) Disloca-
tion bundles in cast silicon used for solar-cell production passing through the whole ingot as veins (see also Fig. 6.7b; (c) courtesy
of U. Juda from IKZ Berlin)

ogy, if the ratio between the diameter of the interface
curvature rIF and the crystal radius r is > 0.5, proves
to be optimum for prevention of dislocation bunch-
ing [6.20].

A special case of slip line assembling has been
found in lineages formed like wavey dislocation walls.
According to [6.120] in GaAs such lineages are com-
posed of an enormous number of slip lines piled
up within thin stripes parallel to {110}. Due to their
slope against the crystal edge when the interface was
slightly convex they could be related to isotherm cur-
vature. After Ono [6.146], lineages are the result of
slip interactions leading to sessile dislocations by the
Lomer–Cotrell mechanism. The degree of waving is
influenced by high-temperature climb processes. Proba-
bly, they reflect a morphological feature of the growing
interface and are, therefore, coupled with the melt–
solid phase boundary. Today the exact origin of lineages
is still unclear. From growth experiments it follows
that they can be prevented by nearly flat interface
shapes when only minimal thermoelastic stresses are
present.

6.3.3 Dislocation Engineering

Dislocation engineering deals with practical measures
of control of dislocation density and patterns or even
their prevention in situ, i. e., during the crystal growth
process. Generally, for dislocation-reduced growth of

compound and mixed crystals with large diameters, the
proper combination of the following conditions are re-
quired:

i) Use of a dislocation-free seed crystal, in order to
prevent grown-in dislocations being the most seri-
ous sources of dislocation multiplication

ii) Achievement of a strongly uniaxial heat flow with
very small temperature gradients, i. e., nearly flat
isotherms at all stages of the growth process

iii) Omission of fluid encapsulants (boric oxide), the
presence of which introduces marked thermome-
chanical stresses at the crystal periphery, and maybe
its replacement by a detached growth mode [6.147]

iv) In situ stoichiometry control by partial vapor pres-
sure regulation over the melt in order to reduce the
intrinsic point defect content which promotes high-
temperature dislocation multiplication by climb and
also cell structure formation

v) Prevention of constitutional supercooling at the in-
terface by proper selection of a noncritical G/R
ratio

vi) Minimization of atmospheric pressure fluctuations
around the growing crystal to prevent heterogeneous
dislocation rearrangements in bundles and veins.

The highest-temperature nonlinearities, and hence
related thermal stress values, increasing very sensi-
tively with diameter, appear in LEC crystals. Today,
in such undoped 4 and 6 inch GaAs crystals, the
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mean dislocation densities are (5–7) × 104 and (1–2) ×
105 cm−2, respectively. The situation can be improved
by using modified Czochralski growth with low ther-
mal gradients, for which the vapor-pressure-controlled
Czochralski (VCZ) method is available [6.56]. In 6 inch
SI (semi-insulating) VCz crystals of more than 20 cm
length (25 kg) the average etch pit density (EPD)
along the 〈110〉 and 〈100〉 directions can be reduced
to (1.8–2.6) × 104 and (2–3) × 104 cm−2, respectively.
Minimum values of (6–8) × 103 cm−2 were ascertained
near the r/2 region (where r is the wafer radius). In
4 inch VCz crystals a somewhat lower average EPD of
(5–10) × 103 cm−2 was found [6.148].

The best EPD results, however, can be obtained
by the VGF method, matured on the industrial
scale since the mid-1990s as the most promising
growth variant for important semiconductor (InP, GaAs,
CdTe), fluoride (CaF2), and oxide (Bi4Ge3O12 (BGO),
Pb(Mg, Nb)1−xTixO3 (PMNT), Pb(Zn, Nb)1−xTixO3
(PZNT)) compound crystals. The decisive technologi-
cal measure proved to be the maintenance of a uniaxial
heat flow through the growing crystal during the whole
growth run by proper control of the cooling rate be-
tween a top and bottom heater flanked by a booster
heater to avoid radial heat outflow [6.149]. In un-
doped GaAs VGF crystals with diameters between 3
and 6 inch, dislocation densities in the range from 500 to
5000 cm−2 have been reported [6.150,151]. Müller and
Birkmann [6.152] succeeded in the growth of Si-doped
4 inch GaAs crystals with the lowest EPD of 31 cm−2 by
optimized VGF. The few residual dislocations in 〈100〉-
oriented crystals are accumulated cross-like along the
〈100〉 directions, obviously connected with the pro-
nounced joint of the {111} facets along the 〈100〉
directions in the crystal cone after the seed. This phe-
nomenon favors growth with a flat bottom from a seed
of the same diameter [6.153, 154] in order to maintain
the rotational symmetry without pronounced faceting.

Another phenomenon to be controlled in situ is
dislocation cell patterning. This problem has not yet
been solved on an industrial scale. However, there
are already some in-principal laboratory experiences
usable for future melt growth improvements. First,
independently of the materials used, the cell forma-

tion can be reduced very effectively by doping. No
cell structuring was observed in GaAs doped with
In or Si at concentrations > 1018 cm−3. Such an ef-
fect is due to the impurity gettering at the dislocation
core increasing with temperature because of the in-
creasing diffusion rate. As a consequence, the yield
stress is enhanced by dislocation locking. No low-angle
grain structure was found in CdTe and PbTe crys-
tals when solution hardening by mixing components
Se (x > 0.4) and Sn (x > 0.15) was provided, respec-
tively. However, there is the drawback of segregation
when dopants are added to the melt (Sect. 6.2.2) and the
danger of morphological interface instability by consti-
tutional supercooling (Sect. 6.2.3). Obviously, the best
way to exclude dislocation patterning is reduction of
the dislocation density by minimization of the thermo-
mechanical stress. In undoped GaAs it was observed
that at ρ values < 5 × 10−3 cm−2 the cell structure be-
gan to disappear. However, for compound crystals with
larger diameters over 100 mm the attainment of such
low dislocation densities is not yet solved empirically
when hardening dopants are not added. Hence, current
efforts are directed to homogenization of the thermal
field in the growing crystals in order to reduce the
dislocation multiplication and mobility by minimizing
the thermomechanical stress. Another important way
to prevent cell patterning is the minimization of the
native point defect content by in situ control of sto-
ichiometry during growth. The stoichiometry can be
regulated by the partial pressure of the volatile com-
ponent over the melt, applying an extra heat source
within the growth chamber [6.56]. Using such a VCz ar-
rangement without boric oxide encapsulant, the cellular
structure could be suppressed in undoped GaAs crystals
when the stoichiometry was controlled by growth from
Ga-rich melt composition [6.155, 156]. Recently, this
result was confirmed theoretically [6.157]. The stored
dislocation density can be reduced under stoichiometric
growth conditions. This was achieved for GaAs by hor-
izontal Bridgman growth [6.158], hot-wall Czochralski
method [6.159], and VCz [6.155]. Tomizawa et al.
explained it as a result of the lowest intrinsic point de-
fect concentration taking part in dislocation motion and
multiplication.

6.4 Second-Phase Particles

The presence of second-phase particles, often named
COPs (crystal-originated particles), markedly affects
the optical and electronic bulk quality as well as the

surface perfection of epiready substrates (Sect. 6.1.2).
COPs are some of the most studied harmful objects
in as-grown crystals. They are present even in un-
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doped AIIBVI (e.g., CdTe [6.28, 140], ZnSe [6.137]),
AIIIBV (e.g., GaAs [6.160, 161]), and AIVBVI (e.g.,
PbTe [6.162]) compounds, but also in numerous ox-
ides (e.g., Gd3Ga5O12 (GGG) [6.163]) and fluorides
(e.g., CaF2 [6.164]). One of the most serious conse-
quences of compound crystal growth under conditions
of native point defect formation is their condensation
in precipitates and microvoids. This phenomenon is
due to the retrograde behavior of the boundary of the
compound existence region, and therefore related to
nonstoichiometry (Sect. 6.2.1). In addition, foreign par-
ticles, melt–solution droplets of the excess component,
and gas bubbles can be incorporated at the growing
melt–solid interface.

As explained in detail by Rudolph et al. [6.28, 165],
it is important to distinguish between these two different
second-phase particle formation mechanisms:

i) Precipitation
ii) Inclusion incorporation.

A schematic sketch of the origins of both processes
is shown in Fig. 6.15, where their relations to the phase
diagram are also illustrated.

In the case of a particle with near-spherical ge-
ometry it is known that the total concentration of the
second-phase component Ni (in cm−3) can be estimated
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Fig. 6.15 Nonstoichiom-
etry-related effects of
second-phase particle
formation in a growing
compound crystal ex-
plained by a sketched
phase diagram with elon-
gated phase extent. The
segregation evokes the
rejection, and hence
enrichment, of excess
component at the inter-
face that may lead to
inclusion incorporation.
Homogeneous (matrix)
and heterogeneous (dec-
oration) precipitations
take place due to second-
phase nucleation at the
retrograde slope of the
solidus curves, probably
with subsequent Ostwald
ripening

according to the formula [6.28]

Ni = 4πρi NA

3Ai

n∑
i=1

r3
i ρi , (6.29)

where ρi and Ai are the density and the relative atomic
mass of the second-phase component, respectively, NA
is Avogadro’s constant, ri is the particle radius, and i is
an index for each class of particle diameter.

6.4.1 Precipitates

Fundamentals of Generation
Precipitates are formed due to the retrograde solubil-
ity of native point defects in nonstoichiometric solid
compositions (Fig. 6.15). As the as-grown crystal is
cooling down, the solidus is crossed and nucleation
of the second phase takes place. Probably, Ostwald
ripening has to be considered. Favored sites of precip-
itate ripening are dislocations, as has been concluded
from IR laser scattering tomography (e.g., [6.120, 161];
Fig. 6.16). Average precipitate densities of about 108

and up to 1012 cm−3 have been found in GaAs [6.160]
and CdTe [6.28], respectively. Typical sizes between
10–100 nm have been determined for As precipitates
in GaAs [6.166] and Te precipitates in CdTe [6.167].
Half-empty precipitates have been found by transmis-
sion electron microscopy (TEM) in GaAs [6.168] and
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Fig. 6.16 Scheme of
different inclusion incor-
poration and precipitation
mechanisms during crys-
tal growth from melt. Two
images showing a Ga
inclusion with traveling
Ga-rich solvent trail and
As precipitates in GaAs
crystals (after [6.57, 161],
reproduced by permission
of Elsevier)

CdTe [6.169], probably caused by vacancy condensa-
tion in one of the sublattice components accompanied
by conglomeration of excess atoms of the opposite
sublattice.

In CdTe both tellurium and cadmium precipitates
have been found [6.170]. This depends on the melt
composition from which the crystal was grown (Te-
or Cd-rich, respectively). According to the CdTe phase
diagram their density can be effectively minimized
by growth under near-stoichiometric conditions [6.28].
Contrary to this, in melt-grown GaAs crystals, only
As precipitates were observed. Fornari et al. [6.166]
found a correlation between As precipitate size and
deviation from stoichiometry. Whereas at the stoi-
chiometric melt composition (xL = 0.5) the diameter
is about 120 nm, from Ga-rich melts As precipi-
tates of 40 nm diameter form, even when the mole
fraction is markedly Ga-enriched (xL = 0.425). This
would to be in accordance with a GaAs existence
region located completely on the As-rich side, as ob-
tained from current thermochemical calculations and
stoichiometry-controlled VCz experiments [6.19, 47,
48].

Control of Precipitate Density
There are two effective ways to minimize the precipita-
tion concentration:

i) In situ control of stoichiometric crystal composition
(see also Sect. 6.2.1)

ii) Postgrowth annealing under controlled partial pres-
sure.

As was demonstrated by Kießling et al. [6.57] in VCz
growth of GaAs without boric oxide encapsulant, melt
compositions less than or around a mole fraction of
xL ≈ 0.45 yield near-stoichiometric crystals essentially
without precipitation.

Oda et al. [6.53] developed a multiple postgrowth
wafer annealing technology for semi-insulating GaAs.
Highly uniform substrates with markedly decreased
arsenic precipitate density were obtained. Postgrowth
wafer annealing was also successfully used by other
authors for InP, GaP, CdTe, and ZnSe wafers.

6.4.2 Inclusions

Incorporation Mechanisms
In contrast to precipitates, inclusions are formed by cap-
ture of melt–solution droplets, gas bubbles or foreign
particles from the diffusion boundary layer adjacent
to the growing interface and enriched by the rejected
excess component (Fig. 6.15). Preferred sites are reen-
trant angles of grain boundaries and twins crossing the
interface. Dinger and Fowler [6.171] found lineages
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made of tellurium along the growth direction of CdTe
crystals grown from Te-rich melt. They attributed this
phenomenon to the enhanced cellular growth caused
by constitutional supercooling. The inclusions are con-
centrated in the interlamella notches (Fig. 6.16). Typical
inclusion diameters are 1–2 μm, but sizes up to 30 μm
have been also observed in HB and VB CdTe crystals
grown without Cd pressure control [6.28]. Their ax-
ial distribution increases slightly with increasing excess
component by segregation. Melt–solution inclusions
due to nonstoichiometric melt compositions show a spe-
cific crystallization genesis within the already solidified
matrix [6.140]. Often they are embedded in a nega-
tive polyhedron formed by adjacent zincblende {111}
planes. An inclusion could also be captured at a nearly
flat interface by an overgrowth or embedding mecha-
nism, as discussed by Chernov [6.38].

Prevention of Inclusion Trapping
There are two essential technological measures against
inclusion incorporation:

i) Growth from the congruent melting point (mostly
located close to stoichiometry)

ii) The choice of undercritical growth velocities.

Furthermore, accelerated crucible rotation techniques
[6.85] and control by ultrasonic [6.86] or nonsteady
magnetic fields [6.92–94] can be adopted as effective
additional steps to disassemble phase boundary layers
in melt-growth processes.

Note, even microgravity conditions are not favor-
able for the prevention of inclusion incorporation. Salk
et al. [6.172] demonstrated during growth under micro-
gravity that the danger of Te inclusion incorporation
in CdTe is markedly increased. Due to the absence of
convection in the melt the enrichment of the excess
component at the interface, and hence the thickness
of the diffusion boundary layer, is increased. This en-
hances the probability of inclusion capture. The growth
of inclusion-reduced crystals in space proved to be
successful only when well-controlled melt mixing by
a rotating magnetic field was applied [6.172].

Chernov [6.38] estimated a critical interface rate Rcr
to prevent inclusion or gas bubble incorporation that de-
pends on the particle (bubble) radius rin, the interface
energy α, and the dynamical viscosity of the melt η as

Rcr ≤
(

0.11B

ηrin

) (
α

Brin

)1/3

, (6.30)

where B is a constant (≈ 10−17 cm2 kg s−2). For in-
stance, in the growth of GaAs crystals from the
melt with η = 2.8 × 10−5 kg cm−1 s−1 a solid spher-
ical foreign particle with rin = 1.5 × 10−3 cm and
α = 0.19 kg s−2 would be rejected from the propagat-
ing interface if its normal rate Rn is < 2 mm/h. Chernov
showed that the hydrostatic pressing force of gaseous
bubbles towards the interface plane is lower than that
for solid particles. Hence, prevention of incorporation
of microbubbles (e.g., of gaseous arsenic) of the same
radius requires consideration of a somewhat enhanced
critical velocity of about 8 mm/h.

6.5 Faceting

When Hulme and Mullin [6.174] looked in the 1950s
at the segregation of a number of solutes in InSb
they found that the segregation coefficient was differ-
ent for crystals grown in a 〈111〉 direction as compared
with growth in any other direction. Using radiotracer

Fig. 6.17a,b Dopant redistribution in crystals grown with
core facets. (a) Audioradiographs of a longitudinal section
of 〈111〉-oriented InSb crystals doped with Te. The bright
central column in each section is a region of enhanced
Te concentration where the crystals grew with a faceted
interface (after [6.2,3]). (b) Optical diffraction along a lon-
gitudinal cut of an InP crystal doped with sulfur. The core
region corresponding with {111} facet shows enhanced S
concentration (after [6.173], reproduced by permission of
Elsevier) �

techniques, they demonstrated that a nonequilibrium
concentration was incorporated into those parts of the
crystal that had been grown on a faceted interface [6.2,
3] (Fig. 6.17a).

a) b)
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Until today faceting plays a problematic role dur-
ing crystal growth, especially of oxide materials [6.175,
176]. Facets are the macroscopic indication of a given
crystallographic structure and express, therefore, the
natural tendency of single crystals to form polyhedra.
Hence, the higher the crystal quality, the more devel-
oped the facets. This means that they are not defects in
reality, but rather a serious cause of dopant and solvent
redistributions as well as thermal field inhomogeneities
due to their enhanced radiation effects. Further, facets
at the rim of a pulling crystal may affect meniscus sta-
bility. Careful observation of a growing LiNbO3 crystal
periphery has revealed sudden repelling of the melt
from a facet followed by rewetting, i. e., the meniscus
jumps several mm down and then up. Such meniscus
instability can lead to spontaneous nucleation and sub-
sequent growth of polycrystals [6.176].

Facets form on crystal planes, for which 2-D nu-
cleation is required in order to initiate the growth of
a new layer. On nonfaceted (atomically rough) surface
atoms can be added singly without the need for nucle-
ation. At a given growth temperature, all crystals will
have some surfaces which are rough. However most
crystals will have one or more surfaces that are atom-
ically smooth requiring nucleation, especially dielectric
materials. Jackson [6.37] proposed a simple relation
(Jackson factor α) for the faceting probability

α = ΔHSL
kBTm

w

u
(6.31)

(Tm is the melting temperature; w is the number of near-
est neighbors of an atom on the growing face; u is the
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Fig. 6.18a,b Faceting phenomena at the growing melt–solid inter-
face. (a) Sketch of Czochralski growth of a crystal with diamond
or zincblende structure in 〈111〉 direction with convex interface
where a [111] facet is formed. (b) Morphological instability of
a growing interface where microfacets are formed (after Hurle and
Rudolph [6.2, 3])

number of nearest neighbors of an atom in the crys-
tal), which indicates that the magnitude of the entropy
of fusion ΔHSL of a material is the guide to its like-
lihood of forming facets during growth, i. e., materials
having a low entropy of fusion (such as metals with
α < 2) have the lowest probability. In contrast, dielec-
tric crystals with large ΔHSL due to their strong ionic
bond energy show a high α factor (> 2), and hence the
greatest faceting probability. The common semiconduc-
tor materials, with their covalent bonding and α ≈ 2,
tend to form facets during melt growth only on their
most closely packed {111} planes, i. e., where the w/u
ratio is nearest to unity, or in other words the surface en-
ergy is lowest. For instance, in silicon for the {100} and
{111} planes the Jackson factors for α{100} and α{111} are
1.75 (atomically rough) and 2.63 (atomically smooth),
respectively.

A further geometric requirement for facet forma-
tion during crystal growth from melts is that the radial
temperature gradient be such that the freezing-point
isotherm is convex when viewed from the crystal
(Fig. 6.18a). This ensures that, if the crystal starts to
lag behind the isotherm, it experiences increased su-
percooling at the facet, which ultimately promotes the
nucleation of a new layer (note that, the higher the crys-
tal perfection, i. e., the lower the dislocation density, the
larger the supercooling). The lateral extension of the
facet d is proportional to the supercooling ΔT [6.176]
(Fig. 6.18a) as

d = 2

√
2rIFΔT

Gr
, (6.32)

where Gr is the radial temperature gradient, ΔT is
the undercooling, and rIF is the radius of curva-
ture of the interface. As can be seen, d increases
with decreasing convexity of the interface, i. e., re-
ducing radial temperature gradient. The rapid lateral
growth tends to trap in the surface-adsorbed (equi-
librium) solute concentration, thereby increasing the
effective interface segregation coefficient of solutes
that are preferentially adsorbed at the interface. The
most dramatic effect occurs with Te-doping of InSb.
Here the equilibrium segregation coefficient of Te is
≈ 0.5, whereas the effective segregation coefficient on
the {111} facets is ≈ 4.0, giving the remarkable ratio
8 : 1 [6.177].

For several years the symptom of faceting at grow-
ing interfaces has been considered in numeric modeling
of crystal growth processes [6.178]. To do this, the
transport phenomena must be coupled with interfa-
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cial attachment kinetics. Hence, the isotherm condition,
typically employed at the melt–crystal interface, is re-
placed by an equation accounting for undercooling due
to interface kinetics. As a result, the interplay between
evolving thermal fields and anisotropic interface kinet-
ics is investigated. In particular, the evolution of facets

and the dependence of their size on growth condi-
tions, especially of oxide crystals such as Y3Al5O12
(YAG), are explored. Of course, most realistic model-
ing of crystal growth systems involving partial faceting
will usually require three-dimensional analysis tech-
niques [6.179].

6.6 Twinning

Grown-in twins are one of the most serious macroscopic
defects, the presence of which makes a crystal of no
commercial use because of the twin-induced growth
disorientation over the whole crystal body (Fig. 6.19).
To date, there is no absolutely reliable measure to pre-
vent twinning due to the stochastic character of its
appearance. However, one can rank the material and
growth parameters most responsible for enhancing the
twinning probability. Gotschalk et al. [6.181] correlated
it with the stacking fault energy, whereupon the greatest
danger of twinning exists in materials with high ionic-
ity, showing the lowest stacking fault energies. In fact,
InP and CdTe with degrees of ionicity of 42% and 72%,
i. e., stacking fault energies of 18 and 11 × 10−7 J/cm2,
respectively, show an extremely high twinning statistics
among the semiconductor compounds. Growth condi-
tions enhancing twin appearance are:

i) Temperature instabilities, i. e., remelting of the in-
terface

ii) Presence of impurities
iii) Foreign particles swimming on the melt surface
iv) Interface contact with wetting inner container walls
v) Morphological instability of the crystallization front

The recently successful twin-free growth of GaAs crys-
tals from Ga-rich melts without boric oxide encapsulant
by the VCz technique [6.156] refutes the former con-
clusion that twin-free growth was highly improbable for
growth at marked deviation from stoichiometry, even of
GaAs from Ga-rich melts [6.182].

In the diamond and zincblende structures, twinning
is closely related to facet formation (Sect. 6.5) and spec-
ified by a rotation of the lattice by 60◦ about a 〈111〉
axis, the twin lying on the orthogonal {111} plane. As
a result, a former [001]-oriented crystal after twinning
becomes completely disoriented with the [221] axis
(Fig. 6.19a). It was recognized early on by Billig [6.183]
that such twinning occurred principally on {111} facets,
which form adjacent to the three-phase boundary of
melt, crystal, and ambient. Billig studied Ge crystals

where the problem is not serious and totally avoidable
with carefully controlled growth. The problem is more
serious in the III–V compounds, notably In-containing
ones such as InSb, InAs, and InP.

The mechanism by which such twins form during
growth defied explanation for many years, but in 1995,
Hurle [6.182] provided a possible thermodynamic de-
scription based on ideas due to Voronkov [6.184], which
can explain the key features of the process. The model
demonstrates that, because of the orientation depen-
dence of interfacial energies in the presence of facets,
there is a configuration of the three-phase boundary
for which, for sufficiently large supercooling, the free

Patch twin

Twin lamella
(double turn)

Single twin

L

S
V

2-D nucleation
with stacked fault

〈100〉

〈100〉

〈122〉

a) b)

c)

{111}

Fig. 6.19a–c Formation of grown-in twins in Czochralski crystals
with diamond and zincblende structures. (a) Sketch showing differ-
ent kinds of twins and the misorientation of the whole crystal from
the initial [001] into [122] direction after generation of a single
twin. (b) Twinning on {111} facets (white arrows) at the shoul-
der region of a InP crystal revealed by Inada [6.180] (reproduced
by permission of Elsevier). (c) Scheme demonstrating the stacking
fault (i. e., twinned) 2-D growth mode along the {111} facets when
a misoriented nucleus is generated at the vapor–liquid–solid (VLS)
interface
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energy of formation of a critical nucleus is actually
lowered by forming that nucleus at the three-phase
boundary in twinned orientation. This will occur only
if a critical angle of conical growth presenting a portion
of crystal surface normal to 〈111〉 is sampled during the
growth.

Such a twinned nucleus is thermodynamically fa-
vored if the supercooling exceeds the critical value

δT ∗ =
(

σTm

hΔHSL

)
A∗ , (6.33)

where σ is the twin plane energy, Tm is the melt-
ing temperature, h is the nucleus height, ΔHSL is
the latent heat of fusion, and A∗ is the reduced work
of formation of a nucleus intersecting the three-phase
boundary. Experimental test of this model on InP had
been provided by the groups of Müller [6.185] and Dud-
ley [6.186, 187]. Especially Dudley et al. [6.187] found,
by synchrotron x-ray anomalous scattering analysis of
as-grown InP crystals, that not 60◦ twinning but 180◦
rotation between the matrix and the twins takes place.
They observed that twinning immediately follows the
formation of a (11̄5̄) external shoulder facet which,
upon twinning was converted to a (1̄11) one. This
can only occur when the edge facets exist in a region
where the shoulder angle is close to 74.21◦. The result
demonstrates the importance of shoulder geometry dur-
ing growth. Additionally, it was ascertained that twin
nucleation occurs preferentially on {111}P faces due to
the 30% lower surface energy than those of {111}In. In
GaAs preferential twinning on {111}As planes has been
reported, showing a 12% lower surface energy than that
of the Ga-terminated one.

Many LEC and Bridgman experiments have demon-
strated that the twin probability is markedly reduced
if the temperature oscillations of the growth system,
and therefore excursions of the angle of the contact-
ing meniscus, are minimized. This is due to the reduced
probability of encountering the critical angle described
above when the meniscus angle fluctuations are re-
duced. In fact, Hosokawa et al. [6.188] succeeded in
growing twin-free InP crystal with diameters up to
100 mm by careful maintenance of thermal stability dur-
ing growth, which was achieved by VCz and applying
damping magnetic fields around the melt.

An interesting correlation has been observed by
Rudolph during the vertical Bridgman growth of
CdTe [6.28] and ZnSe crystals [6.137] by self-seeding.
The number of twins was reduced and even prevented
when the melt was markedly overheated and held for
a longer time before the nucleation process in the am-
poule tip was started. Similar results were described
by Khattak and Schmid [6.189], with reduced twin for-
mation in CdTe by overheating of the melt to above
110 K. Such a phenomenon can be explained when the
well-known high degree of melt association of these
materials at low superheating is taken into account.
Probably, at a few Kelvin above the melting point, there
are still enough preserved melt associates, such as tetra-
hedra, which can be incorporated into the crystalline
phase by a false stacking sequence (e.g., 60◦ rotated in
relation to a correct stacked {111}-plane). Witt [6.190]
proposed a clustering model of the melt, whereupon the
smallest cluster of relative stability capable of nucle-
ating oblique twins comprises eight atoms. In general,
more investigations of the melt structure and its influ-
ence on the growth kinetics are necessary.

6.7 Summary

The most important defect types and possible ori-
gins during crystal growth from the melt have been
discussed. Today, most of the defect-forming mecha-
nisms are well understood. However, some important
questions still remain to be solved. For instance, the
influence of the degree of association of the melt on
the growth kinetics, which probably plays an essential
role in II–VI systems, requires further consideration.
Further, the dislocation patterning and bunching mech-
anisms in correlation with the growth conditions are
not yet completely decoded. Also, the main origin of
twinning has not yet been revealed.

Eminent success has been achieved in technolog-
ical developments. During the last decade, computer-
controlled vertical gradient freezing has matured to be-
come the leading industrial production method for semi-
conductor compound crystals. However, that is not to
say that all defects can be avoided. For example, the rel-
atively poor thermal conductivity and low yield stresses
of III–V and II–VI compounds as compared with Ge
and Si mean that it is not possible to reduce the thermal
stresses to a sufficiently low level to avoid dislocations.

Scaling up to achieve cost reduction is an ever-
present pressure. Increasing crystal diameter increases
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the thermal stresses experienced during cooling. Avoid-
ing increased dislocation density requires continual
refinement of furnace design, and here computer mod-
eling plays a key role. An additional problem posed
by scaling-up is the increased turbulence which occurs
in the melt. The use of magnetic fields is being ex-

ploited to achieve damping of this turbulence. Recently,
in the author’s laboratory, the concept of simultane-
ous generation of heat and a traveling magnetic field
by a heater placed within the growth chamber was
successfully tested and its first industrial application
started [6.191].
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Control by Applying Steady Magnetic Fields

David F. Bliss

The application of steady magnetic fields during
crystal growth of indium phosphide is described,
and the effect of the magnetic fields on crystal
properties is analyzed. The use of magnetic fields is
one of many engineering controls that can improve
homogeneity and crystal quality. This method is
especially relevant to InP because of the high pres-
sure requirement for crystal growth. Under high
pressure, fluid flows in the melt and in the gas
environment can become uncontrolled and turbu-
lent, with negative effects on crystal quality and
reproducibility. If properly configured, a steady
magnetic field can reduce random oscillatory mo-
tion in the melt and reduce the likelihood of defect
formation during growth. This chapter presents
the history and development of magnetic-field-
assisted growth of InP and an analysis of the
effects of applied fields on crystal quality.
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7.1 Historical Overview

The development of bulk InP crystal growth has been
historically driven by the commercial telecommuni-
cations market for solid-state lasers. InP was chosen
because it has a lattice match with the semiconductor
compounds that serve as laser materials for fiber-optic
communications. Small 2 in diameter wafers were suf-
ficient from the outset to fabricate large volumes of
discrete lasers with commercially viable yields. Be-
cause of the small size of the lasers, the demand for
larger-diameter wafers was slow to gain momentum.
Later, during the 1990s, new applications for optoelec-

tronic devices requiring larger-area InP substrates led
to the development of 4 in diameter InP crystals. As re-
cently as 2006, a new application for high-speed laser
modulation was developed using 6 in InP wafers bonded
to silicon [7.1].

Crystal growth of large-diameter InP boules places
extreme control demands on the crystal growth envi-
ronment, which becomes increasingly chaotic as the
size of the melt increases. At the melting temperature
of 1060 ◦C, the equilibrium vapor pressure of phospho-
rus over InP is 27 atm. Controlled crystal growth must
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be performed in a pressure vessel exceeding 30 atm.
Two principal issues arising from this pressure depen-
dence are the synthesis of a stoichiometric InP com-
pound and the containment of a highly volatile melt. Ex-
periments on compound semiconductor crystal growth
from volatile compounds in the 1960s focused on two
possibilities: either the crystal must be grown in a com-
pletely sealed hot-wall ampoule (Bridgman or gradient
freeze method), or the crystal can be pulled using an
encapsulant under pressure. Using a pressure-balancing
technique, a breakthrough came in 1962 when Metz and
a group at Westinghouse [7.2] developed the liquid-
encapsulated Czochralski (LEC) method for growth of
PbSe and PbTe. The LEC method was later adapted for
growth of InP using B2O3 as an encapsulant [7.3–5].

The state of the art today for bulk InP crystal growth
is still divided between two competing technologies:
top-seeded crystal pulling with liquid encapsulation and

vertical growth in a container with bottom seeding. Var-
ious names for these techniques have arisen from each
unique laboratory research effort. In general, the pulling
method has been the most cost-effective, but with high
thermal gradients and a high level of strain during
growth, the crystals may have high dislocation densi-
ties. On the other hand, vertical container growth offers
a very low dislocation density because of its low-stress
environment, but it is plagued by yield problems due
to twinning and interface breakdown in heavily doped
crystals. Two recent reviews [7.6, 7] have compared the
growth, characteristics, and applications of InP crys-
tals grown by both techniques. This chapter focuses
on the development of techniques to control the tur-
bulent melt environment using applied magnetic fields,
and characterization to determine the electrical and op-
tical properties of InP crystals after growth and thermal
treatment.

7.2 Magnetic Liquid-Encapsulated Growth

Growth of InP in an axial magnetic field has two main
advantages: melt stability contributes to reduced inci-
dence of twinning and improved dopant uniformity. On
the other hand, the radial temperature gradient is in-
creased by an axial magnetic field because convective
heat transfer in the melt is reduced. The resulting con-
vex interface contributes to large hoop stresses during
crystal growth, contributing to dislocation multiplica-
tion and propagation. On the other hand, if a cusped
magnetic field is employed (with two opposing verti-
cal magnetic fields), the radial thermal gradients are
predicted to be flatter, since the nonuniform field will
not affect radial fluid flow near the surface. Flattening
the melt isotherm should reduce the dislocation den-
sity of InP crystals. In this chapter we will compare
the cusped with the axial magnetic field for InP bulk
crystal growth, and evaluate the practicality of impos-
ing a strong axial magnetic field on the melt during
growth. To determine if there are advantages in terms
of process control, we compare crystallographic defects
such as twins, dislocations, and striations under either
controlled or uncontrolled environments during crystal
growth. A major goal is to determine the effect on melt
convection of magnetic field configuration, either axial
or cusped.

7.2.1 Evolution of Crystal Growth
Under Applied Magnetic Fields

In the 1960s several authors [7.8, 9] pointed out that
the application of an external magnetic field would be
useful to damp the time-dependent turbulent convective
flows in melts during the growth of semiconductors.
Experimental support for this concept did not appear
in research laboratories until the 1980s [7.10, 11], and
more recently it has attracted commercial interest for
growth of InP crystals. There are two main advantages
which result from magnetic field growth:

1. Thermal fluctuations are reduced, thereby stabiliz-
ing the microscopic growth rate, and consequently

2. The diffusion boundary layer is increased, enhanc-
ing the uniformity of dopant distribution.

Natural convection and forced convection are two
coexisting forces during crystal pulling from the melt,
and the magnitude and direction of fluid flow plays
a crucial role in heat and mass transfer during growth.
In Czochralski growth, both the thermal field and the so-
lute distribution are dominated by convection. However,
since most semiconductor melts are metallic in nature,
changes to the flow dynamics can be made by applying
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a magnetic field. With the application of a static mag-
netic field, convective forces in the liquid are restricted
when the flow crosses the magnetic lines of flux by the
Lorentz force L

L = j × B , (7.1)

where j is the ionic current density vector and B is the
applied magnetic field. The characteristic ratio between
the electromagnetic (EM) body force and the viscous
force is Ha2, where the Hartmann number is

Ha = BR

(
σ

μ

)1/2

, (7.2)

where B is the magnetic flux density of the magnetic
field, R is the characteristic dimension of the melt, σ is
the electrical conductivity of the melt, and μ is the
dynamic viscosity of the melt. As the Hartmann num-
ber increases, the characteristic velocity of the melt is
reduced. Although it is not practical to produce a mag-
netic flux density sufficiently large to eliminate all melt
motion due to natural and forced convection, a strategy
of controlling melt motion for dopant uniformity can
be achieved with moderate magnetic fields. The model
of Burton et al. [7.12] reveals the effect of melt con-
vection on crystal growth. A diffusion boundary layer
δ is assumed, beyond which the melt composition is
maintained uniform by convection and inside of which
transport is by diffusion only. The boundary layer is thus
confined by the characteristic melt velocity. After steady
state is reached, for an infinite liquid, one can define an
effective distribution coefficient keff

CS

CL
≡ keff = k0

k0 + (1− k0)eRδ/D
, (7.3)

where R is the growth rate and D is the diffusion co-
efficient for the solute in the melt. This is a useful
expression because it relates the composition of the
growing crystal to convection conditions and the growth
rate. It describes the dopant distribution provided that
the thickness of the boundary layer is small compared
with the extent of the crucible. For example, an increase
in the growth rate or the boundary-layer thickness tends
to enhance the effective distribution coefficient towards
unity. In the case of an applied magnetic field, the diffu-
sion boundary-layer thickness increases, and hence keff
is closer to 1, resulting in a more uniform incorporation
of the dopant. The dopant distribution in magnetic field
growth has been modeled by several authors [7.13, 14].
Experimental confirmation of this model will be dis-
cussed in Sect. 7.3.2.

7.2.2 Crystal Shaping Measures

The prevailing crystal pulling method is liquid-
encapsulated Czochralski growth, named after Czochral-
ski [7.15], a Polish scientist who developed a pulling
method for growth of metallic rods. Although his work
was focused on thin metal rods, Czochralski’s name
has become associated with the characteristic shape
of large single crystals pulled from the melt. Mag-
netic liquid-encapsulated Czochralski (MLEC) growth
is a variant of Czochralski growth with improved con-
trol over melt turbulence by application of a static
magnetic field. Crystal pulling is initiated immediately
after seeding, and as the melt temperature is reduced,
a sloped shoulder emerges from the melt with a grow-
out angle between 60 and 80◦. The phenomenon of
growth twinning is a problem in the shoulder region
because the shoulder angle may traverse a critical an-
gle where twinning is likely to occur. As will be shown
in Sect. 7.3.2, to avoid the problem of growth twinning,
the shape of the crystal must be controlled reproducibly.
In Fig. 7.1 we see an example of an InP MLEC crystal
grown with a controlled shape to avoid the critical angle

Fig. 7.1 MLEC InP Crystal with patch twins on the right
shoulder (grown at the US Air Force Research Laboratory,
Hanscom AFB)
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Fig. 7.2 Twin-free MLEK InP crystal (grown at the US Air
Force Research Laboratory, Hanscom AFB) �

for twinning. Despite the controlled angle, patch twins
are visible on the shoulders. These twins are relatively
benign, as most of the crystal remains usable.

Research at several laboratories has taken advantage
of crystal shaping as a means to minimize the incidence
of twinning [7.16]. Magnetically stabilized liquid-
encapsulated Kyropoulos (MLEK) [7.17–19] growth is
one such technique, where the crystal is grown with
a flat top before initiation of pulling, in order to reduce
the incidence of twins (Fig. 7.2). When pulling com-
mences, the crystal has already reached full diameter,
and the growth angle changes from perpendicular to
parallel to the growth axis. At that moment the growth
angle must pass through the critical range, but facet for-
mation is reduced because thermal gradients near the
periphery are steeper than at the center. This method re-
lies on magnetic stabilization of the melt to suppress
turbulent flows at the solid–liquid interface. Without
the magnetic field, the flat top would become unstable
because of perturbations due to the temperature fluctu-
ations of natural convection.

It is worthwhile to note here a peculiar historical
twist. The Kyropoulos method is named after Spyro
Kyropoulos, a German scientist (1911–1967) who later
emigrated to the USA. His technique for growth of large
alkali halide crystals was conceived to avoid the crack-
ing problems arising from container growth [7.20]. The
Kyropoulos method was further developed during the
1930s and 1940s by several groups to grow large op-
tical crystals of alkali halides for spectroscopy. Until
World War II (WWII), it was considered to be one of
the leading techniques for growing large single crys-
tals. In a survey of crystal growth techniques from
1930 to 1946, Wells [7.21] referred to only three gen-
eral methods for obtaining single crystals: Bridgman
growth, Kyropoulos growth, and solid-state recrystal-
lization. The Czochralski method was not considered
as a method for large crystal growth. Nevertheless, af-
ter WWII when germanium and silicon crystal growth
were demonstrated at Bell Labs and Texas Instruments,
the name of the new process was assigned to Czochral-
ski. Coincidentally, the language of science was shifting
at that time from German to English, a fact that may
explain the misunderstanding. Because of this histori-
cal twist, some clarification is in order to distinguish

Fig. 7.3 Schematic diagram of a magnetic crystal growth
furnace �
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the two techniques. The main distinction is the pro-
nounced difference between the crystal shapes, and the
consequent differences between the curvatures of the
solid–liquid interface. With the Kyropoulos method, the
crystal forms an ellipsoid of rotation with its center deep
in the melt. On the other hand, with the sloping shoul-
ders of Czochralski growth, the solid–liquid interface is
flatter.

7.2.3 Apparatus for Magnetically Stabilized
Crystal Growth

The schematic diagram in Fig. 7.3 shows the basic com-
ponents required for MLEC or MLEK growth. This
custom furnace design was realized and is now in op-
eration at the author’s laboratory. Positioned around the
outside of the growth chamber is a large Helmholtz

coil consisting of two toroidal magnets to provide an
axisymmetric field up to 0.4 T. The two coils may be
operated in tandem to provide an axial field, or in op-
position to provide a cusped field. For a cusped field,
the north pole of one coil points in the opposite di-
rection to the other. The growth chamber is fabricated
from nonmagnetic stainless steel to minimize screening
losses and to allow the magnetic field to interact with
the molten semiconductor. The water-cooled chamber is
designed to operate at 20–40 atm ambient pressure. The
upper chamber can be raised to allow access to the seed
rod and a phosphorus ampoule. The upper chamber is
separated by an isolation valve from the lower chamber,
so that the phosphorus ampoule can be removed after
in situ compounding of InP is completed. A seed is then
attached to the seed rod, which can then be lowered into
the growth chamber for crystal growth.

7.3 Magnetic Field Interactions with the Melt

The choice of magnetic field configuration and crys-
tal shape are two types of engineering controls that
can be exploited to improve the quality of InP crys-
tals, with respect to twins, dislocations, and striations.
In this chapter, the properties of InP crystals grown us-
ing these engineering controls are evaluated by synchro-
tron white-beam x-ray topography (SWBXT), chemical
etching, and photoluminescence. Other controls, such
as thermal gradient control and vapor pressure control,
involving hardware modifications to the hot zone, are
also considered for their practical application.

7.3.1 Hydrodynamic Principle

Although realizable magnetic flux densities are not
large enough to eliminate melt motion altogether,
a moderate magnetic field of 0.1–0.3 T can be used to
tailor the melt motion for practical control of the crystal
growth process. There are infinitely many ways to tailor
the strength and configuration of the externally applied
magnetic field, as well as the rotation rates, distribution
of heat flux into and out of the melt, etc., so that mod-
els to accurately predict the system behavior are needed
for process optimization. Hurle and Series [7.23] and
Walker [7.24] reviewed the literature on the use of
magnetic fields during bulk growth of semiconductors.
Various components of fluid flow in InP melts have been
modeled: melt-depletion flow [7.22], forced convection
resulting from the rotational effects of the crystal and

crucible [7.25], and natural buoyant convection [7.26].
A global model combining the effects of pressure, ther-
mal flux, magnetic field, and stress in the crystal was
developed by Zhang and Prasad [7.27,28]. The charac-
teristic velocity Uc of melt motion in the magnetically
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Fig. 7.4 Average melt velocity as a function of applied
axial magnetic field and Hartmann number, calculated
from the model of [7.22]. The shaded area shows the
range where EM damping is sufficient for effective crystal
growth control
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damped melt is a critical indicator of EM suppression.
This is shown graphically in Fig. 7.4, where calculated
values of the average velocity are plotted against the
Hartmann number [7.26]. The shaded area is the region
where practical values of the magnetic flux can be used
to control crystal shape and doping concentration for
a given crucible design.

7.3.2 Effect of Magnetic Field
on Crystal Twinning

The appearance of growth twins during the bulk crys-
tal growth of InP is a recurrent yield-limiting problem.
Because of their low stacking fault energy, indium-
containing III–V compounds such as InP and InSb
may have a higher tendency to form twins than other
zincblende crystals. However, the general problem of
twins in III–V crystal growth has been studied by ex-
perimentalists for many years [7.31, 32]. The first full
theoretical treatment of twinning in III–V compound
semiconductors was offered by Hurle in 1995 [7.29].
He observed that there were certain conditions under
which internal (111) edge facets could be anchored to
the three-phase boundary (TPB) at the solid–liquid–
encapsulant interface. In addition, the appearance of an
external shoulder facet coincides in many instances with
the point of internal (111) facet anchoring. A diagram of
the Hurle model in Fig. 7.5 shows the shouldering an-
gle α and the angle ν between the edge facets and the
extension of the crystal surface.

From a calculation of thermodynamic conditions
for each orientation, Hurle derived a range of shoul-

Crystal

α

ν θL

Liquid

Encapsulant

h

Fig. 7.5 Diagram showing the attachment of an internal
edge facet to the three-phase boundary (TPB) (after [7.29])

der angles for which twinning was likely to occur. The
model compared the undercooling at a high-index high-
surface-energy external facet with that of a low-index
low-surface-energy facet to determine if formation of
a twin nucleus was energetically favorable. Hurle used
this approach to predict the most dangerous shoulder-
ing angles for several zincblende crystals, including InP
grown in the 〈001〉 and 〈111〉 directions. An experimen-
tal verification of this model was later published [7.33],
where modifications to the Hurle theory were reported.
These modifications were based on direct observations
of the nucleation of twins on edge facets anchored to the
TPB in S-doped MLEC-grown 〈001〉 InP single crystals
using SWBXT and optical microscopy.

Undercooling at a facet during crystal pulling is
determined by the nucleation process for a particular
crystal face. Brice [7.30] pointed out that, to a simple
approximation, the temperature gradient G in the solid
at the interface depends on the radius of the crystal. If
the curve of the interface passes through any low-index
face, a facet will develop with undercooling ΔT . The
crystal diameter is reduced by a chord formed by the
facet, reducing the radius by a small amount (dimen-
sion c). As shown in Fig. 7.6, the undercooling at the
center of the facet is given by

ΔT = Gc . (7.4)

The growth rate at the facet is controlled by this un-
dercooling. The geometric relation between the facet
half-width w and the temperature gradient can then be
derived as

w2 = c(2R − c) , (7.5)

Melt

Solid

R − c cw

R

Fig. 7.6 Cross section (viewed from an angle slightly
above the melt) schematic of a crystal with a shoulder facet
(after [7.30])
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and since the value of R � c we can combine (7.3)
and (7.4) to get

w2 = 2ΔTR

G
. (7.6)

For a given crystal radius and a fixed growth rate, the
undercooling is proportional to the square of the facet
size. As the crystal diameter increases, so will the facet
size, unless the undercooling is too small to sustain the
facet. If undercooling is too large, the system becomes
inherently unstable, and seeks a lower free energy.

In verifying the predicted relationship between
twinning and growth angle, several [001] InP crystals
were grown by the author with various shoulder an-
gles from a 35◦ sloped shoulder to a 90◦ flat top. The
incidence of twinning is generally higher in S-doped
crystals than in crystals grown with other dopants, fur-
ther motivating an investigation of the twinning defect.
Study of the twins in these crystals by visual observa-
tion reveals a familiar pattern. Two kinds of twins exist:
patch twins, which grow like epaulets on the shoul-
der, and standard twins, which grow on {111} planes
passing through the boule center. Both types of twins
nucleate on [110] ridge lines, but the patch twins are
somewhat more benign in terms of wafer yield because
they soon grow out of the crystal. A trend was ob-
served after studying many crystals: twinning seems to
occur more often on broad-shouldered crystals, but not
so frequently on either low-angle shoulders or flat-top
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Fig. 7.7 A map of magnetic field
strength for axial and cusped fields
inside the crystal growth chamber at
constant power

crystals. However, these experiments show a marked
difference in twinning probability depending on the
field configuration.

Axial Field Growth
Magnetic stabilization using an axial magnetic field
is a useful engineering control for controlling the InP
growth process. As illustrated in Fig. 7.4, the melt ve-
locity is reduced by an order of magnitude with an
applied field of 0.2 T. Because of melt stabilization,
dopant incorporation is more uniform, and shape con-
trol becomes reproducible. From the point of view of
doping uniformity, it was possible to determine the
effect on the solute boundary layer by comparing mag-
netically stabilized growth and standard LEC growth
of InP [7.17]. To test the effect of magnetic fields on
interface shape and dopant uniformity, two tin-doped
crystals were grown, one without an applied magnetic
field, and the other with an axial field of 0.2 T. Both
were grown from melts weighing about 1 kg with tin
concentrations of 5 × 1019 cm−3. After growth, these
crystals were sliced into samples representing by weight
each fraction of the grown crystal. The slices were
then analyzed by glow-discharge mass spectrometry
(GDMS). A plot of the tin concentration versus fraction
grown was used to determine the effective distribution
coefficient keff for each process. A comparison of the
axial doping profiles revealed that keff is 2.5 times closer
to unity for the magnetically stabilized growth. The
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difference in keff indicates that static magnetic fields in-
crease the boundary-layer thickness δ at the melt–solid
interface. Considering the Burton, Prim and Schlichter
(BPS) analysis in (7.3), one can see that keff is an ex-
ponential function of δ, since the growth rate R was
the same in both cases, and the value of diffusivity DL
is assumed to be independent of the applied magnetic
field. Using this analysis, the boundary-layer thickness
is found to be 3.5 times larger for 0.2 T axial magnetic
field growth compared with standard LEC growth.

Figure 7.7 shows the measured field strength within
the chamber for cusped and axial fields. The axial
field with aligned magnet pairs produced the highest
magnetic field in the z-direction. Vertical scans were
measured at the chamber center, and at 6.5 cm away
from the center. The opposed magnet fields were meas-
ured in both the radial and axial directions. At the
center, the vertical component Bz was zero, but small
magnetic fields were measured at positions offset either
vertically or radially.

Time-dependent temperature fluctuations in the
melt were recorded with a sapphire optical thermome-
ter and two thermocouples to reveal the effect of an axial
magnetic field configuration on turbulent flow. For these
measurements, the sensors were placed near the center
of the melt at 2 and 12 mm from the crucible bottom (to-
tal InP depth approximately 31 mm and melt diameter
95 mm) with no crucible rotation. After the tempera-
ture reached steady state the magnet power was turned
on and the field remained constant at 0.2 T. Figure 7.8
shows the off–on transient thermal behavior for the axi-
ally aligned field, where the temperature near center the
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Fig. 7.8 Transient temperature fluctuations with no axial
magnetic field (t < 0), and after axial magnetic field is
turned on (t > 0)

Fig. 7.9 SWBXT transmission topograph of (110)InP:Sn
cross-sectional slice showing dislocations and darker slip
bands but no edge facets or striations. g = 004, λ = 0.5 Å,
scale: crystal diameter = 55 mm

drops rapidly to a 20 ◦C lower level and remains steady
with minor fluctuations.

A topograph of an InP:Sn crystal grown under an
axial magnetic field is shown in Fig. 7.9. Here the con-
ical growth angle is α = 82◦, and the presumed angle
ν would be 115◦ if there were edge facets attached to
the TPB. Technically, the angle ν is the angle between
the (111) edge facets and the extension of the crystal
surface, as defined in Fig. 7.5. In this case there are no
edge facets to be seen either by x-ray or by infrared
(IR) topography. Both iron- and tin-doped crystals were
grown without twins in the axial magnetic field using
the flat-topped configuration.

Cusped Field Growth
For InP growth in a cusped field [7.34], the magnetic
stabilization effect is much weaker. Since the two mag-
nets are opposed, much of the field strength is canceled,
and in fact the axial field goes to zero at the center.
Although the radial component of the magnetic field
is about 0.1 T, this is not strong enough for convec-
tive damping. Without a strong applied magnetic field,
random oscillatory flow still exists in the melt, and flat-
top growth is not possible because of twin formation or
dendritic growth. In order to obtain a single crystal un-
der these conditions, the crystal must be pulled as in
LEC growth, i. e., avoiding the critical 74◦ cone angle.
A few crystals were successfully grown in this fash-
ion, but with occasional twin formation. The appearance
of (111) edge facets attaching to the TPB are observed
in IR transmission micrographs, as shown in Fig. 7.10.
A twin line extends from one of the smaller facets at the
shoulder.
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200 µm

Fig. 7.10 Nomarski micrograph of the shoulder of an InP
crystal grown in a cusped field, showing edge facets at-
tached to the TPB and a twin line parallel to the (111)
plane

A measurement of the transient temperature be-
havior in a cusped field shows only a small effect on
turbulence at the moment when the magnet is turned on.
Using the same temperature sensors as described above,
time-dependent temperature fluctuations were recorded,
again with no crucible rotation. After the temperature
reached steady state the magnet power was turned on
and the field remained constant at 0.2 T. Figure 7.11
shows the off–on transient thermal behavior for the
cusped field, with opposed magnets. There is no dis-
cernible change in the temperature near the center, and
a slight increase near the crucible edge. Thermal fluctu-
ations are reduced by ≈ 25% in amplitude, with more

1080

1060

1040

1020

1000

980

960

940

Uncalibrated °C

–150 50–100 –50 0 100 150
Elapsed time (s)

Accufiber, near-center
Type K, near-center
Type K, off-center

Fig. 7.11 Transient temperature fluctuations before (t < 0)
and after (t > 0) cusped magnetic field is turned on

regular frequency, and there is a slight shift in average
temperature.

Examination of the growth striations by IR trans-
mission microscopy revealed some interesting dif-
ferences between the axial and cusped magnetic
fields [7.34]. For flat-topped crystals grown under axial
field conditions, regular striations were observed which
appeared to follow the rotational frequency. Calculating
the rotational growth period by dividing the growth rate
by the rotation rate gives V/R = 50 μm as the length per
rotational period. The observed striations showed a reg-
ular spacing corresponding to approximately 50 μm. No
facets were observed to be anchored to the TPB.

On the other hand, crystals grown in a cusped field
exhibited a random striation pattern (Fig. 7.10), with
striae periods as small as 30 μm and as large as 150 μm.
A large variation from center to edge was also observed,
indicating that the interface shape is locally variant.
Edge facets on (111) planes were observed near the top
surface of the crystal, coinciding with the plane of twin
formation.

The interface shape was examined with infrared
transmission images taken with the IR camera for the
two different magnetic configurations. For axial field
growth the interface was convex at the seed end (radius
of curvature r = 5 cm). On the other hand, for crystals
grown with a cusped field, the interface shape is sig-
moidal, i. e., convex with a radius of 9 cm and deflected
edges.

Figure 7.12 shows a detail from a scanned SWBXT
image, recorded in transmission Laue geometry, from
a (110) wafer cut from a S-doped, [001]-grown InP
single crystal in which a twin was formed in a region
where (11̄1) edge facets came into contact with the ex-
ternal shoulder of the crystal (i. e., were anchored at
the TPB during crystal growth). On the right-hand side
of this image a twin nucleates in a region containing
anchored edge facets at the point where the shoul-
der angle reaches 74.21◦. When viewed from above,
a (11̄5̄) external shoulder facet appears on the shoul-
der at the same point. After twinning, this (11̄5̄) facet
is replaced by a (1̄11) facet. In this experiment, the ex-
ternal shoulder facets present before and after twinning
were precisely identified using synchrotron white-beam
back-reflection spot patterns [7.33].

Considering the left-hand side of this image, we
observe anchored edge facets in several regions of dif-
fering shoulder angle, but none close enough to 74.21◦
to enable the creation of the (1̄15̄) external shoulder
facet required for the nucleation of a twin. Consequently
no twinning is observed in this region, a confirmation
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Fig. 7.12 SWBXT image recorded
in transmission Laue geometry
(g = 004, λ = 0.45 Å) showing the
shoulder region of crystal. E indi-
cates anchored edge facets. Local
shoulder angles are indicated

of the importance of shoulder geometry. In the same
boule, twinning was also observed to occur on the (1̄1̄1̄)
planes, leading to the conversion of a (1̄1̄4̄) external
shoulder facet to a (1̄1̄0) one. In this case the twin,
although nucleated in the shoulder region, grows out
of the crystal. The local shoulder angle, in this case,
must become equal to 70.53◦, i. e., the shoulder must
be parallel to (1̄1̄4̄). Again, the presence of the various
shoulder facets in the actual crystal was confirmed using
synchrotron white-beam back-reflection spot patterns.

The concept of facet conversion resulting in a lower
free energy is consistent with the Hurle model, but
the model was modified by the authors [7.33] to agree
with the observed geometry. For twinning in 〈001〉
growth of InP, the most dangerous shouldering angle
was changed from 35.5 to 74.21◦; and the range of
shoulder angles over which edge facets are thermo-
dynamically favored to be anchored to the TPB was
changed from 31◦ < ν < 86.5◦ to 31◦ < ν < 112◦, as
illustrated in Fig. 7.13. A significant reduction in the es-
timated undercooling required to promote twinning was
changed from ≈ 15 to ≈ 2 ◦C.

[001] M
[111] M

¯¯

[115] M
¯¯

[111] T
¯

[001] M

[112] M
¯

[112] T
¯ ¯

[221] T
¯ ¯

35.26°

109.47°

74.21°

Fig. 7.13 Diagram of facets at TPB and a twin at the most
likely growth angle for twin formation

Polarity of Twinning
Since the twin plane in InP is the polar {111} family of
planes, another important factor to be considered is the
polarity of the observed twin planes. The question is: of
the two types of edge facets, either {111}In or {1̄1̄1̄}P,
anchored to the three-phase boundary, which has the
higher propensity for generation of twins? Choosing
the polarity of the seed face which is in contact with
the melt in order to avoid twinning in 〈111〉-grown InP
has long been recognized [7.32]. However, an under-
standing of the influence of polarity on facet formation
and twinning is not available for all zincblende struc-
ture crystals. In particular such understanding is lacking
for InP.

In order to study the influence of polarity on faceting
and twinning, it is important to be able to determine
polarity unambiguously. Traditional practice has been
to use chemical etching to distinguish between the two
polar opposite faces of {111} InP. The etching behav-
ior of the In and P faces of InP are clearly different, but
questions have been raised as to which surface is P- or
In-terminated. Mullin et al. [7.35] report on the use of
6 : 3 : 1 and 6 : 6 : 1 H2O : HNO3 : HCl in order to dis-
tinguish P faces from In faces in InP. Bachmann and
Buehler [7.36], using the opposite indexing convention,
confirm the usefulness of the 6 : 6 : 1 etch in producing
etch pits on the In face to discriminate between polar
faces.

An experiment to confirm the etching method and
to determine the crystallographic polarity of the {111}
edge facets by x-ray anomalous scattering was reported
by Dudley [7.37]. To generate significant anomalous
scattering for the case of InP, a characteristic radia-
tion with a wavelength close to the In absorption edge
(λK = 0.444 Å) was used. In this SWBXT study, plots
of diffracted intensity as a function of Bragg angle cor-
responding to the (11̄1) and (1̄11̄) reflections, and also
a plot of the ratio of the intensities of these reflections,
were used to verify the etching results (Fig. 7.14a,b).
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It can be seen that, for both reflections, the diffracted
intensity changes abruptly at the absorption edge due
to the drastic variation of the absorption coefficient.
More important, the intensity values of the two re-
flections are significantly different in the vicinity of

the absorption edge. The calculated ratios
∣∣∣FP

111
/FIn

111

∣∣∣2

and
∣∣∣FP

111
/FIn

111

∣∣∣ are also shown in Fig. 7.14. These
two curves represent the theoretical diffracted inten-
sity ratios according to the kinematical and dynamical
x-ray diffraction models, respectively. One would ex-
pect that, for a single crystal containing defects, the
diffraction generally would contain both dynamical and
kinematical contributions. It can clearly be seen that the
profile of the ratios of the measured intensities is sim-
ilar in shape to the theoretical predictions. Therefore,
synchrotron x-ray anomalous scattering shows unam-
biguously that (11̄1) is a P face while (1̄11̄) is an In
face. These results are consistent with etching figures
from either Br/methanol or 6 : 6 : 1 etchants that pro-
duce a smooth surface on the P face, while producing
triangular pits on the In face.

With the polarity of (11̄1) and (1̄11̄) being unam-
biguously defined, we can now define the polarity of the
twins in InP, to say that twinning is observed to nucle-
ate on only {1̄1̄1̄}P facets. Quite clearly, the preference
for twinning on {1̄1̄1̄}P facets is related to the high in-
cidence of twinning observed by Bonner [7.38] when
growing InP in the [111]In direction. The preferred seed
orientation is with the P face in contact with the melt.
Similar results were reported by Steinemann and Zim-
merli [7.39] for GaAs, which exhibited a preference for
twinning on {1̄1̄1̄}As planes. The effect of seed polarity
on twinning incidence could be accounted for if the sur-
face energy of the In-terminating facet was significantly
higher than the P-terminating one. Hurle [7.29] cited the
results of the model calculations of Oshcherin [7.40],
who reports a value for the surface energy of the Ga-
terminating facet that is ≈ 12% higher than that of
the As-terminating one. Surface energy values were re-
ported by Oscherin also for InP. Calculated values of
the surface energy of {111}In faces were reported to be
more than 30% larger than those for {1̄1̄1̄}P faces.

Twinning Summary
As a result of these studies, we have a better under-
standing of the fundamental causes of, and methods to
control, twinning in InP crystal growth. Specifically, the
magnetic field configuration, the dopant species, and
the conical growth angle are three important parameters
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for control of twinning. Trade-offs can be made among
these variables to minimize the occurrence of twins.

Although there are many possible causes of twin-
ning in InP, two major causes which can be influenced
by engineering controls are:

1. Uncontrolled crystal shape. In shaping the crystal
from a narrow seed to a full-diameter body, the
conical growth angle is a function of the imposed
thermal gradient and the crystal pulling rate.

2. Sudden perturbations in the melt. Because InP crys-
tals are grown with the encapsulant surface exposed
to high pressure, temperature gradients in the liquid
are steep (50–110◦/cm). Uncontrolled oscillatory
flows can cause severe thermal perturbations in the
melt, resulting in rapid changes in the solid–melt
interface shape.

The modified Hurle model, which predicts the inci-
dence of twinning in the growth of III–V semiconductor
compounds, focuses on uncontrolled shape as the pri-
mary cause of twinning. However, this is not the only
factor in controlling twin nucleation in InP. The choice
of dopant and magnetic field configuration are also
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important. A comparison between the theoretical pre-
dictions of the incidence of twinning and experimental
observation of the incidence of twinning in MLEC-
grown [001] InP reveals the following:

1. X-ray topographic observations, etching studies,
and IR transmission microscopy revealed the oc-
currence of twins nucleated at {111} edge facets
anchored to the TPB. For 〈100〉 seeded InP crystals,
this condition is most likely to occur when the angle
ν between the edge facet and the extension of the
crystal surface, falls in the range 31◦ < ν < 112◦.
For crystals grown with the angle ν > 112◦ in which
edge facets do not appear to be attached to the TPB,
twin-free crystals can be grown by using the axial
magnetic field configuration.

2. The conical growth angle α where twinning is most
likely is 74.2◦, where a {115} external shoulder facet
is converted to a {111} shoulder facet. The most
favorable angle for conical growth is 35.3◦, where
diagonal twins are minimized, for 〈100〉-oriented
InP crystals. However, this angle allows the possi-
bility to produce patch twins. At a growth angle of
35.3◦, the dominant {111} matrix facets typically
appear on the crystal shoulders and these facets
are favored because of their low surface energy.
On the other hand, at a growth angle of 74◦, the
{115}M–{111}T transformation follows exactly the

crystallographic orientation relationships of 180◦
rotation twins. In other words, a {111} external facet
would be introduced by twinning if the external
surface of the growing crystal becomes parallel to
a {115} lattice plane just prior to twinning.

3. Of all the impurity elements used as dopants in
this series of experiments, sulfur appears to be the
most likely to cause twins. S-doped crystals also
exhibit large shoulder facets during growth, an in-
dication that sulfur doping increases undercooling.
Other dopants, such as tin, even at the same high
concentration, are not as likely to cause twinning.

4. The axial magnetic field configuration is preferred
over the cusped field for controlling twins. With the
axial field, there are more options to take advantage
of crystal shaping as a means of reducing twins.
However, because of the increased radial thermal
gradient, the axial magnetic field increases thermal
stress in the crystal.

5. Close examination of {110} cross-sectional views
of S-doped InP crystals reveals that the edge facets
may actually increase and then decrease in size be-
fore twinning nucleates, suggesting that a critical
undercooling may not control the twinning process.
Rather, the critical point at which the twin nucle-
ates seems to be associated with production of the
{115} shoulder facet, which upon twinning, converts
to a {111} shoulder facet.

7.4 Dislocation Density

The primary cause of the high dislocation density in
pulled crystals of InP is thermoelastic stress during
crystal growth. A high density of dislocations can de-
grade the performance of photodetectors [7.41] and it
affects the properties and performance of many other
InP-based devices [7.42]. Dislocations may also change
the mechanical properties of InP and contribute to
point defect and impurity migration [7.43]. To reduce
the dislocation density, sulfur doping is a preferred
method, because of its lattice-hardening effect. The
need for crystals with low dislocation density is in-
creasing, because these structural defects can limit the
performance of advanced monolithic microwave inte-
grated circuits (MMICs) and optoelectronic integrated
circuits (OEICs).

High dislocation density is less of a problem with
vertical gradient freeze (VGF) or vertical Bridgman
(VB) crystals, where the temperature gradient is signif-

icantly reduced compared with LEC growth. Densities
of less than 500 cm−2 are generally reported for VGF
crystals. Thermoelastic stresses are lower in the vertical
configuration of container growth because the temper-
ature gradients are so low. Thermal gradients at the
solid–melt interface are on the order of 10–15 K/cm in
the VGF process, very low compared with typical LEC
growth at 60–80 K/cm or higher. For pulled crystals,
the steep temperature gradient is the price one must pay
to provide stability to the crystal growth environment.
Without such steep gradients, diameter control is more
difficult, twinning probability is increased, and surface
decomposition occurs as the crystal grows out of the
encapsulant.

Despite conditions of very steep thermal gradients,
for Czochralski silicon growth it is possible to grow
large crystals that are virtually dislocation free because
the use of Dash [7.44] seeding eliminates dislocations
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Table 7.1 Results of dislocation reduction experiments

Crystal/ Seeding Growth rate Clearance Interface Mechanism Origin

dopant condition (mm/h) length (mm) shape of dislocation

InP:S Hot seed 0–27 12 Convex Glide Stress induced

crystal A

InP:S Cold seed 0–54 18 Convex Glide Stress induced

crystal B

that emanate from the seed. For InP growth, a simi-
lar technique [7.45] demonstrated that dislocation-free
InP could be grown, but only up to 15 mm in diam-
eter. When the diameter exceeds that, dislocations are
generated at the periphery of the boule (not from the
seed) due to the combination of tensile stresses and
defects forming at the crystal surface. Reducing the
density of dislocations in InP has been the subject of
considerable effort during recent decades. The ques-
tion has been raised of how best to reduce or minimize
dislocation generation during InP bulk growth. One
approach is the combination of magnetic field stabi-
lization to reduce random thermal fluctuations together
with Dash seeding to reduce dislocations from the
seed.

7.4.1 Dislocation Reduction During Seeding

In principle, the formation of new dislocations within
a crystal under normal growth conditions is nearly
impossible. Stresses approaching the shear modulus
(10–70 GPa) would be required to generate a new dis-
location in the bulk. Thermoelastic stress during InP
crystal growth rarely exceeds 10 MPa, and yet the dis-
location density in pulled crystals is often greater than
5 × 104 cm−3. This has led many to assume that all
dislocations are generated from the seed. If this is
true, a seeding technique that removes the grown-in
dislocations could result in defect-free single crystals.
A controlled seeding test for InP crystal growth was
employed [7.46] to suppress the propagation of disloca-
tions from the seed–melt interface. This study showed
how the strategy of necking can be exploited to effec-
tively eliminate dislocations in MLEC InP. Dislocations
formed at the seed–melt interface are seen to glide out
of the neck region. Understanding this mechanism of
dislocation reduction in InP crystal growth may lead to
better control of dislocation formation and migration.
This study showed the origin of the dislocations to be
induction by thermal stress rather than by replication of
dislocations growing directly from the seed. The results
of the experiments are tabulated in Table 7.1.

One source of dislocations is generated at the seed–
crystal interface, and these dislocations may propagate
through the crystal. The Dash seeding approach, dis-
covered in 1958 [7.44], increases the pulling rate of
the narrow neck until a defect-free condition appears.
Dash speculated that dislocations leave the crystal, in
the necked region, due to climb caused by vacancy
supersaturation. One difference between compound
semiconductors and silicon may be the mechanism of
dislocation formation. In the case of Dash’s silicon
model, the dislocations are grown in at the solid–liquid
interface and propagate along the growth direction un-
til they move out of the narrow neck by the climb
mechanism. On the other hand, for InP there is no
evidence of straight-line axial dislocations; rather, it ap-
pears that segments of dislocations from the seed are
threading into the newly grown crystal. The disloca-
tions arise from stress in the solid, and they propagate
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Fig. 7.15
SWBXT
transmission
topograph of
sample A, an
InP:S seed–neck
region, show-
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clusters D1, D2,
and D3 and
scratches S
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Fig. 7.16
SWBXT
transmission
topograph of
sample B, an
InP:S seed–neck
region, show-
ing dislocation
clusters D1, D2,
and D3 and
scratches S

by slip-induced glide along the closest-packed {111}
planes.

Bliss et al. [7.46] demonstrated crystal growth with
a controlled seeding technique that suppressed the prop-
agation of dislocations from the seed–melt interface.

A2 A1

D2 D1

Seed

35°

Fig. 7.17 Geometric sketch of the dislocations in both sam-
ple A and B

Details of the mechanism leading to dislocation den-
sity reduction during necking were revealed, and the
strategy of necking as an effective means to elimi-
nate defects in InP was exploited. The effectiveness
of the necking process as a strategy for reducing the
dislocation density in MLEC-grown InP crystals was
discussed.

Figures 7.15 and 7.16 show scanned transmission
topographs recorded from two (110) InP slices. Fig-
ure 7.17 shows a geometric sketch of the dislocations
in both crystals. Sample A (Fig. 7.15) has a narrow
neck, whereas sample B (Fig. 7.16) expands in diam-
eter from the seed. These crystals formed different
shapes due to different growth conditions during ini-
tial seeding. For sample B, the initial temperature was
slightly colder than normal – a condition called a cold
seed. In contrast, the initial melt temperature for sam-
ple A was higher, and the meniscus diameter was
smaller; this is called a hot seed. As the temperature
was reduced, solidification proceeded to move down the
narrow meniscus until the diameter started to increase.
Comparing these two samples with different shapes, it

1mm

Fig. 7.18 SWBXT transmission topograph of sample A,
a (110) slice of InP:S seed–neck region, with g = 004. In-
set: Nomarski image of the etched surface around the twin
lamella
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is possible to evaluate the effectiveness of the necking
process.

The diffraction vector for both topographs in
Figs. 7.15 and 7.16 is 44̄0, and the radiation wave-
length is about 0.48 Å, slightly larger than the indium
K-absorption edge (0.44 Å). In the figures the seed–
crystal interface is represented; D1 and D2 are two
groups of dislocations lying on (11̄1) and (1̄11) planes,
respectively. D3 are dislocations lying on (111̄) planes,
which are 35◦ from the (110) surface. A twin lamella
intersects the surface in Fig. 7.15, bounded by two D3
clusters, as can be seen more clearly in Fig. 7.18, the
004 topograph of sample A. By analyzing the projection
lengths of the short, straight segments of D3 disloca-
tions, it was determined that they are parallel to the
(111̄)P twin plane. The dislocation density in the D3
clusters is higher even than the dislocations in the seed
(above 2 × 104 cm−2), so that individual dislocations
cannot easily be resolved. The D3 dislocation cluster in-
dicates that there is plastic deformation along the twin
plane. Thus, the dislocations are channeled by the twin
lamella. The subsequent stress upon cooling is relaxed
by the growth of D3 clusters of dislocations adjacent to
the twin lamella.

Most of the dislocations appear as intermittent short
lines in both samples. The angles between the dislo-
cation lines and the [001̄] growth direction are about
35◦. In Fig. 7.17 the dashed lines represent the cross-
sectional shape of sample A while the solid lines
correspond to sample B. A1 and A2 are two lines drawn
from the bottom edges of the seed, at 35◦ to the growth
axis. Most of the dislocations are distributed in the re-
gion of crystal above the lines A1 and A2. Below this

1mm

333
D2

¯

L

Fig. 7.19 Magnified x-ray topograph of neck region from
sample A, showing D2 defects

region, very few dislocations can be found. Such dislo-
cation configurations have been reproducibly observed
in almost all MLEC-grown necked InP crystals. This
demonstrates that these dislocations are closely related
to the seed–crystal interface.

7.4.2 Analysis of Dislocations

In order to characterize the Burgers vector of the dislo-
cations observed, transmission topographs with various
diffraction g vectors were taken. Figures 7.19 and 7.20
show enlarged topographs near the seed–crystal inter-
face of sample A, where the diffraction vectors are
(a) 33̄3 and (b) 33̄3̄. For the topographs in Figs. 7.19
and 7.20, some of the dislocations disappear because of
the extinction conditions

Screw: g ·b = 0 ,

Edge:

⎧⎨
⎩

g ·b = 0 ,

g · (b × l) = 0 ,
(7.7)

where b is the dislocation Burgers vector and l is the
dislocation line direction.

The extinction conditions for D1 and D2 dis-
locations are summarized in Table 7.2. From the
extinction criteria of dislocation contrast on x-ray to-
pographs [7.47], it can be determined that both D1
and D2 are segments of dislocations with mainly screw
character. As shown in Table 7.2, D1 can be explic-
itly determined as composing the dislocations with the
line directions of [011] and [101̄] and Burgers vectors
1
2 [011] and 1

2 [101̄], respectively. In the case of D2, the

1mm

333

E

¯ ¯D1

Fig. 7.20 Magnified x-ray topograph of neck region from
sample A, showing D1 defects
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Table 7.2 Summary of x-ray data for allowed and extinct
diffraction vectors for D1 and D2 dislocations

Dislocations Visible Invisible Assigned

slip system

D1 004, 440, 242 etc. 333, 422 (111) 1
2 [011]

004, 440, 422 etc. 333, 242 (111) 1
2 [101]

D2 004, 440, 422 etc. 333, 242 (111) 1
2 [101]

004, 440, 242 etc. 333, 422 (111) 1
2 [011]

dislocation lines are mainly along [101] and [011̄] with
Burgers vectors of 1

2 [101] and 1
2 [011̄], respectively.

Unlike Dash’s straight axial growth dislocations,
which originate in the seed, the topographs presented
here show dislocations that consist of short segments
lining up on three {111} planes. Careful observation
of the spatial distribution and projected directions of
these short dislocation segments, as determined above,
confirms that they cannot be traced directly back to
the seed, and therefore they cannot be growth dislo-
cations. In addition, dislocation half-loops, indicating
glide processes, can be observed in the topographs.
These half-loops contain segments with line directions
that are either parallel to the growth front or curve
back against the growth front, which cannot occur if
the dislocation is a growth dislocation [7.48]. It is
thus apparent that most of the dislocations observed
in these samples are not growth dislocations but are
generated by postgrowth plastic deformation, i. e., by
dislocation movement or interaction following crystal
growth (behind the growth front). This is not surprising,
considering the stresses generated due to the steep tem-
perature gradients during MLEC growth. These straight
segments of dislocations with mainly screw character

are the remnants of dislocation loops generated via the
stress-induced multiplication of dislocation segments
from the seed, which thread into the newly grown re-
gion of crystal. As is common in crystals with the
zincblende structure, the velocities of edge dislocations
are greater than their screw counterparts. Consequently,
rapidly moving edge segments, which in this case es-
cape through the outer periphery of the necked region,
may leave behind a remnant of trailing screw segments.
The dislocation loops will expand in such a fashion
that the screw segments will enlarge laterally as well as
extending their lengths. Therefore, the screw segments
may not be directly traced back to the seed interface.
No clear evidence is found supporting the conjecture
of Dash [7.44] that the reduced dislocation density re-
sulting from the necking process is associated with the
climb-induced motion of dislocations.

These experiments demonstrate that most of the dis-
locations in MLEC-grown InP crystals originate from
the seed–crystal interface, propagate via slip processes
on {111} planes, and eventually exit the crystal through
the periphery of the necked region. It is apparent that
one can effectively limit the dislocation regions by
choosing proper growth conditions, i. e., by adopting the
necking technique. At least for small-diameter crystals,
a pyramid-shaped sector which is nearly dislocation free
is formed below the dislocation regions. However, the
defect-free region cannot be successfully expanded as
the crystal grows to full diameter. New dislocations are
observed at the periphery as the crystal diameter in-
creases. These dislocations are clearly not generated
from the seed, but rather they seem to be propagating
from the outer edge where faults exist at the shoulder
surface.

7.5 Magnetic Field Effects on Impurity Segregation

Incorporation of dopant impurities from the melt into
the crystal is dependent on the applied magnetic field,
as described in Sect. 7.2.2. The use of impurity doping
requires control of uniformity on both the macroscale
and microscale. The magnetic field has been shown
to contribute to axial as well as radial uniformity.
This is important because all of the commercial uses
of InP material require impurity doping in the crys-
tal. Unlike GaAs bulk material, where a native defect
EL2 contributes the deep level responsible for semi-
insulating electronic properties, in the case of InP the
dopant impurity iron must be added to provide the
deep-level defect. Iron is the only impurity species

that can compensate the residual shallow donors of
InP to produce semi-insulating material with resistiv-
ity at least 107 Ω cm. However, the distribution of iron
in the crystal can have two possible negative con-
sequences. Macrosegregation of impurities can lead
to yield problems; if maximum solubility is reached,
precipitate formation, or interface breakdown due to
constitutional supercooling will occur. On the other
hand, the microsegregation of impurities can lead to
striations, especially pronounced in the case of sulfur
doping. And for the case of iron, with a solubility limit
of 3 × 1017 cm−3, at high doping concentrations the nu-
cleation of precipitates becomes a problem.
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7.5.1 Compensation Mechanism of InP:Fe

It is known that Fe substitutes for In in InP and primar-
ily adopts the neutral Fe3+ state (so called to denote
its oxidation state). However, some of the iron is com-
pensated by shallow donors to form Fe2+, and the
ratio between the ionized and neutral concentrations,
Fe2+/Fe3+ was shown [7.49] to vary linearly with the
free carrier concentration n. A linear dependence of n
on Fe2+/Fe3+ is expected since both quantities are pro-
portional to the term in the Fermi distribution function
exp[−EF/(kBT )], where EF is the Fermi energy and kB
is the Boltzmann constant. The free carrier concentra-
tion can be expressed as

n ∼= NC exp

(
− Ec − EA

kBT

)[
Fe2+]

[
Fe3+] g

(
Fe3+)

g
(
Fe2+) , (7.8)

where NC is the density of states in the conduction band
and g represents the degeneracies of the two iron de-
fect states. The energy difference Ec − EA is simply the
change in Gibbs free energy associated with the trans-
fer of an electron from the occupied iron acceptor level
to the conduction band. The Gibbs free energy can be
expressed in terms of the enthalpy H and entropy S as
G = H −TS. The above equation can then be rewritten
as

n ∼= NC exp

(
− H

kBT

)
exp

(
S

kB

)[
Fe2+]

[
Fe3+] g

(
Fe3+)

g
(
Fe2+) .

(7.9)

The slope of an Arrhenius plot of log n versus
1/T gives the change in enthalpy H or the activa-
tion energy extrapolated to temperature T = 0; this
value of 0.63 eV is the same as that measured by
temperature-dependent Hall effect or by deep level tran-
sient spectroscopy (DLTS). However, the entropy S can
also be extracted to give the temperature shift of the
iron acceptor level. Zach determined this value and
found that the temperature shift was different from the
temperature shift of the bandgap [7.49]. This is illus-
trated in Fig. 7.21, which shows the relative shift of the
bandgap versus the deep defect level. The results indi-
cate that the thermodynamic position of the Fe2+/Fe3+
level at room temperature is 0.49 eV below the con-
duction band, and it is this energy that determines the
carrier concentration. For example, referring to (7.9),
the room-temperature carrier concentration for a half-
occupied iron acceptor level, Fe2+/Fe3+ = 1

2 , would
be n ∼= 109 cm−3. In this circumstance, with Fe-doping
levels even twice as high as residual shallow donors,
at room temperature InP material is still conducting.

Energy
(eV) Energy

(eV)
Conduction band

Valence band6K 300K

1.42

0.63
0.49

1.34

[Fe2+/Fe3+]

Temperature

Fig. 7.21 Energy band diagram versus temperature for InP:Fe,
showing the shift in bandgap energy (slope = 3.8 × 10−4 eV/K)
and the shift in the Fe acceptor ionization energy (slope =
4.7 × 10−4 eV/K)

The Fermi energy can only be reduced to the mid-
gap level as the occupancy of the iron acceptor level
decreases, so that for Fe2+/Fe3+ = 1

10 , the free car-
rier concentration will be n ∼= 107. In other words, for
typical semi-insulating InP with residual donor con-
centrations of 1–3 × 1015 cm−3, a minimum Fe doping
level of 1–3 × 1016 cm−3 is required.

Zach [7.49] calculated the temperature shift of
the iron level from the conduction band to be
−4.7 × 10−4 eV/K. This value was later verified [7.50]
by an optical experiment using two-wave mixing
photorefractive and absorptive gain to evaluate the
Fe2+/Fe3+ ratio in InP:Fe. As they varied the temper-
ature of the crystal they observed that the wavelength
of absorption gain was strongly dependent on temper-
ature. For example, when the wavelength is fixed at
973 nm a null absorption gain is obtained at a crys-
tal temperature of 285 K, while for a wavelength fixed
to 991 nm a null gain is obtained at a crystal tem-
perature of 330 K. The null point corresponds to the
disappearance of the photorefractive space-charge grat-
ing because the creation of holes exactly compensates
the creation of electrons (σp pT0 = σnnT0). In this termi-
nology, pT0 refers to Fe3+ and nT0 refers to Fe2+. These
results were explained by the temperature dependence
of the iron level position as a function of temperature.
That is, a shift of the iron level introduces a change
in the optical cross sections. Using the temperature for
which the absorption gain is null at λ = 991 and 973 nm,
the temperature shift of the iron level with respect to the
conduction band was found to be

dEFe-CB

dT
= E991 nm − E973 nm

TΓα=0
991 nm − TΓα=0

973 nm

≈ −5.1 × 10−4 eV/K . (7.10)
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This value is in close agreement with the value ob-
tained by Zach. Significantly, the compensation model
has been confirmed by both optical and electrical exper-
iments.

7.5.2 The Role of Hydrogen

In semi-insulating InP material the concentration of
ionized acceptors Fe2+ appears to be higher than the
measured concentrations of Si and S. The donor im-
purities that compensate the iron acceptors in InP
cannot all be accounted for through trace impurity anal-
ysis by glow-discharge mass spectroscopy (GDMS).
Additional residual donors, not detected by impurity
analysis, are present in these samples. It has been pro-
posed that the other donor which contributes to the
ionized Fe2+ concentration is hydrogen [7.52].

Several studies [7.53–55] of the absorption spec-
tra of hydrogen in InP have established the structure
of hydrogen-related complexes. The local vibrational
mode (LVM) absorption at 2315.6 cm−1 in LEC InP
shown in Fig. 7.22 is due to the P−H stretching modes
in an environment that has tetrahedral symmetry [7.55].
Isotopic co-doping with deuterium and hydrogen was
used [7.52] to investigate the LVM in InP. The split-
ting in the D−H spectrum was consistent with a defect
having tetrahedral symmetry, and the authors proposed
that the absorption is due to a fully passivated indium
vacancy [VIn(PH4)]. Investigation of the electrical prop-
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Fig. 7.22 Infrared absorption spectra in the range of the
InP:H LVM line before and after annealing (after [7.50])
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Fig. 7.23 Infrared absorption spectra in the range of the
Fe2+ intracenter absorption before and after annealing (af-
ter [7.51])

erties of the hydrogen defect in InP [7.56] showed that
this defect has a characteristic donor behavior.

The VInH4 defect disappears during annealing at
≈ 900 ◦C under a phosphorus overpressure, as shown
in Fig. 7.22. For undoped bulk InP a reduction in
free carrier concentration and an increase in mobil-
ity after annealing is also observed, consistent with
a decrease in the donor-related VInH4 defect. For the
case of Fe-doped material, annealing experiments [7.51,
57] showed the role of hydrogen-related donors in
controlling resistivity. In these experiments the Fe2+
absorption peak was measured quantitatively to de-
termine the residual shallow donor concentration. For
semi-insulating Fe-doped material, annealing reduces
the Fe2+ absorption peak as seen in Fig. 7.23. The
change occurs without any measurable increase in Fe3+
by diffusion or other mechanisms. How to quantify the
effect of hydrogen in Fe-doped InP is the key to under-
standing the VInH4 defect – and crucial for producing
semi-insulating InP with a minimum concentration of
iron.

7.5.3 Annealing Experiments

It has become apparent in the last few years that post-
growth thermal treatment can bring about modification
of the intrinsic defect concentrations in InP crys-
tals [7.58–63]. It is now understood that the conversion
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Table 7.3 Effect of annealing and cool-down on Fe-doped InP samples

Sample cool-down [Fe2+] (cm−3) [Fe2+] (cm−3) Δ[Fe2+] VH4 integrated

procedure as grown annealed (cm−3) absorption (cm−2)

Slow cool 3.3 × 1015 1.5 × 1015 1.8 × 1015 0.089

Fast cool 3.3 × 1015 1.7 × 1015 1.6 × 1015 0.097

from n-type to semi-insulating behavior by annealing
at ≈ 950 ◦C is a consequence of the escape of shallow
donors (the VH4 defect) and the presence of a resid-
ual concentration of iron. Some commercial vendors
now offer undoped InP that is wafer-annealed under
FeP2 atmosphere to provide semi-insulating properties
with high mobility [7.64]. Some questions still persist,
however, concerning the precise mechanism of thermal
conversion. Does high-temperature treatment annihilate
the VH4 defect complex, or does it merely stimulate the
diffusion to free surfaces? Likewise, if iron atoms are
electrically active only on substitutional In sites, what
happens to the InP crystal when iron diffusion occurs
through an interstitial mechanism? After annealing,
are some iron atoms quenched into inactive interstitial
sites? The annealing experiments discussed in [7.65]
were designed to answer some of these questions.

In order to determine the activation behavior of
iron, Fe-doped InP crystals were grown by the MLEC
method, such that the total iron concentration ranged
from 1 × 1016 to 1 × 1017 cm−3 from seed to tail. The
conductivity type of these crystals was semi-insulating
(i. e., with free carrier concentration n < 2 × 108 cm−3).
The crystals were cut into rectangular 1 × 1 × 2 cm3

polyhedra. Optical absorption spectra in the range
500–3500 cm−1 (60–300 meV) were measured with
a Digilab 80E-V vacuum Fourier-transform spectrom-
eter. Samples were mounted in an exchange gas optical
cryostat and cooled to temperatures between 6.5 and
12 K. The highest instrumental resolution used was
0.125 cm−1, and standard measurements were per-
formed at 0.25 cm−1 resolution.

These crystals were annealed in quartz ampoules
with sufficient phosphorus to provide an overpressure
of 5 atm at 900 ◦C, well above the equilibrium partial
pressure of P over InP. After being held at 900 ◦C for
36 h the samples were cooled either slowly or rapidly
to room temperature. Slow cooling was performed at
a rate of less than 1 K/min, whereas rapid cooling was
in excess of 5 K/min.

The results of the annealing experiments can be
summarized as follows: In the case of slowly cooled
samples, measurements of the hydrogenated vacancy
VH4 from the integrated absorption at 2316 cm−1

showed virtually complete annihilation of the defect
after annealing. In these same samples, the Fe2+ absorp-
tion lines were measured before and after annealing.
The results are tabulated in Table 7.3.

The reduction in the Fe2+ concentration after an-
nealing is directly proportional to the reduction of
integrated absorption due to the hydrogen defect.
The following quantitative calibration correlates the
hydrogen–vacancy complex with the change in Fe2+
(equivalent to the net donor concentration)

[VInH4] = 4.2 × 1016 (cm−1)

× Absorbance (cm−2) . (7.11)

For as-grown InP crystals with net donor concentra-
tion less than 4 × 1015 cm−3, the measured absorbance
value for the 2316 cm−1 feature is slightly less than
0.1 cm−2. This explains why undoped InP crystals are
always n-type with intrinsic free carrier concentrations
of 2–4 × 1015 cm−3. After annealing, the net donor con-
centration will be reduced so that it is possible to
convert n-type InP with low iron doping to become
semi-insulating.

For the case of the rapidly cooled sample, the re-
sults are somewhat different. It can be seen from the
data in Table 7.3 that the annealing process is some-
what less efficient than for the slowly cooled sample.
The change in Fe2+ concentration is not as large, indi-
cating that VH4 donor annihilation is either incomplete
or that new compensating acceptors have been intro-
duced during cool-down. Annihilation of VH4 donors
appears to be complete because of the total disappear-
ance of the absorption peak at 2316 cm−1. However,
the mechanism of acceptors being quenched in during
cool-down remains a possibility. Two observations con-
cerning the quenched sample spectrum in Fig. 7.24 may
supply clues to the answer. First, a sharp peak is found
at 2204 cm−1. This peak has been identified [7.66] as an
LVM belonging to VH2, an intermediary in the breakup
of the VH4 defect. As the number of H atoms in the
vacancy decreases, the P−H bonds lengthen and the
frequency of the vibrational mode decreases. As each
hydrogen atom is removed from the vacancy, an elec-
tron is removed from the highest occupied state. The
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Fig. 7.24 A comparison of the absorption peaks in the
vicinity of Fe2+ intracenter absorption, before and after
annealing with rapid cooling

resulting defects, VInH2, VInH, and VIn, have been
identified as single, double, and triple acceptors, re-
spectively, thereby compensating the residual donor
concentration. The appearance of the VH2 defect is
likely contributing to the inefficient thermal conversion
of quenched InP samples.

Another interesting feature in the IR absorption
spectrum of rapidly cooled samples is seen in Fig. 7.24.
Before annealing, in the upper plot, two peaks associ-
ated with the Fe2+ intracenter electronic transition are
seen at 2830 and 2844 cm−1. After annealing followed
by rapid cooling, the integrated area of the two peaks is
reduced, but not as much as for slowly cooled samples,
and some new absorption lines emerge at 2864 cm−1

and a possible triplet centered around 2877 cm−1. The
new peaks are not identified in the literature, and it
is not certain if they are caused by electronic transi-

tions or by local vibrational modes. However, because
of their similar spacing and proximity to the well-known
iron peaks, one could suspect an iron-related defect.
Possibly a high-temperature defect becomes quenched
in the rapidly cooled samples. For example, if iron
diffuses at high temperature by an interstitial mecha-
nism, it is likely that rapid cooling could leave some
iron atoms on inactive sites. Substitutional iron (Fe3+)
and a low Fe2+/Fe3+ ratio are required for semi-
insulating InP. If iron is trapped on interstitial sites,
this will also contribute to the inefficiency of thermal
conversion.

Fornari has observed [7.67] that the electrical activ-
ity of Fe in as-grown InP is dependent on the annealing
cycle which occurs naturally during crystal growth.
In other words, the concentration of active iron in
a given cross section of the ingot depends on the ther-
mal history and the concentration of In vacancies in
that section. This observation led to the development
of undoped semi-insulating InP wafers obtained by Fe
diffusion [7.68]. In this new approach, unintention-
ally doped InP crystals were grown and sliced into
wafers, which were then annealed at high temperature
in an iron phosphide atmosphere. Subsequent electri-
cal characterization showed that the wafers became
semi-insulating with resistivities above 107 Ω cm, and
mobilities of 3000–4000 cm2/(Vs). They also showed
that Fe-diffused wafers are more uniform than Fe-doped
crystals grown from the melt.

High-temperature annealing of InP has been shown
to be an effective way to improve semi-insulating
crystal properties. The anneal not only reduces the
hydrogen-related donor complexes but also apparently
causes Fe redistribution. The concentration of indium
vacancies is critical to the annealing process. Sub-
stitutional iron requires an indium vacancy in order
to be electrically active, just as hydrogen becomes
a donor only in the configuration VInH4. With this un-
derstanding, it is possible to lower the critical threshold
concentration of Fe in semi-insulating InP.

7.6 Optical Characterization of InP:Fe

In order to understand the spatial distribution of
iron in InP, a mapping tool that can distinguish be-
tween the ionized state Fe2+ and the unoccupied Fe3+
is needed. Recent advances in optical characteriza-
tion have developed scanning photocurrent (sPC) as
a complement to scanning photoluminescence (PL)
measurements [7.69]. Photocurrent mapping experi-

ments are carried out at liquid-nitrogen temperature to
improve the contrast [7.70]. The photocurrent is ex-
cited by extrinsic light (either λ = 1.32 or 1.06 μm from
a continuous wave (CW) Nd:YAG laser), which im-
plies a probing depth equal to the wafer thickness; on
the other hand, PL utilizes above-bandgap excitation
wavelength, so the probed depth is on the order of

Part
B

7
.6



InP: Crystal Growth with Magnetic Fields 7.6 Optical Characterization of InP:Fe 225

θ = 13

θ = 10

θ = 6.7

θ = 5

0 1 2 3 4 5 6
[FeIn] (×1016cm–3)

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Photocurrent (arb. units)
0

0

27.2 mm

16.4
mm

2.002

0.652

Fig. 7.25 Scanning PC measurement of InP:Fe with photocurrent intensity as a function of FeIn and the compensation ratio
[Fe3+]/[Fe2+] (after [7.71])

the minority-carrier diffusion length, or about 1 μm. In
order to explain the photoconductivity (PC) contrast,
a model was developed [7.71] for Fe-doped InP and
a direct correlation was found between the PC intensity
and the compensation ratio [Fe3+]/[Fe2+]. This is just
the opposite of the PL intensity. It would seem that the
contrast in PC images will always be anticorrelated to
that of PL images. In fact, the comparison is more sub-
tle, as shown graphically in Figs. 7.25 and 7.26, where
the calculated brightness varies with total Fe concen-
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Fig. 7.26 Scanning PC measurement of InP:Fe with photoluminescence intensity as a function of FeIn and the compensation ratio
[Fe3+]/[Fe2+] (after [7.71])

tration, considering the compensation ratio as a slope
parameter.

Now one can compare the PL and PC images of
the same Fe-doped InP wafer to determine if the iron
is active or inactive, i. e., substitutional or interstitial.
If the two images are anticorrelated as expected, then
the compensation ratio will be rather uniform across the
wafer. On the other hand, if the both PL and PC im-
ages show bright areas at the same location, interesting
new possibilities arise. If some areas are correlated and
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others anticorrelated, this indicates a nonuniform com-
pensation ratio. Figures 7.25 and 7.26 contain PL and
PC images of the same quarter wafer grown for this
study of iron distribution. A visual comparison of the
two images reveals a bright PC area, which coincides
with a bright PL area. This correlated region is a region
of low iron concentration but with high compensation.
If this is true, it means that the Fe2+ concentration must
be very low in this region. That means that both the
iron atoms and the residual donors are reduced dur-
ing the crystal growth and cooling process, possibly by
a gettering mechanism.

High PL intensity is indicative of low Fe3+ con-
centration. The concentration may be reduced either
because the total iron concentration here is low, or be-
cause some of the total iron atoms have migrated to
inactive sites. On the other hand, high PC intensity indi-
cates a high [Fe3+]/[Fe2+] compensation ratio. Since
the bright region must contain a low Fe3+ concen-
tration, then the ionized Fe2+ must be even lower to
account for the high PC intensity.

The PL and PC images present clear evidence that
both iron and residual donors are diffusing in the
solid during crystal growth. Furthermore, it appears
from the annealing experiments that rapid cooling can
increase wafer inhomogeneity. Two possible interpreta-
tions have been considered. First, the iron may diffuse
interstitially, and remain at interstitial sites during rapid
cool-down. Second, the iron and residual donors may
be precipitating on dislocations by the mechanism of
gettering. Either explanation could account for the in-
homogeneity seen in the PL and PC images.

In summary, there is no concrete proof that in-
terstitial iron atoms exist at room temperature in InP
crystals. However, it can be inferred that the presence
of interstitial iron contributes to the inhomogeneity of
InP electrical and optical properties. This research has
demonstrated that iron atoms as well as residual donors
are diffusing rapidly through the crystal and forming
precipitates during growth and cooling. Therefore, con-
trol over the annealing and cooling cycle is a prime
factor in producing semi-insulating InP wafers.

7.7 Summary

The use of applied magnetic fields during liquid-
encapsulated crystal growth has been explored as
a means to control defect formation in InP crystals.
Since magnetic field growth was first suggested as
a means to control crystal defects, experimental work
has proceeded at several laboratories to understand its
effects on melt growth. However, its use has never been
adopted for commercial production. The risk may be
too high when there is so small a body of knowledge
on the subject. This chapter gives a practical review of
the advantages and disadvantages of magnetic fields for
liquid-encapsulated growth of InP. With the aid of com-
puter modeling, it is possible to design a system with the
proper configuration of magnetic field that will optimize
the growth properties of InP. Avoidance of twinning,
crystal shape control, and control of dopant distribu-
tion are goals that should be of interest for commercial
production.

This chapter has also contributed to a practi-
cal understanding of how dislocations are generated

and the mechanism by which they propagate in LEC
InP. Dislocations are generated after growth, sev-
eral millimeters away from the solid–liquid interface.
Experiments to control dislocation density by Dash
seeding were made possible by magnetic stabilization,
but except for small-diameter crystals, the dislocation
density is not reduced by magnetic fields, either axial or
cusped.

Finally, the activity of iron as a dopant species to
control the semi-insulating behavior of InP has been
discussed. The simple process of Fe melt-doping is
shown to have practical limitations. Control of compen-
sating species and consideration of where the Fe sits in
the crystal structure of InP can now be understood in
the light of annealing studies. The most uniform crys-
tals may be those that are grown without intentional Fe
dopant, and then sliced and annealed to allow iron dif-
fusion after growth. New tools for mapping the charge
state of iron in InP have contributed greatly to clarify
our understanding of iron activation.
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This chapter reviews growth and characterization of
Czochralski silicon single crystals for semiconductor
and solar cell applications. Magnetic-field-applied
Czochralski growth systems and unidirectional
solidification systems are the focus for large-scale
integrated (LSI) circuits and solar applications, for
which control of melt flow is a key issue to realize
high-quality crystals.
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Over the past 50years, single crystals of semiconduc-
tors such as silicon (Si), gallium arsenide (GaAs),
and indium phosphide (InP) have become increasingly
key materials in the fields of computer and informa-
tion technology. Attempts to produce pure silicon (i. e.,
a defect-free single crystal of silicon) were motivated by
the desire to obtain ultralarge-scale integrated circuits
(ULSIs) in which microvoids of about 10 nm diam-
eter [8.1] are formed during crystal growth. Research
over the past decade on crystal growth of silicon has fo-
cused on analysis of the formation of such microvoids
during crystal growth using mass-transfer and reaction
equations and on the temperature field in the crystals,
obtained from global modeling. Control of solid–liquid
interface shapes of GaAs and InP has been extensively
studied to find a way to prevent the formation of disloca-
tions and polygonization during crystal growth [8.2–5].

Microvoids are formed by the agglomeration of
vacancies introduced at the solid–liquid interface of sil-
icon. In most past studies, it has been difficult to reduce
the total number of such microvoids in a whole crys-
tal because the vacancy flux in silicon crystals must be
controlled to reduce the probability of agglomeration.

One of the key points for controlling the vacancy flux
in crystals, especially that near a solid–liquid interface,
is control of the convection of the melt, through which
the shape of the solid–liquid interface can be controlled.
From this point of view, efforts have been made to con-
trol the periodic and/or turbulent flow of melt inside
a crucible of large diameter. Crystal growth indus-
tries have mainly focused on quantitative prediction of
a solid–liquid interface, point defect distribution, oxy-
gen concentration, and dislocation-free growth. Steady
(DC) and/or dynamic (AC) [8.6–44] magnetic fields,
including electromagnetic fields, are opening up new
fields to meet the increasing demand for large-diameter
crystals.

A transverse magnetic field (i. e., TMCZ) is the
type that has been utilized for commercial produc-
tion, especially for large-diameter crystals. A lot of
research [8.45–49] on the TMCZ method has been
published. Numerical calculation [8.50–68] of these
transverse magnetic fields is one of the key issues to
predict temperature and impurity distributions in the
system. Most numerical studies on CZ-Si growth in
a transverse magnetic field have been limited to three-
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dimensional analysis of melt flow in a crucible by
imposing a flat melt–crystal interface and external ther-
mal boundary conditions in the models. However, since
the real shape of the melt–crystal interface and the ther-
mal field near it are of great interest commercially,
three-dimensional (3-D) global modeling that takes into
account the high degree of nonlinearity of the growth
system, the inherent three-dimensionality of the melt

flow, and the thermal field under the influence of a trans-
verse magnetic field is necessary. However, there have
been few studies using such modeling.

This chapter reviews crystal growth and characteri-
zation of CZ silicon. The effects of magnetic fields such
as vertical and TMCZ methods on convection of the
melt are also discussed. A means for solving the prob-
lem of convection computationally is also described.

8.1 Silicon Single Crystals for LSIs and Solar Applications

Figure 8.1 shows the structure of a typical furnace
for CZ growth of silicon crystals. The heater, crucible
heater, and thermal shields are made of carbon and/or
carbon composite. Polycrystalline silicon as a raw ma-
terial is placed in a quartz crucible. The growth furnace
is evacuated, then Ar gas is introduced into the furnace
to prevent oxidation of the silicon crystal and the melt.
Subsequently, a seed crystal is attached to the top of
the melt, then pulled upwards to grow silicon single
crystals. The grown crystal is detached from the melt
after the end of growth. Finally, the crystal is cooled
to room temperature. The diameters of the crystal and
crucible are currently 300 and 1200 mm, respectively.
The diameter of the crystal is now increasing to 450 mm
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Fig. 8.1 Typical geometry of silicon Czochralski crystal
growth furnace

in research and development, where the requirement on
defect density becomes critical. Therefore, precise con-
trol of growth conditions is of great importance to grow
defect-free crystals.

8.1.1 Conventional Czochralski Silicon

A seed crystal is usually suspended by a wire, then
touches the surface of the silicon melt. The crucible
usually rotates to stabilize the flow of the melt through
centrifugal forces. The pulling rate of the crystal is
also controlled to keep the crystal diameter constant.
Monitoring of the diameter is usually carried out by
a camera that monitors the meniscus shape. The pulling
rate of the crystal is kept at about 1 mm/min, which
is important for production efficiency. Oxygen concen-
tration in a crystal is usually controlled by adjusting
the pressure and the flow rate of the Ar gas. The crys-
tal and crucible are usually rotated to control impurity
and oxygen concentrations as well as the shape of the
interface between the crystal and the melt. Moreover,
a cone is located near the melt–gas interface to rec-
tify the gas flow just above the melt surface. This cone
can control the evaporation rate of oxygen from the
top of the melt, which enables control of the concen-
tration of oxygen incorporated from the melt into the
crystal.

Bulk crystalline silicon of high quality has become
an essential material for today’s information society.
The distribution of temperature in a crystal during
growth affects the distribution of vacancies and the
formation of voids in the crystal. Therefore, it is impor-
tant to control the temperature distribution in a crystal
through control of the flow of the melt. To date, the tem-
perature distribution in the furnace has been controlled
by selecting a configuration of the thermal shields based
on a global model including heat and mass transfer by
radiation, convection, and conduction.
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a) 0.0001 m/sb)

0.0001 m/sc) 0.0001 m/sd)

Fig. 8.2a–d Velocity profiles of Czochralski growth of silicon without temperature effect. (a) No forces, (b) with crystal
rotation, (c) with crucible rotation, (d) with crystal and crucible rotations

Figure 8.2 shows velocity profiles of Czochralski
growth of silicon without the effect of tempera-
ture, while Fig. 8.3 shows calculated temperature and
velocity profiles of Czochralski growth of silicon in-
cluding the effect of temperature. These figures clarify
how crystal and/or crucible rotation and gravity af-
fect the convection of the melt. This configuration
contains melt and a crystal of silicon. Operating con-
ditions in terms of the crystal (ωs) and crucible (ωc)
rotation rates for Figs. 8.2 and 8.3 are listed in
Table 8.1.

Figure 8.2a has no flow since there are no exter-
nal or internal forces on the melt. Figure 8.2b shows
the velocity profile with crystal rotation only, in which
case the velocity is low. This is due to the low viscos-
ity of the silicon melt, which cannot diffuse momentum
effectively from the crystal to the melt. Figure 8.2c,d
shows similar profiles with the crucible rotating, show-
ing the large effect of crucible rotation on convection of
the melt.

Figure 8.3 shows the temperature profiles under the
conditions listed in Table 8.1. Figure 8.3a and b show
almost the same profiles of temperature and velocity,
similar to the relationship between Fig. 8.2a,b. This is
because of the low viscosity of the melt.

Figure 8.3c,d shows a low velocity and a tempera-
ture profile similar to that for the conduction-dominated

case. This small velocity is attributed to the law of
conservation of angular momentum in the rotating
melt [8.26]. The momentum (Navier–Stokes) equation
for the rotating melt contains terms for the Coriolis and
centrifugal forces, as shown in (8.1), for the rotating
coordinate system

∂u
dt

= −u∇u−2(Ωk) × u+ (Ωk) × (Ωk) × r

+ 1

ρ
∇ p+μ/ρΔu+ gβ(T − T0) , (8.1)

where u and r are the vectors of relative velocity on
a rotational basis and position, respectively, Ω denotes
the crucible rotation rate, p and μ represent the pres-
sure and viscosity of the melt, and g, β, and T0 are
the vectors of gravitational acceleration, the volume
expansion coefficient, and the reference temperature

Table 8.1 Operating conditions of crystal (ωs) and crucible
(ωc) rotation rates

Figure 8.2 a b c d

ωs 0 −3 0 −3

ωc 0 0 10 10

Figure 8.3 a b c d

ωs 0 −3 0 −3

ωc 0 0 10 10
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a)

b)

0.1 m/s

c)

0.1 m/s

0.01 m/s

d) 0.01 m/s

Fig. 8.3a–d Temperature and velocity profiles of Czochralski growth of silicon without temperature effect. (a) No forces,
(b) with crystal rotation, (c) with crucible rotation, (d) with crystal and crucible rotations. Temperature difference between
the contours is ΔT = 5 K. Consequently, the centrifugal force always acts in the opposite direction. This means that the
melt motion in the radial direction is suppressed by the crucible rotation

corresponding to specific mass, and the reference tem-
perature of 1685 K, respectively. The second and third
terms on the right-hand side of (8.1) express the Corio-

lis force and centrifugal acceleration, respectively. The
vector k in (8.1) is a unit vector in the z-direction. The
centrifugal acceleration vector (acen) can be expressed
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as (8.2).

acen = Ω2r = L2

r3
, (8.2)

where L is the angular momentum of the melt.
When a small volume element moves instanta-

neously from position r to r ′ (= r +Δr), the excess
force shown in (8.3) is caused by the conservation of
angular momentum

Δacen = L2
(

1

r3
− 1

r ′3

)
. (8.3)

8.1.2 Magnetic Czochralski (MCZ) Silicon

As the diameter of the crystal increases we need to sta-
bilize the flow of the melt. There have been a lot of pa-
pers regarding the magnetic-field-applied Czochralski
method, especially for large-diameter crystals [8.35–
45]. Research on electromagnetic hydrodynamics has
a long history in the field of steel and metal manu-
facturing processes. Since molten silicon, like molten
steel or metal, has many free electrons, electromagnetic
hydrodynamics can be used to control the convection
in metallically conducting molten silicon through the
application of magnetic and/or electric fields.

The electric current (J) in the melt and the Lorentz
force (F) induced by the current in the case of a steady
electromagnetic field are shown in (8.4) and (8.5), re-
spectively, where σe, E, B, and v are the electric
conductivity of the melt, electric field, magnetic flux
density, and velocity of the melt, respectively.

J = σe (E+v × B) , (8.4)

F = J × B . (8.5)

Due to the continuity condition on the electric current
in the melt, (8.6) (a Poisson-type equation) should be
satisfied, since there is no source of charge in this case:

∇ · J = 0 . (8.6)

The typical magnetic fields used in the Czochral-
ski method are shown in Fig. 8.4. Figure 8.4a and
b show schematic diagrams of the vertical magnetic-
field-applied Czochralski (VMCZ) and the transverse
magnetic-field-applied Czochralski (TMCZ) method,
respectively. One or two coils are set parallel to the
pulling axis in VMCZ, while two coils are set per-
pendicular to the axis in TMCZ. For the cusp-shaped
magnetic-field-applied Czochralski method there are
two coils, which are set parallel to the axis with opposite
current directions. Therefore, inhomogeneous magnetic
fields are applied to the melt.

a) b)
Magnetic field

Coil

Current

Fig. 8.4a,b Schematic diagram of a VMCZ (a) and TMCZ (b) sys-
tem. Static current is applied to the cylindrical coil. Schematic
diagram of electric currents and Lorentz forces under vertical mag-
netic fields

The vertical magnetic-field-applied Czochralski
(VMCZ) method was one of the methods used in early
works on magnetic-field-applied crystal growth. Mag-
netic fields are applied in the z-direction; therefore,
motion of the melt in the radial and/or azimuthal direc-
tions reacts with the magnetic field, while melt motion
in the vertical direction does not react with the field.
Electric current is induced in the azimuthal direction by
the radial motion of the melt under a vertical magnetic
field. Therefore, the Lorenz force works in the opposite
direction and suppresses the velocity of the melt in the
radial direction.

0 0.020.01 0.03

Experimental results

Calculation results

0.04

Velocity (mm/s)

Magnetic flux density B (T )

20

10

0

Fig. 8.5 Relationship between magnetic field and flow ve-
locity in a meridional plane under vertical magnetic fields
(after [8.35, 50])
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Radial current, which is induced by a coupling with
the azimuthal velocity and magnetic field, cannot flow
through the crucible wall as it is electrically insulating.
Thus, the Lorentz force cannot work, and the melt flows
freely in the azimuthal direction.

Figure 8.5 shows experimental results for the
melt velocity in a meridional plane obtained by
a visualization technique using an x-ray radiography
method [8.52]. The dots show experimental data while
the lines show results of numerical calculation using
a three-dimensional configuration of the melt. This fig-
ure clearly shows that there is a reduction in melt motion
in the meridional plane. It was clarified from the visu-

a) b)
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Fig. 8.6a–d Temperature and velocity distribution in silicon melt with a transverse magnetic field applied in the x-
direction. Distributions of temperature (a) and velocity (c) at the top of the melt. Velocity distributions in planes
perpendicular (b) and parallel (d) to the magnetic field. Temperature difference between the contours is 2 K. Average
velocities of (b), (c) and (d) are 0.2, 0.18 and 0.19 mm/s, respectively

alization that the motion in the azimuthal direction was
not suppressed.

The TMCZ system has a nonaxisymmetric config-
uration, and temperature and velocity fields therefore
have twofold symmetry. Although this system has such
a symmetry, it has been used for actual production of
silicon for charge-coupled devices (CCDs), since the
system enables crystals with low oxygen concentration
to be produced. CCDs should have homogeneous and
low oxygen concentration for reduction of inhomogene-
ity of image cells in the devices.

An elliptic temperature distribution due to inho-
mogeneous heat transfer in the melt can be seen in
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Fig. 8.6a. As shown schematically in Figure 8.6a,b, only
down-flow is formed in a plane parallel to the magnetic
field, while two roll cells are formed in a plane perpen-
dicular to the field. Consequently, thin boundary layers
of velocity, temperature, and oxygen near the crucible
wall are formed.

This phenomenon is a characteristic of a trans-
verse magnetic field, which is static and nonax-
isymmetric. If an axisymmetric magnetic field such
as a vertical or cusp-shaped field is used, the
melt rotates with the same angular velocity as the
crucible.

8.2 Control of Crystal Defects in Czochralski Silicon

Microvoids are formed by agglomeration of vacancies
that are introduced at a solid–liquid interface of sil-
icon [8.1, 51–55]. In most past studies, it has been
difficult to reduce the total number of such microvoids
in a whole crystal because the vacancy flux in silicon
crystals must be controlled to reduce the probability of
agglomeration.

One of the key points for controlling the vacancy
flux in crystals, especially that near a solid–liquid in-
terface, is control of the convection of melt, by which
the shape of the solid–liquid interface can be con-
trolled. From this point of view, efforts have been
made to control the periodic and/or turbulent flow
of melt inside a crucible of large diameter. Crystal
growth industries have mainly focused on quantita-
tive prediction of a solid–liquid interface, point defect
distribution, oxygen concentration, and dislocation-free
growth.

0 100 200–100–200

Z

R

300

250

200

150

100

50

0

–50

–100

–150

–200

0 100–100

Za) b)

R

100

50

0

–50

Fig. 8.7 (a) Temperature distribution in a global model with a two-dimensional configuration. (b) A zoomed temperature
distribution in a global model with a two-dimensional configuration. Temperature difference between the contours is 5 K

8.2.1 Criterion
for Characteristic Defect Formation

Point defects such as a vacancy and an interstitial atom
form clusters which become microvoids and dislocation
clusters. Such defects degrade characteristics of LSIs
by formation of leakage current paths. The microvoids
and dislocation clusters are formed by supersaturation
of vacancy and interstitial atoms during the crystal
cooling, respectively. If the total number of vacancy
and interstitial atoms is the same, they can compen-
sate, and perfect crystal will then be formed. However,
such condition cannot be realized due to differences
in their equilibrium concentrations at melting point
and their diffusion constants. The interstitial atoms mi-
grate fast near the melting point while vacancies move
with the pulling speed since their diffusion constant is
small.
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Volonkov proposed (8.7) as the criterion to obtain
perfect crystals [8.52]

V

G
= 0.62 , (8.7)

where V and G are the crystal pulling rate and the tem-
perature gradient of the crystal, respectively.

The flux of vacancy transfer in a crystal is deter-
mined by the crystal pulling speed since vacancies, with
a slow diffusion constant, move with the pulled crystals.
However, the flux of interstitial atoms in a crystal is de-
termined by the temperature gradient of the crystal since
interstitial atoms diffuse based on the gradient of the
equilibrium concentration. Such concentration gradi-
ents are defined by the temperature gradient in a crystal.
Therefore, the dominant defect can be determined by
the relationship expressed by (8.7).

To obtain a perfect crystal one has to control the flux
of defects in a crystal. We need to control these fluxes by
controlling the temperature distribution in the furnace
and the shape of the solid–liquid interface, which affects
the temperature gradient in the crystal. We usually use
a global model that can predict the temperature distribu-
tion in a furnace, including the shape of the solid–liquid
interface. The global model contains conduction, con-
vection, and radiation of heat and mass transfer in the
furnace.

Figure 8.7a,b [8.55] shows two-dimensional tem-
perature distributions in a furnace at Kyushu University.
We can recognize temperature distributions in each
part of the crystal, crucible, melt, heater, and ther-
mal shields. If the system is completely axisymmetric,
a two-dimensional configuration can be imposed due to
the almost axisymmetric configuration of a Czochralski
furnace. However, many studies have shown that flow
in the melt has a three-dimensional structure. Therefore,
we have to change the configuration from two to three
dimensional.

8.2.2 Effect of Pulling Rate
and Temperature Gradient

We usually use magnetic fields to control temperature
gradient in a crystal through control of the flow of the
melt. The results of a series of computations with var-
ious intensities of magnetic field and various crystal
pulling rates are summarized in Figs. 8.8 and 8.9. Fig-
ure 8.8 shows the axial temperature gradients in both the
crystal and the melt at a melt–crystal interface as a func-
tion of crystal pulling rate. Solid lines show the results
with and without a magnetic field, while dashed lines
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Fig. 8.8 Axial temperature gradients in the crystal (upper
part) and melt (lower part) near the interface as a func-
tion of pulling rate of a crystal at different intensities of the
applied magnetic field (after [8.55])

show the results without convection in the melt, approx-
imately corresponding to the case with a magnetic field
intensity of infinite value. The arrows in the figure show
the contribution of the convection of the melt. The val-
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Fig. 8.9 Interface deflection as a function of pulling rate
of a crystal at different intensities of the applied magnetic
field (after [8.55])
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ues of the axial temperature gradients in the melt and
crystal were obtained by averaging in the central area of
the interface. The values of the axial temperature gra-
dients in the melt and crystal at the interface are not
identical even when the crystal pulling rate is zero since
the thermal conductivity of the crystal is not equal to
that of the melt.

These results show that the axial temperature gradi-
ents in the melt and crystal near the interface increase
with increasing magnetic field intensity. With increas-
ing crystal pulling rate, the temperature gradient near
the interface in the crystal increases, while that in the
melt decreases. Meanwhile, the difference between the
case with finite (including zero) magnetic field inten-
sity and the case without melt convection becomes
smaller. Since this difference is due to the melt convec-
tion, this result indicates that the contribution of melt
flow becomes smaller with increasing crystal pulling
rate.

These phenomena can be explained as follows.
When we apply a magnetic field of large intensity nat-
ural convection of the melt is suppressed, resulting
in a more inhomogeneous temperature distribution in
the melt. Therefore, the temperature gradient in the
melt increases with increasing magnetic field intensity.
Meanwhile, because of heat balance between the liquid
and solid at the interface, the temperature gradient in
the crystal near the interface also increases accordingly.
However, melt convection still remains, even if we ap-
ply a magnetic field with a relatively large intensity
to the melt. As a result, even when a relatively large
magnetic field of 0.3 T is applied to the system, the tem-
perature gradients near the interface in both the crystal
and the melt are far from those without melt convection,
as shown in Fig. 8.8. On the other hand, since a larger
crystal growth rate always results in lower heater power,
the temperature on the sidewall of the melt becomes
smaller due to the lower heater power. The temperature

difference becomes smaller and the temperature distri-
bution becomes less inhomogeneous in the melt. This
in turn leads to weaker melt convection due to decrease
in the thermal buoyancy force induced by the temper-
ature gradient in the melt. Therefore, with increase in
the crystal pulling rate, both the axial temperature gra-
dient in the melt near the interface and the contribution
of melt convection decrease. However, since the heat
released due to solidification at the interface is propor-
tional to the crystal growth rate and it is transported
away from the interface through the crystal, a larger
axial temperature gradient field is generated in the crys-
tal near the interface when the crystal pulling rate is
increased.

Figure 8.9 shows the interface deflection toward
the melt as a function of the ratio between the crys-
tal pulling rate (Vp) and the temperature gradient in the
crystal near the interface (G). The values of the inter-
face deflection and the parameter Vp/G were obtained
by averaging in the central area of the interface. The ar-
rows in the figure show the contribution of convection
in the melt. The interface moves upward to the crystal
side with increase in either the magnetic field intensity
or the value of the parameter Vp/G. This tendency is
consistent with that of the axial temperature gradient
in the crystal near an interface shown in Fig. 8.8. This
is because the interface shape is mainly determined by
the temperature distribution in the crystal close to the
interface and the melt convection in the crucible. As ex-
plained in the previous section, when a magnetic field
of large intensity is applied to the system or a larger
pulling rate is applied to the crystal, the melt convec-
tion is suppressed and the axial temperature gradient in
the crystal near the interface increases. The melt–crystal
interface then moves upward to the crystal side in order
to accommodate the increased axial temperature gradi-
ent in the crystal near the interface and the contribution
of melt convection in the crucible becomes smaller.

8.3 Growth and Characterization of Silicon Multicrystal
for Solar Cell Applications

Casting is a key method for large-scale production of
multicrystalline silicon for use in highly efficient solar
cells [8.56, 69–71]. Since the efficiency of solar cells
depends on the quality of the multicrystalline silicon,
which is in turn determined by the crystallization pro-
cess, it is important to investigate and optimize the

casting process to control the distributions of temper-
ature and iron in a silicon ingot during the solidification
process. Moreover, dislocation plays an important role
in the efficiency of solar cells. Such properties should be
controlled carefully by using a large-scale calculation in
order to obtain silicon crystals for solar cells.
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Fig. 8.10 Configuration and computation grid of a casting
furnace. The melt, a crystal, a crucible, a crucible holder
and pedestals are denoted as 1, 2, 3, 4, 5, and 6, respec-
tively. Thermal shields are labeled 7–11. The numbers 12
and 13 indicate multiple heater

8.3.1 Recent Development
of Crystalline Silicon for Solar Cells

Numerical simulation has become a powerful tool
for investigation and optimization of the casting
process and crystal growth process with the devel-
opment of computer technology and computational
techniques [8.56, 57]. Since a casting furnace has
a highly nonlinear conjugated thermal system, transient
simulation with global modeling is an essential tool
for investigation and improvement of the casting pro-
cess from melting to cooling through the solidification
process. We developed a transient code with a global
model for the casting process and carried out calcu-
lations to investigate the distributions of temperature
and iron in a silicon ingot during the casting process.

2315123 15 1

23
17
1

30
18
1

Level ccT
31 1.4×106

26 2.9×105

21 5.8×104

16 1.2×104

11 2.4×103

6 4.9×102

1 1.0×102

Fig. 8.11 Distribution of iron concentration in a solidified
silicon ingot after the solidification process. The scale of
iron concentration should be multiplied by 1 × 1010 cm−3.
The periphery of the crystal contains on the order of
1 × 1015 cm−3

Time-dependent distributions of iron and temperature
in a silicon ingot were investigated. Figure 8.10 shows
a typical casting furnace for production of multicrys-
talline silicon for solar cells.

Figure 8.11 shows the distribution of iron concentra-
tion in a solidified silicon ingot that had been cooled for
1 h during the cooling process. The figure shows a verti-
cal cross-section of the iron concentration in the crystal.
The scale of the iron concentration should be multiplied
by 1 × 1010 cm−3; therefore, the periphery of the crystal
contains on the order of 1 × 1015 cm−3.

Areas with high iron concentration were formed
at the top of the melt due to segregation of iron.
Moreover, areas with high concentration of iron were
formed close to the crucible walls. Such areas were
formed by diffusion, which occurred during solidifi-
cation and the cooling process. This is based on the
small activation energy of iron diffusion in solid silicon.
The central area of the ingot has a low concentration
of iron after the solidification process, as shown in
Fig. 8.11.

8.4 Summary

Crystal growth and characterization of Czochralski sil-
icon single crystals for semiconductor and solar cell
application is a key technology for information and re-
newable energy. Such activity enables us to open up

a new world through technological breakthroughs. Both
experimental and numerical studies on crystal growth
help us to understand and derive new concepts for new
crystal growth technology.
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Czochralski Gr9. Czochralski Growth
of Oxide Photorefractive Crystals

Ernesto Diéguez, Jose Luis Plaza, Mohan D. Aggarwal, Ashok K. Batra

Czochralski crystal growth is one of the major
methods of crystal growth from melt for bulk
single crystals for commercial and technological
applications. Most crystals, such as semiconduc-
tors and oxides, are grown from melt using this
technique due to the much faster growth rates
achievable. A detailed description of the process
can only be given for specific materials; there is no
universal crystal pulling system available commer-
cially. The details of the basic principle and the
design of automatic diameter control Czochralski
crystal growth system elements are given in this
chapter so as to enable any researcher to design
and fabricate his/her own system. This chapter is
devoted to the growth of bulk oxide photorefrac-
tive materials such as lithium niobate and sillenite
crystals including the development in these mater-
ials during the last decade. A number of problems
(and possible solutions) encountered by the au-
thors during growth in their respective laboratories
over the last two decades are discussed.

Section 9.2 provides the introduction to crys-
tals and crystal growth mechanism and various
methods of growing photorefractive crystals. Sec-
tion 9.3 discusses in detail the Czochralski method
of crystal growth, including selection of appro-
priate components for setting up a crystal growth
system such as the heating system design, and
raising, lowering, and rotation mechanisms. Sec-
tion 9.4 discusses the growth and properties of
lithium niobate crystals. A brief introduction to
other photorefractive crystals is given in Sect. 9.5.
The details of the growth and properties of sillenite
crystals are given in Sect. 9.6. Section 9.7 summa-
rizes the present state of these two important
crystals in terms of growth and applications.
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9.1 Background

With the rapid growth of the electronic and optoelec-
tronic industries, the demand for crystalline materials
has increased dramatically over the past few decades.
The requirement for better, cheaper, and larger single
crystals has driven extensive research and develop-
ment in crystal growth. A major factor behind such
growth is the advent of high-power and efficient solid-
state lasers, in combination with the use of materials
that exhibit large second- or third-order nonlineari-
ties [9.1–3]. In such conditions, nonlinear optics is
becoming an important technology in the design of
new laser sources emitting in the visible or near in-
frared. Nonlinear optics also enables the attainment
of new functionalities in laser systems and in op-
toelectronic signal transmission and processing. The
class of nonlinear phenomena based on the photore-
fractive effects in electrooptic crystals will undoubtedly
play a major role in these various applications of
laser photonics. Since its discovery, photorefraction has
stimulated much basic research, covering both fun-
damental materials studies and their applications in
dynamic holography, laser beam control, and optical
processing. For many years the challenge was only to
understand the basic mechanisms of photorefraction
giving rise to this effect in different crystals, which
drove research and development in this area. More and
more materials were found to be photorefractive. New
electrooptic interactions were discovered. The fields
of nonlinear optics, optical spectroscopy, electroop-
tics, ferroelectrics, electronic transport, and Fourier
optics were brought together to develop a complete

understanding of the complex microscopic mechanism
involved. Another important aspect of photorefractive
materials is their ability to perform efficient energy
transfer between a signal and a reference beam in-
terfering in the volume of the crystal. This property
opens up a wide range of applications, including im-
age amplification, optical phase conjugation with gain,
and self-pumped optical cavities. To achieve these re-
sults and develop applications requires us to optimize
nonlinear material properties, and therefore the choice
of the best material is a critical issue. Nonlinear pho-
torefractive optics is now well established and has
reached scientific maturity. It contributes to stimulate
basic research in solid-state physics and to investi-
gate in detail the mechanisms of charge transport in
different types of ferroelectric or semiconductor crys-
tals such as LiNbO3, BaTiO3, KNbO3, Bi12SiO20 or
GaAs.

The Czochralski method is most popular and use-
ful for the growth of large oxides crystals. This chapter
is devoted to the growth of bulk photorefractive ma-
terials from the Czochralski method, summarizing the
development in these materials during the last decade.
We focus our attention on the two most important
photorefractive materials, LiNbO3 and sillenites, which
are considered the most relevant, especially because in
these two materials all the problems and circumstances
inherent to bulk crystal growth of photorefractive oxide
materials are concentrated. For this reason the chap-
ter includes various sections devoted to each of these
materials.

9.2 Crystal Growth

9.2.1 Czochralski Method of Crystal Growth

The CZ technique is named after J. Czochralski.
Czochralski’s invention was discovered essentially by
accident. As the story goes, the young Czochralski, then
chief of AEG’s metal laboratory in Berlin, was study-
ing the crystallization of metals. A crucible containing
molten tin was left on his table for slow cooling and
crystallization. Czochralski was preparing his notes on
the experiments carried out during the day when at some
point, lost in thought, he dipped his pen into this cru-
cible instead of the inkwell placed near the crucible.
He withdrew it quickly and saw a thin thread of so-

lidified metal hanging at the tip of the nib. Thus, the
discovery was made. He had discovered a phenomenon
never observed before: crystallization by pulling from
the surface of a melt. However, careful observation of
this accidental process provided a discovery of great
importance. Later, the nib slot, in which crystalliza-
tion was initiated, was replaced by a special narrow
capillary and later by a seed crystal of the material to
be grown [9.4]. Teal and Little also grew germanium
single crystals by similar technique [9.5]. In the re-
cent past, Brandle has given a detailed description of
Czochralski growth of oxides along with current sta-
tus [9.6].
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Fig. 9.1 A basic diagram of the Czochralski method �

A basic diagram of the CZ method is illustrated
in Fig. 9.1 with various components to explain the pro-
cess. To be considered as a possible candidate for
crystal growth by the Czochralski technique, the ma-
terial should have a relatively low vapor pressure. The
crucible material should be nonreactive with the crystal
growth material above its melting point. The Czochral-
ski system is based on the following principle: the
material is melted in a crucible and is kept for a cer-
tain time at a temperature above the melting point, then
the temperature is reduced to a value slightly above the
freezing point. The freezing point is judged by cool-
ing the melt until crystals start to appear on the surface,
then the temperature is slightly lowered and a seed (cut
in the appropriate orientation) is inserted into the melt.
It is kept at that position for a little while, then the
pulling mechanism is started. The seed forms a crys-
tallization center if the temperatures have been chosen
correctly. If the crystal starts growing very fast and be-
comes visible to the naked eye, then the temperature of
the melt needs to be increased by a degree or so; the melt
must not be overheated as this would cause the crystal
to dissolve and separate from the melt. The diameter
of the pulled crystal is controlled by manipulating the
temperature of the melt and the pulling rate. Suitable en-
gineering of both axial and radial temperature gradients
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is needed to grow single crystals of desired dimensions
reliably.

9.3 Design and Development of Czochralski Growth System

In this section, various components and instruments
used for developing the automatic diameter control CZ
technique are discussed so that the reader can set up
his/her own system. The major components are: fur-
nace design, heating methods viz. resistive or inductive,
temperature control techniques, crucible selection, and
crystal rotation and pulling arrangement [9.7].

9.3.1 Furnace Construction

The furnace used for crystal pulling can vary from the
very simple, e.g., a resistance wound heating element,
to one which is extremely complex because of thermal
and chemical constraints placed upon it by the crystal.
Two types of furnaces can be used; the first type is for
oxide crystal growth and is generally composed of ce-
ramic and noble-metal parts, whereas the second type
is for semiconductor growth and is usually composed

of graphite and fused-silica parts. For growing lithium
niobate crystals, a resistance or inductive furnace can be
utilized.

9.3.2 Heating Methods

Selection of the heating method depends on the opera-
tional temperature needed to grow single crystals of the
desired material. This normally depends on the melting
temperature, which can be determined from the phase
diagram, which is essentially a first road map for the
crystal grower. The basis for selection of the heating
method is also determined by the following factors: the
method of heat transfer (radiation, conduction or con-
vection), the rate of heating or thermal transfer, the
degree of uniformity of the temperatures, the shape of
the temperature gradients, the precision needed in con-
trolling the temperature, the furnace atmosphere, and
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Table 9.1 Some useful properties of common resistance
and heating elements

Material and Maximum Permissible atmosphere

trade name operating

temperature

(◦C)

Kanthal 1250 Oxidizing or reducing

Sintered SiC 1600 Oxidizing

(Globar)

MoSi2 1650 Oxidizing

(Kanthal Super)

Graphite 2500 Inert or vacuum

Tungsten 3000 Inert or vacuum

Nichrome 1200 Oxidizing or reducing

Platinum 1450 Oxidizing or reducing

the cost of the heating equipment. The variety of heating
methods for crystal growth may be categorized mainly
in two categories, viz. resistance heating or induction
heating. Some useful properties of common resistance
heating element materials are listed in Table 9.1. As can
be seen, resistance-heated furnaces are normally limited
to lower temperature ranges (up to 1600 ◦C) and can
have one of the several types of elements listed in the ta-
ble. A general advantage of resistance-heated furnaces
over other types is their greater electrical efficiency and
reduced operational costs.

High-frequency heating is of major importance in
crystal growth because a large range of temperatures
can be achieved with a reasonably high efficiency of
energy transfer and it can be used in a variety of pro-
cesses. Radiofrequency (RF) induction heating provides
the cleanest and most readily available method of heat-
ing precious-metal crucibles, although in the interest
of economy, resistance heating is sometimes used, es-
pecially for lower-melting-point materials. Induction
heating normally occurs in a conducting material due to
eddy currents induced in the conductor by the electro-
magnetic field from a high-frequency current-carrying
coil (the RF work coil) that surrounds the charge. The
useful RF band is typically 100 kHz to 10 MHz, al-
though for relatively large metallic ingots, frequencies
in the medium frequency band (0.5–10 kHz) are useful
and advantageous. In fact, most of the heat is gener-
ated in the skin layer over the coupled flux volume of
the conductor. If a nonconducting crucible is required,
a graphite susceptor should be utilized, which is heated
first and then conducts heat to the charge in the crucible.

This source of heating is generally used for higher-
melting oxides such as sapphire (Al2O3) and garnets;

however, it can be used for the growth of semicon-
ductor materials. Usually RF generators operate in the
above-mentioned frequency range and with a wide
power range of 10–100 kW. For general laboratory use,
a 10–30 kW RF generator is suitable and provides the
capability to grow crystals up to about 30–50 mm in
diameter.

9.3.3 Temperature Control Techniques

Thermocouples are routinely used for measuring the
temperatures in these systems. There are a large number
of thermocouple available including Chromel/Alumel,
Pt-Ptl0%Rh, and Pt-Ptl3%Rh. Junctions between two
thermocouples metals are produced by either fusing the
two wires in a gas flame or by spot welding. Mechani-
cal and brazed connections can also be used. Nowadays
cold junction compensation is available for all types
of thermocouples in any temperature measuring ther-
mocouple thermometer. Basically these provide a zero
suppression in accordance with the electromotive force
(EMF) generated by the cold junction. Some of the most
commonly used thermocouples are listed in Table 9.2.

Most conventional temperature controllers, whether
analog or microprocessor based, are three-mode pro-
portional–integral–differential (PID) controllers. This
means that the control algorithm is based on a propor-
tional gain, an integral action, and a derivative action.
The proportional band simply amplifies the error be-
tween the set point and the measured value to establish
a power level. The term proportional band (PB) ex-
presses the gain of the controller as a percentage of the
span of the instrument. A 25% PB equates to a gain of 4,
whereas a 10% PB corresponds to a gain of 10. Given
the case of a controller with a span of 1000 degrees,
a PB of 10% defines a control range of 100 degrees
around the set point. If the measured value is 25 degrees
below the set point, the output level will be 25% heat.
The proportional band determines the magnitude of the

Table 9.2 Most commonly used temperature sensors

Type and Thermocouple/ Range (◦C)

trade name sensor elements

K Chromel/Alumel 0–999

J Iron/Constantan 0–500

R Pt /13%Rh-Pt 0–1760

S Pt /10%Rh-Pt 17–1760

B Pt / 6% Rh-Pt /30%Rh 24–1820

C W/5%Re-W/26%Re 17–2320

Spot pyrometer Optical pyrometer 600–3000
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response to an error. If the proportional band is too
small, meaning high gain, the system oscillates and
is overresponsive. A wide proportional band, i.e., low
gain, could lead to control wander due to a lack of re-
sponsiveness. The ideal situation is achieved when the
proportional band is as narrow as possible without caus-
ing oscillation.

Integral action, or automatic reset, is probably the
most important factor governing control at a set point.
The integral term slowly shifts the output level as a re-
sult of an error between the set point and the measured
value. If the measured value is below the set point the
integral action will gradually increase the output power
level in an attempt to correct this error. Expressed as
a time constant, the longer the integral time constant,
the more slowly the power level will be shifted (the
fewer repeats/min, the slower the response). If the in-
tegral term is set to a fast value the power level will
be shifted too quickly, thus causing oscillation since
the controller is trying to work faster than the load can
change. Conversely, an integral time constant which is
too long will result in very sluggish control. The deriva-
tive action or rate provides a sudden change in output
power level as a result of a quick change in measured
value. If the measured value drops quickly the derivative
term will provide a large change in output level in an at-
tempt to correct the perturbation before it goes too far.
Derivative action is probably the most misunderstood of
the three. It is also most beneficial in recovering from
small perturbations.

An optical pyrometer is another well-accepted
noncontact temperature measuring device. Optical py-
rometers work for temperatures up to 3000 ◦C.

9.3.4 Common Crucible Materials

The chemical and physical stability of the crucible in
the processing environment are important factors that
dictate the selection of the material used to fabricate

Table 9.3 Some commonly used crucible materials

Materials Max. operating Melting point (◦C)

temperature (◦C)

Platinum 1500 1770

Silica 1550 1700

Alumina 1800 2040

Iridium 2100 2466

Molybdenum 2300 2620

Tungsten 2800 3410±20

Graphite 3000 3652

it. The design and choice of the material for the cru-
cible are critical. The crucible should not contaminate
or stress the crystal. If possible it should have a ther-
mal conductivity similar to that of the charge to ensure
that planar isotherm profiles exist in the vicinity of the
melting point of the charge, thus ensuring that the crys-
tallizing interface is near planar. For crystal growth of
metals, quartz and graphite are most often used. Some
of the common materials used to make crucibles are
listed in Table 9.3.

9.3.5 Crystal Rotation
and Pulling Arrangement

A schematic of the crystal pulling arrangement used in
author’s laboratory is presented in Fig. 9.2. In this ar-
rangement, circular motion of the motor is converted
to linear motion by using a lead screw with a specific
pitch. A rotation motor is attached to the cantilever
arm. A load cell measures the weight of the growing
crystal and also holds the seed rod. A gearbox arrange-
ment is used to adjust the pulling rate, and the rotation
rate is adjusted separately using a stepper motor and its
controller.

9.3.6 The Czochralski Crystal Growth
System

Using the above-described components, automatic
diameter control for a CZ system has been designed and
fabricated [9.8, 9]. The system consists of an electrical
furnace with global heat elements that generates the re-
quired temperature gradient, seed rotation and lowering
mechanisms, and an Hottinger Baldwin Messtechnik
GmbH (HBM) electronic balance/load cell which can
measure the weight of a growing crystal to the near-
est 0.1 g. The temperature of the furnace goes up to
1500 ◦C, controlled using a Eurotherm 818 temperature
controller. The data for the control thermocouple and
from the balance are monitored by a personal computer,
which through a central program, written in Visual Ba-
sic 6.0/BASIC (described below), sets the temperature
controller to the required temperature set point. Two dif-
ferent stepper motors interfaced to a personal computer
control the pulling and rotation of seed crystals. A pho-
tograph of the CZ crystal growth system used in the
authors’ laboratory using an induction heating system
is shown in Fig. 9.3. Figure 9.4 shows a block diagram
of the complete setup of the same Czochralski crys-
tal growth system. An isometric view of a Czochralski
crystal puller used in the laboratory at Alabama A&M
University is shown in Fig. 9.5.
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Fig. 9.2 Schematic diagram of the crystal rotation and
pulling mechanisms with load cell for weighing the grow-
ing crystal

Fig. 9.3 Growth chamber with crystal pulling and rotation
system for Czochralski crystal growth

Fig. 9.5 An isometric view of Czochralski crystal puller at
Alabama A&M University (M.S – mild steel) �
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Fig. 9.4 Block diagram of the complete experimental
set up for the Czochralski crystal growth technique
(GPIB – general purpose interface bus, D/A – digital to
analog)
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9.3.7 Automatic Diameter Control
for Czochralski Crystal Growth
Technique

In order to reproducibly grow high-quality single crys-
tals the best control techniques need to be considered.
In this subsection we will discuss the use of automatic
diameter control systems for Czochralski crystal growth
from melt [9.9, 10]. Various techniques for automatic
diameter control are available, including optical meth-
ods (i. e., analysis of a video or x-ray image of the
growing crystal) as well as weight monitoring, which
consists of weighing the crystal and seed holder, as
used in the authors’ laboratory in the present system,
or by weighing the crucible and its contents. The rel-
ative merits of some of these systems are reviewed
in the literature [9.7]. Briefly, optical methods depend
on the availability of a clear optical path to view the
growth interface, which may be difficult to maintain
over the time required for growth. Weighing the cru-
cible gives a poorer ratio of signal (weight change per
unit time) to total weight than weighing only the crystal
and seed holder. In addition, if induction heating is used,
the radiofrequency (RF) field exerts a vertical force on
the crucible (proportional to the instantaneous power)
which must be taken into account to obtain accurate
weight change data. To control the crystal growth pro-
cess and achieve/maintain a specific crystal diameter,
a program in Visual Basic 6.0 was designed and de-
veloped. The Visual Basic program has near-real-time
access to all data, control characteristics, and user-
friendly interfaces for user interaction with the software
and access to archival data. The algorithm, written in
Visual Basic, provides control of the complete crystal
profile during seed extension and growth of the crys-
tal to the desired diameter, termination of the growth
process, and cooling of the grown crystal to room tem-
perature. The slope of crystal weight over time is used
to compute the diameter of crystal. All the parame-
ters required for growth runs need to be optimized
for each material, and the desired sizes of crystal are
stored in a parameters file. The parameters stored in the
file are crystal density, melt density, crucible diameter,
seed length, seed diameter, cone angle crystal diam-
eter and growth rate, control loop parameters including
proportional–integral–derivative (PID) values for differ-
ent stages of growth, fitting factors for minimizing noise
during data acquisition, and feedback values. The con-
trolled parameter is the power to the furnace through
the Eurotherm 818 process controller. In the current ap-
plication, the weight reading is taken at 6 s intervals but

Fig. 9.6 Main parameter screen of the automatic diameter
control software written in Visual Basic for the Czochralski
crystal growth system

can be varied. At start up, the program asks for a history
file name and parameter file to be used. After select-
ing the desired file corresponding to the crystal to be
grown, the user enters the main parameter screen, as
shown in Fig. 9.6. The main parameter screen exhibits
various choices/command buttons to activate functions
such as:

1. Set manual ramp
2. Ramp time
3. Ramp rate
4. End ramp
5. Edit parameter
6. Stop auto
7. Program end
8. Quit

When the Auto command button is pressed, it calls
a subroutine to read crystal weight, calculates and
displays relevant growth parameters, graphically dis-
plays temperature versus time, stores data in the history
file, and sets the power level based on the calculated
parameters.

In this program, one can set the desired growth pro-
file of the crystal in terms of parameters such as seed
length, cone profile, and desired crystal diameter. In
the auto mode, this automatic diameter control program
performs the desired functions and eventually a crystal
with uniform diameter is obtained.

For a detailed description of crystal growth from
melt, the text by Hurle is recommended [9.11].
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9.4 Growth of Lithium Niobate Crystals and Its Characteristics

After more than 40 years of research into LiNbO3 (LN),
hundreds of publications have been devoted to this very
important material, one of the most important pho-
torefractive (PR) materials ever known, considering the
huge number of applications it finds in our daily life.

LN is an excellent material, very attractive due to
its nonlinear, electrooptic, piezoelectric, acoustical, and
photorefractive properties, high electrooptic coefficient,
transparency range, and the availability of large and
good-quality single crystals. For these reasons, there are
a huge number of applications of LN in a lot of fields
such as linear and nonlinear optical devices, acoustoop-
tic modulators, second-harmonic generation, integrated
optics applications, and bulk and waveguide optoelec-
tronic devices. In addition, LN occupies an important
place in the field of laser materials, since Johnson
and Ballman [9.12] reported for the first time pulsed
stimulated emission by using Nd-doped congruent LN
(Nd:CLN) crystals five decades ago.

The two principal topics that have been addressed
in the last decade from the point of view of mater-
ials preparation can be summarized as the development
of large stoichiometric bulk crystals and periodic
structures. In the former case, CLN is commercially
available, but stoichiometric LN (SLN) is still in its
infancy, although there are high expectations for the
Asiatic research area [9.13–15]. In the latter case, the in-
terest emerges from LN’s applications in electrooptical
linear device fabrication.

CLN crystals are commercially grown on large scale
by the Czochralski (CZ) method [9.16]. However it has
been recognized lately that many properties of SLN
crystals appear to be superior to those of CLN. The
former shows larger electrooptic and nonlinear effects
than those of CLN crystal [9.17, 18]. In addition, the
SLN crystal coercive field has been reported to be much
lower, approximately one-fifth that of CLN crystal at
room temperature [9.19, 20].

Congruent lithium niobate is a very well-known ma-
terial with congruent melting point and a Li/Nb ratio of
about 48.6/51.4 mol %. This means that CLN is Li de-
ficient and that Nb antisites are simultaneously present.
Although these intrinsic defects represent a disadvan-
tage of CLN which limits its technical applications,
the possibility to fill these vacancies with a large num-
ber of dopants has been an extraordinary input for the
applications of LN. One could say that the proper-
ties of CLN can be tailored with low concentration of
a given dopant. A few examples support this statement:

active rare-earth ions allow laser action in the visible–
infrared (IR) region; transition metals such as Fe and
Mn increase the PR sensitivity; Ti diffusion leads to the
fabrication of excellent optical waveguides; and Mg in-
creases the resistance against optical damage. On the
other hand, the applications of CLN often normally
require monodomain samples, which involves an ex-
tra process for poling the initially unpoled material by
applying high electric fields. These two key issues, con-
gruency and poling processes, will be of special interest
in the following paragraphs.

Stoichiometric or nearly stoichiometric lithium nio-
bate (nSLN) is extremely important compared with
CLN for several reasons: low concentration of intrinsic
defects, large electrooptic coefficient, shorter absorp-
tion edge, lower coercive electric fields required for
ferroelectric domain switching, lower optical damage
in PR experiments, higher nonlinear optical coefficient,
and lower extraordinary refractive index with constant
ordinary index. Bearing in mind these properties and
the future and attractive applications of SLN crystals,
many efforts are being conducted towards research into
this important material.

In the last decade, extensive research has been car-
ried out in order to solve the problems related to the
preparation of bulk single crystals. Now, at the begin-
ning of the 21st century, the major scientific problems
related to the preparation of bulk single crystals have
been solved and now it is time for industrial develop-
ments. Below, some of the advances reported in the
literature in the last decade in the field of the preparation
and growth defects of LN crystals are briefly reviewed.
However, we would like to remark that it would be im-
practical to summarize fully the large effort applied by
hundreds of researchers worldwide on this topic (see,
for example, two of the most recent books devoted to
this material [9.1, 2]).

9.4.1 Crystal Growth of Lithium Niobate

Considering the phase diagram [9.10] and the physi-
cal and chemical properties of LN, the conventional
Czochralski (CZ) growth method is practically the only
way for growing bulk single crystals, and there are no
significant publications related to its growth by other
methods. The phase diagram is illustrated in Fig. 9.7.

The experimental conditions of the CZ method for
growth of LN are well established and can be summa-
rized as follows:
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1. There are a large number of authors who use the
oxide Nb2O5 and the lithium carbonate Li2CO3 as
starting materials. In this case it is necessary to
carry out a two-step sintering process: (1) heating
at 700–850 ◦C for 2–12 h according to the temper-
ature used for drying and calcination of carbonate,
and (2) heating at around 1150 ◦C for 2–4 h for sin-
tering, followed by a grounding process at room
temperature (RT) [9.21–27]. However, this process
can be avoided using commercial LN of the high-
est chemical grade, which enables the growth of
LN crystals with excellent physical properties. The
same statements hold for growing other niobates or
tantalates [9.27].

2. The standard growth parameters can be summarized
as follows [9.23, 26, 28–34]: for CLN a pulling rate
of 2–4 mm/h, with a rotation rate of 30–40 rpm,
with axial temperature gradients in the solid–liquid
interface (SLI) close to 10 K/cm. This value is
easily attainable in resistance furnaces. However,
active or passive afterheaters are recommended to
be used with induction heaters. The growth pro-
cess is generally terminated by a cooling process
with cooling rates in the range 20–30 K/h followed
by a fast cooling to RT. However some authors
use an annealed step at 1000 ◦C for 24 h to remove
strains [9.30].
For SLN the pulling rate must be decreased to
a value between 0.2 and 1 mm/h while the rotation
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Fig. 9.7 Phase diagram of the Li2O-Nb2O5 system for
growing lithium niobate crystals

rate is in the range of 5–15 rpm. The axial tem-
perature gradient is kept at relatively lower values
compared with for CLN, while the cooling rates em-
ployed are generally the same as for CLN. As an
example, Fig. 9.8 shows a schematic diagram and
a picture of standard CZ equipment currently used
for growing bulk LN crystals [9.35, 36]. It is also

Rotation
motor

Power
supply

Temp
control

Controller

Thyristor

Balance

a)

b)

Fig. 9.8 (a) Schematic diagram and (b) conventional
Czochralski crystal growth equipment with diameter con-
trol system
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important to have excellent diameter control to ob-
tain high-quality crystals. Figure 9.9 shows a CLN
crystal grown by using a system like that shown
in Fig. 9.8b.

3. However, the growth of bulk SLN crystals by the
conventional CZ method is difficult and requires
special conditions and/or technology, which are
summarized in the following paragraphs.

Off-stoichiometric melts can be used with excess
Li2O in the growth process with a Li/Nb molar ratio
of 1.38–1.41 [9.23–26, 30]. The yield of SLN obtained
by using this process is about 10%. In this case a com-
positional inhomogeneity along the ingot is found, with
a Li concentration difference from top to bottom in the
range of 0.3–4 mol %. This inhomogeneity along the
growth axis represents a great disadvantage of the off-
stoichiometric melt growth process. This compositional
variation increases as the Li2O concentration in the melt
increases with time.

SLN bulk crystals generally have a single-domain
structure. However when an unpoled CLN seed is used
in an stoichiometric melt growth, there is a diffusion of
Li at high temperature from the stoichiometric melt to
the CLN seed, giving rise to a compositional gradient
along the length of the seed. This phenomenon induces
a space-charge electric field, which in turn leads to the
seed self-poling [9.37].

SLN crystals can also be successfully grown with-
out any further experimental modification in the stan-
dard CZ technology by using K2O-rich CLN melts. This
can be considered as a mixture of oxides K2O-Li2O-
NbO5 where the ratio of Li/Nb is the same as that used
for SLN melts [9.31, 32].

The derivative of the mass variation versus time ob-
tained during the growth of this crystal is also shown
in Fig. 9.9.

A concentration in the range 6–8 wt % of K2O is
necessary to obtain SLN crystals; other alkali oxides
such as Na2O, Rb2O, and Cs2O can also be used
in lower concentrations, but in this case it is more
difficult to obtain high-quality SLN [9.24]. The ex-
perimental conditions to be used in a K2O-rich CLN
melt growth of SLN crystals are the standard ones nor-
mally used in the CZ method. However, the rotation
and pulling rates have to be low due to the higher vis-
cosity of the melt, with values in the ranges 8–10 rpm
and 0.1–0.3 m/h, respectively. The benefits of K2O in
growing SLN are related to the fact that K ions pro-
vide a similar chemical environment to that of Li ions.

It has also been proven that K is not incorporated into
the crystal, while other alkali ions such as Cs and Na
are entrapped in microinclusions [9.24]. Another ad-
vantage of K2O is the lowering of the crystallization
temperature close to 20 ◦C. As a rule, all SLN crys-
tals obtained from K2O-rich melts have monodomain
nature, with the advantage that, when using unpoled
CLN seeds, they will be self-poled during the experi-
ment [9.38].

The use of a double crucible in the CZ (DCCZ)
method has proved to be an efficient approach for
growing SLN, as described in [9.13, 27, 39] and ref-
erences therein. The experimental setup of DCCZ is
based on the use of a double crucible and/or a pow-
der supply control in an extra upper crucible: although
the experimental conditions are very strict and are
generally difficult to attain in any standard crys-
tal growth laboratory, crystals of up to 7.5–10 cm
can be grown. Other benefits of this method in-
clude a constant surface melt level, which has two
important consequences: constant convection through-
out the growth process, and a fully stoichiometric
crystal as a result of the composition adjustment of
the melt supplied by the extra upper crucible. The
DCCZ method is also very efficient for obtaining
homogenously doped CLN and SLN bulk crystals.
Another recently developed, modified version of the
double-crucible method is described in the following
subsection.

Derivative (mg/min)

Time (h)

Fig. 9.9 Congruent lithium niobate crystal grown using
the system shown in Fig. 9.8 and the derivative of mass
variation with time
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9.4.2 Mold-Pushing Melt-Supply
Double-Crucible Czochralski
Apparatus

The double-crucible Czochralski (DCCZ) growth appa-
ratus consisted of three parts: the double crucible, the
continuous supply system, and the Czochralski growth
system. The double crucible consists of a growth cru-
cible and a melt-supplying crucible. The two crucibles
are connected by some holes. The continuous supply
system consists of a mold made of Pt, which is placed
in the melt-supply crucible, and a lowering mechanism.
When pulling the crystal, the mold is lowered to push
the melt from the melt-supply crucible into the growth
crucible. The lowering rate of the mold is controlled
independently by the lowering mechanism; the rate is
controllable and can be adjusted in real time according
to the rate of change of the crystal weight. A schematic
drawing of the growth apparatus is shown in Fig. 9.10.
The diameter of the as-grown crystal is controlled by
an automatic weighing system, which controls the heat-
ing power. The composition of the as-grown crystal
is influenced by the area ratio of the cross section of
the crystal to that of the mold, the compositions of
the melts in the two crucibles, and the velocity ratio
of crystal pulling to mold lowering. Compared with
the common DCCZ method, this technique avoids the
problems related to the powder supply, inconsistency
of melt composition, complexity, and the high price
of the growth device. Researchers into this approach
called it the mold-pushing melt-supplying (MPMS)
technique [9.40].

Growth of near-stoichiometric LiNbO3 crystals was
illustrated by the authors [9.40].

In this work, the purity of the raw materials (Li2CO3
and Nb2O5) was 99.99%. The Li2O content of the
melt in the growth crucible was set to be 58 mol %,
whereas in the melt supply crucible it was 50 mol %.
The diameter of the as-grown crystal was kept un-
changed throughout the whole run, while the rate of
lowering was set to be equal to that of crystal pulling.
The c-axis seed crystal was rotated at 5–15 rpm and
both the pulling rate of the crystal and the lowering
rate of the mold were 0.5–1.0 mm/h. The melt height
in the growth crucible was kept unchanged during the
whole process of crystal growth by controlling the
melt supply from the melt-supply crucible. The diam-
eter of the as-grown crystal was about 43 mm. The
height of the crystal was 45 mm. The crystal was clear,
without inclusions, free of cracks, and light yellow in
color.

Automatic weighing system

Temperature
control system

Guide arm for
mold pushing

Crystal

Insulator

Pulling and
rotating mechanism

Lowering mechanism
for mold pushing

Seed rod

Growth
crucible

Heating
elements

Mold of melt
pushing

Melt-supply
crucible

Fig. 9.10 Schematic diagram of mold pushing melt supply using
DC Czochralski crystal growth system

9.4.3 Congruent Lithium Niobate Crystal
Growth by Automatic Diameter
Control Method

The apparatus described in Sect. 9.3.7 has been used for
growing lithium niobate crystals [9.7–10]. A platinum
crucible is filled with 300 g LN powder (purchased from
Johnson Matthey, grade 99.9999% purity). The system
is heated from room temperature to a temperature above

Fig. 9.11 A lithium niobate single crystal pulled from
a Czochralski crystal growth system after cooling to room
temperature
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Fig. 9.12 A lithium niobate single crystal after necking of
the seed crystal

1260 ◦C during a 24 h period using ramping mode. After
this, the temperature is increased at a rate of 2 K every
30 min until all the charge is molten (complete molten
state is in the vicinity of 1260 ◦C). A 5 mm-diameter
seed oriented in the 〈001〉 direction is dipped into the
melt. At this stage, the weight of the dipped seed is mon-
itored so that the seed does not melt, and after 2–3 h of
equilibration it is slowly pulled at a rate of 2 mm/h. The

Fig. 9.13 A number of pure and doped lithium niobate
crystals grown at Alabama A&M University
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Fig. 9.14 Growth temperature versus time profile of the
growth of lithium niobate crystal

rotation of the seed is kept at around 20 rpm. At this
time the necking process begins. When the seed crys-
tal starts to grow initially, the system is put into Auto
mode by pressing the Auto Run button. After the crystal
has grown to the desired size, and the crystal is with-
drawn from the melt, the auto mode is stopped and the
cool-down ramp is started to bring it to room temper-
ature in 48 h. Figure 9.11 shows a grown crystal of LN
being pulled out of the furnace after growth. Figure 9.12
shows a photograph of another LN single crystal along
with the seed that, grown in the authors’ laboratory. Fig-
ure 9.13 shows a photograph of pure and doped lithium
niobate crystals.

From the history file, the growth data are analyzed,
and the relevant parameters are plotted and presented
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Fig. 9.15 Full diameter growth profile of lithium niobate
crystal
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in Figs. 9.14 and 9.15. After an initial adjustment,
the power (temperature) rose during the 6 h period of
growth at the diameter of the seed and then ramped
down to allow the crystal to grow to its final desired
diameter. The remainder of the growth shows an in-
crease in power (temperature) due to increasing heat
loss from the crystal surface. As the temperature fluc-
tuates the automatic diameter program kicks in and
controls the heat flow so that the curve of crystal diam-
eter versus time (Fig. 9.15) is almost uniform. The
irregularities in the curve represent the processing time
during which the software calculates the diameter of the
crystal.

9.4.4 Poling of Lithium Niobate

LN is a ferroelectric material at RT with a Curie temper-
ature of around 1210 ◦C. In normal growth conditions,
bulk CLN crystal has multidomain nature, while bulk
SLN crystals have monodomain structure when any pol-
ing process is used. The top zone is a +Z surface while
the bottom one corresponds to a −Z surface [9.30].
The origin of the internal field is related to nonstoi-
chiometric point defects, such as lithium vacancies and
niobium antisites, where hydrogen itself does not seem
to play an active role [9.41]. When an external field re-
verses the polarization direction, the internal field tends
to realign parallel to the new polarization direction with
increasing temperature.

LN-based devices normally require monodomain
crystals in order to eliminate undesirable multiplicity
of ferroelectric domains. In order to produce poled LN
crystals several techniques have been developed for use
either during or after the growth process of bulk crys-
tals. Let us summarize the most recent published results
on this topic:

1. By far the most well-established poling technique is
that based on the use of an external electric field ap-
plied to samples obtained from a bulk CLN ingot.
For CLN, electric fields greater than the coercive
field of 21 kV/mm are applied by using an appropri-
ated mask with conductive electrodes. The process
is carried out under controlled temperature of the
order of 200 ◦C, followed by thermal annealing, and
cooling of the sample while maintaining the elec-
tric field [9.25, 41–43]. The electrodes are based on
a saturated aqueous solution of salts such as LiCl
or KNO3, with well-defined silicone rings. The pol-
ing process can be monitored in several ways, such
as by measuring the charge delivered to the crystal,

controlling the poling current under different ex-
perimental conditions, and analyzing the switching
times, domain stabilization, back-switching phe-
nomenon, etc. [9.43]. These results are important
for the design of effective recipes which can be very
useful for the fabrication of more complicated do-
main structures. In all these applications the nature
of the LN plays a key role because the switching
electric field dramatically decreases with increasing
Li content, in such a way that for SLN this electric
field has a zero value, according to its monodomain
nature [9.42].

2. The poling process in CLN crystals can be carried
out in situ during the growth experiment by ap-
plying current densities in the range 1–3 mA/cm2

across the growing crystal. In these experiments the
seed holder acts as the negative electrode and the
bottom of the Pt crucible as the positive one [9.25,
42]. The current density value is reduced when the
Li concentration increases during the growth ex-
periment, being one order of magnitude lower in
quasi-SLN crystals. Moreover, small current den-
sities help to reduce any possible problems related
with the melt electrolysis and/or seed decompo-
sition, which result in catastrophic consequences
for the crystal growth. The constant current den-
sity induces a transient voltage due to the domain
polarization which follows an experimental law,
with a profile similar to the external shape of the
crystal, which can be related to the microscopic
domain polarization [9.44]. As a consequence this
method can be used for growing bulk monodomain
CLN single crystals along the full length of the
crystal.

3. A similar approach is the poling of the whole crys-
tal after the growth process in the same experimental
CZ equipment, at temperatures close to the melting
point when the remaining melt is solidified [9.22].
This process gives good results, although the use
of an appropriate ratio between the applied electric
field and the switching time is essential in order to
prevent formation of new defects due to the high
ionic conductivity at high temperature.

4. Patterned domains can also be prepared by us-
ing special techniques, for example, electron-beam
writing and pulsed laser at given wavelengths be-
low and close to the absorption edge [9.18,45]. Both
techniques have the advantage of creating ferro-
electric surface domains with micro- and nanoscale
dimensions, which can be analyzed in situ with ap-
propriate microscopy facilities.
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9.4.5 Periodically Poled Lithium Niobate
Structures

In the last decade extensive research has been devoted
to periodic LN structures. A variety of potential and
promising applications have been found based on both
periodic and aperiodic poled LN (PPLN and APPLN)
and opposite domain LN (ODLN). Periodic structures
considered as the organization of domains in a given
way can be successfully applied to the fabrication of
optoelectronic devices. Other structures such as ODLN,
in which the polarization vector is aligned head to
head and tail to tail, can be used in acoustic de-
vices [9.46].

PPLN are structures where the polarization vec-
tor point is antiparallel, showing exceptional properties
that are extremely useful for fabrication of electroop-
tic devices such as those conceived for the generation
of light in the low-wavelength region through the
quasi-phase-matched second-harmonic generation pro-
cess (QPMSHG).

Although both structures, PPLN and ODLN, have
extraordinary importance, we will focus our attention
on PPLN structures considering the huge number of ap-
plications and possibilities for the future development
of superior nonlinear optical media.

It is well known that birefringent phase-matching
frequency requires single-domain crystals, while pe-
riodic-domain structures show the effect of QPM
frequency conversion. These periodic modulations of
the sign of the nonlinear coefficient can be obtained in
ferroelectric crystals by periodically alternating the sign
of the electric field of their ferroelectric domains. The
benefits of PPLN structures over single-domain LN can
be summarized as follows:

1. The highest value of the component of the second-
order nonlinear tensor in the QPM wave-mixing
process involved.

2. The reduction of photorefractive (PR) damage with-
out the need for codoping of crystals with elements
such as Mg as is the case for LN. Moreover, this
SHG capability combined with LN’s properties for
hosting laser ions allows the development of opto-
electronic devices such as self-frequency-doubling
lasers, simultaneous multi-self-frequencies, and
many other possibilities. Therefore, considering that
the fabrication of new important devices requires
microengineering of the domain structures, the first
prerequisite is the manufacture of PPLN structures
with controlled domain thickness.

The fabrication of PPLN structures can be per-
formed sample by sample or just in the bulk crystal.
In the former case, the most well-known and effi-
cient technique for the preparation of these structures
is the patterning of the surface by using standard opti-
cal lithography and suitable photoresist masks followed
by the application of an external electric field [9.27,
47]. There are intrinsic drawbacks associated with this
process: the high electric fields needed for inverting
domains; domain widening due to intrinsic difficulties
during the preparation of regular gratings with thick-
ness of several μm; preprocessing of the sample in order
to prevent it from breaking; limitations in the prepara-
tion of low-period structures; problems associated with
the inverted domain depth; flip-back effects in which
reversed domains can revert to their original orienta-
tion when the poling field is dropped to zero; control
of the poling pulse length, which must be large enough
to prevent flip-back; the presence of a leakage current
superimposed on the poling current; post-bake and cool-
ing processes needed to suppress the pyroelectrically
induced surface charge on the crystal surface; the ther-
mal history of the sample prior the poling process; etc..
In spite of these problems associated with the prepara-
tion of PPLN structures by the application of an external
electric field, this is the most widely used method due
to the possibility of defining standard conditions to be
applied in a fixed way.

A more sophisticated process for PPLN fabrica-
tion is the engineering of microdomains by applying
a voltage between the tip and back electrodes in a high
voltage atomic force microscope (AFM) [9.48]. The
evolution of the domain generation process is similar
to that of the conventional approach based on the appli-
cation of an electric field. However in this AFM-based
technique the nucleation begins near the charged tip
working as an active nucleus center for domain for-
mation. This process has been successfully applied to
LN and TaLiO3 structures using thick single-crystal
samples.

Another interesting method for preparation of PPLN
structures is off-centered CZ, which enables generation
of periodic domains during the crystal growth process
without applying any external electric field [9.49–52].
In this case, the formation of domain structures is re-
lated to the ratio between the rotation and pulling rates
in a CZ system where the seed holder is displaced from
the central symmetry axis of the furnace. Furthermore,
when this ratio between the rotation and pulling rates
changes during a growth process, aperiodic domains
(APPLN) are formed. The off-centered CZ method is
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based on the interplay between the forced convection
existing in the melt and an appropriate ratio of rotation
and pulling rates. Nevertheless one must also consider
the effect of the SLI, which affects the formation of
PPLN structure [9.53]. Furthermore, it is necessary to
perform a quenching process after finishing the PPLN
preparation, as slow cooling rates destroy the PPLN
structures. Two advantages of this method can be men-
tioned. First the preparation of a large volume of PPLN
structures, and second the ability to engineer PPLN-
doped simultaneously with rare active laser ions and/or
codoped with other interesting impurities such as Mg.

An issue which has been a matter of controversy is
the domain composition in PPLN structures. It seems
already well established that the positive domains con-
tain higher Li concentration compared with the negative
ones, which are Nb rich. In addition, the dopant concen-
tration remains constant along the positive and negative
domains, as has been proven for Nd, Er, and Y [9.54].
The influence of diffusion processes on ferroelectric
domains has also been analyzed. For example the dif-
fusion of fluorine ions along the positive domains has
been ascertained by using secondary-ion mass spec-
trometry (SIMS) after a HF etching process [9.55].
Different etching rates between positive and negative
domains have also been observed. This behavior can be
understood by considering that Li outdiffusion occurs
during the formation of periodic structures. This pro-
cess, in turn, favors fluorine indiffusion preferentially in
the positive domains, which are associated with positive
charge regions as a consequence of Li outdiffusion.

Rare-earth (RE)-doped PPLN structures have addi-
tional physical properties which are advantageous for
optical processes such as self-frequency doubling and
self-frequency addition, as they combine nonlinear pro-
cesses with host crystals containing RE elements [9.47,
51, 54, 56–58]. The possibility to fabricate PPLN-
based optical devices has been proven in Er-, Nd-, and
Yb-doped and Mg:Zn codoped PPLNs, the later two
dopants being used in order to fully reduce the PR
damage and obtain stable laser action at RT. However,
it is also necessary to consider some drawbacks, such
as the maximum limit in RE concentration which can
be reached in the PPLN structures. This is the case of
Er:PPLN, with a segregation coefficient of 1.2, where it
is possible to create PPLN structures in the range of 0.5–
1 mol %. However for lower Er concentration values
irregular structures are obtained, while for concentra-
tions higher than 1 mol %, disordered structures and
clusters are formed. Similar behavior has been observed
in Hf-doped PPLN structures, where the concentra-

tion induces polydomain structures for values higher
than 0.5 mol %, or inhomogeneous structures for values
lower than 0.25 mol %. This can be explained according
to the Hf location in the LN lattice as has been previ-
ously described [9.53, and references therein]. It can be
concluded that the behavior of Hf in PPLN structures
can be considered as an exceptional case which induces
a periodic modulation in Nb and Hf concentration as
a function of the initial Hf concentration [9.53].

A critical issue in PPLN structures arises from
the difficulty in visualizing them nondestructively us-
ing general techniques such as optical microscopy and
low-voltage scanning electron microscopy. Neverthe-
less, there are other approaches which can also be used
for this purpose [9.59]:

1. Considering the bulk of periodic structures as a vol-
ume diffraction grating, the use of a laser beam
on a periodic structure supplies information about
spatial frequency and orientation. In addition, the
diffraction efficiency gives information about the
magnitude of the periodic changes, where the num-
ber of diffracted spots and the spot size is the result
of the properties of the domain. Light diffraction
from periodic domains can be understood assuming
that the refractive index changes at regions close to
the domain walls, where the accumulated charge at
the domain edges is probably due to the alternating
Li/Nb ratio giving rise to a periodic change in the
dielectric constant and hence in the refractive index
of the sample.

2. Scanning force microscopy (SFM) has the advan-
tage of simultaneous correlation of topographic
and electrostatic images. Negative domains exhibit
greater hardness, and positive ones show stronger
attractive forces in the electrostatic image. There-
fore, the etching rate in negative domains is faster
than in positive ones. The contrast shown by the
electrostatic images is explained according to the
difference in the dielectric polarization, probably
due to different Li/Nb ratio between the domains.

RE-doped PPLN and APPLN structures are promis-
ing materials for the development of optical devices
based on nonlinear optical frequency conversion and
the generation of visible laser radiation from efficient
lasers operating in the near infrared. Some interesting
examples of these kind of optical applications are: laser-
diode pumped PPLN:Yb,Mg microchip laser sources;
self-frequency mixing in APPLN:Nd [9.60]; multi-self-
frequency conversion in APPLN:Nd [9.57], etc.
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9.4.6 Doped Lithium Niobate Crystals

The main motivation for doping crystals of inorganic
materials is for study of the nature of the different com-
pounds. Fundamental questions appear in the chemistry
of solids regarding the behavior of dopants during crys-
tal growth, the charge state of these dopants, and the
positions they occupy in the crystalline lattice. The
modification of various physical and chemical crystal
properties is also another powerful motivation for dop-
ing.

Er, Pr, Yb [9.61–66], Nd, Fe, Zn, Mg [9.67, 68],
Zn [9.69, 70] In [9.71, 72], and Sc [9.73] can be con-
sidered as the most widely used dopants in LN. Most of
them (Mg, Fe, Zn, In, Sc, etc.) have been studied as they
are considered optical-damage-resistant elements and
therefore would offer the best solution for the optical
damage which severely limits the holographic storage,
one of the most important applications of LN. In partic-
ular Nd is of primary importance due to its applications
in laser technology. However, one of the main problems
associated with LN-based continuous-wave (CW) laser
oscillation technology is the difficulty in achieving this
effect in these crystals (Nd:CLN). This is due to the
high photorefractive damage (optical damage) which
induces severe changes in the birefringence when the
laser intensity is high [9.74–76]. However, it was soon
recognized that this difficulty could be easily overcome
by codoping Nd:CLN crystals with Mg (Nd:Mg:CLN),
which successfully enables laser oscillation [9.77]. In
addition an increased thermal conductivity has been re-
ported in this material, which is advantageous even if
other laser properties are almost the same.

Many studies have been devoted to the study of Nd
segregation in LN crystals [9.78], through which the Nd
effective distribution coefficient keff has been calculated
to be 0.12. However, at relatively low Nd concentra-
tions, Nd-doped LN normally exhibits a uniform Nd
concentration along the pulling direction, enabling the
growth of high-quality Nd-doped LN crystals. However
the growth difficulties increase for highly Nd-doped
Nd:Mg:SLN crystals.

Regarding Mg-doped LN, chemical analysis has
been developed and the keff value reported for Mg in
Nd:Mg:SLN crystal is 1. In addition, this value does not
seem to be altered when codoping with Nd.

Some other studies have also been conducted in
order to establish if CLN and SLN require the same
amount of Mg in order to reduce, to the same level,
the photorefractive damage. It has been demonstrated
that, while 5 mol % Mg is needed [9.79] in CLN, only

1 mol % Mg is enough in SLN crystals grown from
Li-rich solutions (Li-58 mol % self-flux) in order to
obtain the same photorefractive damage suppression ef-
fect [9.80,81]. Lower required Mg dopant concentration
has been reported for different growth methods. For ex-
ample, in SLN crystal grown from K2O-Li2O-Nb2O3
flux [9.82], 0.2 mol % Mg is already enough to suppress
the photorefractive damage. Therefore, it can be stated
that Mg-doped SLN (Mg:SLN) crystals offer a great
deal of advantages over congruent crystals as the dif-
ficulty to obtain high-quality crystals increases when
increasing Mg doping concentration.

Doping of LN aimed at the drastic reduction of op-
tical damage results in a secondary effect affecting the
photoconductivity. This optical property drastically in-
creases for dopant concentrations exceeding a certain
threshold value [9.83]. Some recent works devoted to
study of the increasing photoconductivity in LN estab-
lished a relationship between this effect and a reduced
Fe3+ electron trapping cross section which, in turn, is
related to the substitutional site occupied by the Fe3+
ions [9.84]. In fact, laser-induced refractive index vari-
ations have been correlated to the Fe site in the LN
lattice [9.85]. Extensive research has recently been con-
ducted on these lines regarding Fe dopant in LN. For
example, Zhen et al. [9.86] studied Zn:Fe:LiNbO3 with
different ZnO concentrations and several Li/Nb ratios,
concluding that the optical damage increased for certain
ZnO concentrations above a threshold value.

Further research devoted to the reduction of the
optical damage in high-power laser applications has re-
cently been reported [9.87]. As previously stated, due
to the lower intrinsic defects in SLN, a smaller amount
of MgO is enough to enhance the photorefractive dam-
age threshold up to 2 MW/cm2 [9.82]. However this
is not the only type of optical damage which can be
found in LN. There is another kind of damage, the so-
called dark trace, which still appears in MgO-doped LN
crystals. Dark trace occurs when illuminating LN with
a high-power laser beam, thus limiting the potential use
of this material in high-power applications. ZnO doping
in LN has been reported as the solution to this prob-
lem, demonstrating the effective removal of the dark
trace [9.70,87]. These authors reported that ZnO doping
of SLN could increase the optical resistance to the same
level reported for CLN with 4–6 mol % ZnO doping
(120 MW/cm2).

Laser and holographic image recording applications
have deeply motivated extensive research into Pr-doped
LN [9.82–87]. However the crystal emission mech-
anisms of this important material are still not well
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understood. In the past the quenching of the 3P0 popu-
lation was associated with multiphonon processes. Only
very recently [9.88] have other mechanisms, including
exciton trapping to Pr3+ ions, been proposed.

Ti has also been used as a dopant in LN waveg-
uides in order to reduce one of the well-known intrinsic
drawbacks of LN when applied to the fabrication of
optical modulators: the so-called direct-current (DC)
drift [9.89–92]. This effect consists of the time varia-
tion of the bias voltage in an optical modulator. DC-drift
characteristics are normally measured by the detection
of the optical modulator output intensity. Polarization-
induced space charge and ion migrations are the two
driving forces inducing DC drift. The dielectric nature
of LN induces electrical relaxation related to this effect.
Two approaches have been used in order to reduce this
effect: the first one consists of using a buffer layer over
the LN waveguide; the second is mainly related to the
proton impurities reduction in the LN wafer [9.93–98].

9.4.7 Relevant Properties
and Characteristics

Thermal conductivity is one of the most important pa-
rameters for laser materials. High values of this physical
property are desirable for laser applications. There are
various methods available to determine the parameters
involved in the mathematical expression for thermal
conductivity, i. e., the thermal diffusivity and specific
heat. Amongst these, the laser-flash method [9.97] is
currently used for measuring thermal diffusivity while
differential scanning calorimetry (DSC) is normally
used for measuring specific heat. Thermal conductivity
of LN crystals is sensitive to nonstoichiometric defects
(Nb antisites). In particular, for Nd:Mg:SLN crystals it
was found to be about 1.3 times as large as that of the
Nd,Mg codoped congruent LN (Nd:Mg:CLN) [9.78].
These authors showed that, while density and spe-
cific heat were almost insensitive to nonstoichiometric
defects (Nb antisites) and dopants, the thermal conduc-
tivity strongly depends on these two parameters.

Elastic properties have also been extensively studied
in LN crystals. New methods have recently been in-
troduced to improve the accuracy compared with early
data about the elastic constants of this crystal. As an
example, we can mention the work carried out by Has-
sel et al. [9.79], who used a novel method consisting of
laser Doppler acoustic spectroscopy in order to obtain
the 16 independent piezoelectric coefficients, the elas-
tic constants, and the anelastic coefficients of LN single
crystals.

Regarding the optical properties of LN, many stud-
ies have been carried out in order to ascertain the
absorption and emission spectra of pure and doped
lithium niobate crystals. Among these we can men-
tion, as an example, the optical absorption and emission
spectra obtained from Nd:Mg:SLN crystals which have
been analyzed and compared with those of Nd:Mg:CLN
crystals. The two spectra were found to be very similar
to one another [9.99].

Another important measurement which is often
developed in LN crystals is analysis of the OH−
absorption band, whose peak position is generally de-
termined in order to estimate whether the resistance
to photorefractive damage in a crystal is weak or not.
Fourier-transform infrared (FTIR) spectroscopy is com-
monly used to obtain the OH− absorption peak. In the
case of Mg:CLN crystals with photorefractive damage
the OH− band peak is located at 2.87 μm. On the other
hand, in the case of Mg-doped crystals without damage,
it is located at 2.83 μm [9.100, 101].

Photorefractivity is another advantageous physical
property exhibited by LN crystals. This effect has
been related to the hole polaron bound to Li vacan-
cies and to three further, electronic polaronic structures,
namely the free Nb5+

Nb small (to intermediate) polar-
on, the Nb4+

Li electron bound to the antisite defect, and
the Nb4+

Li −Nb4+
Nb bipolaron [9.98, 102].

Photorefractive properties in LN allow refractive in-
dex variations which can be electrooptically induced, in
turn, by ionic distribution variations. These phenomena
can all be used in order to permanently fix volume phase
holograms recorded in LN for a long period of time,
by using, for example, thermal fixing [9.103–107]. The
use of the PR properties of LN for hologram thermal
fixing involves three main stages. First the sample is
submitted to a short heating process (a few minutes)
at temperatures in the range of 120–160 ◦C in order
to accommodate the holograms. During this process,
ion migration effectively screens the initially recorded
space-charge distribution. In a second stage, the ions are
frozen in their new lattice positions by cooling the sam-
ple at room temperature. In the last stage, the charge
distribution has to be developed by uniform illumination
of the sample. Therefore fixed volume holograms can
be contained by electrooptically induced variations of
the refractive index generated by the above-mentioned
charge distributions. Holograms lifetimes as long as
540 years have been reported recently in Fe-doped
(0.1 mol %):Mg codoped (5.5 mol %) LN crystals.

The electrical conductivity of LN has also been
studied for many years. It is well known that this phys-
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ical property can be enhanced for concentrations of
divalent ions above a certain threshold (4.5 mol %).
Some researchers attributed this electrical conduc-
tivity enhancement to faster recovery or complete
removal of optical damage [9.103]. Photoconductiv-
ity measurements have been developed in Cr-doped
and Mg-codoped LN crystals [9.108]. In this case,
the photocurrent has been explained by considering
two main involved physical processes, namely, Cr3+

ionization and generation of Nb4+
Nb small polarons act-

ing as charge carriers. These experiments also showed
that there exists a threshold temperature (140 K) below
which photoconductivity is suppressed.

Other LN physical properties have also been shown
to be strongly affected by the presence of divalent ions,
such as changes in the lattice constants, and variations
in the refractive indexes and in the location of the ab-
sorption edge [9.109–113].

9.5 Other Oxide Photorefractive Crystals

The list of other oxide photorefractive (PR) crys-
tals [9.1] can be organized into two groups: pure
niobates (KNbO3, KN), tantalates (LiTaO3, LTa;
KTaO3, KTa), and titanates (BaTiO3, BTi), and their
mixture compounds, e.g., niobates (SrxBa1.xNb2O6,
SBN), titanates (Ba1−xCaxTiO3, BCTi), and tantalates
(KTa1−xNbxO3, KTaN); and in the second group other
PR oxides such as tellurites (Bi2TeO5) and germanates
(Pb5Ge3O11), although the importance of the former
group is very well recognized due the huge number of
established applications. Considering the impossibility
of ordering these PR oxides according to importance,
we include just a few words concerning the topics that
have received the concentrated attention of researchers
worldwide over the last decade.

The importance of LTa is well recognized due to
their pyroelectric, piezoelectric, and optical properties.
Just some brief comments about these applications:

1. Due to the unusually high electric field induced by
external thermal gradients, large crystals up to 1 cm3

have been used recently in order to induce nuclear
fusion [9.114]. LTa offers the possibility to fabri-
cate small, compact nuclear-fusion devices by using
a small single crystal located in a chamber filled
with deuterium gas, where a small furnace is used in
order to supply heat to the crystal, creating a huge
potential difference due to the pyroelectric effect.
In turn, this potential is effectively used in order to
accelerate the deuterium ions against a deuterated
target, enabling the delivery of neutrons by nuclear
fusion.

2. LTa crystals are also important for other applications
such as multiplexing, demultiplexing, ultrafast op-
tical amplifiers, and waveguide lasers [9.115–117].
However, LTa crystals are far less widespread de-
spite the much higher optical damage threshold
of LTa crystals compared with LN. Very recent

works have been devoted to exploiting the PR
properties of LTa crystals for optical waveguides
fabrication [9.118]. In another field, poled LTa crys-
tals have also recently been investigated due to
their potential applications in optically integrated
devices [9.114].

3. Like LN, LTa crystals also show an extremely
large piezoelectric effect [9.119, 120]. These phys-
ical property together with its optical nonlinearity
offer great potential for fabricating sensors, trans-
ducers, actuators, etc. In particular, for acoustic
applications, large piezoelectric constants and elec-
tromechanical coupling factors are required. Several
recent works have been devoted to ascertaining how
to improve and enhance these parameters [9.19,121,
122].

On the other hand, SBN crystals show ferroelectric-
ity with Curie temperatures of between 320 and 470 K
for 0.25 < x < 0.73. The ferroelectric properties of SBN
critically affect their application in optical storage and
light-wave amplification devices. Some studies have
been conducted in order to measure the modification of
their ferroelectric properties with RE doping. Following
this idea an effective lowering of the phase-transition
temperature Tc has been achieved [9.123, 124]. SBN
also exhibits outstanding piezoelectric, electrooptic, py-
roelectric, and nonlinear optical properties. In this way,
amongst the many recent works on SBN on the last
topic, we can mention those based on the analysis
of emission and excitation spectra obtained from RE-
doped SBN crystals. These studies have shown that the
intrinsic disorder of the host strongly affects the spec-
tral bands through inhomogeneous broadening [9.125].
Broad emission bands in the near infrared have also
been reported for Cr-doped SBN crystals [9.126].

There are other specific features concerning the
physical and chemical characteristics and properties
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of the PR oxides: LTa is less sensitive to PR dam-
age than LN, although it has the same structure with
Li deficiency and a large number of Ta antisites, with
a ferroelectric transition at 690 ◦C [9.15, 127–129].
BTi presents a transition at 120 ◦C from cubic to fer-
roelectric tetragonal phase, being stable at RT [9.1].
SBN, which has a lattice parameter that depends on
the chemical composition of the solid solution [9.130]
and a tetragonal tungsten bronze structure over a wide
solid-solution range, presents a very small thermal con-
ductivity with a value 1/60 of that of sapphire, which in-
fluences the form of the SLI during melt growth [9.131,
132]; KTaN, which shows similar valence state and
ionic radius to Ta/Nb, presents difficulties for growing
bulk single crystal with constant Ta/Nb ratio [9.133];
BCTi presents a great drawback due to the phase tran-
sition from tetragonal to orthorhombic at RT which
deteriorates the optical quality [9.1].

Some of the preceding comments can affect the con-
ditions of single-crystal growth, although there are a lot
a similarities in the crystal growth method if one com-
pare these PR oxides with the previous LN crystals. The
CZ method, with the modifications discussed in the pre-
vious section on LN, is applicable to these PR oxides,
although some features are specific:

• Top seed solution growth (TSSG) with optimized
flux composition, generally in a solution rich in K2O
and in a process which requires extraordinary tech-
nical conditions, is used for KN [9.127].• A variant of DCCZ with an automatic powder
feeding system for obtaining crystals of 10 cm diam-
eter [9.27,129] or special parameters in the classical
CZ method [9.128, 129] or TSSG with Li2O ex-
cess [9.134] is used in the case of LTa.• For SBN crystals a congruent composition is
claimed for Sr composition of 0.61 mol % [9.135];
the double-crucible Stepanov technique with so-
phisticated dies is used, where the roll of the
geometry of the die is fundamental to obtaining
high-quality large (several cubic centimeters) crys-
tals, although the vertical Bridgman method can
exceptionally be used up to 25 mm crystal diam-
eter [9.135], in both cases with free striations.
As a consequence of the anomalous values of the
thermal conductivity, a concave SLI is normally
obtained due to the heat of solidification; a flat in-
terface is very difficult to obtain [9.131].

• A curious method, named the step cooling technique
by spontaneous nucleation, is used for KTaN with
a gradient temperature accuracy of 0.1 K, and excess
K2CO3 as a flux [9.133].

The growth defects that appear in LN crystals are
still present in these PR oxides, although in a more
quantitative way. In LTa crystals, multidomain ingots
are obtained, which require a conventional poling pro-
cess after growth, with a continuous core of inclusions
along the crystal boule and growth defects such as twin
planes, growth twins, and cracks which destroy the
crystal quality [9.15, 27, 129, 136]; otherwise the im-
portance of the seeding process and tail design seems
to have a great importance in reducing the formation
of mechanical twins and cracks [9.27, 129]. In SBN,
although striations correlated with the temperature fluc-
tuation appear, the authors claim that in general the
crystals have very high optical homogeneity, are free
of cracks, and have good transparency [9.20, 135, 137],
although one must consider that growth by the CZ
method is technically difficult, with highly facetted ra-
dial morphology [9.135].

The stoichiometry in PR oxide crystals is generally
speaking a common characteristic considering that all
of them are a mixture of more than two oxides. In LTa
crystals there is a continuous change of Li2O content,
probably due to the Li outdiffusion from the crystal sur-
face, an effect which is greater in near-stoichiometric
crystals [9.15]. SBN has an open structure and the com-
position ratio of Sr/Ba can vary locally; considering
the different ionic sizes of Sr and Ba, which gives rise
to different preferred sites, its properties can be easily
tailored [9.131, 132].

Doping of crystals with an appropriate impurity
opens up the possible applications of PR oxides. Some
singular results are the following: in LTa, doping with
Nb helps to obtain crystals with highly homogeneous
optical quality [9.136]; the PR response increases by
two orders of magnitude by codoping of ZnO in LTa:Fe
compared with LTa:Fe [9.128]. Some other dopants
show interesting results: in SBN the effective coefficient
of Nd is close to unity [9.137, 138]; different valence
states have been analyzed by electron paramagnetic res-
onance (EPR) in BTi doped with Rh as well as Fe [9.1];
Bi2TeO5, being a competitor for data storage applica-
tions with LN:Fe, is an interesting host for dopants such
as Cr, V, Mo [9.1] etc.
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9.6 Growth of Sillenite Crystals and Its Characteristics

The term sillenite compounds is applied to the series of
materials which show structural similarities to γ -Bi2O3.
This family of compounds is very well known since the
early 1970s when the first bulk crystals were grown by
using CZ technique. With a structure containing Bi2O3
as the primary oxide compound, more than 60 single
crystals have been obtained where the second oxide is
a tetravalent oxide – general formula MO2 with M =
Ge, Si, Ti – such as GeO2, SiO2, and TiO2 as the most
common ones. The general ratios between the two ox-
ides is 6 : 1 and 2 : 3, giving the formulas Bi12MO20 and
Bi4M3O12. However this ratio can largely vary accord-
ing to the phase diagram. Other BixMyOz double oxides
are also known, where the cation M can be Ga, Zn, Ba,
etc., with ratio between the two oxides different from
that previously mentioned [9.139].

Bismuth sillenites Bi12MO20 (BMO, with M = Si,
Ge, Ti representing a tetravalent ion occupying a tetra-
hedral site in a body-centered cubic cell with space
group I23 [9.135–137], play an important role as the
main building blocks for the development of applica-
tions in the visible spectral range. These photorefractive
crystals are of great importance in holographic ap-
plications, phase conjugation, and optical switching.
In particular, sillenite crystals have recently found
a prominent place in the field of metrology for the devel-
opment of compact holographic interferometers [9.140–
144]. As an example, we can mention holographic ther-
mal fixing in Bi20SiO20 (BSO) single crystal [9.145,
146]. Extensive studies in terms of optimum dopants
or thermal treatment have also been devoted to the en-
hancement of BMO photorefractive properties in the
near infrared. This range is of great importance due
to the recent development of laser diodes operating
in this spectral region [9.147]. The early investiga-
tions around 1967 on the physical properties of sillenite
crystals were mainly focused on congruently melting
Bi12SiO20 and Bi12GeO20, and on the substitution of
Si and Ge by other elements such as Ti, Ga, and
Zn [9.148]. However in the last few years this re-
search has also been directed towards the Bi2O3-B2-O3
system [9.149], where in addition to the well-known
boron sillenite, there are two other compounds with
relevant physical properties and applications: Bi4B2O9
and BiB3O6. The former crystallizes in the monoclinic
structure (space group P2l/c) and has been reported to
show an extreme indicatrix dispersion [9.145]. The new
material BiB3O6, which crystallizes in the centrosym-
metric monoclinic space group C2, presents extremely

good properties for effective frequency conversion de-
vices [9.150].

Furthermore the most important sillenites used in
photorefractive PR devices are those with formula
Bi12MO20 (M = Ge, Si, Ti), so-called BGO, BSO, and
BTO, respectively; those compounds, with chemical
formula Bi4M3O12, are relevant for manufacturing scin-
tillator devices. Attending to the goal of this chapter, we
will focus our attention on PR sillenite compounds.

BGO, BSO, and BTO are well known as good
piezoelectric, excellent acoustooptic, and extraordinary
electrooptic materials. In particular their high optical
activity and high-speed PR response in the visible range
make these materials of prominent interest. Regard-
ing these important properties, PR sillenites are used
extensively in a large number of applications: light spa-
tial modulators, imaging treatment, hologram recording
phase conjugation, optical-fiber electric field sensors,
etc. Although good and excellent reviews have been
published in the last decade, the last book, published by
Gunter and Huignard [9.1], provides an excellent sum-
mary of the most recent and important applications of
PR materials.

For these reasons, high-quality crystals with appro-
priate dopant concentrations are required. This is not an
easy task in these compounds due to at least two main
reasons that arise from the crystal growth process: the
presence of a central core and the tendency for facetting.
These questions will be discussed below.

9.6.1 Growth of Bulk Sillenite Crystals

The growth of PR sillenites compounds has been de-
veloped since the early 1970s. BGO and BSO have
congruent melting points, while BTO melts incongru-
ently at 875 ◦C, where it decomposes into Bi2O3 and
Bi4Ti3O12 [9.151, 152]. In spite of this drawback in
the BTO compounds growth process, very high-quality
reproducible crystals have been obtained with TiO2
concentration in the range of 8–10 mol %, with slightly
different compositions amongst authors. A solid so-
lution with a clear retrograde solidus curve has been
demonstrated, and good reproducibility of the growth
process can be achieved with alow standard deviation of
the lattice constant [9.87, 152, 153]. Several works have
shown that other sillenites with cations such as Zn, Ga,
Ba, etc. present some substantial differences compared
with the common ones such as narrow temperature and
compositional ranges [9.139].
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The starting materials for growing sillenites are
commonly oxides such as Bi2O3, GeO2, SiO2, and
TiO2. As a general rule high-chemical-quality starting
materials must be used in order to avoid several prob-
lems during the growth process, and to avoid the fatal
consequences that impurities in ppm amounts present
in the starting materials would have in the final bulk
crystal. When oxide compounds are used as starting
materials, a sintering process must be developed at
around 800 ◦C for 24 h, followed by a grounding pro-
cess at RT; this process is not mandatory as it could be
done during the growth process, maintaining the start-
ing products at the same temperature and for the same
period of time as in the sintering process [9.154, 155].
Nevertheless, longer periods of time in the melted phase
will increase the risk of evaporation of the constituent
Bi2O3.

A variety of techniques have been proposed for
growing bulk PR sillenites crystals such as Czochral-
ski, Stepanov, Hydrothermal, and Bridgman methods.
Among these, the CZ technique is without doubt
the most widely used one, with very well-established
growth parameters.

Typical growth parameters for bulk BGO and BSO
crystals are the followings: pulling rate 0.3–1.8 mm/h;
rotation rate 10–45 rpm; temperature gradient over the
melt of 10–35 K/cm; and cooling rate 15–25 K/h.
Furthermore for BTO crystals the growth parameters
are stricter with narrower ranges, i. e.: pulling rate
0.1–0.3 mm/h; rotation rate 10–20 rpm; axial tem-
perature gradient over the melt 10–20 K/cm; and
cooling rate 10–20 K/h [9.134, 151, 153–159]. Proper
selection of the growth parameters is of primary impor-
tance due to its influence on the solid–liquid interface
(SLI).

Some modifications in the CZ growth method have
been published in the last decade which could be sum-
marized as:

1. Zone melting CZ, consisting of a modified CZ
technique where two crucibles are used: an outer
crucible which continuously feeds the inner cru-
cible, where the standard CZ process is followed.
There are two critical steps: the adjustment of the
outer crucible at the exact position for the crystal
growth to reach the adequate temperature profile,
and the removal of both crucibles after the process
is finished [9.154].

2. A pulling down method which continuously feeds
the bulk growing crystal in a similar way as is done

in the micro-pulling down method resembling the
Verneuil process [9.160]; the melt is fed downwards
by the action of gravity, and a molten zone is formed
over the solidified material. The main difficulty in
this technical approach is to obtain an adequate tem-
perature gradient to reach a constant diameter and
a controlled solid–liquid interface. Nevertheless, the
great advantage is the removal of Bi2O3 evaporation
by controlling the correct feeding.

3. The Bridgman technique is rarely used for the
growth of PR sillenite compounds; nevertheless
some approaches have been developed using Pt
tubes encapsulated inside a ceramic tube. Al2O3
powder is also used between them in order to avoid
thermal expansion problems which occur during the
growth process [9.87]; the advantages of this mod-
ification are associated with benefits in the growth
crystals claimed by the authors: lower dislocations
density and striation free. Nevertheless one could
say that the method is out of use compared with the
standard CZ method.

4. Growth experiments in microgravity condi-
tions [9.161] have been carried out with a similar
technical Bridgman approach to the previous one
and compared with the same experiments carried
out on the ground; the results obtained support the
ideas obtained in other recent microgravity growth
experiments:
a) In microgravity conditions the crystallinity is

better according to the results of rocking curves,
which demonstrate at least two times better
quality of crystals grown under microgravity
conditions.

b) The phenomena of dewetting is observed, which
is a great advantage of using the Bridgman
method.

c) When doped crystals are studied, there is a com-
positional homogeneity along the ingot, with
nearly constant dopant concentration, while re-
sults on the ground follow the Sheil law with
variation in the dopant composition along the
ingot.

d) Under the same experimental conditions, the
solid–liquid interface is slightly convex under
microgravity conditions compared with the con-
cave one which appears on the ground.

In summary, the results of microgravity growth ex-
periments show better perspectives than ground-based
experiments.
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9.6.2 Solid–Liquid Interface

The solid–liquid interface (SLI) in PR sillenites is a sci-
entific topic which has been studied through the last
decades due to its great influence on the quality of the
bulk crystals. In fact, it is important to recognize that it
is necessary to have complete control of the SLI in or-
der to obtain good-quality PR sillenite crystals. Let us
summarize the most important results obtained in the
last decade:

1. The form of the SLI can be concave, flat or convex
as seen from the melt. It is well recognized that an
extremely large concave SLI will lead to dramatic
consequence in the crystal such as increased stress,
higher dislocations density, and microcracking; on
the other hand, an extremely large convex inter-
face will be the origin of core phenomena, which
negatively affect the quality of PR sillenite bulk
crystals [9.139].

2. The SLI is a consequence of the fluxes which ex-
ist in the melt, resulting from competition between
free and forced convection, which are themselves
governed principally by two growth parameters: the
axial temperature gradient and the rotation rate; in
fact, three zones must be considered: the shoulder
zone, where the free convection is the dominant
process and where a strong convex SLI is ex-
pected unless the rotation is drastically increased;
the body zone, where the balance between forced
convection and free convection must be obtained
and a flat interface is normally obtained; and the
last part of the growth process with a low value of
the melt depth, where forced convection is dom-
inant and a strong concave SLI is expected. All
these situations have been analyzed and precisely
identified by simulation tools using commercial
codes [9.151].

3. The most important growth parameters that influ-
ence the SLI are: the axial temperature gradient, the
pulling rate, and the rotation rate, which must be
precisely controlled [9.139, 151, 153, 162, 163]:
a) The axial temperature gradient for crystal

growth of PR sillenites is on the order of
10–20 K/cm, which is easily obtainable with re-
sistance furnaces but very difficult to obtain with
RF furnaces; in both cases the use of passive or
active afterheaters is highly recommended, al-
though the use of active afterheaters where the
temperature is modified during the growth pro-
cess can be more efficient.

b) The pulling rate must be kept within the limits
discussed before, in which case its influence on
the SLI is minimum.

c) The rotation rate is a decisive growth parame-
ter to achieve an adequate SLI, together with the
axial temperature gradient [9.130].

4. For standard growth conditions, as is normally the
case in a general CZ process, the SLI changes
throughout the growth process as a consequence of:
a) The change in crystal diameter from the shoul-

der to the body and from the last part to freezing
b) The reduction of melt height when the crystal is

pulled up.
In an adequate, standard CZ process with constant
rotation and pulling rates, in the initial stage of
shoulder growth the SLI is convex and facetted; then
this rounded shape changes from convex to flat, re-
maining so until a slightly concave shape is formed
as the melt is reduced. These results are clearly vis-
ible when a crystal is withdrawn at different times
during the growth process; furthermore simulations
carried out considering specific growth parameters
support these changes in the SLI [9.151, 162].

5. The consequence of a nonflat interface are thermal
stresses, core phenomena, facetted interfaces, crys-
tal cracking, impurity inhomogeneities, gas bubble
entrapment, etc.

6. A flat or nearly convex interface is required to get
high-quality PR sillenite bulk crystals.

7. A flat or nearly convex interface can be obtained
with particular experimental conditions such as:
variations in the rotation rate during the first step
of the growth process during shoulder formation,
a constant rotation rate during the growth of the
body of the crystals, and with further variation in
the rotation rate during the last part until freezing of
the melt. When this situation occurs with a perfectly
oriented seed crystal, we can say that we approach
near-equilibrium conditions, and the result is the
crystal shown in Fig. 9.16.

Furthermore, some other arrangements have been
proposed such as metallic shields located on the
seed holder to modify the radiation effect and as
a consequence to influence the SLI [9.130, 139, 140].
Experimental results together with simulation data have
shown the great influence that metallic or ceramic
shields located on the seed holder have, flattening a deep
interface [9.140].

From the above considerations on the SLI, two gen-
eral conclusions can be drawn:
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Fig. 9.16 Perfectly oriented BSO crystal obtained from
nearly equilibrium conditions

1. The control of the SLI is extraordinary important to
obtain high-quality crystals, and for this reason it
is necessary to take special care of the growth pa-
rameters that modify the SLI, especially the axial
temperature gradient and the rotation rate.

2. To obtain high-quality crystal a planar or slightly
curved convex solid–liquid interface is necessary.

9.6.3 Core Effect

The core effect in PR sillenite materials has been one
of the main scientific topics that have been studied for
many years, due to its catastrophic consequences on the
quality of crystals; see [9.139, 151, 153, 156–161] and
references therein. One could say that the core effect is
one of the main problems to solve in the preparation of
bulk PR sillenite crystals. Let us comment on the most
recent ideas which have been published in this field:

1. The core is a darker area that appears along the cen-
tral part of the bulk crystal, normally full of defects
and bubbles, which spreads from the shoulder part
of the crystal and extends along the whole crys-
tal, occupying a cross section of several millimeters,
destroying its final crystal quality.

2. The core appears at the first stage of the growth
process, just after the touching of the seed in the
CZ method if no special conditions are used, a sit-

uation in the seeding process which also happens
during growth by the Bridgman method in mi-
crogravity conditions, where similar defects in the
core region were observed, as revealed by interfer-
ograms [9.161]. The core appears at this stage of
the growth unless some conditions such us a high
rotation rate are used in order to avoid the convex
SLI. In fact, higher rotation rates at the shoulder
position compared with the standard rotation value
must be used to avoid the formation of the core
region [9.156].

3. The shape of the core depends on the direction of
the seed crystal. In fact when the growth direction
is along the [100] and [110] directions, the core
is favored and facets with several orientations are
formed, while for the [111] growth direction it is
easier to obtain core-free crystals for a nearly flat
interface [9.157], although one must comment that
there is not complete agreement between authors
on this point [9.156]. Also, while for convex inter-
faces the core is central, for concave interfaces the
core spreads out across the diameter of the crystal,
forming a crown in the sample perpendicular to the
growth direction; it is therefore clear that the shape
of the core is related to SLI curvature [9.157, 162].

4. In general there is a consensus about the origin
of the core and the relationship between the core
and the facets: in some cases the core appears
when there is a large convex interface at the liquid,
where small facets are tangential to the interface,
and in fact a facetted region is located in the core
zone [9.147, 158]; in other cases, the core could be
the result of small facets, and in these facets the con-
centration of impurities would be larger compared
with the nonfacet region [9.139]. Nevertheless, it
seems that in CZ growth the core effect can be
avoided if one facet occupies the entire interface,
which is not possible in the Bridgman method,
where the core can occupy about half of the area
of the grown crystal [9.139].

5. On the other hand, very recent results [9.164] show
that specular reflection due to the shoulder side sur-
face drastically changes the temperature fields and
results in the appearance of a thin, cool area near
the crystal axis which provokes large convexity of
the SLI that may be responsible for the formation
of the dark core in the center of the crystal. In this
way, the angle and length of the shoulder will be
of extraordinary importance for the formation of the
core. In fact, experiments carried out in this regard
have shown that, when a large shoulder of several
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centimeters is used and the diameter of the crystal is
limited to 1 cm, the core area disappears along the
whole crystal.

6. There have been several studies devoted to impu-
rity analysis of the core. It seems that deep studies
on this subject have concluded that the concentra-
tion of coloring impurities such as Fe, Mn, Ni, and
Co is higher in the core, while the concentration of
bleaching impurities such as Ca, Al, Mg, P, and Cl
is lower [9.139]. One must indicate at this point that,
when the starting materials used for crystals growth
are of highest commercial quality, impurities of Fe
are ever present at concentrations of a few ppm, as
has been detected in the core of PR sillenites by EPR
measurements. In fact EPR studies show that Fe3+
ions occupy the positions of Si and Ge. Also, in the
growth of BSO and BGO bulk crystals, analysis of
the core shows a lower concentration of the cations
Si and Ge, respectively, compared with noncore re-
gions [9.156]. For this reason one must conclude
that the core in PR sillenites is an impurity-getter
region.

7. Moreover, the optical properties of the core region
are different compared with those of noncore region,
for example, the refractive index, which is at least
five times lower in the core region [9.156]. On the
other hand the cathodoluminescence emission band
centered at 640 nm appears in both regions, being of
higher intensity in the core region; one must there-
fore considered that, during electron radiation of the
noncore region, the intensity of the 640 nm emis-
sion increases in intensity due to an ionized impurity
such as Cr, Fe or Bi antisites as potential candi-
dates, and as a consequence one could conclude that
these emission centers are present in the core re-
gion [9.165]; for this reason one could say that in
the original noncore region and under electron ir-
radiation it is possible to create a core region with
the same orange color and properties as the original
core region.

8. There is agreement about the influence of the shoul-
der angle on the formation and extinction of the
core. In fact, by increasing the cone angle, the
dark core is reduced, which is explained as a con-
sequence of the flattening of the SLI, and at the
same time by smoothing of T irregularities [9.157].
The consequence of this effect is very important,
because if one could relate the appearance of the
core to the shoulder cone, it would be necessary to
strictly control the shape and angle of the shoulder
in the first stages of the growth process.

9. A general rule for the disappearance of the core
is the presence of a nearly flat interface, which
completely eliminates the core region [9.153, 163].
There are some other experimental conditions
which reduce or eliminate the core formation:
a) With temperature axial gradients lower than

10 ◦C in the vicinity of the SLI, which can be
obtained either with passive afterheaters in re-
sistance furnaces or with active afterheaters on
induction heaters [9.156];

b) The rotation rate is probably the most criti-
cal condition, because using a critical rotation
rate in the shoulder part will eliminate the
core [9.156].

In consequence, one must conclude that the core
region can be avoided if some critical conditions are
fulfilled.

9.6.4 Morphology and Faceting

PR sillenites can develop a polyhedral external mor-
phology formed by the intersection of the narrow facets
located at the outer part of the interface with the free
surface of the melt. In fact, if special care is not taken
during the growth process, such as the seed orientation,
these facets are ever present and form a disordered ex-
ternal shape, due to this strong tendency for faceting and
growth in typical habits [9.139]. Understanding facet
formation during the growth process is rather compli-
cated because there is interplay between the continuum
transport phenomena and the interface growth kinetics.

The key question for the evolution of the external
morphological is a balance between kinetic phenom-
ena and thermal gradients. In fact the thermal conditions
at the free surface around the crystals critically depend
upon the radiant heat transfer from the melt surface and
the structure of the flow field within the melt. These
two conditions must be considered both in experimental
conditions during the growth process and in simulation
studies which can be carried out in order to understand
the morphology of PR sillenite materials.

The shape of PR sillenite compounds is related to
the radiative exchange that occurs during the growth
process due to the growth regimes that occur through-
out a complete growth experiment [9.166]. In fact, three
regimes can be described:

1. During the shouldering step, radiative exchange oc-
curs between the free melted surface and the upper
surface of the growth chamber; in this case, taking
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into account that the radiation losses are very high
due to the low temperature of the upper surface, and
at the same time considering the relatively unifor-
mity of the radiation losses in the radial direction,
both conditions will encouraged a facetted exterior
shape.

2. During the growth of the crystal body, the thermal
losses decrease due to heat exchange between the
melt surface and the growing crystal; in this case
the radial gradient becomes larger, and as a conse-
quence the crystal has a circular cross section.

3. Nevertheless, during the last part of the growth
process and due to the reduced melt height, the dom-
inant mechanism of convection is forced convection
with a decrease in natural convection, which reduces
the radial gradient, resulting in a crystal which ex-
hibits a polar habit.

All three of these regimes influence the formation
of a facetted crystal, and for this reason one must con-
trol the growth conditions in order to understand the
appearance of facets in the crystal. Also, for a given
radial temperature gradient and a nonflat interface, an
induced stress appears in the growing crystal which
will produce a polarization in the PR sillenite crystals
in a given direction, resulting in preferential growth
of facets [9.159]. In this way, considering the simi-
lar magnitude of the piezoelectric coefficients of the
PR sillenites, one could conclude that these materials
will exhibit similar behavior in terms of facet formation
when grown under the same conditions.

Low High

Interface shape

Pulling rate

High
convexity

Low
convexity

Flat

Low
concavity

Fig. 9.17 Different morphologies in sillenite crystals for
different experimental conditions

There are several factors which influence the mor-
phology and facets in PR sillenite crystals, and all of
them must be considered simultaneously. One must
control the rotation rate, the pulling rate, and the ax-
ial and temperature gradients, as the most important
factors. In fact all of these are growth parameters that
control the SLI, and for this reason one must always
consider the form of the SLI. Figure 9.17 shows an
example of the morphology that appears in PR sillen-
ite crystals for different combinations of experimental
conditions for pulling rate and interface shape. For ex-
ample, a constant pulling rate combined with a variable
rotation rate with a low axial temperature gradient will
be the most adequate set of growth parameters for ob-
taining near-equilibrium interface kinetics in order to
eliminate inversion of the morphology in such a way
that the seed direction will predict the facetted crys-
tal and the orientation of the facets in the growing
crystal [9.159]. Therefore, if one controls the seed ori-
entation and applies adequate growth parameters, one
can obtain experimental growth conditions that yield
near-equilibrium conditions and thereby a crystal with
controlled facetting.

9.6.5 Other Growth Defects

One could say that a perfect PR sillenite crystal without
growth defects is in reality a dream, after considering
the previous comments about the solid–liquid interface,
the core effect, and the morphology of these materials.
Furthermore, there are other growth defects that must
be considered, about which a few comments are given
below:

1. There are always native defects in PR sillenites crys-
tals such as Bi antisites as a consequence of the
phase diagram of these compounds. Nevertheless
deeper studies have shown that a complex formed
by a Bi antisite and an oxygen vacancy, or even
more so the same Bi antisite with an oxygen diva-
cancy, could be the most common native defect in
these materials [9.1, 167]. In fact, one cannot avoid
these defects because they are intrinsic and always
present, although one can increase their concentra-
tion by going outside the congruent composition in
the phase diagram.

2. The presence of growth striations is related to tem-
perature fluctuations at the interface during the
growth process [9.160]. In fact, these temperature
fluctuations can result in deviations from stoichiom-
etry and variation in impurity concentration when
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a dopant is used, and in same cases the appearance
of metastable phases [9.139]. Furthermore, larger
temperature fluctuations will create problems asso-
ciated with constitutional supercooling. For all of
these reasons, growth striations are problems asso-
ciated with a system with segregation coefficients
different from unity, and they can be measured,
for example, by resulting variations in the optical
density [9.130]. Nevertheless there is not a clear
relationship between temperature oscillations and
growth striations, as happens in other materials.

3. The use of oxides such as Bi2O3 as starting ma-
terials could be a source of Pt inclusions due to
the high reactivity of bismuth with the wall cru-
cible [9.139]. In fact, in single crystals obtained with
completely sintered BMO materials, these Pt inclu-
sions can be totally avoided. Nevertheless deeper
studies of BSO single crystals have shown the pres-
ence of Pt inclusions in dendrite form [9.139].
Some other inclusions and large precipitates have
been found after uncontrolled remelting growth
originating from a process of constitutional super-
cooling [9.132, 168].

4. The presence of other phases with different com-
position is another type of inclusion that must be
considered [9.139]. The most common of these is
γ -Bi2O3, followed by Bi2SiO5 and Bi2GeO5, al-
though careful control of the melt temperature can
eliminate these phases. It is recognized that super-
heating above the melting temperature on the order
of 25 ◦C is required for the growth process, with
the additional benefit of eliminating other structures
different from the bulk BMO. Nevertheless lower
or higher superheating temperatures must be clearly
avoided.

5. Another growth defect in BMO crystals is the pres-
ence of bubbles, which often appear in various zones
of the crystal such as the core. The bubbles are at-
tributed to constitutional supercooling, which often
occurs when the compositional difference between
the melt and the growing crystal is large, proba-
bly as a consequence of Bi2O3 evaporation. This
circumstance can be avoided in the zone-melting
double-crucible Czochralski technique due to the
thin melting zone used in the growth process [9.154,
160].

6. The first method to apply to reduce the dislocation
density in a bulk crystal is the use of appropriate
growth parameters. Nevertheless the second ap-
proach is the use of a seed of the highest quality;
otherwise, at the seed–crystal junction the original

dislocations present in the seed will propagate into
the bulk crystal as individual or bundles of disloca-
tions [9.137, 139]. For this reason, a neck is strictly
necessary in PR sillenite bulk crystal growth by CZ
technique.

9.6.6 Doping of Sillenites

A vast range of elements have been tried as dopants
in sillenite crystals. For example Tassev et al. [9.169]
reported the optical activity of Bi12Si12O20 (BSO),
Bi12GeO20 (BGO), and Bi12TiO20 (BTO) crystals
doped with Al, P, and V and codoped with Al and P.
They demonstrated important changes near the absorp-
tion shoulder in the absorption spectra of these crystals
in the range of 480–590 nm. These dopants have been
shown to have an important effect on the rotatory power
of the crystals.

Chromium in a wide range of concentrations
has also been studied as a dopant in sillenite crys-
tals [9.170]. Extensive research has been devoted to
explaining the optical absorption background [9.171]
and optical activity [9.172] of Cr-doped BGO crys-
tals. The relevance of local structure properties such
as the location and local lattice distortion on the op-
tical properties and applications has been extensively
demonstrated in the literature [9.173, 174]. Strong
variations in the optical and physical photorefractive
properties of BTO single crystals has been reported
by Mokrushina et al. [9.175] and Mokrushina [9.53],
showing at least two charge states occupying proba-
bly different positions in the sillenite unit cell. This
dopant shifts the absorption edge towards lower fre-
quencies and a new absorption band appears in the near
infrared when the chromium concentration in the crys-
tals is increased.

Other rare-earth ions such as Nd3+ in sillen-
ite crystals are also of primary importance for new
optical devices. As a result of this promising fu-
ture, Nd:BGO crystals have been widely investigated.
Second-harmonic generation, optical rotation, and the
fabrication of laser-diode-pumped microchip lasers are
some of the challenging topics for deep study in Nd3+-
doped sillenites [9.173, 176–179].

Very recently some interesting studies have been de-
voted to the behavior of several dopants in the sillenite
crystal structure, in particular when impurity ions are
located at trigonal Bi3+ sites. As an example, we can
mention recent work on dopants such as Cr3+ and Nd3+
ions in BGO crystals [9.180]. The local structures of
these ions at the Bi3+ sites have been analyzed. It has
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been demonstrated that, contrary to the general assump-
tion that these impurities are located exactly at Bi sites,
they undergo center displacements related to these sites.

Other dopants have been used in order to in-
duce photorefractive and photochromic properties in
sillenite crystals. As an example we can mention
some recent works on ruthenium-doped BSO and BTO
crystals [9.140, 181, 182]. Ru ions can be readily in-
corporated into sillenite crystals such as BSO. This ion
is normally located at Bi substitutional sites, enhanc-
ing the photorefractive properties of sillenite crystals at
long wavelengths (red light) [9.183].

Electrical conductivity properties in sillenite crys-
tals have also been recently investigated. In particular,
electrical properties as a function of temperature have
been analyzed in BTO crystals. The results show
that the electrical resistance of this material can be
modeled as a thermistor with negative temperature co-
efficient [9.184].

9.6.7 Relevant Properties

The mechanical properties of sillenites have been stud-
ied, and the elastic constants have been determined for
some sillenite crystals [9.170], including the borate sil-
lenites. The stronger Coulomb contribution of Si4+,
Ti4+, and Ge4+ compared with B3+ seems to be the
reason why the elastic constants corresponding to boron
sillenites are slightly smaller than those corresponding
to Si, Ti, and Ge.

Photorefractivity occurs in photoconductive crystals
with a noncentrosymmetric structure when two coher-
ent beams are used to create an interference pattern.
In illuminated areas, electrons (holes) are ionized from
a defect (intrinsic or extrinsic) to the conduction or
valence band of the material. Once in this state, they
can move (diffusion or drift regime) to dark areas and
be efficiently trapped on the same or a different de-
fect. A space-charge field is thus created, implying
a modulation of the refractive index via the electroop-
tic (Pockels) effect. When trapping occurs at a level
different from the original one, a modification of the
absorption spectrum (photochromism) is frequently ob-
served, especially at low temperature, due to the change
in the concentration of intrinsic or extrinsic defects.

Recent studies have been devoted to analysis of the
influence of holes bound to acceptor defects on the op-
tical properties of sillenite crystals. Lattice distortion
generally induces a strong localization of these sys-
tems at one of the oxygen legends related to the defect.
Strong and wide absorption bands, usually in the visible

region, have been reported to occur in these materials,
and were related to polaron stabilization energies close
to 1 eV. The formation of polarons in sillenite crystals
can be characterized as follows: ideal MO4 tetrahedra
are considered as the building blocks of sillenite crys-
tals, where M is regarded as the cation and can be Ti4+,
Si4+ or Ge4+. In real samples, such as the well-known
sillenite Bi12MO20 crystal, Bi antisite acceptors can be
formed as a large number of the M ions can be re-
placed by Bi3+ ions. These kinds of ions present the
very stable 6s2 configuration, which is why an electron
will be taken from one of the four O2− ions [9.185]
instead of from the Bi3+, thus forming a bound O− po-
laron [9.186–188]; this is an example of where O− is
formed by direct electron ionization to the conduction
band. Previous analyses [9.189,190] have demonstrated
that this defect corresponds to the localization of a hole
at an oxygen site with a trigonal C3v noncentrosymmet-
ric nature in the paramagnetic state. Therefore space
charges generated by inhomogeneous illumination are
transposed into refractive index changes via the Pockels
effect. This photorefractive effect shows quite a fast re-
sponse to illumination variations, mainly related to the
high mobility of the electrons in the conduction band,
forming large polarons [9.191]

All of the statements above show that the main
intrinsic absorption of the sillenites, causing their typ-
ical honey-yellow coloration, is due to charge transfer
excitations of an O− bound polaron next to Bi3+M
antisite defects [9.60]. Very recently, the Bi-richest sil-
lenite, Bi24.5BO38.25, has been successfully grown by
the TSSG method [9.170]. The high values obtained
for the refractive indexes of this boron sillenite com-
pared with silicon sillenites were attributed to its high
Bi content.

As previously mentioned, BSO [9.192] can be used
for holographic applications. Hologram thermal fixing
in BSO is induced by hydrogen impurities. This BSO
material exhibits some differences compared with other
crystals such as Fe-doped LN, including higher fixing
temperatures (220 ◦C in BSO versus 140 ◦C in Fe:LN)
and higher activation energy (1.44 eV) compared with
Fe-doped LN (0.95 eV) [9.145, 146]. As a result, ther-
mally fixed room-temperature lifetimes in BSO are
much longer than those of holograms recorded in LN.
Holographic fixing has also been achieved in other sil-
lenites, such as BTO [9.193]. In this case, the fixing
method consisted of the application of an alternating-
current (AC) field under simultaneous heating at 90 ◦C.
Two key material properties in holographic technol-
ogy are: (1) high enough diffraction efficiencies and
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(2) fast responses for processing of unfixed holograms.
In this sense, sillenites are very promising materials for
practical holographic applications, as long extrapolated
hologram lifetimes of 104 years have been reported for
particular materials such as BSO crystals [9.145].

9.6.8 Growth of Photorefractive Bismuth
Silicon Oxide Crystals

For a typical Bi12SiO20 single-crystal growth run,
6 moles of Bi2O3 and 1 mole of SiO2 (522.9 g of Bi2O3
and 11.237 g of SiO2) are thoroughly mixed and loaded
into a platinum crucible that is 5 cm in diameter and
5 cm high. The charge of 534.1 g is calculated to fill
the crucible to 1.25 cm below the top with molten
Bi12SiO20. From the phase diagram (Fig. 9.18), the
melting point of Bi12SiO20 is about 910 ◦C [9.10]. The
charge is then melted at around 920 ◦C in an induction
furnace and the remaining material is loaded into the
hot crucible. After all the material has been added, the
charge is allowed to remain molten for 20 h. A seed
crystal is slowly lowered to touch the melt surface
in the center of the crucible. The seed is rotated at
between 10–20 rpm and, for best results, pulled at be-
tween 2–2.5 mm/h.

If the interface is flat and the boule is a great deal
smaller in diameter than the crucible, the interface will
be elevated above the mean height of the melt and a col-
umn of liquid will be weighed along with the crystal. In
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Fig. 9.18 Phase diagram the Bi2O3-0SiO2 system for
growth of Bi12SiO20 crystals

the more common case of oxide crystals, the interface is
not flat but rather convex toward the melt and the boule
diameter is > 0.5 times the crucible diameter.

Thus, part of the interface extends below the level
of the melt and that part of the solid is buoyed up by the
liquid so that the measured weight is less than that of
the crystal.

In both cases, however, the shape of the melt surface
is not flat near the crystal and near the crucible wall.
If the melt wets the solid crystal, the melt surface will
rise to come into contact with the solid at a small angle,
leaving a concave curved ring of liquid above the mean
surface of the melt. If the melt does not wet the solid,
the curvature is convex and the melt surface is lowered
to a level near the surface of the solid.

From above, the surface of the melt appears to have
a particular temperature due to the actual temperature
of the melt and the additional influences of the radiation
from the bulk of the melt and the inner surface of the
crucible containing the melt. Both are modified by the
emissivity of the liquid surface, the reflection of ambi-
ent light (if any), the reflectivity of the liquid surface,
and the angle of incidence of the ambient light.

For the flat portion of the melt surface, the contribu-
tion of ambient reflections is quite small since the light
would have to come from the (relatively cold) top of the
furnace setup. However, if the surface is curved con-
cavely, light is reflected from the inside of the crucible

Fig. 9.19 BSO crystal grown using automatic control at
Alabama A&M University
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wall above the melt level, which is the hottest part of
the growth environment. Thus, the meniscus wetting the
growing crystal should appear hotter than the flat melt
surface. If the melt does not wet the solid, the meniscus
is convex and will reflect the crystal surface above it,
which is colder than the melt and generally has a lower
emissivity than the liquid. Thus the ring in this case
should appear darker than the flat melt surface.

Radiative heat loss (proportional to the fourth power
of the temperature) produces large temperature gradi-

ents in the crystals as they cool from their melting point,
resulting in thermal stress that can result in shatter-
ing of the crystal some time after it has reached room
temperature. These effects are minimized by the use of
afterheaters.

Typical dimensions of successfully grown BSO
crystals are 22 mm diameter and 75 mm long, and
their typical weight is 250–300 g. A photograph of
a BSO crystal grown using automatic diameter control
is shown in Fig. 9.19.

9.7 Conclusions

The principal circumstances relating to the bulk
growth of the photorefractive materials lithium nio-
bate (LiNbO3) and sillenites have been reviewed. Both
of these kinds of crystals are grown by Czochralski
method, with similar problems originating from similar
effects. This implies that they have similar solid–
liquid interface and other crucial growth parameters. In
LiNbO3 the two most important problems to solve are
their stoichiometry and the growth conditions to obtain
periodic structures, which have been practically solved
through interesting research solutions. Lithium niobate
has an extensive array of properties that have made it
one of the most widely used ferroelectric materials, with
one of its major applications being the manufacture of
surface acoustic wave devices, employed in high-speed
signal filtering in televisions and mobile phones. In fact,

this material is often dubbed the silicon of nonlinear
optics. It is widely sought after for applications for
acoustic wave transducers, optical amplitude and phase
modulators, second-harmonic generators, Q-switches,
beam deflectors, phase conjugators, optical waveguides,
holographic memory elements, and holographic data-
processing devices. In sillenites, there is still a long
way to go to reach the final goal of obtaining large
high-quality bulk crystals, because problems inherent to
their physicochemical properties such as the core effect
and the solid–liquid interface are ever present. How-
ever, it can be seen that, in the last decade, there have
been a large number of publications and an extraordi-
nary high level of effort with the final result that most
of these problems have been solved, as summarized in
this chapter.
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of Ternary III–V Semiconductors
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Ternary semiconductor substrates with variable
bandgaps and lattice constants are key enablers
for next-generation advanced electronic, opto-
electronic, and photovoltaic devices. This chapter
presents a comprehensive review of the crystal
growth challenges and methods to grow large-
diameter, compositionally homogeneous, bulk
ternary III–V semiconductors based on As, P, and
Sb compounds such as GaInSb, GaInAs, InAsP,
AlGaSb, etc. The Bridgman and gradient freezing
techniques are the most successfully used meth-
ods for growing ternary crystals with a wide range
of alloy compositions. Control of heat and mass
transport during the growth of ternary compounds
is crucial for achieving high-quality crystals. Melt
mixing and melt replenishment methods are dis-
cussed. The scale-up issues for commercial viability
of ternary substrates is also outlined.
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10.1 III–V Ternary Semiconductors

Ternary compounds are synthesized by mixing three
elements. These are also referred to as pseudobinary
or tertiary compounds or alloys. From the periodic
table, one can mix two group III elements and one
group V element to form ternaries such as Ga1−xInxAs.
Alternatively one could mix one group III element
and two group V elements to form ternaries such
as InP1−yAsy. Here x and y are mole percentages.
The values of x and y are between 0 (0 mol %)
and 1 (100 mol %). Pseudobinary is an equivalent
term since a ternary compound such as Ga1−xInxAs
can be viewed as comprising of x mol % of InAs
and (1 − x) mol % of GaAs. Ternary compounds are
attractive as substrates materials for electronic and
optoelectronic applications since one can tune the lat-
tice parameter or the bandgap energy of the ternary
materials by choosing appropriate chemical composi-
tions [10.1–7].

Figure 10.1 shows the lattice parameters and
bandgap energies of the III–V semiconductors [10.1].
The values of bandgap and lattice parameter of the bi-
nary compounds such as GaAs, InP, GaSb, InSb, etc.
are based on experimental data. Curves joining two
binary compounds would represent different ternary
compounds. For example, a curve between GaAs
and InAs would represent the ternary GaxIn1−xAs
(0 < x < 1) compound. The curves shown in the liter-
ature are primarily extrapolated based on experimental
data points of few alloy compositions.

The lattice constants of ternary compounds (at)
varies linearly with composition (x) between the two
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Fig. 10.1 Lattice constant, bandgap energy, and corresponding
wavelength for As-, P-, and Sb-based III–V binary semiconductors

binary lattice constants (a1 and a2). This is known as
Vegard’s law

at = xa1 + (1− x)a2 . (10.1)

For example

a(Ga1−xInxAs) = xa(InAs)+ (1− x)a(GaAs) .

The lattice constants for binary compound semiconduc-
tors are listed in Table 10.1.

The bandgap of any ternary compound varies non-
linearly with the alloy composition (x or y). The

Table 10.1 Lattice constant, direct (D) and indirect (I)
bandgap energy, and corresponding wavelength for As-, P-,
and Sb-based III–V binary semiconductors

Material Lattice Bandgap Bandgap

constant energy wavelength

(Å) (eV) (μm)

AlP 5.467 2.45 (I) 0.50

AlAs 5.660 2.14 (I) 0.58

AlSb 6.136 1.63 (I) 0.76

GaP 5.4512 2.268 (I) 0.55

GaAs 5.6532 1.424 (D) 0.87

GaSb 6.0959 0.725 (D) 1.70

InP 5.8687 1.34 (D) 0.92

InAs 6.0583 0.356 (D) 3.5

InSb 6.4794 0.18 (D) 6.88

Table 10.2 Dependence of bandgap on alloy composition
for As-, P-, and Sb-based ternary semiconductors

Alloy Direct energy gap (eV)

Alx In1−xP 1.34+2.23x

Alx Ga1−xAs 1.424+1.247x, 0 < x < 0.45

1.424+1.087x +0.438x2, x > 0.45

Alx In1−xAs 0.356+2.35x +0.24x2

Alx Ga1−xSb 0.726+1.10x +0.47x2

Alx In1−xSb 0.18+1.621x +0.43x2

Gax In1−xP 1.34+0.511x +0.6043x2, 0 < x < 0.55

Ga1−x InxAs 0.356x +1.425(1− x)−0.436x(1− x)

Ga1−x InxSb 0.18x +0.726(1− x)−0.415x(1− x)

GaPxAs1−x 1.424+1.172x +0.186x2

InPx As1−x 0.356+0.675x +0.32x2

InAsySb1−y 0.356y +0.18(1− y)−0.58y(1− y)

GaAsySb1−y 1.424y +0.726(1− y)−1.2y(1− y)
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experimentally measured bandgap (Eg) for a ternary
alloy can be fitted to a quadratic equation [10.1]

Eg(x)[eV] = xE1 + (1− x)E2 − cx(1− x) , (10.2)

where E1 is the bandgap at x = 1, E2 is the bandgap
at x = 0, and the composition independent con-
stant c is the bowing parameter accounting for the
nonlinearity.

The above equation (10.2) can be rearranged as

Eg(x) = a +bx + cx2 ,

where

a = E2 , b = E1 − E2 − c , c = c .

Table 10.2 summarizes the bandgap equations for vari-
ous III–V ternary compounds. The bandgaps and lattice
parameters shown in Fig. 10.1 as well as listed in Ta-
bles 10.1 and 10.2 are for compounds with the same
crystal structure (zincblende or cubic). If the crystal
structure changes, the lattice parameter and bandgap of
the same material will be different. For example, the
II–VI compound ZnS can exist in hexagonal or cubic
phase.

10.2 Need for Ternary Substrates

For most semiconductor devices, multilayered thin-film
structures comprising various ternary and quaternary
compounds (also known as heterostructure) are nec-
essary (Fig. 10.2). Ideally one would like to grow the
entire thin-film structure on a substrate with same lat-
tice constant (referred to as lattice-matched substrate).
Unfortunately, device-grade single-crystal substrates of
only binary compounds (such as GaAs, GaSb, InP, GaP,
InAs, and InSb) with a few discrete lattice constants
are commercially available (Fig. 10.1). Hence thin epi-
taxial layers are grown on binary substrates using
liquid-phase epitaxy (LPE), metalorganic vapor-phase
epitaxy (MOCVD or OMVPE) or molecular-beam epi-
taxy (MBE) techniques, as shown in Fig. 10.2. Due
to the lattice mismatch between the epilayer and the

P-type In0.26Ga0.74P (0.5 µm)

Device structure
using InGaP

Buffer layer to
reduce misfit
dislocations

Lattice mismatch
substrate

N-type In0.27Ga0.73P (1 µm)

Undoped In0.3Ga0.7P (0.1 µm)

Compositionally graded buffer
layer

GaP substrate

Fig. 10.2 A typical III–V ternary-based optoelectronic
device structure grown on a lattice-mismatched binary sub-
strate using a compositionally graded buffer layer

substrate, misfit dislocations originate at the growth in-
terface and propagate into the device layers [10.1, 8].
Typical misfit dislocation density is in the range of
106 –109 cm−2 [10.8]. Such a high density of disloca-
tions leads to degradation of the electrical and optical
characteristics of the devices. To reduce this misfit dis-
location density, a variety of buffer layers are grown
between the substrate and the device layers. However,
the buffer layer technology necessary to relieve misfit-
related stresses is not optimized for all systems, and
often devices exhibit poor characteristics due to inter-
facial defects. Hence substrates with variable lattice
constants are highly desirable to enhance the perfor-
mance of electronic and optoelectronic devices.

The availability of substrates with tunable bandgap
and lattice constant would also open up numerous possi-
bilities of interesting bandgap engineering in homo- and
heteroepitaxial devices with improved performances,
new features, reduced fabrication complexity, and bet-
ter cost effective. Some appropriate examples are:
GaInAs laser diodes on lattice-matched substrates with
high characteristics temperature [10.9–11], low-cost,
high-quantum-efficiency photodetector [10.12, 13], and
thermophotovoltaic cells [10.14] with diffused p-n ho-
mojunction on GaInSb bulk substrates, high-efficiency
tandem solar cells [10.15], and antimonide-based quan-
tum well and superlattice structures lattice matched
to GaSb for high-efficiency mid-infrared sources and
detectors [10.16]. Future devices with improved perfor-
mances are being sought for a variety of military and
civilian applications. These include: infrared (IR) imag-
ing sensors for missile and surveillance systems; IR
sources for deceptive jamming system; monitoring and
detecting environmental pollution, fire, greenhouse-gas
fluxes, industrial gas purity, trace moisture in corrosive
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gases, and microleaks of toxic gases; high-performance
and economical off-grid heat-electricity cogeneration
systems; automobiles with ultralow emission (hybrid
fuel–thermophotovoltaic); high sensitivity piezosensors
and actuators; and quantum computing using electron
spin coupling. Ternary substrates will provide a broad
base of multicomponent alloy semiconductors with
compatible heterostructure devices for these applica-
tions.

Bulk single-crystal substrates of ternary semicon-
ductors are still not available from any commercial

vendor in spite of four decades of research on ternary
substrates. The reason is not due to the lack of mar-
ket for these substrates, but due to inherent problems in
growing them from melt [10.17–31]. The development
of electronic, optoelectronic, and photovoltaic devices
based on ternary lattice-matched substrates has not been
successful due to the poor substrate quality of mixed
alloys and/or low yield of wafers with the same al-
loy composition. This chapter lays out the challenges
and potential solutions that could be adopted for future
commercial development of ternary substrates.

10.3 Criteria for Device-Grade Ternary Substrates

For successful incorporation of ternary substrates into
future commercial device technologies, the wafers need
to meet several important criteria as discussed below:

(a) Single crystal wafers of 2 in (50 mm) or larger diam-
eter must be available. Most commercial epitaxial
growth and device fabrication equipment is geared
towards handling wafers of 50 mm or larger. Hence
the growth and fabrication conditions for any spe-
cific device structure need to be optimized using
the geometries that will ultimately be used in large-
scale production.

(b) The spatial compositional inhomogeneity across
the entire wafer should be minimal (less than
0.5 mol %). Variations in composition will lead to
differences in final device characteristics fabricated
across the wafer.

(c) Wafers should be completely free from cracks,
metallic inclusions, and multiphase regions. These
are commonly observed defects in ternary crystals
and hence a great deal of care is necessary to avoid
them during growth.

(d) The dislocation density should be similar to that in
existing high-quality commercial binary substrates
(less than 1000 cm−2). Since the dislocations in
the substrate propagate into the epilayers, lower
dislocation density in the starting wafer is always
desirable for better yield of reliable devices [10.1].

(e) A wide range of doping should be possible in
the substrate material in order to achieve desir-
able optical and electrical properties [10.32–38].
For electronic devices, semi-insulating substrates
are necessary. For infrared photodetector appli-
cations with back illumination (radiation incident
from the back of the substrate) or for light-emitting

diodes, the substrate must be optically transparent
for wavelengths that are being detected or emitted
in the epilayers. The electrical resistivity or opti-
cal transparency can be altered by suitable impurity
doping of the bulk crystal. Even if lattice match-
ing is achieved using a certain substrate material,
if they do not have the necessary electrical or opti-
cal characteristics, the substrates are of little use for
end applications. For example: high-purity undoped
substrates of GaSb are completely opaque for radia-
tion with wavelengths less than its bandgap [10.35–
37]. This is due to large concentration of native de-
fects such as vacancies and antisites in the grown
crystals. These defects act as p-type dopants, lead-
ing to optical absorption by free carrier mechanisms
and low electrical resistivity. High-resistivity (semi-
insulating) GaSb substrates are not commercially
available. The optical transparency of GaSb (for be-
low bandgap radiation) as well as its resistivity can
be enhanced by impurity compensation [10.32, 37].

(f) Ternary crystals tend to be brittler than binary crys-
tals and can be damaged during wafer slicing and
polishing. This is due to high built-in strain in the
crystals. Ensuring that the crystals can be processed
into wafers is crucial. This requires proper thermal
conditions during crystal growth and postgrowth an-
nealing treatments.

(g) The wafer should have high-quality polished and
chemically treated surface to enable epigrowth (also
referred to as epiready surfaces) of high-quality
layers. Certain materials such as AlSb, even if avail-
able as high-quality substrates, cannot be easily
adopted for epigrowth or device fabrication due to
the challenges with the surface oxidation. Similarly,
antimonide-based wafer surfaces such as GaSb or
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InSb need special chemical processing before grow-
ing device-quality epilayers. Hence developing the
polishing recipe for each substrate material is nec-
essary for their application.

(h) Finally, the cost of the final wafers should not
be significantly higher than that of commercially
available binary substrates. Though bulk substrates
contribute to a small fraction of the cost for the
entire device, high cost of the substrates poses a bar-
rier for adoption unless it is clearly established
that, by using lattice-matched substrates, signifi-
cant improvements in device characteristics can be
achieved.

These attributes can be translated into numerous
constraints during crystal growth. As will be discussed
in this chapter, many of the requirements are counterac-
tive, and appropriate trade-offs in the growth conditions
are necessary.

The growth conditions that are necessary for high-
quality ternary crystals have been summarized below:

1. Crack-free and inclusion-free crystals can be grown
by avoiding constitutional supercooling. That means
that the crystal growth rate must be lower than
the rate at which excess constituents rejected at
the melt–crystal interface (due to segregation) are
mixed back into the growth melt. This requires
forced convective mixing in the growth melt and
near the melt–crystal interface.

2. Low dislocation density and strain can be achieved
if the growth takes place under a low temperature
gradient and the crystals are cooled slowly after so-
lidification.

3. High yield refers to obtaining wafers of the same
composition from a single ingot. This is possible
only when the crystal grown has the same com-
position along the growth direction. This requires
replenishment of the melt with the constituents to
maintain the same melt composition during the en-
tire growth.

4. Rapid or uncontrolled melt replenishment leads
to high level of supersaturation in the melt with
the replenished constituents. This triggers polycrys-
talline growth due to random nucleation in the melt.
To maintain single-crystallinity during growth, the
rate at which the solute is fed to the melt must
be precisely controlled at all times to match the
crystal growth rate. This requires special solute
feeding processes and forced convective mixing in
the melt.

5. Low cost of final wafers directly relates to the
growth rate of the crystal and the volume of start-
ing melt versus the volume of final crystal. This
would require: (a) consuming the entire melt during
the growth and (b) rapidly transporting the dissolved
constituents (replenishing elements or compounds)
to the growth interface by forced convection. In
addition, rapid dissolution of the replenished con-
stituents (solute) is necessary. This would require
that the dissolution of the solute occurs in a melt
zone that is always undersaturated.

6. Compositionally homogeneous wafer would trans-
late to uniform composition in the crystal perpen-
dicular to the growth direction. This would require
a planar melt–crystal interface during growth. This
can be achieved by balancing the heat transfer at the
melt–crystal interface by a combination of tempera-
ture gradient imposed by the furnace and the forced
convective mixing in the growth melt. At the same
time, temperature fluctuations due to forced con-
vection in the growth melt (leading to composition
fluctuation and local constitutional supercooling)
must be eliminated. This can be achieved by hav-
ing a low temperature gradient near the liquid–solid
interface.

7. Large-diameter wafers are necessary for commer-
cial applications. Hence any technology that is
being developed for growth of alloy semiconductors
must scale up to dimensions required for practical
usage. This would require optimization of the heat
and mass transport processes between various melt
zones during growth for the length scales of interest.
This is purely dictated by the design of the experi-
mental setup and the process parameters. Bridgman
and gradient freezing types of method are becom-
ing more popular for large-diameter binary crystal
growth with very low defect content. Hence the ad-
vancement made for binary growth could be adopted
for future ternary crystal growth technology.

To achieve these goals, a lot of effort in engineer-
ing of the heat and mass transport processes during the
growth of ternary alloys from melts is necessary. In this
chapter, we discuss the interdependencies between var-
ious experimental parameters and their effects on the
compositional homogeneity of ternary crystals. The fo-
cus will be on the Bridgman techniques as it offers
a variety of beneficial attributes that are necessary for
ternary crystal growth processes. In the next section,
we briefly review the Bridgman and gradient freezing
directional solidification processes.
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286 Part B Crystal Growth from Melt Techniques

10.4 Introduction to Bridgman Crystal Growth Techniques

10.4.1 Bridgman Techniques

The Bridgman technique (also referred to as the
Bridgman–Stockbarger method) is one of the oldest
techniques used for growing crystals [10.39]. The crys-
tal growth can be implemented in either a vertical
(vertical Bridgman technique) or horizontal system con-
figuration (horizontal Bridgman technique). Schematics
of the two configurations are shown in Figs. 10.3
and 10.4. The growth systems typically consist of
a single- or multizone furnace. A single-zone furnace
has a parabolic temperature profile with the highest
temperature being at the center along the length of
the furnace, as shown in Figs. 10.3 and 10.4. On
both sides of the hottest section, a temperature gradi-
ent exists that is used during the crystal growth. For
a multizone furnace, specific temperature gradients be-
tween different zones can be established as described
later.

The principle of crystal growth using Bridgman
technique is based on directional solidification by trans-
lating a molten charge (melt) from the hot to the cold
zone of the furnace, as depicted in Figs. 10.3 and 10.4.
The presence of a seed at the end of the crucible
(container) ensures single-crystal growth along specific
crystallographic orientation. The process for generat-
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(graphite)

Crucible translation rod

Melt

a) b)
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Furnace temperature
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Solid–liquid
interface position

Growth temperature
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Fig. 10.3a,b Schematic diagram of a vertical Bridgman (VB) crystal growth process in a single-zone furnace: (a) at the
beginning of the experiment and (b) with partially grown crystal

ing the first single crystalline seed of any new material
has been described in Sect. 10.4.3. Using the single-
crystal seed, the entire growth process takes place in
the following sequence. At the beginning of the ex-
periment, the crucible with the polycrystalline charge
and seed is placed inside the growth chamber. Then
the chamber is evacuated by a vacuum pump and re-
filled with inert gas. The temperature of the furnace is
then raised. A proportional–integral–differential (PID)
control mechanism controls the power to the heater ele-
ments, maintaining the desired temperatures. The PID
controller also controls the power during the heating
and cooling stages of the furnace. After the furnace
is heated to a temperature above the melting point of
the polycrystalline charge, the crucible is slowly trans-
lated into the hot zone to melt the polycrystalline charge
completely and bring it into contact with the seed.
Section 10.4.4 presents the intricacies of the seeding
process. After the melt touches the seed, a portion of
the seed is remelted to expose a fresh growth interface.
The melt is thoroughly mixed using forced convection
generated by rotating the crucible (using stepper motor
control, for example). The homogenization of the melt
can also occur by natural convection and diffusion in the
melt without any forced convection. Hence melts can
be homogenized by simply leaving the melt at temper-
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Fig. 10.4a,b Schematic diagram of a horizontal Bridgman
(HB) crystal growth process in a single-zone furnace: (a) at
the beginning of the experiment and (b) with partially
grown crystal

atures higher than its melting point for a long duration.
After the melt is completely mixed, crystal growth is
initiated by cooling the melt from the seed end. This is
done by translating the crucible slowly into the cooler
section of the furnace. As the crucible is translated, the
temperature at the bottom of crucible falls below the
solidification temperature (the melting point of the ma-
terial) and hence the melt starts to become a solid at
the bottom of the crucible (at the seed–melt interface).
After the melt has been completely translated below
the melting point of the material, the entire molten
charge converts to a solid ingot (also known as a boule).
The crucible holder (typically made out of graphite)
is connected to a stainless-steel shaft, which in turn
is connected to a linear slide operated with the use

of a computer-controlled stepper motor assembly. The
computer program controls the lowering rates of the
crucible, and hence the rate of crystallization (growth
rate) can be accurately controlled over long periods of
time.

The growth rates for different crystals need to be
optimized in order to grow single crystals with high
crystalline quality. For example, the typical growth rate
for III–V binary semiconductors is in the range of
0.5–3 mm/h, while for ternary crystals it is in the range
of 0.1–1 mm/h. The shaft supporting the crucible can
also be rotated with the help of a high-torque stepper
motor. As will be discussed later, this is essential for ef-
ficient mixing of the melt during growth. After the entire
molten charge is directionally solidified, the tempera-
ture of the furnace is decreased slowly to reach room
temperature. The postgrowth cooling rate must be con-
trolled in order to avoid thermal shock (due to rapid
cooling) to the solid ingot that could lead to mechan-
ical cracks in the crystal. Typical cooling rates are in
the range of 10–50 ◦C/h, depending on the material. At
the end of the experiment, the crystal is removed from
the crucible and sliced to prepare the substrates. Fig-
ure 10.5 shows a typical vertical Bridgman grown ingot
of GaInSb from the author’s laboratory.

Though the concept of vertical and horizontal
Bridgman techniques is similar, there are certain ad-
vantages and disadvantages of the two methods. The
wafers extracted from vertical Bridgman grown crys-
tals are perfectly circular in shape, unlike the D-shaped
wafers from horizontal Bridgman grown crystals. For

Fig. 10.5 Vertical Bridgman grown Ga1−x InxSb single
crystal (from the author’s laboratory)
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large-scale epitaxial growth on the substrates and device
fabrication, circular wafers are certainly beneficial. The
primary advantages of the horizontal Bridgman grown
crystals are the high crystalline quality (such as low
dislocation density) of the crystals and the stoichiom-
etry control along the entire length of the crystal. In the
horizontal Bridgman method (Fig. 10.4a,b), the crys-
tal experiences lower stress due to the free surface on
the top of the melt. During the growth, the solid does
not touch the crucible on the top and hence is free to
expand. Another advantage of the horizontal growth
process is the enhanced mixing in the melt due to ther-
mal convection (flows due to temperature gradient) at
every location in the melt along the growth direction.
As will be discussed later, this helps in ensuring sto-
ichiometry (the composition of the crystal) along the
length of the crystal by maintaining an overpressure of
the volatile species such as the group V elements during
III–V semiconductor growth.

Finally, it must be mentioned that, in the Bridgman
techniques, the relative motion between the crucible and
the furnace is all that matters. Instead of using crucible
translation, the crucible can be kept stationary and the
furnace translated to achieve directional solidification.
In numerous cases, the crucible system design contain-
ing the melt, seed, and the overpressure elements is
complex (as will be discussed below for GaAs and InP
crystal growth) and hence translating the crucible poses
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Fig. 10.6a,b Schematic diagram of a vertical gradient freeze (VGF) crystal growth process in a multizone (eight-zone)
furnace: (a) at the beginning of the experiment and (b) with partially grown crystal

problems. It becomes much easier to translate the fur-
nace along the crystal growth direction. The gradient
freezing techniques discussed below is a sophisticated
method to achieve the same effect without translating
the crucible or furnace.

10.4.2 Gradient Freezing Techniques

The gradient freezing technique is analogous to the
Bridgman technique discussed above except for the fact
that the temperature gradient is translated along the
melt to implement directional solidification [10.40–44].
The schematic of the gradient freeze method is shown
in Fig. 10.6. The principle can be implemented in ei-
ther vertical (VGF) or horizontal (HGF) configurations,
as in the case of Bridgman methods. In the gradient
freezing techniques, the crucible with the seed and the
melt as well as the furnace system is kept station-
ary. The temperature gradient, as shown in Fig. 10.6,
is moved along the crystal growth direction starting
from the seed–melt interface to the end of the crystal.
This is accomplished by a multiple-zone furnace sys-
tem wherein the power to each zone is programmed
and controlled by individual PID controllers. The use
of multiple heater zones is necessary to maintain the
same temperature gradient at the melt–solid interface
during the entire crystal growth experiment. If a single-
zone furnace is used, the temperature gradient at the
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melt–solid interface changes at different locations in the
furnace leading to variation in crystal growth rate with
time. Since the heat flux through the growing crystal
and melt changes with time, the multiple-zone system
ensures continuously varying power to individual zones
so as to maintain the same temperature gradient at the
liquid–solid interface. The quality of the crystals grown
by this method is far superior to that produced by tradi-
tional methods such as liquid encapsulated Czochralski
(LEC). Since LEC growth takes place under a large tem-
perature gradient (typically several tens of ◦C/cm), the
dislocation density in grown crystals is of the order of
10 000 cm−2 [10.1, 42, 45]. Wafer breakage in the de-
vice production process due to large thermal stress in
the wafers is a significant problem. On the other hand,
the temperature gradient used in the Bridgman or gra-
dient freezing methods is very small (1–10 ◦C/cm).
Hence a dislocation density less than 500 cm−2 has been
achieved in VGF-grown crystals. As a result of this,
the VGF and HGF techniques have received widespread
commercial usage for both III–V and II–VI semicon-
ductor crystal growth [10.40–44].

In a typical crystal growth experiment, the cru-
cible with the charge is placed in the growth chamber.
Then the chamber is evacuated by a vacuum pump and
refilled with inert gas. The power to the individual ele-
ment is increased with time to melt the polycrystalline
charge completely and bring it into contact with the
seed. A portion of the seed is also remelted to expose
a fresh growth interface (Fig. 10.6a). Crystal growth is
initiated by cooling the melt from the seed end. The
temperature gradient at each and every point along the
growth direction can be controlled very accurately due
to the multiple zones (Fig. 10.6b). The sophisticated
thermal controls also make gradient freezing systems
more complex than typical Bridgman systems. Unlike
simple resistance heater wires wound around tubes as
in Bridgman-type systems, gradient freezing units have
advanced heater designs. Some systems have water
cooling tubes between the heater plates to ensure sharp
and controllable temperature gradients along the length
of the furnace.

For semiconductor crystal growth, oxygen in the
melt must be eliminated completely. Hence crystal
growth chambers are designed to be vacuum-tight as
well as to withstand high internal gas pressures. After
loading the crucible with charge, the growth chamber is
evacuated to a high vacuum (1 mTorr or less pressure)
and repeatedly flushed with an inert gas mixture such as
argon/hydrogen or hydrogen/nitrogen to ensure the re-
moval of moisture and oxygen from inside the chamber.

During the charge synthesis and growth, the chamber
is filled with an inert gas and a pressure is maintained
beyond the vapor pressure of the melt in the chamber.

10.4.3 Seed Generation for New Materials

For single-crystal growth of any material, a single-
crystalline seed of specific orientation is necessary. For
a new material under development, single-crystal seeds
are not available. Single-crystal seeds can be gener-
ated by vertical Bridgman growth using specially tipped
crucibles [10.39] as shown in Fig. 10.7. There are two
ways this can be made possible. In the first scenario
(Fig. 10.7a), a natural seed selection process can occur
at the tip region of the crucible. A specific nucleus can
grow faster than the others and outgrow the rest of the
nuclei. However this process is completely random and
cannot be expected to repeat in every experiment. Hence
a more predictive way of selecting an individual seed
orientation is via the necking process (similar to what is
being done in the Czochralski crystal growth process).
In this process (Fig. 10.7b), randomly nucleated grains
are subjected to a filtering process at the necking point
in the crucible so that only one orientation reaches the
main body of the crucible and grows into a bulk ingot.
However, the production of a single-crystal grain can-
not always be guaranteed by either of these processes.
Random secondary nuclei from the crucible walls, such
as shown in Fig. 10.7b, are often seen. Hence liquid en-
capsulation with low-melting-point liquids or crucible
coating, e.g., with carbon, is necessary to avoid the melt
touching the crucible wall during growth. This process,

Secondary
nucleation from
crucible walls

Multiple nucleus

a) b) Complete liquid
encapsulation

layer

c)

Fig. 10.7a–c Single-crystal seed generation processes: (a) by nat-
ural selection, (b) by necking, and (c) by necking and liquid
encapsulation
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depicted in Fig. 10.7c, is the most predictive way to en-
sure a single-crystal seed generation process. Due to
the random nature of the initial seed orientation, the
single-crystal seed is then oriented along a preferred
crystallographic direction using the x-ray orientation
method. The ingot is then mined to obtain a seed with
a specific orientation for further crystal growth experi-
ments. For a cylindrical seed, a diamond core drill could
be used. For rectangular-shaped seeds, the ingot can be
sliced using a blade or a wire saw.

10.4.4 The Seeding Process

The initial stage of the crystal growth experiments
wherein a single-crystalline seed is contacted with the
molten charge is crucial and requires adequate care
and experience. High-quality single-crystal seeds are
precious and used repeatedly for a large number of
experiments. The seeds are smaller in diameter with re-
spect to the final diameter of the grown crystals. For
example, a typical seed diameter is 5 mm (with 5–6 cm
in length), while the grown crystals could be 50–75 mm
in diameter. The seed needs to be partially remelted
(≈ 0.5 cm) to expose a fresh growth interface and then
the crystal growth is started. Unlike in the Czochralski
growth method, the seed–melt interface during Bridg-
man growth (in most cases) cannot be observed due
to the opacity of the crucible, melt, and/or the growth
chamber. Hence for precise remelting of the seed during
crystal growth, one needs to conduct a priori thor-
ough analysis of the thermal environment of the growth
chamber. Translating the crucible into the hot zone even
by 1 mm could sometimes remelt the entire length (and
hence loss) of the seed. This is due to the heat transfer
from the melt to the seed by conduction and convec-
tion in the hot melt. For Bridgman and gradient freezing
types of crystal growth experiments, in order to ensure
the exact seeding position in the furnace, prior exper-
imentation needs to be done with dummy melts and
seeds. Since the heat transfer between the furnace, cru-
cible, melt, and growth chamber is quite complex, any
optimization of the seeding position needs to be carried
out using a specific set of crucible diameter, crucible
holder design, crucible material (pyrolytic boron nitride
(pBN), silica, graphite, alumina, etc.), melt depth, seed
length, etc. If any of the above parameters is altered dur-
ing the actual crystal growth experiment, the seeding
position will change.

For the seeding position determination, two sets of
experiments need to be carried out. In the first exper-
iment, a polycrystalline charge (of the same material

to be grown) is melted into a crucible with the exact
shape as is to be used in the final crystal growth experi-
ment. The melt is then directionally solidified as in the
real crystal growth experiment. The polycrystalline in-
got, which is shaped like a crystal with a seed at the
end (Fig. 10.3b), is removed from the crucible and then
chemically etched to make the surface shiny (as de-
scribed in Sect. 10.5.4). In the second experiment, this
polycrystalline ingot is placed inside an identical cru-
cible (as in the first experiment). The crucible is then
slowly translated into the hot zone of the furnace to
remelt the ingot to a desired point and then direction-
ally solidified by translating the crucible back into the
cold zone. After the experiment, one can easily observe
the interface between the remelted and unmelted por-
tions of the ingot. By repeating this process, one can
identify the crucible location in the furnace that will
provide the desired seed–melt interface. Since this pro-
cess is rigorous, once the crucible location has been
identified for proper seeding, it is advisable to maintain
the same conditions during actual crystal growth exper-
iments. Slight changes such as an increase or decrease
in melt height or thickness of crucible wall could lead to
a large variation in the seeding interface location. Hence
in large-scale crystal production, the design of the entire
crystal growth systems is properly analyzed and crystal
growth conditions are kept unchanged.

10.4.5 Growth Rate Determination Methods

The crystal growth rate is an important factor that dic-
tates the crystalline quality and microstructure of the
grown crystals. For crystals grown from melt in cru-
cibles using Bridgman or gradient freezing techniques,
precise determination of growth rates requires consid-
erable experimental effort. There are a few techniques
that have been developed and used for determining
the growth rate of crystals, as briefly discussed be-
low [10.46–65]. The choice of technique is decided by
the crystal growth temperature, and the optical, elec-
trical, and thermal properties of the melt, crystal, and
crucible material.

Depending on the crystal to be grown, a proper
choice of crucible material is necessary based on its
chemical reactivity with the melt. There may be more
than one option for the crucible material for any spe-
cific melt. The final selection of the crucible material is
made based on several other factors such as heat transfer
and thermal configurations, use of melt encapsulations,
the thermal expansion coefficient of the grown crystal,
application of external fields during growth, etc. Hence,
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based on the crucible material, a specific growth rate
determination method is used. For example, crucible
material such as silica (quartz) is optically transpar-
ent and hence the melt–crystal interface can be directly
visualized during growth if a transparent furnace con-
figuration is used. On the other hand crucibles made of
pyrolytic boron nitride (pBN), alumina, graphite, etc.
are opaque and hence indirect methods for melt–solid
interface visualization are necessary. The thermal con-
ductivity of the crucible material contributes to the heat
transport from the hot zone to the cold zone of the fur-
nace and thus has a significant effect on the melt–crystal
interface shape and the growth rate of crystals. In the
case of crystals grown under applied electric and mag-
netic fields, it is important to select a crucible material
with appropriate electrical conductivity.

For crystals with low growth temperature (below
1000 ◦C) that can be grown in a transparent crucible
such as silica, the determination of growth rate is rel-
atively straightforward. Since furnaces with optically
transparent walls can be used for low growth temper-
atures, one can directly observe the melt and crystal
inside the crucible. In these furnaces, a resistive heating
coil is enclosed inside a transparent or semitransparent
silica tube. Usually the furnace wall is coated with a thin
film of reflective metal such as gold to reduce radia-
tive heat losses. By in situ observation of the length
of solidified melt with time (due to directional cool-
ing), one can easily calculate the growth rate. This
method has been used for determining the growth rate
of optically transparent crystals as well as metal and
semiconductor crystals [10.28, 46]. In the case of op-
tically transparent material, the transparencies of the
melt and the solid need to be different in order to
observe a clear demarcation at the melt–crystal inter-
face. For metallic or semiconductor crystals, typically
the optical reflectivities of the melt and the solidified
crystal are different, thus providing a clear delineation
at the melt–crystal interface. This method cannot be
used when the crystals need to be grown in an opaque
crucible such as pBN or when a furnace with opaque in-
sulation wall is used. Typically, for growth temperature
exceeding 1000 ◦C, the furnace wall is insulated with
alumina or quartz wool and is opaque. In such scenarios,
there are four methods for determining the growth rate,
namely, melt quenching, Peltier interface demarcation
(PD), periodic external field application, and real-time
radioscopic x-ray/γ -ray visualization.

In the traditional melt quenching method [10.47–
49], the crystal growth experiment is terminated by
rapid cooling of the melt after a certain period. When

the solidified ingot is sliced along the growth direc-
tion, one can easily observe two interfaces. The first
interface is seen at the seeding point (at the first-
to-freeze position on the seed crystal). The second
interface is seen where the growth is terminated by rapid
quenching. By measuring the distance between the two
interface positions and the total growth duration, one
can obtain the average growth rate. The sliced spec-
imens generally requires metallographic preparation
via coarse grinding and fine polishing (using abrasive
powders or polishing slurries) followed by chemical
etching (with a suitable etchant solution) to reveal the
interface demarcation striations under Nomarski inter-
ference contrast microscopy. The quenching method is
a universal technique that can be used for any mater-
ial system irrespective of optical, electrical, and thermal
properties. However it gives no information on the
evolution of the solid–liquid interface position during
growth. This is a major limitation since the crystal
growth rate varies with time during the experiment as
a result of varying heat flow through the melt and the
crystal (due to changing axial temperature gradient in
the melt and solid) as well as alloy segregation (as in the
case of ternary and quaternary semiconductor alloys).

For crystals and melts with good electrical conduc-
tivity, the PD can be employed [10.50–56]. In a typical
experiment, two electrical contacts are made: one at the
top of the melt using an appropriate electrode mater-
ial (that will not react with the melt) and one at the
bottom of the seed crystal. In this method, thermoelec-
tric effects induced by a current pulse passing through
the melt and the directionally solidifying sample results
in the creation of a rapid thermal perturbation at the
solid–liquid interface. A series of perturbations result in
concentration variations which, after being revealed by
postgrowth metallography, delineate the instantaneous
interface shape at successive times during growth and
enable one to follow the time evolution of the solid–
liquid interface. This method has been successfully used
for metallic alloys and semiconductor materials. Since
electric current needs to flow through the melt and the
crystal, it is difficult to implement the PD process in
materials with low electrical conductivity.

An elegant way of determining the crystal growth
rate is by the application of periodic external fields dur-
ing growth [10.57–60] such as by rotating magnetic
fields or alternating electric fields. In the absence of an
applied magnetic field, growth striations appear in the
crystals due to natural convection. If the melt convec-
tion is suppressed by applied fields, the striations are
not seen. By periodically switching on and off the ex-
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ternal magnetic fields, one can create or suppress the
growth striations. Postgrowth analysis of the specimens
by selective chemical etching reveals the regions with
striations and striation-free zones. By correlating the
length of the individual zones with the field applica-
tion durations, one can easily determine the growth rate.
This technique cannot be used if the growth conditions
have been optimized to obtain striation-free crystals
without external fields. The application of alternating
electric field has been found to alter the microstructure
of the crystalline material. Hence, by switching on and
off the field, one will obtain regions with different mi-
crostructures. The growth rate can be determined easily
by postgrowth analysis of the cross-sectional view of
the specimen after metallography.

A technique which is very attractive for real-time
interface shape monitoring as well as growth rate deter-
mination is the use of x-rays and gamma-rays [10.61–

65]. This technique is based on the differential trans-
mission of the x-rays or gamma-rays through the solid
and the liquid phases. This difference in transmittance
could be due to: (a) density difference between the li-
quid and solid phases, (b) crystalline structure (long- or
short-range ordering), (c) dopant (impurity) distribution
in the two phases (due to impurity segregation), etc. In
the case of dopant distribution, the absorption coeffi-
cient of the radiation increases with increasing impurity
concentration. This results in image contrast between
the solid and liquid phases due to differences in the
amount of radiation absorbed (or transmitted) through
the individual regions (solid or liquid). One advantage
of the radioscopic system is the ability to melt a single
sample, solidify it, remelt it, and then change exper-
imental parameters for a different case study. In this
manner one can produce a large range of data in a single
experiment.

10.5 Overview of III–V Binary Crystal Growth Technologies

Since the focus of this chapter is on ternary crystal
growth, the topic of binary III–V bulk crystal growth
(excluding the nitrides) using Bridgman or gradient
freezing types of processes will be briefly reviewed.
This is done to highlight the fundamental differences
between the growth conditions of binary versus ternary
compounds and the additional advances necessary for
ternary crystal growth.

10.5.1 Phase Equilibria
for Binary Compounds

Binary compounds such as GaAs, InP, GaSb, etc. are
synthesized by mixing the individual elements such as
gallium, indium, arsenic, phosphorus, antimony, etc. be-
yond the melting points of the compounds. Table 10.3
lists the melting points of As-, P-, and Sb-based III–
V compounds [10.66, 67]. For compound synthesis,
one needs to review the thermodynamic phase diagram.
Figure 10.8 shows a schematic phase diagram typical
of any III–V binary compound (except the nitrides).
This schematic diagram depicting GaAs is not the ac-
tual phase diagram, but rather a sketch to explain the
important features of the phase formation during com-
pound synthesis and crystal growth. Due to their very
high melting temperatures and extreme vapor pressures
(exceeding 40 000 atm), GaN, AlN, and InN cannot
be grown from stoichiometric melts by Czochralski or
Bridgman-type techniques [10.68].

The phase diagrams of various III–V binary com-
pounds can be found in the literature [10.66, 67].
According to the phase diagram shown in Fig. 10.8, the
most stable phase is the one where the ratio of group III
to group V mole fraction is close to 1 [10.1, 69]. Due
to the narrow stability region, the solidus is shown by
a vertical line at a composition of 50 at. % (the sto-
ichiometric composition). As shown in Fig. 10.8, the

Table 10.3 Melting points of elements and III–V binary
compounds

Material Melting point (◦C)

Ga 29.8

In 156.6

Al 660.4

Sb 630.7

P (red) 416 (sublimes)

As 614 (sublimes)

AlP > 2000

GaP 1480

InP 1062

AlAs 1740

GaAs 1238

InAs 942

AlSb 1065

GaSb 712

InSb 527
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Fig. 10.8 Schematic binary phase diagram of III–V semi-
conductor (depicting GaAs)

stoichiometric melting point for GaAs is 1238 ◦C. The
congruent melting point is typically slightly shifted
from the stoichiometric composition. In the case of
GaAs, the congruent melting point is on the arsenic-
rich side of the phase diagram [10.69], and in the case
of GaSb it is on the Ga-rich side [10.16]. The slight
deviation from stoichiometry leads to point defects (na-
tive defects such as vacancies, interstitials, and antisites
of group III and V elements) in the crystals, which af-
fect the electrical and optical properties of the grown
crystals [10.1, 16, 69].

Referring to Fig. 10.8, above the liquid curve (melt-
ing temperature), a uniform liquid region (melt) exists.
Depending on the ratio of gallium to arsenic, the
melting temperature varies. Irrespective of the growth
temperature, the composition of the solid (solidus) that
precipitate out of the liquid is always the stoichiometric
compound GaAs. On the gallium-rich side, the melting
point can be as low as 29 ◦C, which is the melting point
of liquid gallium. However the solubility of arsenic in
gallium decreases sharply as the temperature decreases.
As the melt temperature is decreased, GaAs precipi-
tates out first and then the excess gallium or arsenic
solidifies. This phase formation property is used advan-
tageously to grow binary compounds from group III-
or group V-rich solutions at temperatures lower than
the stoichiometric melting point. On both sides of the
stoichiometric melting point, equilibrium regions with
solid GaAs and Ga-rich or As-rich solution exist. Be-
low a specific temperature, regions shown as solid GaAs

plus solid arsenic or solid gallium exist, depending on
the excess element in the starting melt.

Due to the high vapor pressure of the group V el-
ements, III–V compounds generally dissociate above
the melting points. However, the dissociation rate de-
pends on the partial vapor pressures. Antimony is the
least volatile species amongst the group V elements.
The partial vapor pressure of antimony at the melting
point of GaSb (712 ◦C) is 3 × 10−6 Torr. Typically, dur-
ing 10 h of GaSb growth, 10−3 moles of Sb would be
lost from the melt [10.16]. The rate of antimony loss
from AlSb melt at 1300 ◦C is ≈ 0.25 g/h [10.70]. The
next most volatile species is arsenic. The vapor pres-
sure of arsenic in equilibrium with GaAs melt at its
melting point (1238 ◦C) is 1 atm. The phosphorus va-
por pressure is the highest. At the melting point of
InP (1062 ◦C), the vapor pressure in equilibrium with
InP melt is ≈ 27 atmosphere. For comparison, the par-
tial pressure of Ga, In, and Al is less than 10−6 Torr
at the melting points of various compounds. To avoid
evaporation of the group V element from the melt,
pressure above the partial vapor pressure needs to be
applied to the melt. This requires specially made high-
pressure stainless-steel vessels, inside which the furnace
is assembled.

10.5.2 Binary Compound Synthesis

In this section, we describe Bridgman or gradient freez-
ing types of process that are being used for synthesizing
the binary compounds [10.1, 16, 39–44, 66, 71–73, and
references therein]. In this process, the starting ma-
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Antimony
pellets

Indium bars

Fig. 10.9 InSb polycrystalline charge synthesis in a sealed crucible
using a rocking furnace
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294 Part B Crystal Growth from Melt Techniques

terials (charge) consisting of equal mole fractions of
the group III and group V elements are weighed and
placed into a crucible. Depending on the compound
to be synthesized, the placement of the elemental
charges inside the crucible could be different, as de-
scribed below. The crucible with the charge is then
heated beyond the melting point of the binary com-
pound and the compound synthesized in liquid form.
Thereafter the melt is directionally solidified and slowly
cooled to room temperature. Amongst the group V el-
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b)
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Fig. 10.10a,b GaSb polycrystalline charge synthesis in an open cru-
cible by (a) using a stirrer and (b) using a quartz baffle for melt
mixing

ements, arsenic and phosphorus tend to be extremely
volatile. Hence an overpressure of the group V element
is necessary during the synthesis. Different configu-
rations are used for compound synthesis and crystal
growth of InP, GaAs, GaSb, AlSb, etc. Schematic
diagrams of the experimental setups used for syn-
thesizing arsenide-, phosphide-, and antimonide-based
compounds are shown in Figs. 10.9–10.15. In this
section, we summarize the general schemes for the com-
pound synthesis.

Antimonide-Based Compounds
GaSb and InSb are the easiest compounds from the
point of view of synthesis. The vapor pressure of
antimony is very low at the melting points of the com-
pounds. Hence both InSb and GaSb can be synthesized
by simply melting and mixing the two constituents el-
ements at a temperature beyond the melting point of
the binary. The synthesis could be carried out either
in a sealed (Fig. 10.9) or open crucible (Fig. 10.10). In-
side the sealed crucibles, the vacuum level is typically
10−6 Torr or less. For open crucibles, inert-gas ambient
is necessary. For synthesis of InSb, indium and anti-
mony are mixed in equal mole fraction (1 : 1). Hence
114.82 g of indium and 121.75 g of antimony are neces-
sary. The two elements are then heated to at least 20 ◦C
more than the melting point of InSb (527 ◦C) and thor-
oughly mixed for several hours (10–12 h). Melt mixing
could be implemented in sealed crucibles by rocked the
crucible along with the furnace like a see-saw as shown
in Fig. 10.9. At the end of the homogenization process,
the furnace is held horizontal or vertical and the crucible
is translated out of the furnace at a rate of 3–5 mm/h to
directionally solidify the melt.

Figure 10.10a shows a schematic of GaSb synthe-
sis in an open crucible configuration. The crucible is
packed with antimony, gallium, and alkali halide salt
(for melt encapsulation). The entire charge is heated
to beyond the melting point of GaSb (712 ◦C) and the
compound is synthesized by mixing the melt. For melt
homogenization, the crucible can be rotated with a sta-
tionary stirrer in the melt, as shown in Fig. 10.10a.
Another efficient approach for melt mixing is by us-
ing a baffle or a plate with holes made out of the
same material as the crucible (Fig. 10.10b). The baf-
fle or mixing plate can be moved back and forth from
the top to the bottom of the melt, creating turbulent
flow through the narrow regions across the moving ob-
ject. This leads to very rapid mixing. Hence large melts
can be thoroughly mixed in minutes as opposed to
hours (as is necessary with crucible rotation or rock-
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ing). After the melt has been completely homogenized,
it is directionally solidified by translating the crucible
at a rate of 3–5 mm/h in a furnace with a tempera-
ture gradient of 10–15 ◦C/cm until the entire liquid
turns solid. After that the furnace is slowly cooled to
room temperature at a rate of 15–20 ◦C/h. The pres-
ence of alkali halide salt encapsulation on the top of
the melt helps avoid volatilization of antimony from
the melt surface. As discussed earlier, the usage of
liquid encapsulation during single-crystal growth is cru-
cial to avoid melts touching the crucible walls and
polycrystalline growth. The synthesis process for InSb
and GaSb is exactly the same except for the synthesis
temperature.

For AlSb, the problem is the sticking of the alu-
minum with crucible materials such as silica, pBN or
graphite. Recently, a new process for synthesis and
growth of AlSb in silica crucibles using alkali halide

Salt Al

a) b) c)

Sb Salt
Quartz crucible

Al

AlSb

SaltSb

Fig. 10.11a–c Materials stacking scheme for AlSb synthesis in a quartz crucible

Sealed quartz
crucibleSolid arsenicSilica baffle

Two-zone
furnace GaAs meltGaAs crystal

600

1100

1300

Temperature (°C)

Fig. 10.12 GaAs synthesis inside sealed tube using a horizontal Bridgman configuration

salts as encapsulants has been demonstrated [10.71].
The adhesion of AlSb melt to silica crucible could
be eliminated by employing a LiCl/KCl encapsula-
tion [10.72] in conjunction with excess antimony in
the melt. This process is shown schematically in
Fig. 10.11a–c. The placement of the elements in the
crucible (as shown in Fig. 10.11a) is crucial for suc-
cessful synthesis of the compound without rupturing
the crucible during the experiment. Care should be
taken to avoid the elemental aluminum coming into
contact with the silica crucible. The LiCl/KCl (58 : 42
mol %) eutectic salt mixture first melts and covers the
crucible walls. Then the antimony melts and encap-
sulates the aluminum until it melts. The temperature
of the melt is then increased to beyond the melting
point of AlSb (1065 ◦C). The rest of the synthe-
sis steps are similar to those for GaSb shown in
Fig. 10.10.
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296 Part B Crystal Growth from Melt Techniques

Arsenide-Based Compounds
There are three general synthesis procedures for
arsenic-based compounds. The configurations are
shown in Figs. 10.12–10.14. Here we provide the spe-
cific examples of GaAs synthesis.

For GaAs, the synthesis is done under excess pres-
sure of As. In the horizontal Bridgman method shown
in Fig. 10.12, a sealed quartz tube containing 7 N pure
gallium at one end separated and 6 N pure arsenic at the
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Fig. 10.13 GaAs and InP synthesis using a As and P injection
method inside a high-pressure chamber
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Fig. 10.14 Direct synthesis of GaAs in an open crucible inside
a high-pressure chamber

other end is used. The quartz tube is placed in a two-
zone furnace. The arsenic is kept between 600–620 ◦C
(which results in ≈ 1 atm of arsenic vapor pressure) in
the lower-temperature zone. The quartz boat containing
the gallium is kept in the higher-temperature zone of
the furnace above the melting point of GaAs (1238 ◦C).
The arsenic vapor reacts with gallium to form the GaAs
melt. A quartz baffle with narrow constrictions (silica
baffle) between the two zones controls the transport of
the arsenic. After the melt is homogenized for 12–24 h,
the melt is directionally solidified by translating the cru-
cible in a temperature gradient (10–20 ◦C/cm) at a rate
of 1–3 mm/h. After the entire melt solidifies, the ingot
is cooled slowly to room temperature over a period of
48 h.

Another method for synthesizing GaAs is the injec-
tion method (Fig. 10.13). In this method, the group V
volatile element such as arsenic is contained in a quartz
ampoule and heated to form vapors. The vapors are
transported into the B2O3-covered molten gallium to
form the compound (GaAs). The melt is maintained at
a temperature higher than the melting point of GaAs.
The pressure on the top of the melt must be maintained
in the range 1–2 MPa (≈ 10–20 atm). After the syn-
thesis, the charge is directionally solidified and slowly
cooled to room temperature. Since B2O3 reacts with
quartz and crucible ruptures during cooling, pyrolytic
boron nitride (pBN) crucibles are necessary for this
process.

Direct synthesis of GaAs can be implemented by us-
ing the configuration shown in Fig. 10.14. The arsenic
and gallium are packed together as shown in the figure
with boric oxide as an encapsulant. The chamber in the
pressure must be maintained to around 60 atm during
the synthesis using nitrogen or argon. The synthesis of
GaAs occurs around 700 ◦C by an exothermic reaction.
After the compound is formed, the temperature is in-
creased above the melting point of GaAs (1238 ◦C) and
the pressure of the chamber can be reduced to 5–10 atm.
The melt is then directionally solidified as in the previ-
ous cases.

Phosphide-Based Compounds
Phosphide-based materials such as InP and GaP

have much higher vapor pressures than arsenide-based
compounds. Hence specific modifications in config-
urations are necessary for the synthesis and growth
of phosphide-based compounds. A stainless-steel-lined
pressure vessel designed for 150–170 atm and continu-
ous operation at 60–70 atm is necessary for InP growth.
The direct synthesis method, which is the preferred syn-
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Fig. 10.15 InP synthesis inside a sealed tube using a horizontal Bridgman configuration with multizone heaters (RF heater
refers to radio frequency heater coil)

thesis method for GaAs, is not possible for InP. Special
handling procedures for phosphorus are necessary due
to significant risk of ignition.

Two common InP synthesis techniques are the hori-
zontal Bridgman (or gradient freezing) and the injection
methods, as shown in Figs. 10.12 and 10.13. In the
horizontal Bridgman process with a two-zone furnace
(Fig. 10.12), indium is kept in a boat at one end and red
phosphorus at the other end, and the silica tube sealed
under 10−6 Torr. The sealed quartz crucible is kept in-
side a stainless-steel pressure vessel with preferably
45–50 atm of inert gas overpressure to avoid ruptur-
ing of the crucible. The red phosphorus is slowly
heated to around 550 ◦C to maintain a phosphorus
pressure of 27 atm. The indium boat is maintained at
1075–1080 ◦C. The phosphorus transports to the in-
dium boat to form InP. After the homogenization of
the melt, which could take 16–24 h, the melt is direc-
tionally solidified at a cooling rate of 0.5 ◦C/h until
the entire melt solidifies and the solid reaches around
1000 ◦C. The crystal is then cooled to room temperature
over a period of 30–40 h. Another common horizontal
Bridgman-type configuration used for InP synthesis is
shown in Fig. 10.15. The three-zone temperature profile
resembles a zone-refining process and makes it easy to
control the phosphorus vapor pressure on the melt and
to avoid the supercooling effects seen in InP.

For the injection method shown in Fig. 10.13, the
red phosphorus reservoir is maintained around 550 ◦C
and the indium is heated to 1080 ◦C for the compound
formation. The inert gas pressure in the chamber is
maintained around 45–50 atm. The phosphorus vapors
diffuse through the boric oxide to form InP. The melt is
then homogenized and directionally solidified.

10.5.3 Single-Crystal Growth Processes

During the growth of binary compounds from melt, the
macroscopic composition of the melt and the growing
crystal remains constant (segregation coefficient equal
to unity). Hence there is no need for solute replen-
ishment processes (unlike in ternary crystal growth).
Single-crystal growth is carried out by using a presyn-
thesized polycrystalline charge and a seed. In addition,
melt encapsulation is necessary for two reasons: (a) to
avoid the ecsape of volatile species from the melt, and
(b) to avoid contact between semiconductor melt and
crucible walls during growth so that secondary nuclei,
which lead to polycrystalline grains, do not originate.
Details of crystal growth configurations and conditions
can be found in the literature [10.1,16,40–44,66,71,73,
and references therein]. In this section, we present the
schematics of the growth setups and summarize the
growth conditions.
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Fig. 10.16 Single-crystal growth of
GaAs or InP inside a sealed tube using
the vertical gradient freeze (VGF)
method

Two typical VGF growth setups used for GaAs and
InP are shown schematically in Figs. 10.16 and 10.17.
In the sealed tube configuration (Fig. 10.16), a reser-
voir of a small amount of As or P is kept at a lower
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Fig. 10.17 Single-crystal growth of GaAs or InP in an open crucible
using the vertical gradient freeze (VGF) method

temperature (the same as that used during synthesis)
to maintain an adequate vapor pressure over the melt
surface. In the open tube configuration (Fig. 10.17),
the entire melt is pressured with an inert gas at
a level of 10–20 atm for GaAs and 45–50 atm for
InP growth. pBN crucibles along with ultralow-water-
content boric oxide (B2O3) encapsulation is used. The
boric oxide melts at 450 ◦C and has a low viscos-
ity at the growth temperatures of GaAs and InP. The
typical furnace temperature gradient is in the range
of 5–10 ◦C/cm and the crystal growth rate is in
the range of 0.5–2 mm/h. Growth of low-dislocation-
density large-diameter (typically 100–150 mm) GaAs
and InP has been demonstrated using the VGF tech-
nique. Semi-insulating GaAs crystals with a diameter
of 200 mm are being produced today by VGF.

For the growth of GaSb and InSb, B2O3 encapsu-
lation is not suitable since it is very viscous at low
temperatures [10.73]. Instead of B2O3, alkali halide
eutectic salts such as LiCl/KCl (58 : 42 mol %) and
NaCl/KCl (50 : 50 mol %) with low melting tempera-
tures (between 350 and 600 ◦C) and significantly lower
viscosity are used. These alkali halide salts do not react
with the antimonide-based compounds and have no ef-
fect on the electrical and optical properties of the grown
crystals [10.72]. Silica (quartz) crucibles are commonly
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used for GaSb and InSb growth. It should be noted
that melt encapsulation for GaSb or InSb growth is
not an absolute necessity. The vapor pressure of Sb
is significantly lower compared with that of P or As.
Nevertheless, alkali halide salt encapsulation does help
in reducing the probability of polycrystalline growth
from the crucible walls. Typically, thick oxide layers
are present on GaSb and InSb polycrystalline surfaces
(even after chemical etching). When the polycrystalline
charge is melted, an oxide scum develops on the sur-
face of the liquid. The scum in contact with the crucible
walls enhances the sticking of the melt to the crucible
and hence polycrystalline grains are formed. The salts
help in dissolving the oxide scum and lead to a cleaner
melt surface and avoid sticking of the melt with the
crucible walls. The growth setup for GaSb and InSb
is much simpler since there is no need for a high-
pressure vessel. Typical vertical Bridgman or VGF can
be used for single-crystal growth of low-dislocation-
density GaSb and InSb. The typical furnace temperature
gradient used for 50 mm diameter crystals is in the range
of 5–15 ◦C/cm and the crystal growth rate is in the
range of 1–3 mm/h.

10.5.4 Cleaning Procedures for Growth
Chamber, Crucible, and Charge

Due to the high-purity nature of the semiconductor
materials, the growth chambers, crucibles, and charge
require special cleaning procedures. The growth cham-
bers needs to be cleaned prior to every experiment.
Stainless-steel chamber surfaces must be scrubbed and
cleaned to remove deposits of elemental and com-
pounded species such as arsenic, antimony, GaAs, etc.
from previous experiments. Proper safety masks, han-
dling, and disposal procedures must be followed. After
scrubbing, the chamber surfaces could be rinsed and
wiped with an organic solvent such as methanol. If sil-
ica tubing is used in the growth chamber, they need
to be chemically cleaned following the same proce-
dures as for the crucibles as described below. All
graphite parts such as the crucible holder must be
cleaned with organic solvents (successively in xylene,
acetone, and methanol) and then baked at high tempera-
ture (≈ 1200 ◦C) under high vacuum (less than 1 mTorr
pressure) or under a flowing argon/hydrogen gas mix-
ture.

Two most common crucible materials for III–V
semiconductors are high-purity silica (quartz) and py-

rolytic boron nitride (pBN). High-purity, low-porosity
graphite is also a suitable material. However due to
difficulty in handling graphite, it is not used for bulk
crystal growth. Prior to crystal growth, the silica and
pBN crucibles need to be degreased in warm xylene
followed by acetone and methanol. Depending on the
residue material left behind from the previous ex-
periment, such as GaAs or GaSb, the crucibles are
chemically treated in a suitable chemical etchant solu-
tion to remove the residues. Typical etchants consist of
acids such as nitric acid (HNO3), hydrofluoric acid (HF)
and glacial acetic acid (CH3COOH) mixed in various
volume ratios [10.74]. The crucibles are finally rinsed
in high-purity deionized (DI) water and methanol, and
dried with nitrogen gas.

For polycrystalline charge synthesis, the elemental
constituents are accurately weighed according to the
melt composition required. Elements with purity level
of 6 N (99.9999%) or 7 N (99.99999%) are commer-
cially available and used these days. The elements are
available in various forms; for example, gallium comes
in squeeze bottles or in the form of solidified rods; in-
dium comes in tear drops or bar forms; while antimony,
phosphorus, and arsenic come in small pellets. If the
elements are opened from packed containers, they can
be used the experiments without any cleaning. How-
ever, oftentimes the elemental charge possesses a thick
oxide layer on the surface. Hence it is necessary to
clean the charge before synthesizing compounds. Com-
mon cleaning procedures involve acid rinsing the oxide
layer from the surface of the elements followed by
cleaning in high-purity water, methanol rinsing, and
nitrogen drying. Typical etchants for elemental clean-
ing includes hydrochloric (HCl), nitric (HNO3), and
hydrofluoric (HF) acids [10.66]. When polycrystalline
compounded materials such as GaAs, GaSb, InSb, etc.
are used for single-crystal growth experiments, they are
etched in a variety of acids that act as etchants for the
specific compound [10.74]. One such etchant that is
widely used is a mixture of HNO3, CH3COOH, and
HF in the volume ratio 5 : 3 : 3, respectively. The poly-
crystalline charges are finally washed in high-purity
water, rinsed with methanol, and dried by blowing
nitrogen gas. Since there are numerous options for
chemicals used in cleaning elemental and compound
charges, no specific recommendations are made here.
Every crystal grower adopts specific cleaning proce-
dures based on the ease of handling certain chemicals,
and experience.
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10.6 Phase Equilibria for Ternary Compounds

There are three types of phase diagrams that can be used
for the growth of ternary compounds, namely pseudobi-
nary, ternary, and quaternary phase diagrams [10.17,29,
30,66,75–77]. In this section, we will discuss the meth-
ods to use these phase diagram for determining melt
or solution composition and the growth temperature for
growing a crystal of specific composition.

10.6.1 Pseudobinary Phase Diagram

The most common phase diagrams used for melt growth
of ternary crystals are the pseudobinary plots, as shown
in Fig. 10.18 (depicting the GaInSb system [10.77]).
These are known as pseudobinary diagrams because
a ternary crystal such as Ga0.6In0.4Sb can be thought
of as a mixture of two binary compounds, namely,
60 mol % of GaSb and 40 mol % of InSb. In this dia-
gram there are two curves: liquidus and solidus. The
melting points of the two constituent binaries are shown
on the y-axis at the two ends points. The melting
points for pure InSb and pure GaSb are 527 and
712 ◦C, respectively. Any point on the liquidus curve
represents the temperature above which the ternary of
a specific composition is completely liquid. For exam-
ple, Ga0.6In0.4Sb or a mixture of 60 mol % GaSb and
40 mol % InSb will be completely liquid above 660 ◦C.
When the individual binaries are mixed together, the
InSb first melts at 525 ◦C and starts dissolving GaSb. As
the temperature is increased, the amount of GaSb dis-
solved increases, resulting in a melt composition with
increasing GaSb mole fraction or decreasing InSb mole
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Fig. 10.18 Schematic pseudobinary phase diagram of a III–
V ternary compound (depicting GaInSb)

fraction. The ternary compounds can also be prepared
by mixing individual elements such as Ga, In, Sb, etc.
For example, Ga0.6In0.4Sb can be prepared by mixing
60 mol % Ga, 40 mol % In, and 100 mol % Sb. The liq-
uidus and solidus temperatures are independent of the
preparation methodologies.

The solidus represents the temperature below which
a ternary of specific composition is completely solid.
For example, Ga0.6In0.4Sb will be completely solid be-
low 570 ◦C. Between the liquidus temperature and the
solidus temperature for a specific ternary composition,
there exist a two-phase region, as shown in Fig. 10.18,
where a portion of the material is in liquid state and the
rest is in solid state. In pseudobinary phase diagrams,
there exist a single growth temperature and a single melt
composition for any solid composition. For example,
for growing Ga0.8In0.2Sb crystals, the melt composi-
tion must be Ga0.30In0.70Sb and the growth temperature
is 605 ◦C. A horizontal line connecting a point in the
liquidus and solidus is known as a tie-line. This is dif-
ferent than the ternary and quaternary phase diagrams
(to be discussed next), where a specific solid composi-
tion can be obtained at numerous liquid compositions
and growth temperatures.

10.6.2 Ternary Phase Diagram

Using the pseudobinary phase diagrams discussed
above, the growth temperature of any ternary crystal is
restricted to lie the melting points of the two constituent
binaries. Growth of crystals from solution at lower tem-
peratures has many advantages such as reduced native
defects and lower dislocation densities that result in
superior materials properties. Ternary phase diagrams
can be used to grow crystals at low temperatures. Fig-
ure 10.19 shows a typical ternary phase diagram for
the GaInSb system. This diagram is a schematic drawn
to demonstrate the features of the ternary phase dia-
grams. The three vertices on the equilateral triangle
represent the three constituent elements comprising the
ternary compound. For GaInSb growth, the constituents
are Ga, In, and Sb. The melting point of Ga, In, and Sb
are 29, 156, and 630 ◦C, respectively. The low melting
point of one or two constituent elements helps to de-
crease the growth temperature significantly. Each point
within the triangular area represents a specific solution
(liquid) composition (Ga : In : Sb in mol %). The lines
drawn parallel to each face are used to determine the
solution composition. For example, as one traverses the
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space from the Sb vertex of the triangle downwards, the
Sb content changes from 100 mol % to 0 mol % at the
opposite face (which connects In and Ga). The same
methodology can be applied for calculating the In and
Ga compositions. The compositions of the liquid at the
four circular dots in Fig. 10.19 have been calculated
by drawing three straight lines parallel to each triangle
axis, intersecting at the circular dot. The compositions
for In, Ga, and Sb are then estimated by measuring the
distance between the point of interest and each vertex of
the triangle.

Referring to Fig. 10.19, the liquidus are shown by
solid lines and the solidus are shown by dashed lines.
Each liquidus curve corresponds to a specific solu-
tion (liquid) temperature. For example, the two liquidus
shown correspond to 575 and 625 ◦C. Each solidus
curve corresponds to a specific ternary solid compo-
sition. For example, the two solidus curves shown
correspond to gallium mole fractions of 0.7 and 0.8
in the crystal. For the growth of crystal of any de-
sired composition from a solution, one needs to find
a specific solution composition and the growth temper-
ature. This is done by finding a point in the ternary
phase plane where the solidus and liquidus curves
cross each other such as the points (In,Ga,Sb: 50,15,35
and 35,35,32) in Fig. 10.19. Hence, to grow a crys-
tal of Ga0.7In0.3Sb at 575 ◦C, the solution composition
should be (In : Ga : Sb = 50 : 15 : 35 by mol %). It
should be pointed out that there is more than one
option for the growth temperature and liquid com-
position for the same crystal composition. It is also
interesting to note that, even though the liquid compo-
sitions are completely nonstoichiometric (GaxInySbz ;
0 < x, y, z < 1), the grown solids are stoichiometric, of
the form Ga1−xInxSb (0 < x < 1).

10.6.3 Quaternary Phase Diagram

Recently, it has been demonstrated that quaternary
melts can be used to grow ternary crystals [10.29, 30,
78]. The growth of Ga1−xInxAs from stoichiometric
Ga1−x InxAsySb1−y melt has been clearly demon-
strated [10.29, 78]. Other III–V ternary systems such
as GaInP, GaAsSb, and AlGaP, can also be grown
from GaInPSb, GaInAsSb, and AlGaPSb melts, respec-
tively [10.30]. The use of a quaternary melt enables
the growth of ternary crystals at lower temperature
compared with that possible using pseudobinary phase
diagrams. Figure 10.20 shows a schematic phase di-
agram of the Ga-In-As-Sb system at 950 ◦C. The
four constituent binaries for Ga-In-As-Sb are GaAs,
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Fig. 10.19 Schematic ternary phase diagram of a III–V ternary com-
pound (depicting GaInSb)

InAs, InSb, and GaSb. The quaternary phase dia-
gram shows a liquidus curve and a solidus curve
connected with tie-lines across the two-phase regions.
The melt composition for growing a specific solid
composition can be obtained by selecting a specific
tie-line in the phase diagram. Like in the case of
the ternary phase diagrams, depending on the growth
temperature, the liquid composition for growing a par-
ticular solid composition varies. For example, the liquid
composition of Ga-In-As-Sb to grow Ga0.2In0.8As at
950 ◦C and 1000 ◦C are different. Using MTDATA,
the National Physical Laboratory (NPL, UK) database
for metallurgical thermochemistry, phase diagrams for
the InxGa1−xAsySb1−y system have been calculated
for a wide temperature range [10.29, 30]. For tem-
peratures below the melting point of InAs (942 ◦C),
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Fig. 10.20 Schematic quaternary phase diagram for III–V
ternary compound growth (depicting GaInAs) from quater-
nary melt
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Ga1−x InxAs (with residual Sb) and Ga1−xInxAsySb1−y
solids can be grown from the Ga-In-As-Sb quater-
nary melts. Above the InAs melting point, only ternary
Ga1−x InxAs is formed from the Ga1−xInxAsySb1−y
melt. Figure 10.20 clearly shows that a wide range
of GaInAs compositions could be grown using Ga-
In-As-Sb melt at temperatures as low as 950 ◦C. Due
to the fact that the first-to-freeze solid is ternary, the
melt composition changes to a nonstoichiometric Ga-
In-As-Sb from a stoichiometric starting melt (excess
Sb in the solution). Hence replenishment of depleted
species is necessary to keep the melt stoichiometric at
all times.

The growth of a ternary from quaternary melt oc-
curs at higher temperatures compared with growth from
ternary solutions. Nevertheless, there are several tech-

nical advantages in using the quaternary melt. Since the
quaternary melts can be prepared from presynthesized
binary compounds, it enables the usage of liquid en-
capsulations during the growth. The metal-rich ternary
solutions (such as Ga, In, Al) tend to stick to the cru-
cible, making them difficult to mix and posing problems
during Bridgman growth. Also the solubility of com-
pounds in ternary solutions is significantly lower than
in quaternary melts. This impacts the crystal growth
rates. Another advantage of using the quaternary melts
is seeding during a typical Bridgman growth. Due to
the numerous technical benefits of the quaternary melts
for ternary growth at low temperatures, this method will
receive significant interest in the future, especially for
crystals with high growth temperature (such as phos-
phides and arsenides).

10.7 Alloy Segregation in Ternary Semiconductors

All three types of phase diagrams discussed above for
the growth of ternary crystals exhibit a common phe-
nomenon. The solid composition precipitating out of
the melt or solution is different from the liquid com-
position. This leads to alloy segregation, as discussed
here. For the sake of simplicity, we will only discuss the
pseudobinary phase diagrams since in this case one only
needs to track the changes in concentration of one of the
binary constituents. For example, during the growth of
Ga1−x InxSb, either the change in InSb concentration or
GaSb concentration needs to be analyzed. The InSb and
GaSb concentrations are complementary to each other.
On the other hand, while using ternary or quaternary
phase diagrams, the individual elemental concentrations
such as Ga, In, As, Sb, etc. need to be analyzed since the
concentration of each elemental species varies indepen-
dently during the growth.

As shown in Fig. 10.18, pseudobinary phase dia-
grams exhibit a separation between the solidus and
liquidus curves. Starting from a melt of alloy com-
position (A), when the liquid is cooled below the
liquidus temperature TA, the composition of the solid
precipitating out of the liquid will have a composition
corresponding to the point on the solidus (B) at the tem-
perature TA. Since the solid composition (B) is different
than the liquid composition (A), the melt composition
will change as soon as the solid starts precipitating out
of the liquid. During crystal growth, the rejected species
accumulate in front of the interface and spread into the
liquid phase by diffusion and mixing induced by con-
vection. From the phase diagram, it is clear that the

rejected species is the lower-melting binary constituent.
For example, during the growth of Ga1−xInxSb, the
precipitating solid is rich in GaSb compared with the
liquid. Hence the excess InSb is rejected into the melt
at the solidification interface and the melt composi-
tion changes to a point indicated by A1 in Fig. 10.18.
The next precipitation event occurs at a lower tem-
perature shown by TA1 with the precipitating solid of
composition B1. This continues and hence, during nor-
mal directional solidification process from melt as in
Bridgman or Czochralski growth, the melt composi-
tion continuously changes with time, as in turn does the
composition of the solidifying crystal.

The changing alloy composition in the solid can
be theoretically analyzed using the fundamental equi-
librium distribution (partition) coefficient or chemical
segregation coefficient, k0. This can be derived from the
equilibrium phase diagram by the ratio of the solidus
(Cs) and liquidus concentration (Cl) of a species at
a given temperature (Fig. 10.18) as follows

k0 = Cs

Cl
. (10.3)

In general, segregation depends on the growth rate and
hence is described by an effective distribution coeffi-
cient, keff . If the melt is mixed continuously during
a directional solidification crystal growth experiment,
the alloy concentration in the solid is given by the well-
known equation [10.79–82]

Cs = keffC0(1− g)keff−1 , (10.4)
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where g is the fraction of melt solidified and C0 the ini-
tial concentration of the melt (at the beginning of the
growth). In this equation keff does not vary with al-
loy concentration, an assumption which is invalid for
ternary crystal growth, as discussed below.

In a typical crystal growth experiment, the rejected
species at the solid–liquid interface takes a finite time
to diffuse back into the melt, giving rise to a completely
homogeneous melt. The mixing rate of the rejected
species with the rest of the melt can be enhanced by in-
creasing the temperature gradient across the melt–solid
interface, decreasing the cooling rate of the melt (de-
creasing the crystal growth rate), and by using forced
convection. There are limitations with each of these
processes. Large temperature gradients lead to tempera-
ture fluctuations, almost inevitably producing striations.
Slow cooling increases the duration for crystal growth,
which is undesirable for a variety of reasons (increase in
cost, reduced equipment lifetime, unexpected long-term
instability in furnace power, enhanced degradation of
grown crystals due to volatilization of elements from the
surface of the crystals and melt, etc.). Forced mixing has
its own limitations such as complicated fluid patterns
and associated temperature and solutal fluctuations.
Thus, under normal conditions, the growth process is
dominated by a stagnant (or diffusion) boundary layer
of thickness δ, beyond which stirring in the bulk liquid
ensures a uniform bulk concentration. Within the dif-
fusion boundary layer, the composition of the rejected
species changes continuously starting from the crystal
surface to the end of the boundary layer [10.81]. Burton,
Prim, and Slichter (BPS) derived the following equa-
tion to correlate the boundary-layer thickness with the
effective segregation coefficient [10.81]

keff = k0

k0 + (1− k0) exp(−Δ)
,

Δ = Rδ/D , (10.5)

where k0 is the equilibrium segregation coefficient as
estimated from the equilibrium phase diagram, D is the
diffusion coefficient of the rejected species in the melt,
R is the crystal growth rate, and δ is the thickness of the
boundary layer. For crystal grown with forced convec-
tion, the boundary-layer thickness δ is given by

δ = 1.6D
1
3 ν

1
6 Ω− 1

2 , (10.6)

where ν is the kinematic viscosity of the melt, Ω is
the rotational rate of the crystal or seed (in the case of
Czochralski growth), and D is the diffusion coefficient.

As can be seen from the above equation, when Δ ap-
proaches zero, keff equals k0. In the above equation, the

diffusion coefficient D is a fundamental material prop-
erty and dependent on the alloy composition as well as
the temperature. For example, the diffusion coefficient
of InSb in GaInSb melt at 550 ◦C is different from that
at 600 ◦C. Similarly, the diffusion coefficient of InSb in
a Ga melt at 550 ◦C is different from that in GaInSb melt
at the same temperature. The diffusion boundary-layer
thickness can be altered by the hydrodynamic mixing
in the melt as a result of natural and forced convection
as well as diffusion. In the analysis shown above, k0
is assumed to be constant with time. However during
ternary crystal growth, the liquid concentration moves
along the liquidus. For each corresponding liquidus and
solidus points, the segregation coefficient is different.
Hence the k0 needs to be varied for analyzing the solid
concentration along the crystal growth direction. Fig-
ure 10.21 shows the theoretically calculated gallium
mole fraction along the length of Ga1−xInxSb crystals
for different starting melt compositions, assuming com-
pletely homogeneous melt at all times. In these plots,
the difference in segregation coefficient with change in
melt composition was taken into account. The segrega-
tion coefficient as a function of alloy composition was
extracted from the phase diagram of GaInSb, as de-
picted in Fig. 10.18. As clearly seen in Fig. 10.21, the
solid composition changes continuously in the crystal
due to changes in the melt composition. The rate at
which the alloy composition changes along the crystal
is dependent on the extent of separation between the liq-
uidus and solidus curves, which is a material-dependent
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Fig. 10.21 Theoretical gallium concentration along the
growth axis for GaxIn1−xSb crystals grown from different
starting melt compositions (under normal freezing con-
ditions). The fractions next to each curve represent the
gallium mole fraction in the starting melt
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property. A narrow gap between the two curves is de-
sirable for growing homogeneous crystals and avoiding
defects such as cracks in the crystals, as discussed in the
next section.

The other extreme for alloy segregation behavior is
observed under steady-state diffusion in a convection-
free melt. This is represented by the well-known equa-
tion for diffusion-controlled segregation as [10.80, 82]

Cs(x)

C0
= k0 + (1−k0)

[
1− exp

(
−k0 Rx

D

)]
, (10.7)

where Cs(x) is the alloy concentration in the solid at
a distance x measured from the beginning of the growth.
In this scenario, the alloy composition in the diffu-
sion boundary layer increases with time since there is
no convective flow in the melt to extract the species
from the diffusion boundary layer. This leads to a rapid
increase in the alloy composition in the solid (initial
transient) followed by a uniform region in the crys-
tal. Figure 10.22 shows a typical diffusion-controlled
alloy composition profile in a solid (10.7). For the
sake of comparison, a normal freezing curve (10.4)
with the same segregation coefficient has been included.
While plotting (10.7), the parameter x has been nor-
malized to the solidified fraction g. The uniform region
in the diffusion-controlled profile appears very attrac-
tive for growing uniform ternary crystals. However, the
technical problem lies in the fact that it is very dif-
ficult to achieve pure diffusion-controlled conditions.
This would require complete elimination of convec-
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Fig. 10.22 Theoretical alloy composition profiles along the
growth axis for crystals grown with complete melt mixing
(normal freezing) and in the absence of melt convection
(diffusion-controlled growth)

tion in the melt. Melt convections can be reduced by
using magnetic fields [10.83–85], submerged baffles
in the melt [10.86, 87], and under microgravity con-
ditions [10.88–93]. However, these approaches have
not been used in large-scale ternary crystal growth.
There are other technical issues such as composition
and length of the diffusion boundary layer necessary for
growing ternary crystals with alloy compositions that
are far from the binary compositions. Hence for the rest
of this chapter, we will focus on the alloy composi-
tion changes that are typically seen in experiments with
normal freezing conditions.

10.8 Crack Formation in Ternary Crystals

10.8.1 Phenomena of Crack Formation

One of the consequences of the alloy segregation is the
cracking of the crystals during growth. If the growth
rates are not low enough, constitutional supercool-
ing occurs close to the liquid–solid interface, resulting
in composition fluctuation and sudden transition from
single to polycrystals. The local compositional inho-
mogeneity in the solid along with the wide difference
in the lattice constants and the thermal expansion co-
efficients of constituent binary compounds introduces
considerable strain, and invariably leads to cracking
of the crystals. For the GaInSb system, the lattice pa-
rameter varies from 6.096 Å (for GaSb) to 6.479 Å
(for InSb) and the thermal expansion coefficient from
7.75 × 10−6 to 5.37 × 10−6 ◦C−1 [10.1]. Figure 10.23
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Fig. 10.23 Theoretical misfit strain gradient versus fraction
of solidified melt calculated from the theoretical concentra-
tion curves shown in Fig. 10.21 for GaxIn1−xSb crystals
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Cracks

Fig. 10.24 Typical microcracks seen in ternary III–V
crystals. The composition of the wafer shown here is
Ga0.7In0.3Sb

shows the theoretical misfit strain gradient curves
calculated using the theoretical alloy composition pro-
files shown in Fig. 10.21 and the lattice parameter
a0 for each composition using Vegard’s law (10.1).
It has been empirically observed that crystals in-
evitably crack if the misfit strain gradient exceeds
1–2% [10.17]. It is obvious that an alloy system with
larger separation between the solidus and liquidus line
has higher strain gradient than those with smaller
separation. Moreover, cracking may occur even be-
low 1% misfit strain gradient if there is a thermal
strain caused by the large temperature gradient in the
solid or during rapid cooling for the crystals. Fig-
ure 10.24 shows microcracks in a wafer sliced from
a Ga0.7In0.3Sb polycrystal grown using the vertical
Bridgman method. The growth conditions used for this
crystal were not optimized for avoiding cracks (as dis-
cussed below).

Cracks in crystals make the wafers completely un-
usable for any basic research or device applications.
Hence eliminating cracks in the crystals by optimiz-
ing growth conditions is the first task for any ternary
crystal growth. The cracks can be somewhat eliminated
by zone leveling, slow cooling or prolonged annealing
of the solidified ingot [10.17]. However, the concentra-
tion gradient does not smoothen completely by thermal
treatment due to the low solid-state diffusion coeffi-
cients of III–V compounds. Hence microscopic cracks
and stresses remain. Cracks can be avoided if and only
if smooth change in alloy composition is ensured in the
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Fig. 10.25 (a) Cross section of a GaInSb crystal showing
strain-gradient-related cracks and (b) the longitudinal com-
position profile measured along the center of the crystal

crystals during growth. Referring to Fig. 10.23, strain-
related cracks originate in the crystal where the strain
gradient exceeds 1–2%, as shown by the horizontal
dashed line. For a crystal grown with starting gallium
mole fraction of 0.7 in the melt, cracks should appear
when the fraction solidified (G) is close to 60%. This
has been experimentally confirmed during growth of
GaInSb. Figure 10.25a shows a cross section of a crys-
tal with a visible crack around 6 cm from the bottom of
the crystal. This coincides with the longitudinal com-
position profile measured in the same crystal as shown
in Fig. 10.25b. The region where the composition starts
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changing rapidly (between 60 and 70 mm) is exactly
where the crack in the crystal appears. It is interest-
ing to observe that the cracks propagate across multiple
grains (seen in both Figs. 10.24 and 10.25a) and the
crack network cannot be correlated with the polycrys-
talline grain structure. Strain-related cracks seem to
occur after the solidification front (melt–solid interface)
had crossed the respective position. This clearly indi-
cates that these cracks are not due to constitutional
supercooling during growth, but are rather due to strain
in the crystal. Rapid change in composition such as
in Fig. 10.25b can also lead to constitutional super-
cooling and interface breakdown with sudden change
in the grain structure and the appearance of cracks.
However these cracks are easily distinguishable from
strain-related cracks. Since there are two origins of
cracks, different crystal growth conditions are necessary
to eliminate them.

10.8.2 Elimination of Cracks

Misfit strain-related cracks are related to the rate at
which the alloy composition and more importantly the
lattice parameter and other physical properties such as
thermal expansion coefficient change along the length
of the crystal. Hence these cracks can be eliminated by
ensuring gradual changes in alloy composition that will
result in a strain gradient lower than that which initi-
ates cracking. This is especially important during the
seed formation process, as described in the next section.
Since the materials properties for binary compounds
vary significantly, the density of cracks varies for each
ternary compound. Theoretical analysis of strain gradi-
ent as in Fig. 10.23 coupled with experimental trials is
necessary to determine the compositional gradient in the
crystal that will not lead to cracking.

Cracks originating from the constitutional super-
cooling process can be eliminated by avoiding su-
percooling during growth. This requires thinning the
diffusion boundary layer at the melt–solid interface. Su-
persaturation in the boundary layer results in spurious
nucleation and the formation of polycrystals [10.94,95].
A boundary layer with a diffusion-controlled (expo-
nential) concentration distribution ahead of the growth
interface causes constitutional instability. A region
of constitutional supercooling emerges if the equilib-
rium liquidus temperature gradient exceeds the actual
temperature gradient in the melt at the solid–liquid
interface [10.82]. The composition of the diffusion
boundary layer (enriched with the lower-melting-point
binary compound such as InSb during the growth of

GaInSb) depends on the melt volume, the growth rate,
and the degree of melt stirring. Theoretical analy-
sis [10.80] has shown that, for preventing constitutional
supercooling, the ratio of the temperature gradient
in the melt near the growth interface (G) to the
growth rate (R) should exceed a critical value given
by

G

R
≥ mC0(1− k0)

k0 D
, (10.8)

where m is the slope of the liquidus in the phase dia-
gram.

Since avoiding constitutional supercooling is abso-
lutely necessary during ternary growth, the role of melt
stirring is crucial. Melt stirring can also enhance the
growth rates by thinning the diffusion boundary layer at
the growth interface. Melt stirring and homogenization
can be achieved by natural convection, diffusion, and
forced convection. Mass transport by natural convection
takes place in most growth experiments due to the ther-
mal convection caused by the temperature differences
as well as the solutal convection caused by the density
difference arising from the variation in solute concen-
tration [10.96]. The natural convection and diffusion
phenomena are weak. As a result of this, growth rates
that are necessary for crack-free crystals are very low.
Figure 10.26 shows the experimental crystal growth
rates that were found to result in crack-free GaInSb
crystals of different composition [10.18]. It is clear from
the figure that, by using forced convection in the melt,
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Fig. 10.26 Growth rate necessary for crack-free GaInSb
crystals as a function of InSb mole fraction in the solid:
crystals grown using temperature gradient of ( ) 10 ◦C/cm
and ( ) 20 ◦C/cm without forced convection; ( ) crystals
grown using 10 ◦C/cm temperature gradient with forced
convection in the melt
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the growth rates can be increased. For melts without any
forced convection, a larger axial temperature gradient
(20 ◦C/cm) helps to increase growth rates for crack-free
crystals. This is expected from Tiller’s analysis [10.80],
as discussed earlier. While increasing the axial tempera-
ture gradient helps to avoid constitutional supercooling,
it increases the melt–solid interface curvature, due to
which the radial composition profile in the wafers varies
(as discussed later). Hence a lower temperature gradi-
ent is necessary for the growth of ternary compounds,
which also helps in eliminating strain-related cracks in
the crystal. To avoid constitutional supercooling under
a lower temperature gradient, either the crystal growth
rate needs to be decreased or melt stirring (by forced
convection) needs to be enhanced. There are no thermal
and solutal convection cells in the homogenized solu-
tion due to stirring and thus the supersaturation is not
likely to go beyond the critical values for spontaneous
nucleation. The second effect of homogenization is that
the growing crystal always faces a homogeneous diffu-
sion field, and thus inhomogeneities in crystals such as
striations are avoided or decreased to a minimum level.
Forced convection leads to a decrease in the metastable
region and supersaturation. This decrease in supersatu-
ration corresponds to a narrowing of the metastability
range, so that no enhanced spontaneous nucleation is
seen. Stirring decreases the diffusion boundary layer
and reduces the inhomogeneous supersaturation across
the growing crystal, which allows a faster stable growth
rate than without stirring [10.97].

Fluid mixing patterns used for forced convec-
tion can be very complicated and significantly impact
on crystalline quality. Melt mixing schemes reported
in the literature [10.18, 25, 98, 99] during ternary
crystal growth include: unidirectional rotation of the
crucible, the accelerated crucible rotation technique
(ACRT), and mixing the melt using baffles and stir-
rers. Unidirectional rotation, even at high rotation rates
(100–200 rpm), does not result in effective mixing for
large-diameter crystals (50 mm and higher). In ACRT,
the crucible is periodically accelerated and decelerated
(around the growth axis) to promote efficient mixing of
the melt, as shown in Fig. 10.27. However, there can be
dead (unmixed) zones even in a thoroughly mixed melt,
especially at the center of the crystal [10.99]. These
types of unmixed zones lead to compositional fluctu-
ations in the grown crystals. Hence it is essential to
optimize the rotation schemes for each crucible diam-
eter, melt size, and fluid viscosity in the ACRT scheme.
In the baffle mixing scheme [10.25], the melt is homog-
enized very efficiently either by rotating the baffle in
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Fig. 10.27 Accelerated crucible rotation rates used for melt
mixing and solute transport during vertical Bridgman
growth of ternary crystals

the melt or by translating the baffle perpendicular to
the growth interface, similar to shown in Fig. 10.10b
(for polycrystalline charge synthesis). In the case where
the baffle is translated perpendicular to the growth in-
terface, obtaining single crystals is quite difficult due
to thermal fluctuations at the melt–solid interface. Very
small-sized grains are observed by using this process.
In the case of stirrer mixing, a stationary stirrer is held
inside the melt with a uniformly rotating crucible. The
stirrer also helps in efficient solute transport during
solute feeding processes (discussed later). The stirrer
mixing scheme is simple and can be easily adopted for
large melt mixing. In the future, it will be worthwhile
investigating the effect of magnetic field stirring on the
crack elimination process.

Fig. 10.28 Crack-free ternary wafer of Ga0.76In0.24Sb
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10.8.3 Crystal Growth Rate
for Crack-Free Ternary Crystals

As is evident from Fig. 10.26, crystal growth rates can
be enhanced by a factor of four by efficient melt mix-
ing. Typical growth rates for the GaInSb system are
in the range of 0.3–0.5 mm/h (with 10 ◦C/cm ther-
mal gradient). By using the optimized ACRT scheme,
as shown in Fig. 10.27, the growth rate for crack-
free crystals can be increased to 2 mm/h under the
same thermal gradient (10 ◦C/cm). Figure 10.28 shows
a crack-free polycrystalline wafer of Ga0.76In0.24Sb
grown using the ACRT scheme. The growth rate was
≈ 1 mm/h, similar to that used for the cracked wafer

shown in Fig. 10.24. In general, for III–V ternary crys-
tals, with an axial temperature gradient of ≈ 10 ◦C/cm,
the maximum growth rate for crack-free single crys-
tals is in the range of 0.02–0.5 mm/h, depending on
the specific alloy system and its composition [10.18].
These rates are significantly lower than the binary
growth rates (1–3 mm/h) under similar thermal gra-
dient. A delicate balance between heat and mass
transport strategies is necessary for ternary single-
crystal growth without cracks. By using efficient melt
stirring, the crystal growth rates for ternary mater-
ials can approach those for binary compounds grown
under the same temperature gradient and group V
overpressure.

10.9 Single-Crystalline Ternary Seed Generation Processes

For III–V ternary alloys, single-crystal growth poses
a major challenge. Unlike for binary compounds,
growth of spontaneously nucleated single-crystal
ternary seeds such as from the tip of a crucible in the
Bridgman method has not been possible. The preferred
method for generating a seed of any ternary composi-
tion is by starting from a binary seed. However there
is a major criterion that needs to be satisfied. It has
been empirically observed that, for alloy systems with
wide lattice mismatch between the end binaries (GaAs–
InAs, GaSb–InSb, InAs–InSb, etc.), the first-to-freeze
section of the crystal must have a composition less than
or equal to 5 mol % with respect to the seed in order
to maintain single-crystallinity [10.19–21,100]. For ex-
ample, during the growth of single-crystal Ga1−xInxAs
on a GaAs seed, the first-to-freeze Ga1−xInxAs should
have x < 0.05 [10.100]. With x > 0.05, polycrystalline
growth occurs on a single-crystal seed [10.100]. Hence
the compositional grading during ternary seed gen-
eration needs to be carefully controlled to obtain
single-crystal seeds.

There are three common ways of generating a com-
positionally graded ternary seed starting from a seed of
a binary compound, as discussed below.

10.9.1 Bootstrapping Method

The most common method is the bootstrapping pro-
cess, wherein seeding is initiated from a binary seed and
successive experiments are performed with increasing
solute concentration to reach the target alloy compo-
sition in the seed. Figure 10.29 schematically depicts
the axial composition in a single-crystal GaInAs seed

generated by the bootstrapping method. For example:
to generate a Ga1−xInxAs seed, one would start from
a GaAs or InAs seed and grow successive ingots of
step-graded GaInAs. The maximum allowable step-like
change in composition between the last-to-freeze of any
ingot with the first-to-freeze of the next ingot must
be equal or less than 5 mol %, as shown in Fig. 10.29.
Due to change in the segregation coefficients with al-
loy composition (dictated by the pseudobinary phase
diagrams), there is an increase in the InAs concen-
tration during growth beyond each step. Bonner and
coworkers [10.101, 102] employed this method to grow
ternary seeds of Ga1−xInxAs up to x = 0.12 by us-
ing the Czochralski technique. Tanaka et al. [10.23]
employed multistep pulling solute feeding Czochralski

GaAs seed

GaInAs crystal

InAs composition (x)

Crystal length

0.25

0.2

0.15

0.1

0.05

0

Fig. 10.29 Composition profile (schematic) of a GaInAs
single-crystal seed generated by the bootstrapping process
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Bulk Crystal Growth of Ternary III–V Semiconductors 10.9 Single-Crystalline Ternary Seed Generation Processes 309

method to grow Ga1−x InxSb single crystals using com-
position steps of x = 0.04, 0.08, 0.12, and 0.18. Though
the bootstrapping technique is the most straightforward
way of generating single-crystal ternary seeds, it has
several limitations. First of all, seed generation with
concentrated alloy composition (e.g., x = 0.5) can be
time consuming since the step in alloy composition
in each growth run can only be 5 mol %. For verti-
cal Bridgman growth, it is very difficult to use this
method. The melt composition for successive growth
in contact with the previous seed needs to be carefully
monitored to avoid excessive dissolution of the seed
crystal.

10.9.2 Directional Solidification
by Normal Freezing

This method is based on the intrinsically changing axial
composition profile in a crystal that has been direc-
tionally solidified by normal freezing, as depicted in
Fig. 10.21 [10.100, 103, 104]. The process is shown
schematically in Fig. 10.30a–d. In this process, a binary
seed such as GaAs is used. A GaInAs melt is pre-
pared by dissolving InAs and GaAs with the appropriate
melt composition that would lead to a first-to-freeze
ternary crystal region with 5 mol % compositional step
as required for the ternary seed generation process.
The melt is directionally solidified by Bridgman or
gradient freezing method to obtain a ternary graded
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GaAs seed

Boric oxide pBN crucible
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GaInAs
melt

GaAs seed
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Furnace temperature
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Fig. 10.30a–d GaInAs single-crystal seed generation by vertical Bridgman method (the arrows in (c) and (d) indicate
the lowering of the crucible to the cold zone of the furnace during crystal growth)
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Fig. 10.31 Composition profile (schematic) in a direction-
ally solidified ternary single-crystal seed

crystal. Figure 10.31 schematically depicts the axial
InAs composition profile in a vertical Bridgman grown
GaInAs crystal. Depending on the composition of the
seed necessary for the actual crystal growth experi-
ment, the crystal could be sliced at an appropriate axial
position along the length of the crystal. The main prob-
lem with this approach is when the composition starts
changing rapidly in the crystal; microscopic fluctua-
tion of the composition and polycrystallinity occur due
to constitutional supercooling unless the growth rate is
significantly reduced. Hence only a part of crystal is sin-
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gle and a bootstrapping process is necessary to change
the composition of the seed beyond the point where
the single- to polycrystal transition occurs. Even if one
manages to grow a complete single crystal by reduc-
ing the growth rate, using a seed with a steep change in
composition still remains a problem. During the sub-
sequent crystal growth experiment, the seed needs to
be dissolved slightly by contact with the ternary melt.
However, any dissolution in the steep compositionally
graded region will change the composition of the seed
at the growth interface. Hence using the composition-
ally graded seed for a lattice-matched crystal growth
experiment is not practical.

10.9.3 Directional Solidification by Solute
Diffusion and Precipitation

This process is based on solute diffusion in the melt
due to a concentration gradient [10.18, 98, 105, 106].
A schematic diagram of the approach is shown in
Fig. 10.32a–d for growing GaInAs seeds. For GaInAs
graded seed growth, the lower melting binary (InAs) is
used as a seed. The charges in the crucible are stacked
as shown in Fig. 10.32a. The crucible is placed in a tem-
perature gradient in such a way that the InAs feed and
a portion of the InAs seed remelts to dissolve a portion
of the GaAs feed, forming a GaInAs melt. While select-
ing the temperature profile in the furnace, care should be
taken to avoid melting of the GaAs feed. The dissolved
GaAs from the feed diffuses towards the seed due to
the concentration gradient. Once the solute content in
the melt at any point reaches the solidus composition
(corresponding to the solidus temperature), solidifica-
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Fig. 10.32a–d GaInAs single-crystal seed generation using solute dissolution and diffusion method (with stationary
crucible and furnace)
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Fig. 10.33 Composition profile (schematic) of a GaInAs
single-crystal seed generated by solute dissolution and dif-
fusion

tion occurs. The growth rate is thus limited by the solute
diffusion rate. During the growth, neither the crucible
nor the furnace is translated. The composition profile in
the graded crystal will depend on the temperature pro-
file imposed by the furnace and the solidus curve in
the pseudobinary phase diagram. As the GaAs in the
melt precipitates and the crystal grows, the melt gets
richer in InAs and hence more GaAs is dissolved from
the feed. Ultimately, a crystal is obtained with composi-
tional grading from InAs towards GaAs. Theoretically,
if the furnace temperature profile matches the solidus
temperature curve of the phase diagram, the composi-
tional grading in the crystal will be linear, as depicted
in Fig. 10.33.
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10.9.4 Growth
of Lattice-Mismatched Ternary
on Binary Using Quaternary Grading

One of the interesting aspects of the thermochemistry
shown in Fig. 10.20 is the growth of ternary com-
pounds from quaternary melts [10.29, 30, 78]. The
concept is shown schematically in Fig. 10.34a. By us-
ing a GaAs seed and a GaInAsSb melt of a specific
composition at a specific growth temperature, one can
grow a GaInAs ternary crystal of uniform composi-
tion. The composition of the uniform ternary crystal
is dependent on the quaternary melt composition and
growth temperature. By carefully analyzing the region
between the ternary crystal and the binary seed, a qua-
ternary transition region has been observed where the
composition changes from the binary to the ternary.
The thickness of this graded quaternary region can
be in the range of 10–100 μm, depending on the
melt composition. In this process, no efforts are made
to control the growth conditions to grow the graded
quaternary intermediate layer. The compositional grad-
ing occurs spontaneously during the growth process.
Figure 10.34b shows a compositionally homogenous
Ga0.86In0.14As grown on GaAs substrate using a qua-
ternary Ga0.07In0.93As0.06Sb0.94 melt at 700 ◦C [10.78].
The GaInAs ternary region does contain residual Sb
(less than 1 mol %). However, for all practical pur-
poses, it can be considered a ternary compound. The
effect of residual antimony on the lattice parame-
ter and bandgap is negligible. This process could be
used in the future to grow ternary seeds of a desired
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Fig. 10.34 (a) GaInAs seed generation using a self-
organized quaternary grading method and (b) experimental
composition profile for Ga0.86In0.14As grown on GaAs

composition starting from a binary seed and quater-
nary melt by simple Bridgman or gradient freezing
method without the need for any sophisticated grading
procedures.

10.10 Solute Feeding Processes for Homogeneous Alloy Growth

Having grown a ternary single-crystal seed of the de-
sired composition, the next step is to grow a ternary
crystal of homogeneous composition from which a large
number of wafers (of the same composition) can be
sliced. We know that the melt composition as well as the
ternary crystal composition changes continuously dur-
ing the experiment (due to alloy segregation). Hence
to grow homogeneous crystals, it is necessary to de-
velop melt replenishment processes that can maintain
the composition of the melt constant over the entire du-
ration of the crystal growth experiment. In this section,
we discuss the various melt replenishment methods and
their limitations.

10.10.1 Growth from Large-Volume Melts

One simple idea would be to grow a small crystal from
a huge volume of melt [10.107]. Referring to Fig. 10.21,
few wafers of constant composition could be extracted
from the first-to-freeze section of the crystal. The melt
could then be reused for the next experiment by replen-
ishing with fresh material to account for the extracted
wafers. However, this is not a practical solution. Con-
tamination of the melt by impurities from repeated use,
the large crystal growth systems required, and the pos-
sibility of damaging the crucible during cooling of the
melt make this process unattractive for ternary substrate
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312 Part B Crystal Growth from Melt Techniques

technology. For large-scale crystal growth production,
it is desirable to consume the entire melt during a single
experiment. Hence, growth from large-volume melts is
not practiced for commercial applications.

10.10.2 Solute Feeding
Using Double-Crucible
Configuration

Melt replenishment during growth is also known as so-
lute feeding. Many interesting solute feeding concepts
have been tried by different researchers. The simplest of
these processes is the solute feeding in the Czochralski
(CZ) configuration [10.108–112]. Figure 10.35a shows

a)

GaInAs melt

GaInAs
crystal

GaAs
feed rod

b)

GaInAs melt

GaInAs
crystal

GaAs
feed rod

Boric oxide
encapsulation

Crucible

GaAs seed

Boric oxide
encapsulation

Outer crucible Inner crucibleNarrow channel

GaAs seed

Fig. 10.35a,b Solute feeding in (a) single-crucible and
(b) double-crucible Czochralski (CZ) growth configura-
tions

a schematic diagram of this process for GaInAs growth.
As the melt becomes depleted in GaAs, the feed rod is
inserted to dissolve and maintain the composition of the
melt at the liquidus composition. The problem with this
process is the uncontrolled dissolution of the feed rod.
If the radial temperature in the growth melt is uniform,
the feed rod dissolves slower than the crystal pulling
rate. This is due to the long duration it takes for the melt
to uniformly develop the undersaturation level after the
GaAs is depleted by the growing crystal. Hence the feed
rod tends to dissolve at a slower rate than the rate at
which the GaAs is depleted in the melt. This leads to
fluctuation in the composition of the growing crystal.
On the other hand, if the radial temperature at the edge
of the crystal is increased to enhance the dissolution
of the feed rod, rapid transport of GaAs to the growth
interface often leads to rapid polycrystalline growth.
Hence the feed dissolution rate and GaAs depletion rate
need to be matched. This is quite challenging given
the fact that the melt height changes during growth in
the CZ technique, and thus so does the radial temper-
ature gradient. To restrict the rapid transport of solute
from the feed to the growth interface, a double-crucible
CZ method as shown in Fig. 10.35b can be employed.
In this configuration, the depleting component can be
added to the outer crucible instead of the inner cru-
cible. The temperature of the outer crucible is higher
than that of the inner crucible, due to which the solu-
bility of the GaAs feed in the GaInAs melt is higher.
The narrow gap between the two crucibles controls the
feeding rate of GaAs from the outer to inner crucible.
This method also shares one of the limitations of the
single-crucible CZ technique: once the outer melt is su-
persaturated with GaAs, the dissolution of the feed rod
stops. The outer melt supersaturation level decreases
only when the GaAs has been transported to the inner
melt and the inner and outer melt have homogenized.
Hence the feed rod does not dissolve continuously dur-
ing the growth, which leads to fluctuations in the alloy
composition in the crystal.

Variations on the double-crucible CZ configuration
(refer to Fig. 10.36) have been attempted to control
the solute transport rate between the inner and outer
crucibles [10.23, 106, 113–116]. In both of these con-
figurations, a piston attached below the outer crucible
is used to keep the volume of the melt constant in the
inner crucible. The diameter (Fig. 10.36a) or the length
(Fig. 10.36b) of the channel is varied to control the so-
lute feeding rate. The limitation with these processes
is the blocking of the channels by the transporting so-
lute. A change in liquidus temperature occurs along the
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Fig. 10.36a,b Solute feed rate control in the double-crucible CZ method by optimizing (a) feeding channel diameter and
(b) feeding channel length

length of the supply channel, as shown in Fig. 10.36a.
This leads to precipitation of the solute in the channel
towards the lower-temperature side. If the channel width
is made larger to solve this problem, back-diffusion
of species from the inner to the outer crucible takes
place, which leads to variations in the composition of
the grown crystal. Another problem is the optimization
of the length of the spiral feeding channel (Fig. 10.36b).
The diffusion rate of species in the channel dictates the
growth rate of the crystal. A shorter channel leads to

GaAs feed

GaInAs feed

GaAs feed

GaInAs seed

Boric oxide pBN crucible

Solute feeding
channel

Dissolved GaAs
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Fig. 10.37a–d Continuous solute feeding during vertical Bridgman growth

back-diffusion of species from the inner to the outer
melt, changing the composition of the growth solution.
On the other hand, a longer channel leads to slow diffu-
sion of species from the outer to the inner melt.

10.10.3 Solute Feeding
in the Vertical Bridgman Method

The double-crucible CZ concept for solute feeding can
be applied to the Bridgman or gradient freeze type
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314 Part B Crystal Growth from Melt Techniques

methods [10.21, 104]. Figure 10.37 shows a continu-
ous solute feeding process during vertical Bridgman
growth of GaInAs. In this configuration, a ternary
single-crystal seed of GaInAs of the desired composi-
tion (solidus composition) is placed in a flat-bottomed
crucible. A GaInAs polycrystalline homogeneous feed
with the liquidus composition is placed on the seed.
A GaAs polycrystalline solute feed is stacked on the
GaInAs feed, separated by a quartz plate with a hole
(Fig. 10.37a). The entire stack is then heated to the

Rocking fixture

Ceramic insulation caps

Sealed quartz crucible

GaInAs melt or solution

Stainless-steel retort

Furnace
walls

Crucible translation
and rotation rod
(stainless-steel)

GaAs seed
GaInAs

grown crystal

GaAs feed

Fig. 10.38 Solute dissolution and feeding in a rocking furnace as-
sembly
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Fig. 10.39a–d Growth of homogeneous ternary by sequential nor-
mal freezing and zone growth methods

growth temperature to melt the GaInAs feed and a small
portion of the feed (Fig. 10.37b). The crucible is trans-
lated as in a vertical Bridgman growth process to initiate
the crystal growth (Fig. 10.37c). The composition of the
growing crystal is same as the ternary seed. The GaAs
that is being depleted in the growth melt is continuously
replenished by the feed at the top. The diameter of the
hole restricts the dissolution rate of the GaAs feed. This
helps to avoid rapid transport of GaAs from the feed
to the growth interface, thus eliminating the possibility
of polycrystalline growth [10.104]. The technical chal-
lenge with this configuration is the variation in the melt
level during growth due to differences in the density of
the melt versus the solid. When the GaInAs feed melts,
the melt height lowers and the GaAs feed does not touch
the melt unless a special mechanism is used to lower the
feed. When the crystal grows, the solid expands, due to
which the melt height increases. Hence there should be
proper mechanism for moving the GaAs feed up into the
crucible.

10.10.4 Solute Feeding
by Crucible Oscillation

The method for synthesizing GaSb and InSb in sealed
crucible as depicted in Fig. 10.9 can be adopted
to perform solute feeding process during ternary
growth [10.117]. Figure 10.38 shows the rocking fur-
nace configuration for GaInAs growth. At one end
of the crucible, the GaAs seed is placed, onto which
a graded-composition GaInAs crystal is first grown
from the GaInAs melt by translating the crucible to-
wards the lower-temperature region of the furnace (as
in the Bridgman method). Thereafter the furnace is
tilted periodically such that the GaInAs melt touches the
GaAs feed to replenish the depleted species. The cru-
cible is continuously translated to continue the growth.
Since the GaAs level in the ternary melt is kept constant
by dissolving the feed, the composition of the grown
crystal is homogeneous. For radial compositional ho-
mogeneity, the crucible can be rotated during growth.
In this process, the temperature gradient across the cru-
cible length plays a significant role in the crystalline
quality. If thermal fluctuation occurs due to the oscil-
lating melt, the grain size could be extremely small in
the crystal. To avoid excessive feed dissolution or rapid
precipitation at the growth interface, a low axial tem-
perature gradient is desirable. However this increases
the probability of constitutional supercooling. Hence ef-
ficient melt mixing by forced convection (continuous
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Bulk Crystal Growth of Ternary III–V Semiconductors 10.10 Solute Feeding Processes for Homogeneous Alloy Growth 315

oscillation) in conjunction with a slow growth rate is
necessary for this process.

10.10.5 Growth
Using Compositionally Graded Feed

The graded concentration solute feeding process is de-
picted in Fig. 10.39 [10.118]. In this method, starting
from a homogenous melt of composition C0, a crystal
is first grown using the Bridgman or gradient freez-
ing method. The axial alloy composition in the grown
crystal is shown in Fig. 10.39b. According to segrega-
tion phenomenon, the composition in the crystal starts
from kC0 (k being the segregation coefficient) and con-
tinuously builds up beyond C0/k. The crystal is then
reversed and a traveling zone heater is traversed across
the crystal starting from the C0/k side. The final com-
position in the crystal is uniform and equal to C0.
A traveling heater method (THM) can also be used
to practice this concept [10.119]. This method needs
a purely diffusive growth condition. Such conditions
can only be found in microgravity situations. Convec-
tive flow in the liquid zone will change the solute
concentration and result in nonuniform growth. Mag-
netic fields can be used to dampen convective flows.
However for large-scale ternary substrate production,
this method is not suited.
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Fig. 10.40a–d Periodic solute feeding process for growth of graded-composition ternary seed and homogeneous ternary
crystal in a single experiment by sequentially using solute diffusion and normal freezing processes

10.10.6 Periodic Solute Feeding Process

From the processes described above, it is clear that
any large-scale ternary crystal growth process will
require mechanisms for precise control of melt compo-
sition. Another technical problem is the preparation of
the growth melt during the experiment. Ensuring that
the melt composition is in equilibrium with the seed
composition is crucial for avoiding excessive seed dis-
solution. The rate of solute dissolution and transport
to the growth interface also needs to be controlled to
achieve high crystalline quality and growth rates suit-
able for commercial applications. To address all of
these technical issues collectively, the process shown
in Fig. 10.40 has been developed and successfully em-
ployed for large-diameter ternary crystal growth. In this
process, starting from a binary seed, the graded ternary
seed and the homogeneous ternary crystal is grown in
a single experiment. The schematic of the experimental
growth configuration and crystal growth sequence for
GaInSb is shown in Fig. 10.40a–d [10.28, 98, 120, 121].

To start with, a InSb single-crystalline seed is placed
at the bottom of the crucible along with InSb polycrys-
talline charge. A GaSb polycrystal feed is suspended
from the top of the growth chamber. After heating and
stabilizing the furnace to obtain a specific tempera-
ture gradient, the crucible is raised into the furnace.
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The InSb feed melts along with part of the InSb seed
to obtain a melt–solid interface (Fig. 10.40a). At this
point, the GaSb feed is lowered and allowed to touch
the top of the InSb melt for a few seconds. The cru-
cible is set to perform accelerated crucible rotation
(ACRT), as shown in Fig. 10.27, and a homogeneous
GaInSb melt is prepared (Fig. 10.40b). The GaSb feed
is lowered periodically to touch the GaInSb melt. The
dissolved species is transported rapidly to the InSb
seed interface as a result of ACRT melt mixing. Crys-
tal growth is initiated in the crucible as a result of
the increasing level of the solute concentration at the
solid–liquid interface with time. When the solute con-
centration in the melt near the seed interface reaches
the liquidus composition, precipitation takes place and
GaInSb starts growing on InSb (Fig. 10.40c). The cru-
cible is kept at the same position in the furnace while
the ACRT continues. As the GaSb feed is periodically
lowered to touch the melt for few seconds, more so-
lute is dissolved and transported to the growth interface
and the crystal growth continues. Crystal grown by this
method is compositionally graded along the growth axis
with increasing gallium concentration in Ga1−xInxSb
(decreasing indium concentration). The rate of compo-
sitional grading is decided by the solidus temperature
in the pseudobinary phase diagram and the axial fur-
nace temperature gradient. The axial composition in
the crystal is graded until a desirable alloy composi-
tion is achieved and then a homogeneous composition
crystal length is grown. During the compositionally
graded crystal growth, the melt–solid interface automat-
ically rises from the cooler to the hotter zone in the
furnace. Thus the melt–solid interface shape changes
continuously during the growth. The effect of temper-
ature gradient on the melt–solid interface shape and
the radial compositional variation will be discussed
in the next section. To grow crystal with axially uni-
form composition, the crucible is translated into the
lower-temperature zone of the furnace while the GaSb
feed dissolution is continued by the periodic dipping
method. While the GaSb at the melt–solid interface is
depleted by preferential incorporation in the crystal, it
is being replenished by the feed dissolution. Hence the
melt–solid interface remains at the same position in the
furnace until the entire melt has solidified (Fig. 10.40d).

The periodic solute feeding process described above
in conjunction with efficient melt mixing provides com-
plete control over the composition profile in the graded
seed and the homogeneous crystal [10.120]. The en-
tire experimental process could be automated using
programmable stepper motors for the periodic solute

feeding, ACRT, and crucible translation processes. The
main advantage of this process is the single experi-
ment in which a ternary homogeneous crystal of any
alloy composition can be obtained starting from a bi-
nary single-crystal seed and polycrystalline binary feed
materials. For high-quality crystal growth, the periodic
solute feeding process parameters need to be fine-tuned.
This is necessary to precisely control the rate at which
solute depletes and replenishes in the melt. The ma-
jor process parameters that affect the crystalline quality
include: the solute dipping time and frequency, the
mixing strategy of the melt for solute transport, and
the thermal gradient in the melt. Dipping time de-
notes the actual time that the melt is in contact with
the feed. This determines the amount of feed intro-
duced in the melt over one period of the dipping cycle.
Due to the temperature gradient in the melt, the top
of the melt (higher-temperature zone) is usually under-
saturated. Hence there exists a danger of uncontrolled
dissolution if the solute feeding rod is dipped for longer
than the required time. Thus precise control of dip-
ping time is required. Excess dissolution of the solute
can promote random nucleation in the entire melt vol-
ume. Additionally, this can lead to an oversupply of the
solute to the growth interface leading to small grains
or causing a change in grain structure, as shown in
Fig. 10.41. Dipping frequency defines the period of the
dipping cycle and should depend on the growth rate. It
takes finite time for the solute to reach the growth sur-
face. Further, the growth kinetics determines the actual
growth rate. The thermal gradient in the melt dictates
the melt homogenization efficiency. For lower thermal
gradients, the time for melt homogenization is longer
than for high thermal gradient. Hence the dipping fre-
quency needs to be lower for lower thermal gradients
in order to prevent constitutional supercooling and so-

Uncontrolled solute feeding

GaInSb crystalInSb seed

1cm

Fig. 10.41 Transition from large to small grains due to un-
controlled (rapid) solute feeding process during growth
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lute precipitation in the melt. Mixing of the melt greatly
affects the crystal growth. Efficient mixing can remove
the excess solute rejected at the growth interface in less
time than without mixing, thereby decreasing the pos-
sibility of constitutional supercooling. This suppresses
the chances of interface breakdown, leading to con-
ditions conducive for single-crystal growth. Based on
experimental crystal growth results, a set of optimized
periodic solute feeding parameters for GaInSb growth
include: solute contact area of 20 mm, solute dipping
time of 2–3 s, solute dipping frequency of 3–4 times
per hour, temperature gradient near the melt–solid in-
terface of 15 ◦C/cm, and ACRT melt mixing process.
Figure 10.42 shows elemental composition profiles of
Ga, In, and Sb for the graded GaInSb seed (shown
in Fig. 10.41) grown using the periodic solute feeding
process with the optimized parameters. The superior
control of the composition profile shown in this di-
agram clearly demonstrates the effectiveness of the
periodic solute feeding process. Beyond 47 mm, the so-
lute feeding process was discontinued and the crystal
was directionally solidified, giving rise to a composition
profile as expected from the normal freezing process.
This process has been demonstrated for the growth of
homogeneous Ga0.3In0.7Sb crystals [10.120].
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Fig. 10.43a–c Periodic solute feeding process for growth of graded-composition ternary seed and homogeneous ternary
crystal in a single experiment by vertical Bridgman method
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Fig. 10.42 Elemental composition profile along the growth direc-
tion of the GaInSb graded seed crystal grown using periodic solute
feeding process shown in Fig. 10.40

Another method for periodic solute feeding process
is shown in Fig. 10.43. In this process, the higher-
melting binary is used as the starting seed material
for the ternary crystal growth. In Fig. 10.43, the pro-
cess for GaInSb growth starting from GaSb seed is
illustrated. The experiment starts with a GaSb single-
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318 Part B Crystal Growth from Melt Techniques

crystalline seed and a GaSb melt in the crucible. The
lower-melting-point binary (InSb in this case) is present
in a quartz melt displacer. After the furnace has been
heated, the GaSb feed melts to form a melt–solid inter-
face. The crucible is set for accelerated crucible rotation
(ACRT) as in the previous case. By pressing the pis-
ton, the InSb can be periodically fed into the GaSb melt.
After the initial InSb melt is dispensed into the growth
melt to form GaInSb, the crucible is translated towards
the lower-temperature zone of the furnace as in Bridg-
man growth. The graded-composition GaInSb ternary
starts from the GaSb seed with increasing InSb content
in the crystal. The InSb concentration in the melt in-
creases with time as it is fed into the melt periodically.
After the graded GaInSb seed growth, a GaSb feed is
introduced into the melt periodically as in the previ-
ous case. The crucible translation is continued while the
GaSb feed is periodically fed into the melt (Fig. 10.43c).
This step results in a compositionally uniform GaInSb
region as before (Fig. 10.40d). Care must be taken to
ensure that the GaSb feed shown in Fig. 10.43b,c is in-
troduced into the lower-temperature zone of the furnace
without melting. The process illustrated in Fig. 10.43
can also be implemented by the gradient freezing pro-
cess. In that case, the furnace temperature is decreased
below the melting point of GaSb before it is introduced
into the GaInSb melt for the homogeneous growth re-
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Fig. 10.44 InSb mole fraction along the growth direction
of GaInSb crystal grown using the first step of the process
(feeding InSb) shown in Fig. 10.43

gion. Figure 10.44 shows the axial InSb mole fraction
in a GaInSb crystal grown by the periodic InSb feeding
process. The composition of the crystal was continu-
ously varied from GaSb to InSb, showing the flexibility
of the process for controlling the alloy concentration in
the crystal.

The periodic solute feeding process described in this
section can be universally applied for the growth of any
ternary alloy system. The same experimental config-
urations that are being used for the respective binary
growth can be used with the addition of the periodic
solute feeding mechanism.

10.11 Role of Melt–Solid Interface Shapes

The melt–solid interface shape during crystal growth
plays a significant role in the quality of the grown crys-
tals [10.100, 122, 123]. As shown in Fig. 10.45, with

Solid

Melt

a)

Solid

Melt

b)

Solid

Melt

c)

Fig. 10.45a–c Melt–solid interface shapes observed dur-
ing vertical Bridgman growth: (a) convex, (b) planar, and
(c) concave interface shapes

respect to the solid, the melt–solid interface shape could
be (a) convex, (b) planar or (c) concave. The shape rep-
resents the isotherm corresponding to the melting point
of the material [10.124]. A convex interface with respect
to the solid is created when the temperature gradient
at the growth interface is low since the heat extraction
through the grown crystal becomes dominant, whereas
the concave interface towards the melt is formed when
the temperature gradient is large because heat is lost out
through the crucible. The concave interface as shown
means that the temperature at the center is higher than
that around the edges. The arrows in the figure indi-
cate the direction of heat flow, which is perpendicular
to the melt–solid interface at every point. The curvature
of the interface is dictated by the complex heat transfer
between various components in the growth system (fur-
nace, crucible, melt, crystal, encapsulant, gas, crucible
holders, etc.). In general, a concave interface shape is
the least desirable since it encourages polycrystalline
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grains to originate from the walls of the crucible and
grow into the crystal. The convex interface shape is de-
sirable from the point of view of grain elimination (any
polycrystalline grain will grow outwards to the edge
of the crucible). However a convex interface tends to
produce twinning in the crystal. Both concave and con-
vex interfaces will produce nonuniform stress along the
radial direction, thus producing a high dislocation den-
sity in localized regions across the wafer. The planar
interface is the ideal for crystal growth. A significant
amount of computational modeling and experimental
research is being conducted to study the interface shape
in real crystal growth configurations [10.125–127]. This
is being done to identify thermal and growth condi-
tions under which a planar melt–solid interface could
be obtained.

The shape of the melt–solid interface determines the
radial compositional profile in ternary crystals [10.100].
A planar interface is absolutely necessary for obtain-
ing wafers with uniform alloy composition. Hence it is
very important to understand the heat transfer processes
during ternary crystal growth and identify suitable con-
ditions that could lead to planar interface during growth.
In general, for a Bridgman-type configuration, the pri-
mary heat flow mechanisms are: radiative heat transfer
from the hot zone of furnace to the melt, convection and
conduction in the melt, conduction in the solid (crystal)
and radiative heat transfer from the crystal to the cold
zone of the furnace [10.128]. Other effects such as la-
tent heat release at the melt–solid interface, convective
flow, etc. make secondary contributions. Convection in
the liquid can be driven by several forces. In the pres-
ence of gravitational forces, the most importance source
of convective flow is due to the density differences
caused by temperature and composition differences in
the liquid. Additional flow can be driven by the vol-
ume change accompanying the phase change. If free
surfaces (i. e., liquid–vapor, liquid–liquid) are present,
Marangoni convections due to the surface tension gra-
dient originating from the difference of temperature
and solute concentration occur. The density-driven con-
vective flow due to the temperature difference can be
prevented if the temperature increases with height (the
stabilizing condition, as in the case of vertical Bridgman
configuration) and no temperature gradient is present in
the radial direction even in the presence of gravitational
forces [10.96]. If a solute is present, the growth pro-
cess will result in compositional differences ahead of
the growth interface because the rejected solute from
the crystal is lower or higher in density than the solvent;
these composition differences may result in a thermoso-

lutal convective instability [10.96]. A global model
incorporating the materials properties of all the com-
ponents present in the growth chamber is necessary to
predict the melt–solid interface shape to a high degree
of accuracy. In this section, we will discuss the exper-
imental parameters that alter the melt–solid interface
curvature during ternary crystal growth using Bridgman
or gradient freeze type methods.

During Bridgman growth of ternary crystals, the
temperature gradient in the melt, at the melt–solid in-
terface, and in the crystal plays a significant role in
determining the curvature of the interface [10.121].
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Fig. 10.46a,b Correlation of melt–solid (MS]M–S) inter-
face shape with radial InSb composition profile in GaInSb
crystals: (a) concave M–S interface resulting in convex
InSb profile ( : without melt stirring, : with melt stirring)
and (b) planar M–S interfaces resulting in uniform InSb
profiles (with melt stirring)
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Fig. 10.47 Schematic diagram of vertical Bridgman growth con-
figuration with submerged heater or baffle in the melt used for
flattening the melt–solid interface shape

Interestingly, the effect of forced convection on the in-
terface curvature seems to be weaker than the effect
of temperature gradient. Figure 10.46 shows the radial
InSb composition profiles for vertical Bridgman grown
GaInSb crystals with furnace temperature gradients of
30 and 15 ◦C/cm. Under an axial temperature gradi-
ent of 30 ◦C/cm, the growth interface is highly concave
with respect to the solid (leading to a convex InSb ra-
dial profile). Figure 10.46a also shows the radial InSb
profile for a crystal grown using melt stirring (station-
ary stirrer in the melt with constant crucible rotation
of 100 rpm, as in Fig. 10.10a). The curved composi-
tional profile clearly indicates that high axial gradients
lead to curved interfaces which are very difficult to flat-
ten even with strong fluid stirring. The convex radial
profile is also seen in the crystal grown with ACRT
(Fig. 10.27). This clearly demonstrates the strong influ-
ence of temperature gradient on the interface curvature.
Higher temperature gradients are known to produce
concave melt–solid interface shapes. Lowering the gra-
dient would certainly flatten the interface. However
very low gradients must be avoided since the proba-
bility of constitutional supercooling will be enhanced
with low gradients. For ternary crystals with diameter
of 50 mm, the optimum temperature gradient is in the

range of 10–15 ◦C/cm, wherein constitutional super-
cooling can be avoided by suitable melt stirring and
a flat interface could be achieved. Figure 10.46b shows
the radial InSb composition profiles in a GaInSb crys-
tal grown with a temperature gradient of 15 ◦C/cm and
with melt stirring using ACRT (Fig. 10.27). The inter-
face curvature is extremely flat, except towards the end
of growth where the interface curvature varies slightly.
If melt stirring is not used under the same gradient of
15 ◦C/cm, constitutional supercooling was observed for
growth rate of 0.7 mm/h or higher. Hence a combina-
tion of low temperature gradient and low growth rate
or melt stirring is necessary to obtain a flat interface
without constitutional supercooling [10.121].

A sophisticated method for achieving planar melt–
solid interface shape during crystal growth is shown in
Fig. 10.47 [10.86, 87]. In this configuration (the sub-
merged heater method, SHM), a heater is enclosed
inside a quartz disc-shaped hollow enclosure (baffle).
A shallow growth melt is contained between the baf-
fle and the growth interface. Heat is axially supplied
to the melt by the disc-shaped heater submerged in the
melt, which is held at a temperature higher than the
melting point of the materials and is extracted down-
ward through the crystal during the growth. This results
in flattening of the melt–solid interface. It is also pos-
sible to use the submerged baffle without power. The
thermal conductivity of the baffle on its own could flat-
ten the interface without the addition of extra heat. This
scheme enables the crystal to grow under steady-stable
conditions due to the low level of convection in the
small melt zone and the continuous and stable replen-
ishment of melt and impurities. While the crucible is
lowered, the large melt above the baffle provides a li-
quid feed to the small melt enclosed between the crystal
and the baffle. The downward flow in the gap between
the crucible and the baffle inhibits back-diffusion, and
buoyancy-driven convection is not expected since the
top is hotter than the bottom in the small melt zone. The
submerged baffle can also be rotated to create forced
convection in the growth melt. This has been employed
to eliminate cracks in GaInSb ternary crystals [10.25].
Advanced fluid flow patterns [10.129] will be necessary
to achieve a high degree of compositional homogene-
ity in ternary crystals. In the future, a combination
of ACRT [10.130–132], magnetic fields [10.133], and
SHM [10.87] could enable the necessary heat and mass
transport for growing compositionally tailored device-
grade ternary crystals.
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10.12 Conclusion

Ternary single-crystal substrates are important for ad-
vanced photonic, electronic, and photovoltaic-based
power generation device structures. Large-scale crys-
tal growth technology for growing reliable device-grade
ternary substrates is still in its infancy and requires
substantial engineering development. The Bridgman or
gradient freezing process is the most suitable method
for growing large-diameter III–V ternary bulk crys-
tals. Ternary crystal growth requires low temperature
gradient and low growth rate. Typical temperature gra-
dient and growth rate are in the range of 5–15 ◦C/cm
and 0.02–0.5 mm/h, respectively. A low temperature
gradient helps to ensure a planar melt–solid inter-
face shape, which is necessary for a uniform radial
composition in the crystal as well as reducing the
strain level in the crystal to avoid cracking. Low
growth rates are necessary to avoid constitutional su-
percooling and interface breakdown, which lead to
transition from single- to polycrystal growth and the
generation of microcracks. Melt stirring using forced

convection is crucial to avoid constitutional supercool-
ing during growth. Stirring also helps in enhancing
crystal growth rate. Special conditions are neces-
sary for ternary single-crystal seed generation. The
rate of compositional grading along the crystal dur-
ing the seed generation process should be maintained
below a specific level in order to avoid strain-gradient-
related cracks in the crystal. Precise melt composition
control using solute replenishment is absolutely essen-
tial for the growth of compositionally homogeneous
crystals. In this chapter, an advanced crystal growth
process has been described that could lead to growth
of high-quality device-grade and commercially vi-
able ternary substrates. The proof of concept for
the process has been successfully demonstrated by
laboratory-scale large-diameter crystal growth exper-
iments. It is anticipated that the single-step process
for seed generation and homogeneous crystal growth
could be universally employed for all III–V ternary
compounds.

References

10.1 V. Swaminathan, A.T. Macrander: Materials Aspects
of GaAs and InP Based Structures (Prentice Hall,
New Jersey 1991)

10.2 M. Neuberger: III–V ternary semiconducting
compounds-data tables. In: Handbook of Elec-
tronic Materials, Vol. 7 (IFI/Plenum, New York 1972)

10.3 O. Madelung, M. Schulz (eds): Landolt–Börnstein,
numerical data and functional relationships. In:
Science and Technology, Semiconductors, Vol. 22(A)
(Springer, New York 1987)

10.4 W.B. Pearson: A Handbook of Lattice Spacings and
Structures of Metals and Alloys, Vol. 1 (Pergamon,
New York 1956), Vol. 2 (1967)

10.5 M.B. Panish, M. Ilegems: Phase equilibria in
ternary III–V systems, Prog. Solid State Chem. 7,
39–83 (1972)

10.6 H.C. Casey Jr., M.B. Panish: Heterojunction Lasers,
Part B – Materials and Operating Characteristics,
Quantum Electronics Series (Academic, New York
1978)

10.7 I. Vurgaftman, J.R. Meyer, L.R. Ram-Mohan: Band
parameters for III–V compound semiconductors
and their alloys, J. Appl. Phys. 89(11), 5815–5875
(2001)

10.8 Special issue on: Compliant and alternative sub-
strate technology, J. Electron. Mater. 29 (2000)

10.9 K. Otsubo, H. Shoji, T. Kusunoki, T. Suzuki,
T. Uchida, Y. Nishijina, K. Nakajima, H. Ishikawa:

High T0 (140 K) and low-threshold long-wavelength
strained quantum well lasers on InGaAs ternary
substances, Electron. Lett. 33, 1795–1797 (1997)

10.10 H. Ishikawa: Theoretical gain of strained quantum
well grown on an InGaAs ternary substrate, Appl.
Phys. Lett. 63, 712–714 (1993)

10.11 K. Otsubo, Y. Nishijima, T. Uchida, H. Shoji,
K. Nakajima, H. Ishikawa: 1.3 µm InGaAs/InAlGaAs
strained quantum well laser on InGaAs ternary
substrates, Jpn. J. Appl. Phys. 38, L312–L314 (1999)

10.12 H.X. Yuan, D. Grubisic, T.T.S. Wong: GaInSb pho-
todetectors developed from single crystal bulk
grown materials, J. Electron. Mater. 28, 39–42
(1999)

10.13 T. Refaat, M.N. Abedin, V. Bhagwat, I.B. Bhat,
P.S. Dutta, U.N. Singh: InGaSb photodetectors us-
ing InGaSb substrate for 2 µm applications, Appl.
Phys. Lett. 85(11), 1874–1876 (2004)

10.14 P.S. Dutta, J.M. Borrego, H. Ehsani, G. Rajagopalan,
I.B. Bhat, R.J. Gutmann, G. Nichols, P.F. Baldasaro:
GaSb and GaInSb thermophotovoltaic cells using
diffused junction technology in bulk substrates,,
AIP Conf. Proc. 653, 392–401 (2002)

10.15 J. Merrill, D.C. Senft: Directions and materials chal-
lenges in high performance photovoltaics, J. Miner.
Met. Mater. Soc. (JOM) 59(12), 26–30 (2007)

10.16 P.S. Dutta, H.L. Bhat, V. Kumar: The physics and
technology of gallium antimonide: An emerging

Part
B

1
0



322 Part B Crystal Growth from Melt Techniques

optoelectronic material, J. Appl. Phys. 81, 5821–
5870 (1997)

10.17 K.J. Bachmann, F.A. Thiel, H. Schreiber Jr.: Melt
and solution growth of bulk single crystals of qua-
ternary III–V alloys, Prog. Cryst. Growth Charact. 2,
171–206 (1979)

10.18 P.S. Dutta: III–V ternary bulk substrate growth
technology: a review, J. Cryst. Growth 275, 106–112
(2005)

10.19 W.A. Bonner, B.J. Skromme, E. Berry, H.L. Gilchrist,
R.E. Nahory: Bulk single crystal GaInAs: LEC growth
and characterization, Proc. 15th Int. Symp. GaAs
Relat. Compd., Vol. 96, ed. by J.S. Harris (Institute
of Physics, Bristol 1989) pp. 337–342

10.20 W.A. Bonner, B. Lent, D.J. Freschi, W. Hoke: Sub-
strate quality of III–V single crystals for II-VI device
applications: Growth and characterization, Proc.
SPIE 2228, 33–43 (1994)

10.21 S. Kodama, Y. Furumura, K. Kinoshita, H. Kato,
S. Yoda: Single crystalline bulk growth of
In0.3Ga0.7As on GaAs seed using the multi-
component zone melting method, J. Cryst. Growth
208, 165–170 (2000)

10.22 A. Mitric, T. Duffar, C. Diaz-Guerra, V. Corregidor,
L.C. Alves, C. Garnier, G. Vian: Growth of GaInSb
alloys by vertical Bridgman technique under al-
ternating magnetic field, J. Cryst. Growth 287(2),
224–229 (2006)

10.23 A. Tanaka, J. Shintani, M. Kimura, T. Sukegawa:
Multi-step pulling of GaInSb bulk crystal from
ternary solution, J. Cryst. Growth 209, 625–629
(2000)

10.24 J.P. Garandet, T. Duffar, J.J. Favier: Vertical gra-
dient freeze growth of ternary GaSb-InSb crystals,
J. Cryst. Growth 106, 426–436 (1990)

10.25 P.S. Dutta, A.G. Ostrogorsky: Suppression of cracks
in InxGa1−xSb crystals through forced convection in
the melt, J. Cryst. Growth 194, 1–7 (1998)

10.26 P.S. Dutta, A.G. Ostrogorsky: Melt growth of quasi-
binary (GaSb)1−x (InAs)x crystals, J. Cryst. Growth
198/199, 384–389 (1999)

10.27 P.S. Dutta, A.G. Ostrogorsky: Strong band gap
narrowing in quasi-binary (GaSb)1−x (InAs)x crys-
tals grown from melt, J. Cryst. Growth 197, 1–6
(1999)

10.28 P.S. Dutta, H.J. Kim, A. Chandola: Controlling heat
and mass transport during the vertical Bridgman
growth of homogeneous ternary III–V semiconduc-
tor alloys, Trans. Indian Inst. Met. 60(2–3), 155–160
(2007)

10.29 P.S. Dutta, T.R. Miller: Engineering phase formation
thermo-chemistry for crystal growth of homo-
geneous ternary and quaternary III–V compound
semiconductors from melts, J. Electron. Mater. 29,
956–963 (2000)

10.30 P.S. Dutta, T.R. Miller: Multicomponent homoge-
neous alloys and method for making same, US
Patent 6613162 B1 (2003)

10.31 P.S. Dutta, A.G. Ostrogorsky: Alloys and methods
for their preparation, US Patent 6273969 B1 (2001)

10.32 R. Pino, Y. Ko, P.S. Dutta: High-resistivity GaSb bulk
crystals grown by the vertical Bridgman method,
J. Electron. Mater. 33(9), 1012–1015 (2004)

10.33 A. Chandola, H.J. Kim, S. Guha, L. Gonzalez,
V. Kumar, P.S. Dutta: Below band-gap optical ab-
sorption in Gax In1−xSb alloys, J. Appl. Phys. 98,
093103–093109 (2005)

10.34 H.J. Kim, A. Chandola, S. Guha, L. Gonzalez, V. Ku-
mar, P.S. Dutta: Influence of native defects on
the infrared transmission of undoped Ga1−x InxSb
bulk crystals, J. Electron. Mater. 34(11), 1391–1398
(2005)

10.35 A. Chandola, R. Pino, P.S. Dutta: Below bandgap
optical absorption in tellurium-doped GaSb, Semi-
cond. Sci. Technol. 20, 886–893 (2005)

10.36 R. Pino, Y. Ko, P.S. Dutta: Native defect compen-
sation in III–V antimonide bulk substrates, Int.
J. High-Speed Electron. Syst. 14(3), 658–663 (2004)

10.37 R. Pino, Y. Ko, P.S. Dutta: Enhancement of infrared
transmission in GaSb bulk crystals by carrier com-
pensation, J. Appl. Phys. 96(2), 1064–1067 (2004)

10.38 R. Pino, Y. Ko, P.S. Dutta, S. Guha, L. Gonzalez:
Burstein–Moss shift in impurity-compensated bulk
Ga1−x InxSb substrates, J. Appl. Phys. 96(9), 5349–
5352 (2004)

10.39 W.D. Lawson, S. Nielsen: Preparation of Single
Crystals (Butterworths Scientific Publications, Lon-
don 1958)

10.40 W.A. Gault, E.M. Monberg, J.E. Clemens: A novel
application of the vertical gradient freeze method
to the growth of high quality III–V crystals, J. Cryst.
Growth 74, 491–506 (1986)

10.41 I.R. Grant: InP crystal growth. In: Bulk Crystal
Growth of Electronic, Optical and Optoelectronic
Materials, ed. by P. Capper (Wiley, England 2005),
Chap. 4

10.42 M.R. Brozel, I.R. Grant: Growth of GaAs. In: Bulk
Crystal Growth of Electronic, Optical and Optoelec-
tronic Materials, ed. by P. Capper (Wiley, England
2005), Chap. 2

10.43 T. Asahi, K. Kainosho, K. Kohiro, A. Noda, K. Sato,
O. Oda: Growth of III–V and II–VI single crystals
by the vertical gradient freeze method. In: Crystal
Growth Technology, ed. by H.J. Scheel, T. Fukuda
(Wiley, England 2003), Chap. 15

10.44 T. Kawase, M. Tatsumi, Y. Nishida: Growth technol-
ogy of III–V single crystals for production. In: Crystal
Growth Technology, ed. by H.J. Scheel, T. Fukuda
(Wiley, England 2003), Chap. 16

10.45 P. Rudolph, M. Jurisch: Fundamental and techno-
logical aspects of Czochralski growth of high quality
semi-insulating GaAs crystals. In: Crystal Growth
Technology, ed. by H.J. Scheel, T. Fukuda (Wiley,
England 2003), Chap. 14

10.46 N.B. Singh, S.S. Mani, J.D. Adam, S.R. Coriell,
M.E. Glicksman, W.M.B. Duval, G.J. Santoro, R. De-

Part
B

1
0



Bulk Crystal Growth of Ternary III–V Semiconductors References 323

Witt: Direct observations of interface instabilities,
J. Cryst. Growth 166, 364–369 (1996)

10.47 P. Capper, J.J.G. Gosney, C.L. Jones, M.J.T. Quelch:
Quenching studies in Bridgman-grown CdxHg1−xTe,
J. Cryst. Growth 63, 154–164 (1983)

10.48 P.S. Dutta, K.S. Sangunni, H.L. Bhat, V. Kumar: Ex-
perimental determination of melt–solid interface
shapes and actual growth rates of gallium an-
timonide grown by vertical Bridgman technique,
J. Cryst. Growth 141, 476–478 (1994)

10.49 R.K. Route, M. Wolf, R.S. Feigelson: Interface stud-
ies during vertical Bridgman CdTe crystal growth,
J. Cryst. Growth 70, 379–385 (1984)

10.50 R. Singh, A.F. Witt, H.C. Gatos: Application of
the Peltier effect for the determination of crys-
tal growth rates, J. Electrochem. Soc. 115, 112–113
(1968)

10.51 Y. Dabo, H. Nguyen Thi, S.R. Coriell, G.B. McFadden,
Q. Li, B. Billia: Microsegregation in Peltier inter-
face demarcation, J. Cryst. Growth 216, 483–494
(2000)

10.52 L.L. Zheng, D.J. Larson Jr.: Thermoelectric effects
on interface demarcation and directional solidifi-
cation of bismuth, J. Cryst. Growth 180, 293–304
(1997)

10.53 N. Duhanian, T. Duffar, C. Marin, E. Dieguez,
J.P. Garandet, P. Dantan, G. Guiffant: Experimen-
tal study of the solid–liquid interface dynamics
and chemical segregation in concentrated semi-
conductor alloy Bridgman growth, J. Cryst. Growth
275, 422–432 (2005)

10.54 J.M. Bly, M.L. Kaforey, D.H. Matthiesen, A. Chait:
Interface shape and growth rate analysis of
Se/GaAs bulk crystals grown in the NASA crystal
growth furnace (CGF), J. Cryst. Growth 174, 220–225
(1997)

10.55 C.A. Wang, J.R. Carruthers, A.F. Witt: Growth rate
dependence of the interface distribution coeffi-
cient in the system Ge-Ga, J. Cryst. Growth 60,
144–146 (1982)

10.56 D.H. Matthiesen, M.E.K. Wiegel: Determination of
the Peltier coeffcient of germanium in a verti-
cal Bridgman–Stockbarger furnace, J. Cryst. Growth
174, 194–201 (1997)

10.57 B. Fischer, J. Friedrich, H. Weimann, G. Muller: The
use of time-dependent magnetic fields for control
of convective flows in melt growth configurations,
J. Cryst. Growth 198/199, 170–175 (1999)

10.58 M.P. Volz, J.S. Walker, M. Schweizer, S.D. Cobb,
F.R. Szofran: Bridgman growth of germanium crys-
tals in a rotating magnetic field, J. Cryst. Growth
282, 305–312 (2005)

10.59 Y. Ma, L.L. Zheng, D.J. Larson Jr.: Microstructure
formation during BiMn/Bi eutectic growth with ap-
plied alternating electric fields, J. Cryst. Growth
262, 620–630 (2004)

10.60 L.N. Brush, B.T. Murray: Crystal growth with applied
current, J. Cryst. Growth 250, 170–173 (2003)

10.61 T.A. Campbell, J.N. Koster: In situ visualization of
constitutional supercooling within a Bridgman–
Stockbarger system, J. Cryst. Growth 171, 1–11 (1997)

10.62 T.A. Campbell, J.N. Koster: Visualization of liquid–
solid interface morphologies in gallium subject to
natural convection, J. Cryst. Growth 140, 414–425
(1994)

10.63 T.A. Campbell, J.N. Koster: Radioscopic visualiza-
tion of indium antimonide growth by the vertical
Bridgman–Stockbarger technique, J. Cryst. Growth
147, 408–410 (1995)

10.64 T. Schenk, H. Nguyen Thi, J. Gastaldi, G. Rein-
hart, V. Cristiglio, N. Mangelinck-Noel, H. Klein,
J. Hartwig, B. Grushko, B. Billia, J. Baruchel: Ap-
plication of synchrotron X-ray imaging to the study
of directional solidification of aluminium-based
alloys, J. Cryst. Growth 275, 201–208 (2005)

10.65 P.G. Barber, R.K. Crouch, A.L. Fripp, W.J. Debnam,
R.F. Berry, R. Simchick: A procedure to visualize
the melt–solid interface in Bridgman grown ger-
manium and lead tin telluride, J. Cryst. Growth 74,
228–230 (1986)

10.66 R. K. Willardson, H.L. Goering: Preparation of
III–V compounds, Compound Semiconductors, Vol.
1 (Reinhold Publishing Corporation, New York 1962)

10.67 M. Hansen (Ed.): Constitution of Binary Alloys
(McGraw–Hill, New York 1958)

10.68 I. Grzegory, M. Bockowski, S. Porowski: GaN bulk
substrates grown under pressure from solution in
gallium. In: Bulk Crystal Growth of Electronic, Op-
tical and Optoelectronic Materials, ed. by P. Capper
(Wiley, England 2005), Chap. 6

10.69 P. Rudolph: Thermodynamic fundamentals of
phase transitions applied to crystal growth pro-
cesses. In: Crystal Growth Technology, ed. by
H.J. Scheel, T. Fukuda (Wiley, England 2003), Chap.
2

10.70 C.T. Lin, E. Schonherr, H. Bender: Growth and char-
acterization of doped and undoped AlSb single
crystals, J. Cryst. Growth 104, 653–660 (1990)

10.71 R. Pino, Y. Ko, P.S. Dutta: Adhesion-free growth of
AlSb bulk crystals in silica crucibles, J. Cryst. Growth
290, 29–34 (2006)

10.72 T. Duffar, J.M. Gourbil, P. Boiton, P. Dusserre,
N. Eustathopoulos: Full encapsulation by molten
salts during the Bridgman growth process, J. Cryst.
Growth 179, 356–362 (1997)

10.73 P.S. Dutta, A.G. Ostrogorsky, R.J. Gutmann: Bulk
growth of GaSb and Gax In1−xSb, Proc. 3rd NREL
Conf. Thermophotovolt. Gener. Electr., AIP Conf.
Proc., Vol. 401 (1997) pp. 157–166

10.74 A.R. Clawson: Guide to References on III–V semi-
conductor chemical etching, Mater. Sci. Eng. R 31,
1–438 (2001)

10.75 K. Ishida, H. Tokunaga, H. Ohtani, T. Nishizawa:
Data base for calculating phase diagrams of III–V
alloy semiconductors, J. Cryst. Growth 98, 140–147
(1989)

Part
B

1
0



324 Part B Crystal Growth from Melt Techniques

10.76 G.B. Stringfellow: Calculation of ternary and qua-
ternary III–V phase diagrams, J. Cryst. Growth 27,
21–34 (1974)

10.77 T.C. Yu, R.F. Brebrick: Thermodynamic analysis of
the In-Ga-Sb System, Metall. Mater. Trans. A 25,
2331–2340 (1994)

10.78 A. Kumar: Growth of Thick Lattice Mis-matched
Layers of GaInAsSb on GaAs Substrates from Qua-
ternary Melts. Ph.D. Thesis (Rensselaer Polytechnic
Institute, Troy, New York 2006)

10.79 W.G. Pfann: Zone-melting (Wiley, New York 1959)
10.80 W.A. Tiller: The Science of Crystallization: Macro-

scopic Phenomena and Defect Generation (Cam-
bridge Univ. Press, New York 1991)

10.81 J.A. Burton, R.C. Prim, W.P. Slichter: The distribu-
tion of solute in crystals grown from the melt.
Part I. Theoretical, J. Chem. Phys. 21, 1987–1991
(1953)

10.82 W.A. Tiller, K.A. Jackson, J.W. Rutter, B. Chalmers:
The redistribution of solute atoms during the
solidification of metals, Acta Metall. 1, 428–437
(1953)

10.83 S. Sen, R.A. Lefever: Influence of magnetic field on
vertical Bridgman–Stockbarger growth of InGaSb,
J. Cryst. Growth 43, 526–530 (1978)

10.84 H.P. Utech, M.C. Flemings: Elimination of solute
banding in indium antimonide crystals by growth
in a magnetic field, J. Appl. Phys. 37, 2021–2024
(1966)

10.85 J. Kang, T. Fukuda: Growth exploration of composi-
tionally uniform bulk semiconductors under a high
magnetic field of 80 000 Gauss, Mater. Sci. Eng. B
75, 149–152 (2000)

10.86 A.G. Ostrogorsky: Numerical simulation of sin-
gle crystal growth by submerged heater method,
J. Cryst. Growth 104, 233–238 (1990)

10.87 A.G. Ostrogorsky, G. Müller: Normal and zone so-
lidification using the submerged heater method,
J. Cryst. Growth 137, 64–71 (1994)

10.88 A.F. Witt, H.C. Gatos, M. Lichtensteiger, M.C. Lavine,
C.J. Herman: Crystal growth and steady-state seg-
regation under zero gravity: InSb, J. Electrochem.
Soc. 122, 276 (1975)

10.89 J.F. Yee, M.-C. Lin, K. Sarma, W.R. Wilcox: The
influence of gravity on crystal defect formation
in InSb-GaSb alloys, J. Cryst. Growth 30, 185–192
(1975)

10.90 K. Okitsu, Y. Hayakawa, T. Yamaguchi, A. Hirata,
S. Fujiwara, Y. Okano, N. Imaishi, S. Yoda, T. Oida,
M. Kumagawa: Melt mixing of the In/GaSb/Sb solid
combination by diffusion under microgravity, Jpn.
J. Appl. Phys. 36, 3613–3619 (1997)

10.91 Y. Hayakawa, K. Balakrishnan, H. Komatsu, N. Mu-
rakami, T. Nakamura, T. Koyama, T. Ozawa,
Y. Okano, M. Miyazawa, S. Dost, L.H. Dao, M. Ku-
magawa: Drop experiments on crystallization of
InGaSb semiconductor, J. Cryst. Growth 237–239,
1831–1834 (2002)

10.92 A. Eyer, H. Leister, R. Nitsche: Floating zone growth
of silicon under microgravity in a sounding rocket,
J. Cryst. Growth 71, 173–182 (1985)

10.93 C.H. Su, Y.G. Sha, S.L. Lehoczky, F.R. Szofran,
C.C. Gillies, R.N. Scripa, S.D. Cobb, J.C. Wang: Crystal
growth of HgZnTe alloy by directional solidification
in low gravity environment, J. Cryst. Growth 234,
487–497 (2002)

10.94 K. Hashio, M. Tatsumi, H. Kato, K. Kinoshita: Direc-
tional solidification of InxGa1−xAs, J. Cryst. Growth
210, 471–477 (2000)

10.95 W.W. Mullins, R.F. Sekerka: Stability of a planar
interface during solidification of a dilute binary
alloy, J. Appl. Phys. 35, 444–451 (1964)

10.96 G.B. McFadden, S.R. Coriell: Thermosolutal con-
vection during directional solidification. II. Flow
Transitions, Phys. Fluids 30(3), 659–671 (1987)

10.97 D. Elwell, H.J. Scheel: Crystal Growth from High-
Temperature Solutions (Academic, London 1975)

10.98 H.J. Kim: Bulk Crystal Growth Process for Compo-
sitionally Homogeneous GaInSb Substrates. Ph.D.
Thesis (Rensselaer Polytechnic Institute, Troy, New
York 2005)

10.99 K.J. Vogel: Solute Redistribution and Constitutional
Supercooling Effects in Vertical Bridgman Grown
InGaSb by Accelerated Crucible Rotation Technique.
Ph.D. Thesis (Rensselaer Polytechnic Institute, Troy,
New York 2004)

10.100 Y. Nishijima, K. Nakajima, K. Otsubo, H. Ishikawa:
InGaAs single crystal using a GaAs seed grown with
the vertical gradient freeze technique, J. Cryst.
Growth 197, 769–776 (1999)

10.101 D. Reid, B. Lent, T. Bryskiewicz, P. Singer, E. Mor-
timer, W.A. Bonner: Cellular structure in LEC ternary
Ga1−x InxAs crystals, J. Cryst. Growth 174, 250–255
(1997)

10.102 W.A. Bonner, R.E. Nahory, H.L. Glichrist, E. Berry:
Semi-insulating single crystal GaInAs: LEC growth
and Characterization, Semi-Insulating III–V Mater-
ials (1990) pp. 199–204

10.103 K. Nakajima, T. Kusunoki, K. Otsubo: Bridg-
man growth of compositionally graded InxGa1−xAs
(x = 0.05−0.30) single crystals for use as seeds for
In0.25Ga0.75As crystal growth, J. Cryst. Growth 173,
42–50 (1997)

10.104 Y. Nishijima, K. Nakajima, K. Otsubo, H. Ishikawa:
InGaAs single crystal with a uniform composition
in the growth direction grown on an InGaAs seed
using the multicomponent zone growth method,
J. Cryst. Growth 208, 171–178 (2000)

10.105 T. Suzuki, K. Nakajima, T. Kusunoki, T. Katoh:
Multicomponent zone melting growth of ternary
InGaAs bulk crystal, J. Electron. Mater. 25(3), 357–
361 (1996)

10.106 A. Watanabe, A. Tanaka, T. Sukegawa: Pulling
technique of a homogeneous GaInSb alloy under
solute-feeding conditions, Jpn. J. Appl. Phys. 32,
L793–L795 (1993)

Part
B

1
0



Bulk Crystal Growth of Ternary III–V Semiconductors References 325

10.107 H.-J. Sell: Growth of GaInAs bulk mixed crystals as a
substrate with a tailored lattice parameter, J. Cryst.
Growth 107, 396–402 (1991)

10.108 W.F. Leverton: Floating crucible technique for
growing uniformly doped crystals, J. Appl. Phys.
29, 1241–1244 (1958)

10.109 T. Kusunoki, K. Nakajima, K. Kuramata: Constant
Temperature LEC growth of uniform composition
InGaAs bulk crystals through continuous supply of
GaAs, Inst. Phys. Conf. Ser. 129, 37–42 (1992)

10.110 K. Nakajima, T. Kusunoki: Constant temperature
growth of uniform composition InGaAs bulk crys-
tals by supplying GaAs, Inst. Phys. Conf. Ser. 120,
67–71 (1991)

10.111 T. Kusunoki, C. Takenaka, K. Nakajima: Growth
of ternary In0.14Ga0.86As bulk crystal with uniform
composition at constant temperature through GaAs
supply, J. Cryst. Growth 115, 723–727 (1991)

10.112 T. Ashley, J.A. Beswick, B. Cockayne, C.T. Elliott:
The growth of ternary substrates of indium gal-
lium antimonide by the double crucible Czochralski
technique, Inst. Phys. Conf. Ser. 144, 209–213 (1995)

10.113 A. Tanaka, A. Watanabe, M. Kimura, T. Sukegawa:
The solute-feeding Czochralski method for homo-
geneous GaInSb bulk alloy pulling, J. Cryst. Growth
135, 269–272 (1994)

10.114 A. Tanaka, T. Yoneyama, M. Kimura, T. Sukegawa:
Control of GaInSb alloy composition grown from
ternary solution, J. Cryst. Growth 186, 305–308
(1998)

10.115 M.H. Lin, S. Kou: Czochralski pulling of InSb single
crystals from a molten zone on a solid feed, J. Cryst.
Growth 193, 443–445 (1998)

10.116 M.H. Lin, S. Kou: Dopant segregation control in
Czochralski crystal growth with a wetted float,
J. Cryst. Growth 132, 461–466 (1993)

10.117 T. Ozawa, Y. Hayakawa, M. Kumagawa: Growth of
III–V ternary and quaternary mixed crystals by the
rotationary Bridgman method, J. Cryst. Growth 109,
212–217 (1991), see also [10.134]

10.118 K. Kinoshita, H. Kato, S. Matsumoto, S. Yoda:
Growth of homogeneous In1−xGaxSb crystals by
the graded solute concentration method, J. Cryst.
Growth 216, 37–43 (2000)

10.119 K. Kinoshita, H. Kato, M. Iwai, T. Tsuru, M. Mura-
matsu, S. Yoda: Homogeneous In0.3Ga0.7As crystal
growth by the traveling liquidus-zone method,
J. Cryst. Growth 225, 59–66 (2001)

10.120 A. Chandola: Bulk Crystal Growth and Infrared Ab-
sorption Studies of GaInSb. Ph.D. Thesis (Rensselaer
Polytechnic Institute, Troy, New York 2005)

10.121 H. Kim, A. Chandola, R. Bhat, P.S. Dutta: Forced
convection induced thermal fluctuations at the
solid–liquid interface and its effect on the ra-
dial alloy distribution in vertical Bridgman grown
Ga1−x InxSb bulk crystals, J. Cryst. Growth 289, 450–
457 (2006)

10.122 J.C. Brice: The Growth of Crystals from Liquids
(North-Holland, Amsterdam 1973)

10.123 P.S. Dutta, K.S. Sangunni, H.L. Bhat, V. Kumar:
Growth of gallium antimonide by vertical Bridg-
man technique with planar crystal-melt interface,
J. Cryst. Growth 141, 44–50 (1994)

10.124 C.E. Chang, W.R. Wilcox: Control of interface shape
in the vertical Bridgman–Stockbarger technique,
J. Cryst. Growth 21, 135–140 (1974)

10.125 A. Yeckel, J.J. Derby: Computer modeling of bulk
crystal growth. In: Bulk Crystal Growth of Elec-
tronic, Optical and Optoelectronic Materials, ed. by
P. Capper (Wiley, England 2005), Chap. 3

10.126 A. Yeckel, J.J. Derby: Computational simulations
of the growth of crystals from liquids. In: Crystal
Growth Technology, ed. by H.J. Scheel, T. Fukuda
(Wiley, England 2003), Chap. 6

10.127 V.I. Polezhaev: Modeling of technologically im-
portant hydrodynamics and heat/mass transfer
processes during crystal growth. In: Crystal Growth
Technology, ed. by H.J. Scheel, T. Fukuda (Wiley,
England 2003), Chap. 8

10.128 C.L. Jones, P. Capper, J.J.G. Gosney: Thermal mod-
eling of Bridgman crystal growth, J. Cryst. Growth
56, 581–590 (1982)

10.129 H.P. Greenspan: The Theory of Rotating Fluids
(Cambridge Univ. Press, London 1968)

10.130 H.J. Scheel, R.H. Swendsen: Evaluation of exper-
imental parameters for growth of homogeneous
solid solutions, J. Cryst. Growth 233, 609–617
(2001)

10.131 H.J. Scheel, E.O. Schulz-Dubois: Flux growth of
large crystals by accelerated crucible-rotation
technique, J. Cryst. Growth 8, 304–306 (1971)

10.132 H.J. Scheel: Accelerated crucible rotation: A novel
stirring technique in high-temperature solution
growth, J. Cryst. Growth 13/14, 560–565 (1972)

10.133 J.B. Mullin: The Role of Magnetic Fields in Crys-
tal Growth, Special Issue of Prog. Cryst. Growth
Charact. Mater. 38, 1–6 (1999), see whole issue

10.134 T. Ozawa, Y. Hayakawa, K. Balakrishna, F. Ohon-
ishi, T. Koyama, M. Kumagawa: Growth of
InxGa1−xAs bulk mixed crystals with a uniform
composition by the rational Bridgman method,
J. Cryst. Growth 229, 124–129 (2001)

Part
B

1
0





327

Growth and C11. Growth and Characterization of Antimony-Based
Narrow-Bandgap III–V Semiconductor Crystals

for Infrared Detector Applications
Vijay K. Dixit, Handady L. Bhat

Materials for the generation and detection of
7–12 µm wavelength radiation continue to be of
considerable interest for many applications such
as night vision, medical imaging, sensitive pol-
lution gas monitoring, etc. For such applications
HgCdTe has been the main material of choice in
the past. However, HgCdTe lacks stability and uni-
formity over a large area, and only works under
cryogenic conditions. Because of these problems,
antimony-based III–V materials have been con-
sidered as alternatives. Consequently, there has
been a tremendous growth in research activ-
ity on InSb-based systems. In fact, InSb-based
compounds have proved to be interesting ma-
terials for both basic and applied research. This
chapter presents a comprehensive account of re-
search carried out so far. It explores the materials
aspects of indium antimonide (InSb), indium bis-
muth antimonide (InBixSb1−x ), indium arsenic
antimonide (InAsxSb1−x ), and indium bismuth ar-
senic antimonide (InBixAsySb1−x−y ) in terms of
crystal growth in bulk and epitaxial forms and
interesting device feasibility. The limiting single-
phase composition of InAsxSb1−x and InBixSb1−x

using near-equilibrium technique has been also
addressed. An overview of the structural, trans-
port, optical, and device-related properties is
presented. Some of the current areas of research
and development have been critically reviewed
and their significance for both understanding
the basic physics as well as device applications
are discussed. These include the role of defects
and impurity on structural, optical, and electrical
properties of the materials.
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Tremendous efforts have been applied in the develop-
ment of infrared (IR) detectors and sensor materials.
Much of the research on IR optoelectronic has been
focused mostly on military needs, with particular
emphasis on the development of high-performance
detectors operating in the 3–5 and 7–12 μm wave-
length bands. In recent years civilian needs have
become more dominant due to the development of IR
light-emitting diodes (LED) and lasers, which provide
low-cost sensitive pollution monitoring systems that
detect trace gases by their fundamental vibrational–
rotational absorption bonds [11.1]. Other applications
include fire-fighting, environmental monitoring, fiber-
optic and free-space optical communication systems,
landfill gas monitoring, fuel-gas analysis, personal
safety, sports, medicine, and a variety of horticultural
uses that include total organic carbon dioxide mea-
surement. For all these applications HgCdTe (MCT)
has been the main material of choice in the past,
but it has proved to be a difficult compound to pre-
pare due to the high vapor pressure of Hg and weak
Hg bond. Also its material parameters change with
time, resulting in poor mechanical and thermal prop-
erties [11.2]. Because of these problems associated
with MCT, antimony (Sb)-based III–V materials have
been considered as more attractive alternatives. Also
they have stronger covalent bonds between indium
(In) and Sb, which makes them stable compounds. In
particular, InSb-based materials such as InAsxSb1−x ,
InBixSb1−x , and InBixAsySb1−x−y have been exten-
sively explored for many years [11.2–12]. In this
chapter, we will review mostly the investigations car-
ried out on these materials for the past two decades.
The review highlights the current status of under-
standing of the crystal growth process and various
physical properties of InSb, InBixSb1−x , InAsxSb1−x ,
and InBixAsySb1−x−y. While InSb continues to be
grown commercially, very few reports are available
on the growth of large-sized crystals and wafers with
high quality. Some recent studies have surely led to
better understanding of the problems associated with
the enhancement of the size and quality of the grown
crystals.

Substantial bowing in the energy gap to values
below those of InSb (0.17 eV) and InAs (0.38 eV) oc-
curs in indium arsenic antimonide. The energy gap
of InAsxSb1−x continuously decreases with increas-
ing x and attains a minimum value of 0.1 eV for
x = 0.4, at room temperature [11.13–19]. Further-

more, the very low effective mass of InAsxSb1−x
across the compositional range raises the prospect of
using this material extensively for detector applica-
tions. Although the benefits of alloying As in InSb
were discovered more than 34 years ago and have been
studied since then, all studies have been carried out
on bulk samples made from crudely prepared poly-
crystals [11.19, 20]. The main growth limitations in
InAsxSb1−x arise from the wide separation between
the liquidus and solidus curves in the temperature–
composition phase diagram and the very low diffusion
rates in the solid phase. Hence most bulk crystal
growth (near equilibrium) has been carried out us-
ing gradient freeze and zone recrystallization and
with long annealing duration, usually resulting in
polycrystals.

InBixSb1−x is a very interesting material because
it is composed of the semimetal InBi and the semi-
conductor InSb and hence the bandgap energy and
lattice constant can be varied over a wide range.
Consequently, these crystals are also useful for the
applications mentioned above. However, this alloy is
even more difficult to grow in single-crystal form be-
cause of the wide separation between the liquidus
and solidus lines in its phase diagram. This leads to
constitutional supercooling in the solution below the
growth interface. Hence, the composition ratio in the
grown crystals will not be the same as that in the
solution. Recently Dixit et al. [11.9, 12] reported suc-
cessful growth of InAsxSb1−x and InBixSb1−x single
crystals using the rotatory Bridgman method (RBM).
Efforts are also being made for possible integration of
these materials onto suitable semi-insulating and IR-
transparent substrates. CdTe is the only semi-insulating
and lattice-matched substrate available for this purpose,
but it is very difficult to prevent In2Te3 precipitate
formation at the interface during growth [11.21, 22].
Hence, Si, GaAs, and InP have been used as sub-
strates for epitaxial growth of these materials [11.23–
25]. In spite of the large lattice mismatch between
GaAs and these materials, there are many reports on the
growth of these heterostructures using molecular-beam
epitaxy (MBE) [11.26, 27], metalorganic vapor-phase
epitaxy (MOVPE) [11.28–32], liquid-phase epitaxy
(LPE) [11.5,10,33–35], and melt epitaxy (ME) [11.36–
38]. The lattice-mismatched heteroepitaxy affects the
structural, optical, and electrical properties of these ma-
terials and these issues have been addressed in this
review.
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11.1 Importance of Antimony-Based Semiconductors

After silicon, germanium, and gallium arsenide, indium
antimonide is perhaps the most studied semiconduc-
tor. This is because it has the smallest energy gap
(0.17 eV) among the III–V binary semiconductors. InSb
has a strong band nonparabolicity, a very large g factor
and is intrinsic at room temperature [11.40–50]. Due to
these intrinsic properties, its physics is qualitatively dif-
ferent from that of other common semiconductors. The
ease with which quantum phenomena can be seen and
cleanly modeled has for a long time made it a favorite
of semiconductor researchers. Two material-specific pa-
rameters that define the utility of a possible device
are the energy gap and the effective mass. These can
be tuned by strained epitaxy to some extent. How-
ever, alloying of two or more semiconductors drastically
widens the available parameter space of various phys-
ical properties. Most physical properties (energy gap,
effective mass, and lattice constant) of the alloy are
continuous functions of the alloy composition and in-
terpolate between the end members as a polynomial
of low order. The energy gap of InSb, although the
smallest among the III–V binaries, is not small enough
to be used in practical long-wavelength infrared de-
tectors. Hence the material has to be engineered so
that its gap is within one of the wavelength windows
where the atmospheric gases are transparent, i. e., 3–5
and 7–12 μm. The desired gap tailoring can be accom-
plished by alloying with low-bandgap semiconductors
or semimetal.

InSb–InAs is one of the interesting alloy of this class
because the substitution of a fraction of antimony sites
in InSb with isovalent arsenic reduces the energy gap
to a value lower than the energy gap of either of the
parent compounds; it consequently has the lowest en-
ergy gap among the III–V semiconductors. This system
also has one of the largest bowing parameters among
the semiconductor alloys (Fig. 11.1a) [11.13]. Therefore
the effects of alloy disorder in determining the physi-
cal properties may be expected to be more significant.
By alloying with a suitable fraction of InAs, a room-
temperature energy gap in both atmospheric wavelength
windows can be achieved.

The desired energy gap tailoring can be accom-
plished by alloying with InBi also (Fig. 11.1b). Since Bi
is much larger than Sb it produces rapid reduction of the
bandgap of InSb at the rate of 36 meV/%Bi [11.51–54].
Incorporation of Bi in InAsSb produces an even larger
reduction in bandgap (55 meV/%Bi) as determined
by absorption and photoluminescence studies. Ma

et al. [11.54] reported Bi incorporation in InAsxSb1−x
lattice and decrease in the bandgap energy of MOVPE-
grown epilayer. The high quality of these layers was
evidenced by the production of photoluminescence.
Huang et al. [11.51] calculated the expected bandgap
energies for the InBixAsySb1−x−y alloys having the
optimum Bi concentration by linearly interpolating
the values of dEg/dx between InAs and InSb, yield-
ing dEg/dx = −55 ± 19x (meV/%Bi). The variation
of the energy gap with alloy composition manifests
in the optical and electrical properties of respective
materials.
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330 Part B Crystal Growth from Melt Techniques

11.2 Phase Diagrams

In order to grow homogeneous and stoichiometric bulk
and epitaxial single crystals of binaries and ternaries it
is essential to understand the phase diagrams of these
materials. The phase diagram of InSb, InAsxSb1−x , and
InBixSb1−x are briefly described below.

11.2.1 InSb

The phase diagram of InSb was determined by Liu and
Peretti [11.56] and is reproduced in Fig. 11.2a. It is
characterized by the presence of two eutectics occur-
ring at 0.8 and 68.2 at. % Sb. From the diagram it is
clear that at the extreme left there exists a phase con-
sisting of pure In (α-phase) with a melting point of
156 ◦C. At the extreme right is elemental Sb (γ -phase)
with a melting point of 630 ◦C. InSb has a congruent
melting temperature below the melting point of one of
its constituents. This leads to certain differences be-
tween solution growth and congruent melt growth in
terms of composition of In and Sb. Of interest in the
phase diagram is the β-phase in the indium–antimony
system, which has a congruent melting temperature of
525 ◦C. The transition from solid to liquid phase occurs
at composition of 50 at. %. This is the point where the
crystal is grown stoichiometrically. Alloys with a de-
viation as small as 0.5% from the stoichiometric ratio
show phase separation, making the phase very sensitive
to composition. The β-phase divides the diagram into
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Fig. 11.2a–d Equilibrium phase diagrams of (a) InSb, (b) InSb–
InAs, and (c) InSb–InBi (after [11.55–57])

two subsystems, namely the In–InSb (the α+β-phase)
and the InSb–Sb (the β +γ -phase) alloys. Also repre-
sented are the L +α- and the L +γ -phases. Above the
curve, InSb is in the liquid phase. For the growth of
InSb epilayers using LPE, In–InSb region is preferred
over other region, because In has a lower vapor pressure
compared with Sb.

11.2.2 InAsxSb1−x

Shih and Peretti [11.55] investigated the phase diagram
of the InAs–InSb system and obtained a degenerate eu-
tectic diagram with the terminal solid solution with 2%
InSb. Goryunova and Fedorova [11.58] also reported
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Fig. 11.2 (d) Equilibrium phase diagrams of InBixSb1−x at
300 K (after [11.62])

investigation on the same system with a maximum
terminal solid solution with ≈ 3% InSb, which was
in reasonable agreement with the result of Shih and
Peretti [11.55]. Later, Woolley et al. [11.59] showed the
complete solid solution for all compositions. Stringfel-
low and Greene [11.60] also reported the full phase
diagram of InAsxSb1−x . The analysis was carried out
using x-ray and differential thermal analysis. They
made InAsxSb1−x polycrystalline samples for the com-
plete range of composition and annealed them at 525 ◦C
for 3 months. Alloys over a considerable range of com-
position were approaching a single-phase state, but
alloys in the approximate range of 90–40 mol % InAs
showed an apparent two-phase equilibrium condition
when investigated by x-ray methods. When alloys of
the same composition were first annealed to single
phase at 550 ◦C followed by annealing at 525 ◦C for
approximately 3 months, no indication of any split-
ting into a two-phase condition could be observed by
x-ray investigation. The complete phase diagram for

all composition is shown in Fig. 11.2b. It would thus
appear that at these compositions the diffusion rates
in the solid are so low that, even at temperatures
only ≈ 50 ◦C below the solidus, equilibrium cannot
be attained under normal practical conditions, and the
form of the equilibrium diagram at temperature below
550 ◦C cannot be determined. Dutta and Miller [11.61]
also reported studies on the phase diagram of this
material.

11.2.3 InBixSb1−x

The phase diagram of InBixSb1−x was determined by
Joukoff and Jean-Louis [11.63] using differential ther-
mal analysis (DTA) only up to 6 at. % Bi. They found
that the maximum equilibrium solubility limit of Bi was
2.6 at. % in InSb, but Zilko and Greene [11.57] reported
that in metastable conditions the solubility of Bi in InSb
is 12 at. %. As can be seen from Fig. 11.2c wide separa-
tion exists between the liquidus and solidus lines in the
phase diagram, which leads to constitutional supercool-
ing in the solution below the growth interface. Hence,
the composition ratio in the grown crystals will not
be same as that in the solution. Two metastable phase
boundaries TM1 and TM2 are also shown in Fig. 11.2c.
Below the TM1 phase boundary InBi–InSb forms one
single stable InBixSb1−x phase, while in the region be-
tween the two-phase boundaries (TM1 and TM2) the
solution forms stable InBixSb1−x and Bi phase. In the
region above TM2 the solution forms stable InBixSb1−x ,
InBi, and Bi phases. Very recently Minic et al. [11.62]
reported thermodynamic predictions for the equilibria
of the InSbBi system. They estimated the phase diagram
at 300 ◦C and compared it with experimental results
obtained by scanning electron microscopy (SEM) ana-
lysis (Fig. 11.2d). They experimentally determined that
liquid and rhombohedral phases of In0.31Sb0.38Sn0.31
sample contained higher contents of bismuth compared
with the prediction, which suggests the need for the
introduction of ternary interaction parameters for the
calculation.

11.3 Crystal Structure and Bonding

For understanding the optical and electrical proper-
ties of InSb, InAsxSb1−x , and InBixSb1−x crystals it
is essential to understand the crystal structures and
bonding of these materials, which are briefly described
below.

11.3.1 Crystal Structure and Bonding of InSb

The structure of InSb was first determined by Gold-
schmidt [11.43] and later in detail by Iandelli [11.64]
using conventional x-ray structure determination tech-
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Fig. 11.3 Lattice parameter variation of InAsSb with composition
(after [11.5, 20])

niques and found to be of zincblende type. The space
group of InSb is F43m [11.43] and hence it belongs
to the point group 43m. In the structure, each In atom
is coordinated to four Sb atoms and vice versa. The
presence of dissimilar atoms in the lattice imparts a di-
rectional character to the lattice. Hence, the direction
from the In to the Sb is not equivalent to that from
Sb to In. Thus, due to the lack of center of symme-
try, the 111 direction forms the polar axis and there is
a distinction between the [111] and the [1̄1̄1̄] directions.
Conventionally, the direction from group III to V atom
is [1̄1̄1̄] and from group V to III atom is [111]. In the
zincblende structure, the crystal viewed perpendicular
to [111] direction appears as sheets of alternate group III
and V atoms stacked over one another. Dewald [11.65],
while studying the growth of oxide layers on InSb, no-
ticed a difference in the growth kinetics of (111) and
(1̄1̄1̄) surfaces. This difference in the behavior of the
two surfaces was also noticed by other workers [11.66]
during the observation of etch pits on InSb using CP4
(HF : HNO3 : CH3COOH : H2O = 3 : 5 : 3 : 20) etchant.
For example, it has been shown that dislocation etch
pits appear on (1̄1̄1̄) and not on (111) face. Also,
growth of InSb crystals is easier on (1̄1̄1̄) face than
on (111) face. The bonding between In and Sb is
a combination of two idealized states (purely ionic and

purely covalent states) as represented by the equation
below

Φ = aionicΦionic +acovalentΦcovalent . (11.1)

This means that the bonding is of mixed nature and
is characterized by the ionicity, which is the ratio of
aionic to acovalent [11.68]. This lends a mixed character
to the lattice, giving rise to a net polarity along certain
directions.

11.3.2 Structural Properties of InAsxSb1−x

There are not many reports on the structural properties
of InAsxSb1−x except for a study on the variation of
lattice parameter with composition [11.20]. The varia-
tion of lattice parameter with composition is shown in
Fig. 11.3. The experimental curve (solid line) obtained
by Woolley and Warner [11.20] for the whole com-
positional range (in polycrystalline samples) crosses
Vegard’s line at approximately 67 mol % InAs, indi-
cating that Vegard’s law is not satisfied except at
one point (x = 0.67). Recently Dixit et al. [11.5, 69]
also reported similar observation up to 12% As. Their
results are shown in the inset of Fig. 11.3. The max-
imum difference in the lattice parameters (6.330 Å)
obtained from experimental curve (from Woolley and
Warner’s work) and the Vegard line is 0.030 Å at 33%
InSb.
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Fig. 11.4 Relative change of lattice parameter of InBiSb
for Bi in (1) antimony position, (2) interstitial position,
and (3) indium position, and (4) experimental curve (af-
ter [11.67])
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11.3.3 Crystal Chemical Aspect
of Bi Substitution in InSb

A large region of the phase diagram of InBixSb1−x sys-
tem corresponds to the region of primary crystallization
of solid solutions based on InSb. Since In forms two
stable compounds with Bi, depending on the compo-
sition and temperature of the molten solution, Bi can
occur in three basic forms, Bi, InBi, and In2Bi, in the
melt [11.66]. By varying the crystallization conditions,
one can follow how various forms of Bi in the melt
influence its solubility in InSb as well as structural prop-
erties of InBixSb1−x . The character of Bi in the crystal
lattice of InSb was determined by comparing the exper-

imental composition dependence of the lattice parame-
ter a with that calculated theoretically for substitutional
and interstitial solid solutions and also by studying the
spectra of diffuse scattering of x-rays. The values of a
were measured with a precision of ±5 × 10−5 Å [11.70].
By comparing the theoretical and experimental compo-
sition dependences of the relative change in the lattice
parameters of InBixSb1−x , one can determine the posi-
tion of Bi in InSb, as shown in Fig. 11.4. The results
indicate that, when the relative change in the lattice
parameter with Bi composition is large, Bi goes into in-
terstitial position, whereas when it is small Bi goes into
In position. For moderate change in the lattice parame-
ter with Bi composition, Bi goes into Sb position.

11.4 Material Synthesis and Purification

Since the discovery of InSb material, considerable
attention has been devoted to its growth in single-
crystal form [11.71–75]. Growth of good-quality InSb
single crystal depends on the purity of the source
materials and homogeneous synthesis of the starting
materials. InSb is synthesized by taking stoichiomet-
ric amounts of In and Sb in a quartz ampoule, kept
in an atmosphere of pure argon or hydrogen. The
charge is melted and mixed in the molten state in-
side the quartz ampoule and stirred either mechanically
or electromagnetically. Synthesized InSb carries im-
purities either from the source materials or from
growth environment. Use of high-purity source ma-
terials helps to avoid severe contamination of the
synthesized compound. For purification of InSb two im-
portant techniques have been used, viz. volatilization
and zone refining.

11.4.1 Volatilization

In volatilization, the melt is kept at an elevated
temperature for very long periods, so that impuri-
ties that have higher volatility evaporate out of the
melt. In InSb, cadmium (Cd), an elemental accep-
tor impurity, is effectively removed by volatilization.
In the case of InSb, antimony has a higher va-
por pressure compared with In. Hence, Sb escapes
from the charge during volatilization. Therefore, when-
ever this process is adopted, Sb is taken in excess
to compensate for its escape from the melt during
volatilization.

11.4.2 Zone Refining

In zone refining (a technique developed by Pfann
[11.76]), purification takes place because of the im-
purity atom’s preference to stay either in the molten
zone or in the solid zone (depending on the value of
a segregation coefficient) as it moves along the ingot.
This preference for the impurity is measured by defin-
ing an equilibrium distribution coefficient, keq, given by
Cs/Cl, the ratio of the concentration of the impurity in
the solid and liquid phases. The larger the deviation of
k from 1, the easier it is to remove the impurity through
zone refining. Harman [11.77] carried out extensive ex-
periments on zone refining of InSb and found two main
impurities, viz. Zn and Te, that segregated from the
ingot. While Zn had an acceptor-like characteristic in
InSb, Te showed donor-like properties. Strauss [11.78]
determined the distribution coefficients of various ele-
ments such as Cd, Zn, Se, and Te in InSb. Zinc has a keff
of 2.3–3.5 in InSb, which makes it fairly easy to be
zone refined, whereas Te has a keff of 1 in InSb, which
makes it almost impossible to remove from InSb. One
can use the relation c(x) = keffc0(1− g)keff −1 to find
the concentration at any location (x) of the growth front
in different conditions, where g is the fraction of crys-
tallized material and c0 is the initial concentration. Here
it is assumed that keff does not vary with concentration
or temperature. Recent studies show that keff depends
on growth rate also. Hence, k∗ may in principle differ
from keff and may depend on the growth rate, interface
orientation, and solute concentration. Hence it is more
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appropriate to use the following equation

keff = k∗

k∗ + (1− k∗) exp
(− f δ

D

) , (11.2)

where f is the growth rate, δ is the diffusion thickness
(δ = 1.6D1/3ν1/6ω−1/2), which is a function of rotation
rate ω, the viscosity of the liquid ν, and the diffusion
coefficient D of the impurity in the liquid. Under condi-
tions of stirring at the interface, k∗ is close to keff, but the
two are quite different in real experimental situations.
In fact, for certain impurities, very strong dependence
of k∗ on the crystallographic direction of ingot to be re-
fined has been noticed, as is the case for Te in InSb.
This anisotropic segregation created many difficulties
for Te removal. It was thus difficult to remove Te ef-

fectively, as it always depended on ingot orientation
and the ingots used were usually polycrystalline. How-
ever, the observation of the dependence of k∗ on ingot
orientation by Mullin and Hulme [11.79] showed that
k∗ is about 0.5 in the off-[111] direction and this can
be effectively used to segregate Te from InSb ingots
whose axis is crystallographically inclined away from
[111] direction. In fact, k∗ was not found to vary much
on facets other than (111). Thus, researchers began to
use off-[111] ingots for the refining process. Hence,
the anisotropic segregation of Te in InSb, which posed
problems earlier, was cleverly used to advantage in the
refining process. However, this necessitated the use of
oriented InSb ingots for the refining process rather than
polycrystalline ingots as previously sought.

11.5 Bulk Growth of InSb

Since the discovery of InSb a large number of work-
ers have performed growth experiments on InSb using
a variety of techniques. Prominent examples are briefly
described here.

11.5.1 Zone Melting

In the early stages, the growth technique used in the
case of InSb was predominantly zone melting so that the
refining and the growth could be carried out together.
It was often found that multiple refining passes led to
single-crystal growth. Mueller and Jacobson [11.80]
used seeds of orientations [110], [111], and [211] to
grow single crystals. Coherent twins were seen to oc-
cur, with the twin boundaries parallel to {111} planes.
It was also observed that twinning occurred more read-
ily when an [111] A surface was exposed to the melt.
Superior growth characteristics of [111] B direction as
compared with [111] A were demonstrated [11.81].

11.5.2 Vertical and Horizontal
Bridgman Methods

Parker et al. [11.82] reported the growth of InSb sin-
gle crystals by the horizontal Bridgman technique.
Single crystals grown after refining had an etch pit
density (EPD) of 105 cm−2 with carrier mobility of
919 000 cm2/(V s) (at 80 K). InSb was also grown by
vertical Bridgman technique in quartz crucibles to
yield single crystals with mobilities on the order of
104 cm2/(V s) [11.71]. Bagai et al. [11.72] used semi-
circular heaters to refine and grow single crystals with

high mobility by horizontal Bridgman technique. Al-
though the growth of InSb has been tried by a variety
of methods, and single crystals have been obtained, var-
ious problems continue to plague its production. The
origin of most defects is traced to the growth environ-
ment, particularly the temperature. Impurity striation
which was a common problem in Czochralski (CZ)
grown InSb was also encountered in the Bridgman
configuration. Zhou et al. [11.83] applied accelerated
crucible rotation technique (ACRT) to the directional
solidification of Te:InSb in a Bridgman system with
a view to reduce rotational striation. Alternate meth-
ods such as the application of magnetic field during
growth have also been attempted to tackle this prob-
lem [11.84, 85]. The magnetic field is known to reduce
temperature fluctuations by damping convection in the
melt. Better axial homogeneity in Te:InSb was observed
by growth in a magnetic field. In the last decade great
strides have been made in rheology and temperature
modeling during growth to map the exact thermal en-
vironment in the growth chamber. Such studies have
yielded a variety of information that provides greater
insight into the growth phenomena. In situ observation
of the growth of InSb by Bridgman method [11.86] has
shown considerable supercooling during growth. This
raises serious doubts as to whether the growth of the
crystal under such a situation is from a homogeneous
melt, a condition essential for growth. There has been
a lot of work to understand the role that the crystal–
melt interface plays during growth. Growth constrained
by the crucible, such as in Bridgman technique, has
been modeled [11.87–89], and the role that the ther-
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mal properties of the melt and solid play in growth
and interface shapes has been studied. A variety of
quenching and etching techniques [11.90] have been de-
veloped to mark the growth history. Such experiments
help researchers to study the origin of defects such
as striation and coring, which lead to crystal inhomo-
geneity. Feedback from such studies helps to improve
growth conditions. Campbell and Koster et al. [11.91]
studied interface visualization through radiographic
technique and calibrated interface temperature measure-
ments to study growth of InSb from off-stoichiometric
melts. Recently sequential-freeze technology has fur-
ther been used for the study of segregation [11.92,
93]. This system has been used to test the effects
of microgravity [11.94, 95] on growth. Large-sized
InSb wafers are being produced (up to 100 mm diam-
eter) in cutting-edge commercial product by Firebird
Technology [11.96].

Czochralski Growth
Parker et al. also reported the growth of InSb by the
CZ technique [11.82]. Polycrystalline zone-refined feed

Fig. 11.5 InSb crystals and wafers of different sizes

material was used as the starting charge for growth. In
fact, crystals grown by CZ from zone-refined ingots as
the starting material gave the best results, yielding an
EPD as low as 500 cm−2. Allred and Bate [11.97] grew
single-crystal InSb by CZ technique along 〈111〉 and
〈110〉 directions. They used radioactive Se and Te as
dopants to trace dopant homogeneity in the pulled crys-
tals. It was observed through contact radiography that
the dopant formed a central core in the crystal where
it was incorporated in large amounts, termed the cor-
ing effect. This was seen particularly for crystals grown
along 〈111〉 directions. When grown along directions
such as 〈110〉, it was seen that the dopant was prefer-
entially incorporated in the {111} facets that occurred at
the edges of 〈110〉 boules. Terashima [11.98] introduced
InN in InSb melt during the CZ growth to improve the
crystals in terms of EPD. This was proposed to be the
effect of nitrogen doping of the melt via InN. Hurle
et al. [11.99] performed growth experiments of InSb
from off-stoichiometric solutions which were either In
or Sb rich. There exist many reports on the growth of
InSb crystals using Czochralski method and the forma-
tion of various types of defects [11.97–102].

Traveling Heater Method (THM)
Benz and Müller [11.103] conducted various experi-
ments on growth of InSb by the traveling heater method.
The THM is a solvent method, and inclusion of the
solvent from the feed is common in crystals grown by
this method. Both vertical and horizontal configurations
have been used and have obtained single crystals with
no inclusion. The defect densities in the grown crystals
were evaluated to be about 1000 cm−2. The optimized
growth rate for the growth of inclusion-free crystals was
about 2.5 mm/day. It was found that higher growth rates
led to solvent inclusions. The results were similar in
the horizontal case. Hamaker and White [11.104] used
the temperature gradient zone melting (TGZM) tech-
nique to study the growth kinetics in InSb. Thus InSb
bulk crystals can be grown by many techniques, but at
present the economical and large-sized crystals are pro-
duced by Bridgman methods. Also at present there is
no incentive to use more sophisticated technique for
growth of InSb. Some crystals grown in the authors’
laboratory are shown in Fig. 11.5 [11.11, 69, 105, 106].

11.5.3 Bulk Growth of InAsxSb1−x

Woolley and Warner [11.20] have reported two meth-
ods for the preparation of InAsxSb1−x alloys, viz. slow
directional freezing and slow zone recrystallization of
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suitable ingots. All the ingots were produced by melting
together appropriate amounts of high-purity InAs and
InSb. In slow directional freezing, ingots were prepared
using equimolar proportions of InSb and InAs. Ini-
tially a furnace with a temperature gradient of 10 K/cm
was used and temperature was controlled by an on–
off controller, so that the time required to freeze the
ingot completely was ≈2–3 months. It was found that
each end of the ingot was in good single-phase con-
dition and the composition varied from 3 mol % to
12 mol % of InSb at one end and 88 mol % to 98 mol %
at the other end. In between these regions however
there was some 3 cm of the ingot where there was
a very rapid change in composition with position and
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Fig. 11.6 (c) Schematic of RBM growth apparatus: (a – Antivibration mount, b – wheels, c – guided coupler, d – platform,
e – aluminum frame, f – threaded lead screw, g – ball bearing, h – Wilson seal, i – quartz tube, j – ampoule, k – furnace, l –
universal coupler, m – motor M1, and n – geared motor M2). (a) Temperature profile of the furnace and (b) ACR sequence

where the material was not in equilibrium condition. An
alternate method for preparing ingots of InAsxSb1−x al-
loys is the zone recrystallization technique. Here larger
temperature gradients are used so that constitutional su-
percooling could be less of a problem, and the rate
of movement of the freezing surface is directly con-
trolled by the movement of the heater. Glazov and
Poyarkov [11.107] reported homogeneous growth of
this material in thin-foil form using rapid quenching.
Recently Dixit et al. [11.9] reported growth of bulk
single crystals of InAsxSb1−x for 0 ≤ x ≤ 0.05 us-
ing RBM (Fig. 11.6). The phase diagram of In–As–Sb,
which has been well studied both theoretically and ex-
perimentally [11.55, 61], was used to determine the
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a)

b)

InSb1–x Bix

Fig. 11.7a,b Ingot and wafers of (a) InAsxSb1−x and
(b) InBixSb1−x

initial reaction temperatures; these were in the range
of 600–700 ◦C for various compositions in their ex-
periments. InAsxSb1−x was synthesized by diffusing
arsenic into high-purity InSb. Although various mo-
lar proportions, viz. InSb : As = 95 : 5, 90 : 10, 85 : 15,
80 : 20, and 75 : 25, were tried, it was found that ho-
mogeneous single crystals of InAsxSb1−x could be
grown only up to starting proportion of 90 : 10, be-
yond which the grown crystals were inhomogeneous
and often phase separated. It was observed experimen-
tally that the liquid–solid interface was slightly concave
and symmetric with respect to ampoule axis. Typical
size of the grown crystals was 8 mm diameter and about
45 mm length. The ingots were single crystalline up
to ≈35 mm, after which they were multigrain. Wafers
were made from the 10–20 mm region from the tip
of the ingot. Figure 11.7a shows a typical crystal and
wafers. If extensive work is carried out in these direc-
tions, bulk growth of InAsxSb1−x leading to large-size
device-quality wafers can be achieved.

11.5.4 Bulk Growth of InBixSb1−x

Compared with InAsxSb1−x it is even more difficult
to synthesize and grow single crystals of InBixSb1−x .
The first work on synthesis and growth of InBixSb1−x
was reported by Jean-Louis et al. [11.108], followed
by Joukoff and Jean-Louis [11.63]. The growth was

carried out using Czochralski technique, using 〈111〉-
oriented InSb seed rods of 3 mm diameter. Single crystal
of InBixSb1−x could be obtained from a melt up to
30% InBi, which yielded x = 0.001, insufficient for de-
velopment of detectors in the 8–12 μm atmospheric
window. Hence they attempted growth with 70% InBi
melt, which did not give single crystal. In the interme-
diate range of 50–60 % they could obtain single crystal
up to x = 0.026. Later, in 1991, Ozawa et al. [11.109]
reported growth of InBixSb1−x using RBM. They could
grow InBixSb1−x single crystals with x varying from
0.016 to 0.03 from the seed region to the end of the
ingot. This indicated that the segregation coefficient of
Bi in InSb was less than unity. They could enhance
the Bi content up to ≈ 5 at. % by codoping with gal-
lium [11.110]. Dixit et al. [11.12] also reported growth
of bulk single crystals of InBixSb1−x with x = 0.067
using RBM. InBixSb1−x was synthesized using various
molar proportions (1 : 1, 1 : 3, 1 : 4, and 1 : 5) of InSb
and InBi. It was found that, compared with 1 : 1 and 1 :
3, 1 : 4 yielded higher Bi concentration in InBixSb1−x
crystal as well as better homogeneity. However further
increase of InBi molar ratio to 1 : 5 led to formation of
InBi and In2Bi precipitates. Similar compositional ratio
(1 : 4) was also employed by Kumagawa et al. [11.110].
Typical size of the grown crystals are 8 mm diameter
and about 25 mm length. Figure 11.7b shows the grown
crystal and wafers. Microgravity experiments on the
growth yielded crystals with reduced segregation of
InBi [11.94]. This is one avenue that could be explored
for higher incorporation of Bi in the crystal, thereby
improving suitability for device applications.

11.5.5 Growth of Thick Layers
of InSb, InAsxSb1−x , and InBixSb1−x ,
by Liquid-Phase Epitaxy

LPE, although a widely used general laboratory prepa-
ration technique, has not found much favor with these
materials, mainly due to the low temperatures of
growth, limited by the melting point of InSb. However,
recently there has been renewed activity on LPE growth
of these materials. Here we present a comprehensive re-
port on the growth of InSb-based epitaxial layers grown
using LPE. These layers mimic the bulk-like proper-
ties and can also be used as virtual epiready wafers for
further growth of multilayered structures.

InSb Epilayers
Various efforts have been made to adapt LPE for growth
of InSb. Kumagawa et al. [11.111] reported dopant
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a)

b)

〈111〉InSb 〈001〉GaAs

〈111〉InSb 〈001〉GaAs

〈110〉InSb
〈010〉GaAs

〈110〉InSb
〈010〉GaAs

(100)

(100)

(010)

(010)

(111)
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(110)

(110)
(100)

Fig. 11.8a,b The two typical shapes of growth islands:
(a) triangular (60◦ angle) and (b) truncated triangular

modulation in InSb layers grown by liquid-phase elec-
troepitaxy (LPEE). Melngailis and Calawa [11.112]
reported growth of planar InSb laser structures by LPE.
They used a stearic acid encapsulant for growth to
avoid oxide layer formation during growth. Holmes
and Kamath [11.113] have used infinite solution epi-
taxy to grow binary InSb and discussed the growth
of continuous layers with constant ternary compo-
sition. However, other than a few early papers on
homoepitaxy [11.111, 113], there are no reports on suc-
cessful growth InSb/GaAs by LPE. Recently, Dixit
et al. [11.10] reported successful epitaxial growth of

Table 11.1 Summary of various InSb/GaAs thin-film growth experiments

# R (K/h) Tg (◦C) ΔT (K) r (μm/h) hklmax Other peaks I004/
P

Ihkl Thickness (μm)

43A 3 410 5 240 (111) (311) (220) (004) 0.1 400

40A 2.5 410 10 85 (331) (220) 0 330

50A 1.8 410 5 45 (004) (220) (311) 0.63 120

45A 0.5 410 5 30 (004) (311) (220) 0.62 300

48A 0.2 410 2 27 (004) – 1 270

13B 3 423 11 14.7 (004) – 1 54

20B 1.5 423 5 3 (004) – 1 10

30B 0.8 423 3 1.6 (004) – 1 6

33B 0.2 423 3 0.4 (004) – 1 4

5C 0.2 423 2 0.7 (004) – 1 7

7C 0.2 423 2 0.3 (004) – 1 3

this material on SI–GaAs substrate by LPE with ex-
tremely low ramp cooling rates. Growth was carried
out on (001) semi-insulating GaAs substrate in a boat-
slider-type LPE unit [11.114,115]. The optimized III/V
mass ratio used for the growth was ≈ 3.45. A ramp cool-
ing routine was adopted with the intention of providing
a driving force β ∝ ΔT/Tg [11.116] (where ΔT de-
notes the supercooling of the solution and Tg the initial
growth temperature) at every point of growth and in-
duce orderly epitaxial growth. The sliding was achieved
by an improvised electromechanical system. Films were
grown under varied conditions of supersaturation by
changing the ramp rate R and the cooling temperature
step ΔT . During the course of this study, it was noticed
that higher cooling rates led to formation of interest-
ing island morphology. The two typical shapes were
(a) triangular (60◦ angle) and (b) truncated triangular
islands (Fig. 11.8). The results from various growth ex-
periments are presented in Table 11.1. It is seen that the
growth rate r (μm/h) and the ramp rate R have a di-
rect correspondence as expected. Furthermore, as can
be seen from Table 11.1, oriented films were grown
only at R = 0.2 K/h, with ΔT of 2 K. Although ori-
ented films were obtained by this way, coverage was low
and morphology was poor. By increasing the growth
temperature while keeping other conditions the same
the growth rate could be decreased (#48A to #33B in
Table 11.1), which is in agreement with Elwenspoek’s
work [11.116]. By initiating the growth at 423 ◦C and
decreasing the ramp rate to 0.2 K/h, oriented films of
3 μm thickness could be grown.

InAsxSb1−x Epilayers
Until the 1990s growth of InAsxSb1−x by LPE was
achieved only for very high arsenic concentrations (for
3–5 μm gap) and on nearly lattice-matched InAs and
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Table 11.2 Summary of various InAsxSb1−x/GaAs thin-film growth experiments

# R (K/h) Tg (◦C) ΔT (K) r (μm/h) hklmax Other peaks I004/
P

Ihkl t (μm) Composition (x)

EDAX X-ray

11D 2.5 453 3 16.67 (004) (220) 0.85 20 0.12±0.01 0.12±0.004

21D 1.5 450 3 6.5 (004) (220) 0.85 13 0.10±0.01 0.12±0.004

39D 0.8 448 3 2.67 (004) – 1 10 0.06±0.01 0.45±0.004

43D 0.6 446 3 2.10 (004) – 1 8 0.06±0.01 0.42±0.004

Table 11.3 Summary of various InBixSb1−x/GaAs thin-film growth experiments

# R (K/h) Tg (◦C) ΔT (K) r (μm/h) hklmax Other peaks I004/
P

Ihkl Thickness (μm)

13C 2.5 355 5 7.5 (004) (220) 0.73 15

20C 1.5 353 3 5.0 (004) (220) 0.89 10

30C 0.6 351 2 1.79 (004) – 1 6

33C 0.2 351 2 0.2 (004) – 1 2

GaSb substrates [11.117, 118]. However, there does not
seem to be any work on LPE growth of this system
for low values of x. This is primarily due to prob-
lems associated with the low growth temperature and
large lattice mismatch. Recently a few more results have
been published on this growth by authors such as Dixit
et al. [11.5], Peng et al. [11.34], and Gao et al. [11.37],
employing LPE or melt epitaxy (ME). Dixit et al. [11.5]
grew InAsxSb1−x layers in the same boat-slider-type
LPE unit used to grow InSb. Prior to growth, indium-
rich InAsSb solution was prepared with indium and
previously grown InAsxSb1−x crystals [11.9]. The op-
timized In/(Sb + As) mass ratio used for the growth
was ≈ 2.93. The solution temperature was increased to
5 ◦C above the growth temperature of 446 ◦C, and bak-
ing for 6 h was used to allow proper homogenization.
Here also a ramp cooling routine was used. The results
obtained under various growth conditions are summa-
rized in Table 11.2. Large growth rates force nucleation
with off-〈100〉 orientation, while oriented growth takes
place on (100) GaAs at lower growth rates. It is to be
noted that, when growth temperature increases above
446 ◦C, the arsenic incorporation into InSb increases
due to the diffusion of arsenic from the GaAs sub-
strate itself [11.119, 120]. Hence growth temperature
was restricted to 446 ◦C. This led to the limitation of
As incorporation to only 6 at. % in InAsxSb1−x epi-
taxial layers. Also it was observed that the quality of
the interface deteriorated with increasing arsenic com-
position. This is due to a miscibility gap in the phase
diagram. Recently, relatively thick films (100–200 μm)
were grown by Gao et al. [11.37] using ME at 600 ◦C.
Very recently Peng et al. [11.34] also reported predom-
inantly oriented growth of InAsxSb1−x films with up

to 30% As incorporation using conventional LPE. In
this work, layers were grown at constant growth tem-
peratures rather than employing a ramp cooling routine.
Constant growth temperature helps the compositional
uniformity of the InAsxSb1−x films in the growth di-
rection, similar to the observation of Dixit et al. [11.5]
(by very slow growth rate condition).

InBixSb1−x Epilayers
Literature on LPE growth of InBixSb1−x is very
limited. There are only a few reports on homoepi-
taxy of InBixSb1−x . Ufimtsev et al. [11.121] reported
the growth for x = 0.01–0.02. Gao and Yamaguchi
[11.122] also reported homoepitaxy of InBixSb1−x us-
ing LPE, wherein they found that surface morphology
was strongly dependent on cooling rate. Also Bi metal
particles appeared on the surface of the epilayer. The
cutoff wavelength reported for this film was 14 μm.
Many reports can however be found in the literature on
the heteroepitaxy of InBixSb1−x using a variety of other
techniques. Dixit et al. [11.123] also reported growth
of InBixSb1−x on GaAs using the boat-slider-type LPE
unit. The optimized In/(Sb + Bi) mass ratio used
for the growth was ≈ 1.86. The solution temperature
was increased to ≈ 50 ◦C above the growth temperature
(351 ◦C), and baking for a period of 6 h in ultra-
pure hydrogen ambient was used for homogenization.
Table 11.3 gives the correlation between imposed super-
saturation ΔT (K) and the thickness of the grown films.

Work on the growth of InBixAsySb1−x−y by a va-
riety of techniques has also been reported, including
LPE [11.4, 8, 53, 124–126]. However, extensive work
is needed for the development of the Sb-based stable
detectors for the long-wavelength region.
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11.6 Structural Properties of InSb, InAsxSb1−x, and InBixSb1−x

Structural information is crucial for developing any
technology. Particularly it is very important to under-
stand the role of alloying and mismatch epitaxy in these
systems. Structural information about these materials
is obtained using various characterization techniques.
The most commonly used techniques include high-
resolution x-ray diffraction (HRXRD), chemical etch-
ing, x-ray topography, atomic force microscopy (AFM),
scanning electron microscopy (SEM), and transmission
electron microscopy (TEM).

11.6.1 InSb

Composition
Although InSb growth is very well studied, care must be
taken to obtain crystals in stoichiometric form. Hence
the starting material for all growth runs should be
synthesized in one batch to avoid any batch-to-batch
variation in composition, and care must be taken in
transferring the material and to maintain accuracy to the
level of μg/g of charge. Also, due to the vapor pressure
difference, composition differences of the starting ma-
terial have to be taken into account. The typical results
of energy-dispersive x-ray analysis (EDAX) for samples
made from grown InSb crystals showed that the crystals
were radially and axially homogeneous. The typical ra-
dial composition profile for 20 mm InSb wafer is given
in Table 11.4.

Orientation Determination
The crystallographic orientation of the grown crystals
can be determined from x-ray diffraction experiments.
The Laue pattern shows fourfold symmetry for 〈001〉
and threefold symmetry for 〈111〉 InSb wafer. From
powder x-ray diffraction scans of the wafer one can

Table 11.4 Compositional profile of InSb wafer; a, b, c, d are marked in the schematic of the wafer shown at the top of
the table

c

d

ba Compositional profile

From a to b Atomic percentage From c to d Atomic percentage

In Sb In Sb

1. (1 mm) 50.10 49.85 1. (1 mm) 50.09 49.91

2. (6 mm) 50.07 49.93 2. (7 mm) 50.11 49.89

3. (12 mm) 50.19 49.81 3. (13 mm) 50.19 49.81

4. (19 mm) 50.10 49.9 4. (20 mm) 50.23 49.77

determine the growth direction of the crystals. For ex-
ample, a single peak corresponding to (111) and (110)
planes is obtained for wafers made from crystals grown
by horizontal and vertical Bridgman techniques.

Chemical Etching
InSb is the most perfect material among the III–V
semiconductors available to date. For chemical etching,
usually CP4 etchant has been found to be very effective
(Fig. 11.9). Chemical etching producing pits has been
used to quantify dislocations. In InSb, a one-to-one cor-
respondence has been established between dislocations
and etch pits. The pit count, EPD, gives an order of mag-
nitude estimate of the dislocation content in the crystals.
Typically 10–100 cm−2 etch pit density is specified in
commercially available InSb. However, the best results
are only 1 etch pit in 50 cm2. T-shaped and star-type
arrays of etch pits are more prominent in InSb due
to an inherent difference between the (111) and (1̄1̄1̄)

50 µm

Fig. 11.9 Etch pit pattern on (111) InSb wafer
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planes [11.96]. Also this polarity influences many other
properties; for example, damage depth and chemical at-
tack rates are different for 111B (Sb planes) and 111A
(In planes).

Slip System
{111} are the slip planes for InSb. The slip direction is
one of the 〈110〉 directions. If InSb crystals are com-
pressed or bent by applying stress above a critical value,
arrays of slip dislocations can be produced, which can
be viewed as etch pit arrays defining the traces of the
{111} planes.

Twinning
During growth, a 60◦ lattice rotation about any III–V
bond in a 〈111〉 direction preserves the tetrahedron of
opposite species but in a lattice mirrored across the
(111) plane, since both the nearest and second nearest
neighbors remain at their normal distance; the energy
required for this twinned growth is exceptionally low.
For this reason twinning across the set of {111} planes
is the principal complication in growing single crys-
tals of InSb. Various other types of twinning are also
reported along {211} and {111} planes for III–V as
well as IV semiconductors but not in InSb [11.96, 127].
Terashima [11.98] reported Y-shaped defects in 〈111〉
pulled InSb crystals and these defects are eliminated by
growing the crystal using a seed inclined at 5−10◦ from
〈111〉 towards 〈110〉.

High-Resolution X-Ray Diffraction Study
An ideal crystal on interaction with a x-ray beam
diffracts a beam of extremely narrow width at the
Bragg angle. However, in practice one sees a width of
diffracted beam or rocking curve width of several hun-
dreds of arc seconds in angular spread. This was first
explained by Darwin [11.128], considering the crystal
to be a macromosaic of crystals of slightly differing
orientations. These macromosaics receive the x-ray at
different incident angles and hence there is a finite
spread in the resultant diffracted beam. Also, defects
in the lattice such as vacancies, interstitial, disloca-
tions, twins, and small-angle grain boundaries distort
the lattice and contribute to broadening of the rocking
curve. The relative widths of diffraction curves have
been found useful for comparing the crystalline perfec-
tion of many semiconductors. Such studies have been
made on InSb and are described by Auleytner [11.129].
High-resolution x-ray diffraction study is very effec-
tive for determining the crystalline quality [11.130]
of InSb crystals. Gartstein and Cowley [11.131] and

Bulk InSb
InSb/GaAs
InAs0.06Sb0.94 /GaAs

0 100 200 300

Intensity (arb. units)

� (deg)

105

104

103

102

101

Fig. 11.10 X-ray diffraction patterns (φ scan) of single crystal and
epilayers in asymmetric (115) reflection over 360◦ azimuths

Gartstein et al. [11.132] discuss the x-ray diffraction
study of perfect and In+-ion-implanted InSb single
crystals. The rocking curves of these crystals are rela-
tively large; however substantial reduction in radiation
damage by permanent magnetic fields is noticed. Re-
cently, Dixit [11.11, 69] carried out HRXRD studies
on bulk InSb and Li:InSb using a Philips X’PERT
high-resolution x-ray diffractometer. A φ scan of an
asymmetric reflection was performed to determine the
single-crystal nature of the bulk InSb crystal. As seen in
Fig. 11.10 the φ scan over 360◦ azimuths gave four dis-
tinct peaks separated by 90◦ intervals with no scattering
between them, confirming the single-crystalline nature
of InSb. Subsequently several symmetric and asymmet-
ric rocking curves were recorded. The rocking curve
width (full-width at half-maximum, FWHM) was found
to be 18′′ (Fig. 11.11), which is approaching the theoret-
ical limit of the rocking curve width for 004 reflection
of InSb. Employing MOCVD Gaskill et al. [11.29] have
grown layers of InSb on InSb substrates with rocking
curve width of 34′′, approaching the theoretical limit of
11′′ for InSb. Interesting studies on the structural dy-
namics of InSb using time-resolved x-ray diffraction
were reported by Chin et al. [11.133]

Synchrotron Radiation Topographic Study
Surowiec and Tanner [11.134] reported transmission
x-ray topography studies on the dislocation config-
urations around microindentations on {111} surfaces
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Ω = 28.374°, 2θ = 56.788°
(004) reflection

Ω = 22.523°, 2θ = 76.296°
(115) lo reflection

–200 200150100500–50–100–150
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Fig. 11.11a,b Representative ω/2θ scans of InSb for
(a) (004) reflection and (b) (115) lo reflection

of InSb. Glide occurs on only B-type {111} planes,
and the most extended dislocation loops occur around
A-surface indents. Glide occurs on inclined {111}
planes and the loops have extended screw segments par-
allel to the surface. The mobility of these dislocations
is about two or three times less than the former type.
Direct evidence for the formation of edge dislocation
barriers from reactions between dislocations gliding in
the (111) plane is reported. Dixit et al. [11.69] also car-
ried out synchrotron x-ray topographic study on high-
quality InSb crystals. Reflection topographs of polished
surfaces were taken with the normal tilted 5◦ from 024
reflection. A diffraction wavelength of 1.30 Å was used,
and the sample-to-film distance was 20 cm. Results are
shown in Fig. 11.12a,b. As can be seen from the figure,
the topographic images are free from asterism. Surfaces
show some polishing effects but they are free from any
dislocation. Figure 11.12b shows some white circular
features which are due to metal inclusions.

1 mm

024
–

024
–

InSb

InSb 1 mm

Fig. 11.12 Synchrotron reflection topographs of InSb
wafers

11.6.2 InAsxSb1−x

Dixit et al. [11.9, 69] estimated arsenic content in
grown InAsxSb1−x crystal by measuring the melt-
ing point using differential scanning calorimetry
and inferred that it must be more than 3 at. %
(Fig. 11.13). The composition x in InAsxSb1−x crys-
tals grown from starting proportions of 95 : 5 and
90 : 10 was 0.02 and 0.05, respectively, as determined
from EDAX. Further confirmation of the composi-
tion was made using x-ray photoelectron spectroscopy
(XPS). The binding energies were measured with re-
spect to the 1s peak at 285 eV with a precision
of ±0.1 eV. XPS of core-level regions of In(3d),
Sb(3d), and As(3d) are shown in Fig. 11.14. Spin–
orbit doublet peaks of In(3d5/2,3/2), Sb(3d5/2,3/2), and
As(3d5/2,3/2) show shifts compared with the respec-
tive metals [11.135]. The surface concentration ratio
In(3d)/Sb(3d) has been estimated using the following
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equation

CIn

CSb
= IInσSbλSb DE(Sb)

ISbσInλIn DE(In)
, (11.3)

where C, I , σ , λ, and DE are the concentration,
intensity, photoionization cross section, mean escape
depth [11.135–137], and geometric factor respec-
tively. Integrated intensities of metal peaks have been

455448
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Fig. 11.14 X-ray photoelectron spectra of InAs0.05Sb0.95

for In, Sb, and As
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Fig. 11.13 Differential scanning calorimetry curves of InAsx Sb1−x

for x = 0 and 0.05

taken into account for calculating the concentrations.
Surface concentration ratios of In(3d)/Sb(3d) and
As(3d)/Sb(3d) can also be calculated using similar
equations. The composition has been estimated to be
InAs0.055Sb0.945, which is close to the bulk composition
obtained from EDAX. From EDAX and XPS results

InSb 〈111〉 wafer
InAs0.05Sb0.95 〈111〉 wafer InAs0.05Sb0.95 〈111〉 wafer

12 24 36 48 60

Intensity (arb. units)

2θ
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40
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23 23.5 24 24.5

Intensity (arb. units)

2θ
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400

200

0

Fig. 11.15 X-ray diffraction peaks of single-crystal wafers of InSb
and InAs0.05Sb0.95 for 〈111〉 reflection
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a) b) c)

0.2 µm

〈110〉

0.12 µm

200

000

1
–
11
–

111
–

Fig. 11.16 (a) Bright-field image of InAs0.05Sb0.95, (b) selected-area diffraction pattern of (a), and (c) bright-field image
showing dislocations along the 〈110〉 direction

it was concluded that the grown crystals were radially
homogeneous but the As composition decreased from
tip to the other end of the ingot. The lattice parameter

Kumagawa et al.
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of InAs0.05Sb0.95 as calculated from XRD powder pat-
terns is 6.460±0.006 Å and matches reasonably with
that obtained from Vegard’s law. InAs0.05Sb0.95 showed
lattice contraction relative to that of InSb, as confirmed
by XRD (Fig. 11.15). Dixit et al. [11.9] also obtained
bright-field TEM images of InAs0.05Sb0.95 along with
its selected-area electron diffraction pattern, confirm-
ing the absence of twinning (Fig. 11.16). However in
the bright-field image, dislocations were observed pri-
marily along 〈110〉 direction (Fig. 11.16). The estimated
dislocation density was ≈ 108 cm−2. This is compara-
ble to those found for InAsxSb1−x alloy grown by other
techniques [11.138].

11.6.3 InBixSb1−x

So far, the highest value of x in InBixSb1−x bulk sin-
gle crystals is 0.064±0.01, as determined from EDAX
(inset in Fig. 11.17a). Dixit et al. [11.12] found that the
Bi content in crystal grown by RBM increases from the
tip to the upper end of the ingot, confirming that the
equilibrium segregation coefficient of Bi in InSb is less
than unity. Compared with Kumagawa et al. [11.110],
they could achieve higher Bi incorporation into the crys-
tals with better radial and axial homogeneity, as can
be seen from Fig. 11.17. From powder x-ray diffraction
patterns recorded for InBixSb1−x the lattice parameter
was calculated and found to be 6.489±0.006 Å. The
composition of Bi as evaluated by Vegard’s law

aInBixSb1−x = xaInBi + (1− x)aInSb , (11.4)

Fig. 11.17 (a) Radial and (b) axial compositional profiles
of InBixSb1−x crystal; inset in (a) shows a typical EDAX
spectrum �

Part
B

1
1
.6



Growth and Characterization of Antimony-Based Semiconductor Crystals 11.6 Structural Properties of InSb 345

is 6.79 at. %, which is in reasonable agreement with the
EDAX result, where

aInBi = 6.640 Å [11.39] and

aInSb = 6.478 Å ,

aInBix Sb1−x = 6.490±0.006 Å .

11.6.4 InSb, InAsxSb1−x , and InBixSb1−x
Grown on GaAs

Dixit et al. [11.10, 115] carried out extensive HRXRD
studies on these heterostructures grown using LPE.
A φ scan of an asymmetric reflection recorded on
InSb/GaAs gave four distinct layer peaks separated
by 90◦ intervals with negligible scattering between
them (Fig. 11.10). Layers show structural coherence
with substrates as confirmed from various reflections
(Fig. 11.18). The tilt angle Tl,s of the epilayer to the
substrate was estimated by using the relation

Tl,s = 1
2

[
(Δω1−Δω3)2 + (Δω2−Δω4)2

]1/2
, (11.5)

where the Δωi are the peak separations at 90◦ inter-
vals. The tilt was found to be quite small and was about
0.01◦. Strain parameters were evaluated by a least-
squares routine for the following relationship [11.139]

Δω = k1ε⊥ + k2ε‖ , (11.6)

where k1 = cos2 φ tan θB +1/2 sin 2φ and k2 = sin2 φ ×
tan θB −1/2 sin 2φ, in which θB is the substrate Bragg
angle and φ is the angle between the reflecting plane
(hkl) and the sample surface (001) with φ being posi-
tive (negative) for low (high) glancing incidence. The
perpendicular and in-plane x-ray strain parameters, ε⊥
and ε‖, in the above relationship are defined [11.140]
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Fig. 11.19 (a) Scanning electron micrograph of InSb/GaAs interface, (b) bright-field image of the InSb/GaAs cross-
section, and (c) selected-area diffraction pattern of ((b))
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Fig. 11.18 Representative ω scans of InSb/GaAs for (004) reflection
at four azimuths

with respect to the substrate lattice parameter as

ε‖ = a‖ −as

as
, ε⊥ = a⊥ −as

as
, (11.7)

where a‖ and a⊥ are the in-plane and out-of-plane
lattice constants, respectively. The results of the
least-square analysis are ε‖ = (99 ± 10) × 10−3 and
ε⊥ = (108±3) × 10−3, indicating considerable in-plane
strain relaxation expected for the large mismatch.
From these results they determined a‖ = 6.213 Å and
a⊥ = 6.264 Å, both approaching the standard lattice
constant of InSb. The in-plane and out-of-plane resid-
ual strains as evaluated from a‖ and a⊥ are 0.0409
and 0.033, respectively, which are quite small. All the
films shows almost complete relaxation, hence exten-
sive dislocation network is to be expected, which was
estimated using the FWHM of symmetric (004) reflec-
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tion. With the magnitude of the Burger’s vector taken
as 1/(2

√
2)a (which is the case for 60◦ misfit dis-

location), where a is (aInSb +aGaAs)/2 [11.141], the
estimated average dislocation density is in the range
1.3 × 109 –4.7 × 1010 cm−2, which compares favorably
with the values reported for epitaxial layers grown by
MBE and MOCVD [11.28, 29].

The cross section of the film (cleaved sample) ob-
served under a scanning electron microscope (SEM),
shown in Fig. 11.19a, clearly reflects reasonable sharp-
ness of the interface between the InSb layer and GaAs
substrate. The bright-field cross-sectional TEM image,

taken with a JEM-200CX transmission electron mi-
croscope, indicates a sharp interface with very small
coalescing islands (marked “C” in Fig. 11.19b). The
selected-area electron diffraction pattern of an InSb–
GaAs interface is shown in Fig. 11.19c. The diffraction
spots occur in pairs, corresponding to InSb and GaAs,
respectively, indicating that the layer and the substrate
are epitaxially oriented. Very similar results were ob-
tained for InAsxSb1−x/GaAs and InBixSb1−x/GaAs
heterostructures, confirming that heteroepitaxy is more
dominant than alloying effects for these structures for
small composition.

11.7 Physical Properties of InSb, InAsxSb1−x, and InBixSb1−x

It is known that III–V compounds have band structures
nearly similar to those of group IV semiconductors, al-
though there are some differences which arise from the
lack of inversion symmetry in their crystal structures.
The effective mass of electrons in the conduction band
varies from compound to compound and is the smallest
for InSb-based materials amongst all III–V compounds.
The effective masses of heavy holes, however, do not
seem to very much in these compounds. The strong
interaction between the valence and conduction bands
results in nonparabolicity at the bottom of the conduc-
tion band in these materials. Hence their electrical and
optical properties are different from various other com-
pound semiconductors.

11.7.1 Band Structure
of InSb, InAsxSb1−x , and InBixSb1−x

The band structure of InSb was calculated using the
k · p perturbation approach [11.142]. Various authors
have postulated the band structure of InSb and exper-
iments have verified the same. Experiments show that
the minimum of the conduction band in indium anti-
monide lies at the center of the zone and that the band is
spherically symmetrical. The most direct evidence for
the spherical symmetry of the band has come from mi-
crowave cyclotron resonance experiments [11.143]. For
a band with spherical symmetry, the longitudinal mag-
netoresistance should be zero, and it has been found
experimentally in n-type InSb that it is indeed an order
of magnitude smaller than the transverse magnetore-
sistance [11.144]. The effective mass of electrons at
the bottom of the conduction band in InSb is only
0.013(±0.001)m0 [11.143]. This very small effective

mass means that the band has very high curvature and
very low density of states at its minimum. As a result
a small number of electrons fill the band to high energy
levels [11.143]. Hence material becomes degenerate at
relatively low electron densities and the height of the
Fermi level above the bottom of the conduction band
increases rapidly with electron concentration. At a tem-
perature T the conduction band is filled up to a level
which is about 4kBT below the Fermi level, so that in an
impure sample the transitions are to a level well above
the bottom of the conduction band. In this case the op-
tical energy gap increases with electron concentration
as

ΔE = ΔE0 +
(

1+ me

mh

)
(ζ −4kBT ) , (11.8)

where ζ is the height of the Fermi level above the bot-
tom of the band and ΔE0 is the difference between the
conduction-band minimum and the valence-band maxi-
mum. A striking property of electrons in the conduction
band of indium antimonide is their very large magnetic
moment, which is a consequence of interaction between
the conduction and valence bands [11.145]. The g factor
can be evaluated from

g = 2

[
1−

(
m0

me
−1

)(
Δ

3Eg +2Δ

)]
, (11.9)

where Δ is the spin–orbit interaction and Eg is the en-
ergy gap. The measured g values decrease from −50.7
for 2 × 1014 cm−3 to −48.8 for 3 × 1015 cm−3 electron
concentration. The theoretical work on InSb suggests
the existence of three valance bands: a heavy-hole band
V1, a light-hole band V2, degenerate with V1 at k = 0,
and a band V3 due to spin–orbit coupling (Fig. 11.20a).
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Fig. 11.20a,b Band structures of (a) InSb and (b) InBiSb
(after [11.149])

The effective mass of the heavy hole lies in the range
0.55m0 < mh < 0.72m0 and that of the light hole is
0.015m0. The spin–orbit splitting of the valence band
is estimated to be about 0.8 eV. The maximum of the
valence band is not exactly at k = 0 but is displaced in
the 〈111〉 direction, although it is difficult to resolve
this displaced maxima experimentally because of the
small energy (10−4 eV). Since the momentum offset is
so small in InSb it behaves as a direct-gap semiconduc-
tor. Magnetoresistance measurements have been used
to measure the shape of the valence band [11.146].
The band structure for InAsxSb1−x has also been stud-
ied within the framework of k · p theory and using
this the variations of effective masses and g factor
with composition were reported. By modifying the k · p

theory and taking into account a multiband approxima-
tion as well as modified matrix elements the precise
values of m and the g factor were obtained by Her-
mann and Weisbuch [11.147]. Furthermore, spin–orbit
splitting of InAsxSb1−x has been studied by several au-
thors [11.147,148]. They reported values quite different
from those calculated by a virtual-crystal approxima-
tion in which fluctuations in the crystal potential had
been neglected. However, for very small values of x
(0 < x < 0.07) both give similar values.

The band structure of InBixSb1−x has been studied
extensively by Vyklyuk et al. [11.149]. They calculated
the electronic band structure of InBixSb1−x for x = 0.05
using a local empirical pseudopotential with spin–
orbit interaction in the virtual-crystal approximation
(Fig. 11.20b). Utilizing this band structure they calcu-
lated the absorption coefficient, which closely matches
experimental values.

11.7.2 Transport Properties
of InSb, InAsxSb1−x , and InBixSb1−x

InSb
Intrinsic carrier concentration is of fundamental im-
portance for semiconductors and their application in
devices. Knowledge of the intrinsic carrier concen-
tration should help in understanding the performance
of detectors. At moderate carrier densities, the degen-
eracy in InSb varies considerably in the temperature
range of measurements [11.150]. This has a signifi-
cant effect in determining the temperature dependence
of transport properties. At room temperature, the in-
trinsic carrier density in InSb is ≈ 2.02 × 1016 cm−3,
which is often larger than the background doping.
Therefore, even in n-type doped samples, transport
experiments must be considered in the light of am-
bipolar conduction [11.151]. Figure 11.21 shows a plot
of the intrinsic carrier concentration ni as a function
of temperature. Since the heavy holes are ≈ 50 times
heavier than the light holes (which have almost the
same effective mass as the conduction electrons) they
have a correspondingly larger relative population den-
sity at a given temperature. The purest InSb crystals
reported contained less than 1013 donors/cm3 [11.152],
but most of the information available on electrical prop-
erties refers to crystals with impurity concentration
greater than 1014 cm−3. The Hall coefficient in n-type
samples varies little with temperature below 100 K.
Above 150 K the purest sample is intrinsic. In n-type
InSb the donor levels are merged with the conduction
band, and at temperatures below the intrinsic range,
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x = 0.25
x = 0.2
x = 0.15
x = 0.1
x = 0.05
x = 0

InAsxSb1–x

100 200 300 400

ni (×1017 cm–3)

Temperature (K)

4

3

2

1

0

Fig. 11.21 Calculated intrinsic carrier concentration in InSb
and InAsxSb1−x as a function temperature

the concentration of conduction electrons does not de-
crease with temperature. Thus at this point material
behaves like a metal, with few charge carriers of high
mobility.

The temperature dependence of conductivity and
Hall data were reported by many groups [11.153–
155]. Vinogradova and coworkers [11.156, 157] have
reported room-temperature mobilities higher than
100 000 cm2/(V s) in specimens with donor concentra-
tion of 1013 cm−3. A more likely value for samples with
donor concentration lower than 5 × 1014 cm−3 is 78 000
or 65 000, where the Hall factor (rH) is taken as 1 or 3

8π,
respectively. The highest value reported for electron
mobility at 77 K is 1.1 × 106 cm2/(V s) for samples with
donor concentration of 8 × 1012 cm−3 [11.152]. The
highest reliable hole mobility value at room temperature
is 750 cm2/(V s) and that at 77 K is 10 000 cm2/(V s).
The mobility ratio (b) is also temperature dependent
and for pure specimens is ≈ 6.3 T1/2 above 250 K. At
room temperature b is just 100. In impure specimens
b is rather lower because the mobility of electrons
is affected more than that of holes by impurity scat-
tering. Madelung and Weiss [11.158] using resistivity
data measured the thermal energy gap in InSb at 0 K
to be 0.265 eV. Hrostowski et al. [11.153] also esti-
mated it to be between 0.26 and 0.29 eV. Recently
Bansal and Venkataraman [11.151] probed the effect
of Landau level formation on the population of intrin-
sic electrons in InSb near room temperature in magnetic
fields up to 16 T. Although the measured magnetic field

dependence of the Hall coefficient is qualitatively sim-
ilar to the published results, it is shown that the data
may also be explained by simply including ambipolar
conduction. Thus, the inference on band depopulation
drawn from previous measurements on InSb is in-
conclusive unless both the Hall and magnetoresistive
components of the resistivity tensor are simultane-
ously measured and modeled. When the model includes
both depopulation and ambipolar conduction, reason-
able agreement with theory can be achieved. Drachenko
et al. [11.159] experimentally reevaluated the effec-
tive mass of electron in InSb for two different g-factor
values. It was found that the effective mass me was
equal to 0.0127m0 at 80 K for g = 54. On the other
hand, taking the experimental value of g-factor reported
by Miura et al. [11.160] as 70, me was evaluated as
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Fig. 11.22 (a) Hall data for InSb wafers grown from starting
materials of different purity and (b) temperature-dependent
Hall data of high-quality InSb wafer
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0.0133 m0, which is very close to the recommended
value (0.0135 m0) for InSb at helium temperatures.
A very comprehensive account of band structure effects
and transport calculations in narrow-gap semiconduc-
tors can be found in the book by Nag [11.161] and
review articles by Zawadzki [11.162]. Recently Bansal
and Venkataraman [11.151] and Dixit et al. [11.10,115]
have reported transport properties of these materials
in both the bulk and epitaxy forms. Strong effects of
impurities in the starting materials on carrier density
variation as a function of temperature have been noticed
(Fig. 11.22a) [11.115]. The bulk InSb sample may be
taken as a reference against which the effects of epi-
taxy and alloying can be compared. The temperature
dependence of the measured carrier concentration and
mobility for a bulk InSb sample is shown in Fig. 11.22b.
The background doping of bulk InSb is a reasonable in-
dicator of its properties. The low-temperature mobility
and carrier concentration of bulk sample were at least
an order of magnitude better than those of InSb epi-
taxial films grown from starting materials of the same
purity (5 N).

InAsxSb1−x
Apart from disorder contributions, transport in InSb–
InAs alloys may also be treated in a similar way to
that of InSb. Only the band parameters, viz. the en-
ergy gap, the spin–orbit splitting, the effective masses,
and phonon energies, need to be suitably determined
at a given alloy concentration. For this the simplest
method has been suggested by van Vechten [11.148]
in a disordered virtual-crystal model for his quantum
dielectric theory [11.163]. The first calculation of the
intrinsic carrier concentration in InAsxSb1−x was car-
ried out by Rogalski and Jozwikowski [11.18], who
used a three-band approximation of k · p theory. The
intrinsic carrier concentration and the reduced Fermi
energy were calculated for InAsxSb1−x with 0 ≤ x ≤ 1
and 50 K ≤ T ≤ 300 K. By fitting the calculated non-
parabolic ni values to the expression for parabolic
bands, the following equation for the intrinsic carrier
concentration has been obtained

ni = (1.35+8.50x +4.22 × 10−3T

−1.53 × 10−3xT −6.73x2)T 3/2 E3/4
g

× exp

( −Eg

2kBT

)
1014 . (11.10)

The calculated intrinsic carrier concentration in
InAsxSb1−x (for lower values of As) as a function
of temperatures has already been shown in Fig. 11.21.

As can be seen from Fig. 11.21, with increasing ar-
senic content the intrinsic carrier density increases. The
conduction-band effective mass me was determined by
Berolo et al. [11.164] for the whole range of composi-
tions. The resultant conduction band effective mass me
was given as

1

me(x)
= 1

mce
+ δE

3

[
1

mhh Egv
+ 1

mlh Egv

+ 1

ms(Egv +Δv)

− 1

mce

(
2

Egv
+ 1

Egv +Δv

)]
. (11.11)

In order to determine me(x), all the parameters of
above equation should be known. Here the difference
δE = Egv − Eg is determined by the effects of the aperi-
odic potential due to disorder. Egv and Δv are obtained
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Fig. 11.23a,b Temperature dependence of (a) conductivity
and mobility (inset) of InAsxSb1−x and (b) Hall coefficient
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using the virtual-crystal approximation (VCA), which
can be approximated by the expressions Egv = 0.351−
0.0176x and Δv = 0.39−0.42x at 300 K. mlh and mhh
are the light- and heavy-hole effective masses and mce
is the effective mass for the conduction band in the
absence of conduction–valence band mixing.

Resistivity and low-field (< 0.2 T) Hall coefficient
for InAsxSb1−x samples with x = 0.02 and 0.05 were
reported between 12 and 300 K [11.9]. The room-
temperature (RT) mobility in the samples for x = 0.02
was 4.5 × 104 cm2/(V s) and that for x = 0.05 was
5.6 × 104 cm2/(V s). All samples with x = 0.02 were
n-type and showed intrinsic behavior above ≈ 250 K.
The representative results for x = 0.02 samples shown
in Fig. 11.23a and b give a RT carrier concentra-
tion of 6.4 × 1016 cm−3 and a background doping of
5 × 1016 cm−3. On the other hand InAs0.05Sb0.95 shows
a type conversion from n to p at 110 K. Below 77 K,
the Hall coefficient and resistivity did not saturate and
the conductivity below 30 K was strongly activated, in-
dicating the presence of trap states. Further evidence of
their presence is given by the pronounced tail in the ab-
sorption edge for this sample (as discussed in the next
section). The hole mobility continuously dropped with
decreasing temperature to 175 cm2/(V s) at 15 K.

InBixSb1−x
Akchurin et al. [11.67] carried out experimental in-
vestigation on the behavior of Bi in InBixSb1−x solid

n #33B
n #5C
n #7C

µ #33B
µ #5C
µ #7C

0 50 100 150 200

n

µ

250 300 350

Carrier concentration (cm–3) Mobility (cm2/(Vs))

Temperature (K)

1020

1019

1018

1017

105

104

103

Fig. 11.24 Temperature dependence of carrier concentration and
mobility of InSb/GaAs

solutions. It was found that bismuth doping in InSb
strongly increases the electron density, which is due
to the formation of Bi donor level [11.67]. An x-ray
structure investigation indicated that this level is due
to a complex state of Bi in the InSb lattice, represent-
ing a simultaneous combination of the substitutional
and interstitial components. In the entire range of
composition InBixSb1−x shows n-type behavior. The
electron mobility of InBixSb1−x films decreases as the
Bi concentration increases. This decrease of mobility is
attributed to random alloy scattering [11.67]. The tem-
perature dependence of resistivity also reveals the donor
nature of Bi in InBixSb1−x [11.67]. Dixit et al. [11.12]
also showed the donor nature of Bi in InBixSb1−x
system.

InSb, InAsxSb1−x , and InBixSb1−x Grown on
GaAs

For these materials, the unintentional background dop-
ing levels for the epitaxial layers were all similar, at
around ≈ 1016 cm−3, almost an order of magnitude
higher than that in pure bulk InSb prepared under
similar conditions. The mechanism for this uninten-
tional n-type doping is not clear, although material
contamination during growth (or use of the starting
material of lower purity [11.115]) was seen to in-
crease the background doping levels and reduce the
mobility (Fig. 11.24). The room-temperature mobil-
ity is 30 000–50 000 cm2/(V s) for InSb, InAsxSb1−x ,
and InBixSb1−x epilayers when grown from start-
ing materials of the same purity (5 N). At around
275 K, the number of thermally generated electron–
hole pairs become comparable to this background
doping level and therefore the carrier concentration
shows an activated behavior above this tempera-
ture. The activated region, when fitted to a relation
ni = AT 3/2 exp(−Eg/2kBT ), yielded zero-temperature
energy gap values of 0.23, 0.20, and 0.19 eV for InSb,
InAs0.06Sb0.94, and InBi0.04Sb0.96, respectively, in rea-
sonable agreement with more precise estimation from
optical measurements (described in the next section).
A comparison with published results indicates that both
the carrier density and the mobility match with the re-
sults published on InSb, InAsxSb1−x , and InBixSb1−x
epitaxial layers on GaAs, grown by MBE or MOCVD.
Since between 10 and 250 K, an anomaly was observed
in the carrier concentration for all the epitaxial layers,
the measured Hall coefficient (RH) showed a maxi-
mum at some intermediate temperature. In the past
this has been attributed to multicarrier conduction, with
contributions from interfacial, bulk, and possibly a sur-
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face layer, each with a different mobility, separately
contributing to the total conductivity. However, LPE-
grown epilayers are relatively thick and the observed
properties did not correlate with film thickness. An

Experimental data
InAs0.06Sb0.94/GaAs
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Fig. 11.25 Calculated temperature dependence of mobility
due to various scattering mechanisms for InAs0.06Sb0.94/

GaAs. (1) Acoustic phonon, (2) electron–hole, (3) polar
optical, (4) ionized impurity, (5) alloy, (6) charged dislo-
cation, (7) strain in dislocations, and (8) experimental data
points
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Fig. 11.26 Second derivative of the magnetoresistance sig-
nal of InAs0.06Sb0.94 measured at different temperatures.
The electric field in B is twice that in A

alternative explanation in terms of variation of Hall
factor (rH) with the sample temperature and hence
its degeneracy is more appropriate in this case. The
Hall factor is exactly unity for a strongly degenerate
sample but can take a larger value in nondegenerate
samples, especially when long-range scattering poten-
tials are active in limiting the sample mobility (e.g.,
rH = 1.93 for ionized impurity scattering). The Hall
factor for a partially degenerate gas, as in this case,
can increase the measured Hall coefficient by ≈ 10%,
which could explain the anomaly seen at most tem-
peratures. The calculated temperature dependence of
mobility due to various scattering mechanisms is shown
in Fig. 11.25.

Magnetoresistance measurements were performed
on InAsxSb1−x/GaAs by Bansal et al. [11.6]. The mag-
netoresistance signal starts as quadratic initially and
becomes linear at higher magnetic fields (B), which is
the expected behavior in the extreme quantum regime
(Fig. 11.26). There was no magnetic-field-induced
freeze-out observed at 4.2 K since, at background
carrier densities of ≈ 1016 cm−3, the impurity-band
wavefunctions, even at 6 T magnetic field, have a spatial
extent larger than the interimpurity separation because
of the very small effective mass. There was no apprecia-
ble change in resistance or magnetoresistance between
4.2 and 30 K, again indicating that parallel conduc-
tion effects are not important since these are known
to give an appreciable temperature dependence. Unlike
in metals, the oscillations are not periodic in 1/B be-
cause of a considerable magnetic field dependence of
the Fermi energy and unequal Landau level spacing due
to nonparabolic energy dispersion. The amplitude of os-
cillations is extremely sensitive to sample homogeneity
and therefore, although the μB > 1 condition was eas-
ily met, the oscillation amplitudes were small. This was
the first time a Shubnikov signal in InAsSb has been
observed. These results were further investigated in de-
tail by Drachenko et al. [11.159], who reported the first
experimental data for the calculation of the effective
mass for InAsxSb1−x . Using the expression for Eg(T, x)
in InAsxSb1−x alloys, they obtained me of 0.0122m0
and 0.0117m0 for InAs0.04Sb0.96, and InAs0.06Sb0.94
respectively.

InBixSb1−x and InBixAsySb1−x−y also show n-type
behavior over the entire temperature range. The max-
imum electron mobility was 3.54 × 104 cm2/(V s) and
carrier concentration was 9.2 × 1016 cm−3 at 300 K for
InBixSb1−x . Similarly InBixAsySb1−x−y has maximum
electron mobility of 3.1 × 104 cm2/(V s) and carrier
concentration of 8.07 × 1016 cm−3 at 300 K [11.8, 123].
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11.7.3 Optical Properties
of InSb, InAsxSb1−x , and InBixSb1−x

The interest in antimonides is (to a large extent) because
their energy gap is in the infrared. Optical properties of
InSb have, of course, been long studied and are well un-
derstood [11.165, 166]. This section extends the studies
to optical properties to determine the effect of alloying
and heteroepitaxy on them.
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Fig. 11.27a,b Infrared spectra of InSb wafer and InSb/GaAs at
(a) room temperature (b) different temperatures. The inset shows
absorption squared versus energy plots at different temperatures

InSb
In InSb, as the photon energy decreases past the value
corresponding to the energy gap (0.17 eV), transmission
shows a sudden increase until saturation, after which it
remains constant or oscillatory (depending on the scat-
tering process). From the position and shape of this
absorption edge we obtain information on the nature of
transition from valence band to conduction band. With
further lowering of the photon energy (0.14 eV) the op-
tical properties are affected by interaction between the
photons and free carriers, and resulting transition takes
place within the valence or the conduction bands. At
still lower energy (0.09 eV) there can be interaction be-
tween photons and the lattice. The optical properties
in this region are influenced both by the lattice and
the free carriers and are being studied using Raman
spectroscopy. The absorption edge of InSb is extremely
steep and the absorption coefficients change by two
orders of magnitude within a range of 0.01–0.04 eV.
The position of the absorption edge will be depen-
dent on pressure since compression of the lattice also
changes the energy gap. The dimensions of the lattice
also change when temperature is altered, but here there
is an additional effect on the optical properties because
the change in lattice vibration affects the width of the
energy levels.

The wavelength dependence of free carrier ab-
sorption is therefore dependent on the scattering
mechanism. At temperatures at which kBT  hν, the
square-law dependence is applicable for both acoustic
and nonpolar optical scattering. When photon energy
is greater than kBT , the absorption is proportional to
λ3/2 for acoustic scattering but for optical scattering
the dependence is more complicated. For impurity scat-
tering, the absorption coefficient (α) is proportional to
λ3. Kurnick and Powell [11.167] found that in InSb the
free electron absorption had a λ2 dependence, but the
free-hole absorption was independent of wavelength. At
9 μm, the free-electron optical cross section (= α/n) is
2.3 × 10−17 cm2 but the hole cross section is 40 times
larger. The electron cross section is in good agreement
with the theoretical value [11.167]. Measurements by
Spitzer and Fan [11.168] on n-type InSb were extended
to 35 μm and their results show that the square-law
dependence is not obeyed at wavelengths longer than
12 μm. However, Moss [11.169] pointed out that the re-
fractive index of InSb is not constant in this wavelength
region. This theory gives the wavelength dependence of
the product ηα (where η is refractive index), and if the
results of Spitzer and Fan are used in conjunction with
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refractive index values, it is found that the product ηα is
proportional to λ2.

Recently Dixit et al. [11.115] observed that the ab-
sorption edge is shifted from the expected value towards
higher energy to a different extent depending on the
purity of the starting materials (Fig. 11.27a) similar to
other report in literature [11.170]. Hence it is clear that
the energy gap of InSb is very sensitive to impurities.
The temperature dependence of the absorption edge is
not significant for heavily doped materials because the
Fermi level lies inside the conduction band. On the other
hand the absorption edge for moderately doped or un-
doped InSb is very sensitive to temperature, as shown
in Fig. 11.27b. The absorption coefficient was calcu-
lated from the transmission T , using the well-known
expression that accounts for multiple reflections within
the sample, viz. T = ((1− R)2 e−αd)/((1− R)2 e−2αd).
Here d is the thickness of the sample and R = 0.4 is
the reflection coefficient, assumed to be constant in
the spectral range of measurement. This equation is
easily inverted by substituting z = e−αd and then solv-
ing the quadratic equation in z. The energy gap, Eg,
was obtained by fitting α = A(hν − Eg)1/2, to the ex-
perimental data around the absorption edge. Here α

is the absorption coefficient in cm−1, ν is the inci-
dent photon frequency, and A is a constant depending
on the electron and hole effective masses and the
optical transition matrix elements. The onset of ab-
sorption fits very well to the above relation, indicating
a direct energy gap (inset of Fig. 11.27b). The energy
gap was measured to be 0.172, 0.225, and 0.235 eV
for RT, 80, and 10 K, respectively. The analysis of
the temperature dependence of Eg is usually done
by a three-parameter fit to Varshni’s empirical rela-
tion [11.171], Eg(T ) = Egv(0)− (αT 2)/(β + T ), where
α and β are constants and Egv(0) is the energy gap
at zero temperature. The energy gap of a semiconduc-
tor varies with temperature due to three distinct effects
attributable to phonons [11.172]. These, all of simi-
lar importance, are the anharmonic (thermal expansion)
and harmonic (Debye–Waller factor) phonon effects,
and the temperature-dependent renormalization of the
gap due to the electron–phonon self-energy correction
(Fan’s term). The value of the energy gap at different
temperatures and the least-square fits to the above equa-
tion show good agreement. The fits yield Egv(0), α,
and β as 0.235±0.003 eV, 3.1±1.1 × 10−4 eV/K, and
452±190 K, respectively. These values and the temper-
ature dependence of the energy gap are very similar to
previous results [11.170], although these measurements
were on wafers made from large-size crystals.

InAsxSb1−x
Woolley and Warner [11.13] carried out optical stud-
ies on InAsxSb1−x samples made by directional freeze
and zone recrystallization methods. Although the en-
ergy values are determined on crudely prepared single
crystal and ploycrystals, the variation of energy gap
with composition and temperature is reliable. The
room-temperature values of Eg have been determined
over the whole composition range. It is found that
Eg falls as one compound is added to the other,
the measured value of Eg reaching a minimum of
0.10 eV at approximately 60 mol % InSb. The varia-
tion of optical energy gap with alloy composition at
room temperature has already been shown in Fig. 11.1a.
For alloys near the center of the composition range
the energy gap reduces. Due to the smaller energy
gap and larger carrier concentration these alloys be-
come degenerate at room temperature and hence the
Fermi level goes into the conduction band. Thus
the actual energy gap for the compounds in the in-
termediate range may in fact be smaller than the
measured value because of the Moss–Burstein effect.
The bandgap bowing in alloy systems has been ex-
plained by virtual-crystal analysis [11.173]. The energy
gap variation in InAsxSb1−x as a function of x is given
as

Eg(x, T ) = 0.434−0.771x +0.59x2

−2.8x10−4T [eV] . (11.12)

0.08 0.12 0.16 0.2

Transmission (arb. units)

Energy (eV)

20

10

0

InAs0.06Sb0.94/GaAs film
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Fig. 11.28 Room-temperature transmission spectra of
InAsx Sb1−x for various x values up to 0.6
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Fig. 11.29 (a) Plots of absorption squared versus energy
for InAsxSb1−x . Straight lines imply a direct bandgap.
(b) Temperature dependence of energy gap. Data fitted to
equations of Bose and Varshni. Wieder and Clawson’s for-
mula is also plotted (after [11.176])

The absorption edge shifts to lower energy for
InAsxSb1−x as x increases. The room-temperature
transmission spectra for InAsxSb1−x as a function
of x are shown in Fig. 11.28. The value of the en-
ergy gap was evaluated to be 0.17, 0.16, and 0.15 eV
for x = 0, 0.02, and 0.05, respectively. The temper-
ature dependence of the energy gap and free carrier
absorption in a high-quality InAs0.05Sb0.95 single
crystal were also studied between 90 K and 430 K
through the absorption spectra [11.7] (Fig. 11.29a).
The value of the energy gap at different temperatures
along with the least-square fits to the above equation

as well as Bose (Eg(T ) = EgBE(0)− 2aB/(exp (θBE/T )

− 1) [11.174, 175]) and Varshni (Eg(T ) = Egv(0)−
(αT 2)/(β + T )) equations are shown in Fig. 11.29b.
The fits yield Egv(0), α, and β as 0.223 ± 0.003 eV,
7.1 ± 2.3 × 10−4 eV/K, and 675± 370 K, respectively.
For EgBE(0), 2aB, and θBE the values are 0.214 ±
0.002 eV, 0.107±0.01 eV, and 466±46 K, respectively.
It can be seen that the Bose and Varshni equations
give nearly identical fits for T > 125 K (Fig. 11.29b).
Below 125 K the Bose fit is better, as is usually
the case. The value of EgBE(0) agrees with the re-
lation Eg(0) = 0.4324−0.8831(1− x)+0.6853(1− x)2,
which gives Eg(0) = 0.212 eV for 5 at. % arsenic.
Through measurements on flash-evaporated films and
using data from other groups, Wieder and Claw-
son [11.176] fitted the energy gap to the above equation.
Owing to its inherent appeal and widespread use, this
equation is also plotted in Fig. 11.29b, although the
agreement is not good except at room temperature.
Bansal et al. [11.7] showed that on the low energy
side (< 100 meV) free electrons become the dominant
source of absorption for InAs0.05Sb0.95. Due to the
vast difference in strength, the contributions of band-
to-band transitions and free carrier absorption (FCA)
can be separated by a minimum in absorption which
occurs at an intermediate energy. The temperature de-
pendence of the absorption coefficient as a function of
wavelength (14–25 μm) is shown in Fig. 11.30a. The
studied sample was p-type at low temperatures and
hence the FCA increased around RT when the sam-
ple became intrinsic and the Hall coefficient changed
sign. Absorption below room temperature due to holes
was too weak to be resolved from the higher-order in-
terband absorption background because of their much
larger effective mass. Using the value of the carrier
concentration of this sample at 300 K, the FCA cross
section was measured to be 7.35 × 10−16 cm2 at 15 μm.
The curves in the figure can be fitted to a power law of
the form α = kλp. The experimentally determined value
of the exponent p is ≈ 1.5 near room temperature and
is the one theoretically expected for acoustic-phonon-
assisted FCA. The FCA exponent shows a steady drop
with increasing temperature above 300 K; several rea-
sons have been given for this. Firstly, above 350 K,
there is an enhanced probability for second-order in-
terband transitions accompanying the abrupt increase
in the optical phonon occupancy (optical phonon en-
ergy 300 K). These broaden the absorption edge by
≈ 25 meV and overlap with FCA, making the total ab-
sorption curve flatter and extraction of the exponent
unreliable. Secondly, beyond 400 K, where the pho-
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Fig. 11.30 (a) FCA spectra of InAs0.06Sb0.94 at different
temperatures. Also kFCA ≈ (λ)1.5 is plotted for compari-
son (after [11.7]) (b) Raman peaks of InAs0.06Sb0.94 at
different temperatures (after [11.5])

ton energy is ≈ 2kBT , classical analysis may become
applicable. This, when accompanied by an increase
in the optical phonon occupancy, could also lead to
a sharp drop in the value of the relaxation time, τ , due
to enhanced electron–optical phonon scattering. As τ

reaches close to 10−14 s, deviation from the quadratic
to a non-power-law behavior is expected, which could
also lead to the observed reduction in the value of p.
At high temperatures, multiphoton absorption by IR-
active lattice modes is significantly enhanced. This is
seen as noise in the high-temperature absorption spec-
tra appearing around the second harmonic of the Raman
peaks [11.177] (≈ 50 meV) (Fig. 11.30b).

InBixSb1−x
Quantum dielectric theory (QDT) has been used to
predict the direct energy gap Eg of InBixSb1−x semi-
conductor alloy up to 10 mol % InBi [11.39]. The cal-
culated composition dependence of Eg for InBixSb1−x
is in good agreement with experimental results with
a predicted semiconductor–semimetal transition (77 K)
at x = 0.124. Figure 11.1b shows the Eg variation with
InBi predicted using QDT for InBixSb1−x at 0, 77,
and 300 K, along with experimental results. Eg(77 K)
values corresponding to 8–12 μm are obtained at
x = 0.043–0.070. The first-order calculation of Eg ver-
sus x follows the simple relation E0 (eV) = 0.23–1.85x
at 77 K. Vyklyuk and coworkers [11.149] have obtained
the absorption coefficient of InBixSb1−x in 0–10 eV
range. The calculation of the absorption coefficient
was based on the electron energy of InBixSb1−x us-
ing a local empirical pseudopotential method with
a virtual-crystal approximation including spin–orbital
interaction. The energy dependence of the absorption
coefficient of InBixSb1−x showed an increase with Bi
content and a shift in the absorption curve to lower
energies [11.149]. The absorption edge of InBixSb1−x
at RT showed a shift towards lower energy [11.12].
Bandgap as estimated from the IR absorption edge is
0.113±0.009 eV, which is very close to the value ob-
tained from Fig. 11.1b [11.39]. They also noted that the
free-carrier absorption was more in InBixSb1−x crystal
compared with InSb.

InSb, InAsxSb1−x , and InBixSb1−x Epilayers
Grown on GaAs

Figure 11.27a,b also shows the absorption edge for InSb
epitaxial layer at room temperature. The transmission
spectra for the bulk and thin film are almost coincident,
indicating that disorder effects are not strong enough to
affect the optical absorption properties. Therefore, the
effect of mismatched epitaxy is not evident in the opti-
cal absorption near the energy gap. This is in contrast to
transport measurements, where heteroepitaxy was seen
to be the most important factor affecting carrier mo-
bility. Temperature-dependent optical absorption edge
measurements on heteroepitaxial InSb are also shown
in Fig. 11.27b. The difference in the cutoff energies be-
tween the spectra at 10, 80, and 300 K clearly shows
the nonlinearity of the temperature dependence of the
energy gap at low temperatures.

Figure 11.28 shows the transmission spectra meas-
ured for InAsxSb1−x with different alloy concentra-
tions. As expected, the absorption edge clearly shifts
to lower photon energies as the composition of arsenic
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is increased. There is also an enhanced band tailing
as the alloy fraction increases. Such band tails have
been previously observed in similar anion-substituted
mismatched alloy InPxSb1−x [11.178], and have been
attributed to the formation of localized states as a re-
sult of composition fluctuations. It has been argued that
composition and strain fluctuations effectively act as
quantum wells which can trap electrons. A Gaussian
distribution of their widths results in an exponen-
tially decreasing density of localized states below the
mobility edge. Recently, similar observations were re-
ported by Gao et al. [11.179] on InAsxSb1−x/GaAs
(x < 0.06) grown using ME. They also explain their
results through composition fluctuations. Very recently
Bansal et al. [11.180] further studied this and distin-
guished three absorption region: band to band, Urbach
edge, and free-carrier absorption regions. They mod-
eled the Urbach region and determined a structural
disorder energy of 30 meV for InAsxSb1−x . The RT
energy gap for InAsxSb1−x , calculated by assuming
a cutoff at the mid-transmittance wavelength [11.181],
is as low as 0.1 eV. However a more reliable esti-
mation, i. e., fitting the absorption coefficient to the
relation α = A(Eg − hν)1/2, gave a value of 0.133 eV
for InAs0.06Sb0.94/GaAs. Wieder and Clawson’s re-
lation [11.176] gives the expected energy gap to be
0.146 eV for x = 0.06 at 300 K. Results for the bulk
InAs0.05Sb0.95 sample showed perfect agreement with
the above relation. Therefore, the 13 meV discrepancy
is either due to error associated with calculating the
energy gap (due to band tailing) or to a decrease in
the gap due to residual strain. The residual strain,
as evaluated from x-ray measurements, corresponds
to a shift in the gap, ΔE = 2b(C11 + 2C12/C11)exx ,
where b is the deformation potential, C11 and C12 are
the stress components, and exx is the in-plane resid-
ual strain, which is 0.0184 as evaluated from HRXRD.
This yields a splitting energy (ΔE) of 15 meV, which
may also explain the difference between the values
for bulk and epitaxial InAsxSb1−x . The change in
Eg value with temperature for a InAs0.06Sb0.94/GaAs
sample along with fits to Varshni’s and Bose–
Einstein-type relations are also shown in Fig. 11.30.
Varshni parameters for this curve are Eg(0) = 0.193±
0.007 eV, α = 3.01± 3.1 × 10−4 eV/K, and β = 341 ±
60 K. The Bose–Einstein fit yields EgBE(0) = 0.19 eV,
2aB = 0.051, and θBE = 395 K. The set of Varshni pa-
rameters are different from those obtained for bulk
crystal. Marciniak et al. [11.182] have suggested
a straight-line relationship between α and β, where
α/(271 +β) = 6.5 × 10−7 eV/K2. Both the parameters

16141210

α/(� + 271) = 6.5×10–7 eV/K2

86420
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Fig. 11.31 Varshni’s parameters for InAs–InSb alloys
measured at different concentrations by different research
groups (after [11.183])

obtained for InAs0.05Sb0.95 and InAs0.06Sb0.94/GaAs
fall close to this straight line [11.183] (Fig. 11.31).
It should be emphasized that Fig. 11.31 is com-
pletely empirical. The parameters obtained for the
bulk crystals should nevertheless be taken as more ac-
curate because of the absence of strain and higher
mobility.

Dixit et al. [11.8, 123] reported the room-
temperature bandgap for InBi0.04Sb0.96/GaAs and
InBi0.025As0.105Sb0.870/GaAs using the absorption
equation. The bandgaps were 0.134 and 0.113 eV, re-
spectively. The spectra obtained for InBi0.04Sb0.96/

GaAs and InBi0.025As0.105Sb0.870 layers also show
a low energy tail in absorption. Although the bandgaps
of InAsxSb1−x/GaAs and InBixSb1−x/GaAs show a re-
duction compared with the InSb bandgap (0.17 eV), this
reduction is lower than the reported theoretical values.
The possible cause could be that not all As and Bi have
substituted antimony sites, but could have taken inter-
stitial positions.

11.7.4 Thermal Properties of InSb and Its
Alloys

The linear expansion coefficient of InSb is 6.5 ×
10−6 K−1 and 5.04 × 10−6 K−1 at 80 and 300 K, re-
spectively [11.184]. The thermal conductivity of the
melt and solid InSb, which are important parameters in
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controlling the heat flow during growth, are 0.123 and
0.0474 W cm−1K−1, respectively [11.185]. The specific
heat of the melt and solid InSb are found to be 0.234
and 0.242 J/(g K), respectively, and the latent heat of
fusion of InSb is 108 J/g. Significant thermal param-

eters required for the growth are reported by Duffer
et al. [11.94]. Dixon and Furdyna [11.186] reported the
static dielectric constant of InSb lattice as 16.8±0.2.
There do not seem to be detailed reports on the thermal
properties of other considered alloys.

11.8 Applications

InSb and related crystals are used in many applications.
Here we emphasize only infrared detector and galvano-
magnetic sensor applications.

Infrared Photodetectors
The properties of InSb as a material for infrared de-
tectors have been extensively discussed for more than
46 years now. At room temperature the intrinsic car-
rier density in narrow-gap materials is in the range
1015 –1017 cm−3 and the thermal generation rate is
1023 –1024 cm−3 s−1. This results in a high noise level
in photodetectors at room temperature. Ashley and El-
liot [11.187] used nonequilibrium operation, which
resulted in better detector performance at room temper-
ature. The structure designed to achieve nonequilibrium
(higher operating temperature) conditions is p+p+πn+
or p+p+νn+, where π and ν refer to intrinsic materials
(either p- or n-type), which form an active region, and
p+ refers to wider-bandgap materials. The active region
has a low doping level and therefore is intrinsic at RT.
The n- and p-type contacts are made to the active re-
gion via regions with larger energy gap or higher doping
level or both, so that under appropriate bias conditions
minimal transport of minority carriers through the ac-
tive region is ensured. At zero bias, the band structure of
the devices ensures little transport of the minority car-
riers from the contact regions so that additional noise
is minimized. The detectivity (D∗) of these devices is
2.5 × 109 cm Hz1/2 W−1. For certain applications, par-
ticularly those requiring low temperature, it is often
desirable to narrow the spectral responsivity, thereby
increasing the detectivity by reducing the influence of
background radiation. This can be achieved either by
an external filter or by embodying the filter in the pho-
todetector structure. Djuric et al. [11.188] made use
of a remarkable technique which involves self-filtering
based on the Moss–Burstein effect. The structure is an
n+-p-InSb photodiode (p-type InSb wafer and a heavily
doped InSb layer using LPE). The quantum efficiency
of the Moss–Burstein effect decreases almost linearly
with wavelength. This allows approximately constant

sensitivity over a wide range of wavelengths when
choosing appropriate material parameters. Later Bloom
and Nemirovsky [11.189] concentrated on the fab-
rication of these detectors by reducing the surface
recombination rates. Michel et al. [11.190] also de-
veloped InSb photovoltaic structures on GaAs using
MBE and demonstrated a near-bulk value for the car-
rier lifetime in spite of large dislocation densities.

Sample A
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Fig. 11.32a,b Spectral responsivity of the photoconductors
fabricated on InAsSb at (a) 77 K and (b) room temperature
(after [11.34])
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The highest carrier lifetime of 240 ns was reported
for an InSb heteroepitaxial structure by these authors.
InSb/InAsxSb1−x/InSb (p+π n+) photovoltaic devices
grown by LP-MOVPE and operated at room tempera-
ture in 8–13 μm was reported by Kim et al. [11.3]. Also,
better performance was reported for photoconductors
developed on p-InAsxSb1−x/p-InSb/GaAs [11.3]. Very
recently Peng et al. [11.34] developed infrared photode-
tectors in the 8–13 μm range using LPE. They fabri-
cated photoconductors from LPE-grown InAsSb/GaAs,
and a notable photoresponse beyond 8 μm was ob-
served at RT. In particular, for InAs0.3Sb0.7/GaAs,
a photoresponse up to 13 mm with maximum respon-
sivity of 0.26 V/W was obtained at RT (Fig. 11.32).
Hence, InAsSb/GaAs heterostructures grown using
LPE demonstrate attractive properties suitable for
room-temperature, long-wavelength infrared radiation.
Details of the detectors fabricated employing MBE and
MOVPE can be found in [11.191, 192].

Galvanomagnetic Applications
The most common, semiconductor-based magnetic field
sensors are silicon (Si)-based Hall sensors. In gen-
eral, the higher the mobility of the semiconductor and
the thinner the active region, the better the galvano-
magnetic device. The room-temperature mobility of
undoped InSb is ≈ 55 times higher than that of Si.
Hence InSb should be preferred over Si for use in Hall
sensors. In fact, bulk InSb wafers have been used for
many years in the fabrication of magnetic field sensors,
such as magnetoresistors and Hall sensors. Magnetic
field sensors are, in turn, used in conjunction with per-
manent magnets to make contactless potentiometers
and rotary encoders. This sensing technology offers the
most reliable way to convert a mechanical movement
into an electrical signal, and is widespread in automo-
tive applications. Recent developments in the growth of
thin epitaxial layers of InSb on semi-insulating GaAs
substrates have resulted in the development of mag-
netoresistors with excellent sensitivity and operating
temperatures up to 285 ◦C which are also cost effec-
tive. Hall sensors and magnetotransistors of thin n-InSb
films outperform their Si-based counterparts even with
integrated amplification. Oszwaldowski [11.194] also
suggested very specific Hall sensors that can be made
from heavily doped (1–2 × 1018 cm−3) n-type InSb
films. with these sensors they could achieve magnetic
field sensitivity ≥ 0.05 V/T and temperature coefficient
of the output voltage ≤ 0.01%K−1, which are very dif-
ficult to achieve by any other Hall sensor. Heremans
et al. [11.195] and Heremans [11.196] have described
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Fig. 11.33 RT resistance up to 1 T of a composite van der
Pauw disk (vdP) of InSb and Au for a number of values of
a = 5ra/rb. Inset schematic diagram of a cylindrical Au in-
homogeneity (radius ra) embedded in a homogeneous InSb
vdP disk (radius rb) (after [11.193])

device design criteria, materials requirements, and a di-
rect comparison of the three types of galvanomagnetic
devices, and have given the following guidelines for
selecting sensors in different applications. According
to them, NiFe-based magnetoresistors are preferred
for sensing magnetic fields below 0.005 T, typical in
magnetic read-out applications; Si Hall sensors with
integrated amplification are useful in low-frequency
applications in the field range of 0.005–0.03 T; and
InSb-based magnetoresistors are most suitable in field
ranges above 0.03 T but are not sensitive to the polarity
of the field.

Recently Solin et al. [11.193] reported enhanced
room-temperature geometric magnetoresistance in ho-
mogeneous nonmagnetic indium antimonide with an
embedded concentric gold inhomogeneity (Fig. 11.33).
The room-temperature geometric magnetoresistance is
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as high as 100%, 9100%, and 750 000% at magnetic
fields of 0.05, 0.25, and 4.0 T, respectively. They found
that for inhomogeneities of sufficiently large diameter
relative to that of the surrounding disk, the resistance

is field-independent up to an onset field ≈ 0.4 T, above
which it increases rapidly. These results have been
understood in terms of field-dependent deflection of
current around the inhomogeneity.

11.9 Concluding Remarks and Future Outlook

In this chapter we have described and discussed
certain specific characteristics of InSb, InSb-based
ternary and quaternary crystals, and their thin films
on highly mismatched semi-insulating GaAs substrates,
with reference to infrared detection and galvanomag-
netic applications. The use of these material systems as
an alternative for such applications relies on the pro-
duction of high-quality materials with low background
doping level and defect density. While basic material
quality is dictated by crystal growth conditions, the
physical properties of the material are profoundly in-
fluenced by the process cycles and the conditions under
which the devices are operated. Hence in making a good
device, it is important to understand the material issues
that are related to device performance and to achieve
synergies between material preparation and device fab-
rication. Some of the issues which have been address in
this review are:

1. How does mismatch heteroepitaxy affect the struc-
tural properties when the films are far beyond their
critical thickness?

2. What do the interfaces look like?
3. Does strain modify the optical gap usefully?
4. How does the electron mobility depend on compo-

sition given that alloy scattering is negligible?
5. What role do dislocations play?

for which reasonable understanding has been provided.
It was found that scattering from dislocations,

introduced as a result of GaAs heteroepitaxy, de-
grades mobility at low temperatures. However, room-
temperature transport properties are comparatively
unaffected. Bright-field cross-sectional TEM imag-
ing shows a sharp interface with very small coa-
lescing islands and the selected-area diffraction pat-
tern indicates that the layer and the substrate are
epitaxially oriented. Very similar results were ob-
tained on InAsxSb1−x/GaAs and InBixSb1−x/GaAs
heterostructures. The energy gap of 0.133 eV for
InAs0.06Sb0.94/GaAs shows a 13 meV reduction due to
residual strain. This reduction is very useful to shift

the energy gap to well within the 8–12 μm range.
The interesting observation of band tailing as a re-
sult of alloying has been modeled through Urbach
tail characteristics. Shubnikov–de Haas oscillations are
observed in InAs0.04Sb0.96 and the effective mass of
InAsxSb1−x for low values of x is reported. The temper-
ature dependence of the energy gap and the behavior of
free-carrier absorption have been reported for InAsSb
alloy for a composition for which the energy gap is
15% lower than that of InSb. The values of fundamen-
tal material parameters, such as the zero-temperature
gap and its temperature coefficients, the effective mass,
etc., were evaluated and analyzed within the existing
theoretical models. From the FCA spectra, it was con-
cluded that, for 5% arsenic, alloy scattering is not the
mobility-limiting mechanism near RT, which is useful
for reliably modeling and evaluating the performance of
optical and electrical devices made from these alloys.

Although successful reports on the growth of InSb,
InAsxSb1−x , and InBixSb1−x crystals and their epitax-
ial films on semi insulating GaAs using liquid-phase
epitaxy are presented in this chapter, a number of is-
sues still remain to be addressed. In growth utilizing
nonequilibrium techniques, whether one can increase
the composition of As and Bi in single crystals of
InAsxSb1−x and InBixSb1−x remains to be explored.
Reduction in the film thickness of these materials us-
ing LPE is another challenge which further opens the
scope for improving heteroepitaxy of these materials.
From structural, optical, and transport studies, it is clear
that InSb–InAs and InSb–InBi alloying cannot be un-
derstood by simply using the conventional theories of
alloy disorder.

A large electronegativity and size difference be-
tween the host and substituted anions also lead to
considerable structural disorder in the form of local
strains, defects, and at times compositional fluctuations.
Thermodynamic analysis using empirical theories of
bond energies can help to produce quantitative estimates
of these effects. Such a calculation would be useful in
determining the practical limits on the quality of sam-
ples grown under equilibrium conditions. InAsxSb1−x ,
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InBixSb1−x , and InBixAsySb1−x−y are some of the
many systems in the general class of highly mismatched
alloys. A comparative analysis of other systems such as
InPAs, InPSb, InNAs, and GaPSb over a wider com-
positional range would be useful in drawing generic
conclusions regarding the properties of mismatched
alloys. Experimental data on these systems are still lim-
ited. Shan et al. [11.197] have recently proposed a band

anticrossing model to explain the large bowing in dilute
nitride systems. Since it is the only theory that can be
rigorously compared against experiment, it would be in-
teresting to look for the anticrossing gap in InAsxSb1−x ,
InBixSb1−x , and InBixAsySb1−x−y if they exist. Such
and other interesting issues, when properly addressed,
will fix these materials firmly in the realm of modern
technology.
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Single crystals of various congruently and incon-
gruently melting oxides have been recently grown
by the floating zone (FZ) and traveling solvent
floating zone (TSFZ) techniques. For the incon-
gruently melting materials, the use of solvent
with an experimentally determined composi-
tion allows the establishment of the practical
steady state much faster, leading to better, more
stable growth. Growth conditions for different ox-
ides are compared. Important problems in crystal
characterization and assessment of micro- and
macrodefects are briefly presented.
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12.1 Historical Notes

W. G. Pfann, a metallurgist at Bell Laboratories, devel-
oped zone refining, a precursor of floating zone crystal
growth, in 1951. Pfann’s process [12.1] involved plac-
ing the material to be crystallized in a crucible rather
than suspending it in space as is the case in today’s
floating zone process. In 1952 Theurer, also at Bell
Laboratories, created the floating zone process. Slightly
later and independently, von Emeis at Siemens [12.2]
as well as Keck and Golay [12.3] of the US Army Sig-
nal Corps developed a similar technique. Keck and
Golay used incandescent heating with a short cylin-
drical tantalum heater rather than an optical system

and published their results in 1952. As Theurer’s diary
showed his priority in the invention, Bell Laboratories
was eventually assigned a US patent [12.4]. Accord-
ing to Mühlbauer [12.5] the first firm to commercialize
the float zone technique was Siemens in the early
1950s. They used the process in the course of manu-
facturing silicon, and patent for the technique known
as the floating zone method was granted to them in
1953. They became the first company to produce ultra-
pure silicon single crystals for semiconductor devices
by applying induction (radiofrequency, RF) heating to
melt a narrow part of a cylindrical rod of polycrys-
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talline material. Passing this molten zone along the
rod transformed the ceramics into single crystals. In
this case surface tension together with the electromag-
netic force (levitation) supported the melt. The first
company to manufacture a floating zone apparatus com-
mercially was Ecco Corporation, North Bergen, NJ,
in 1953.

The further development and production of float
zone (FZ) silicon crystals took place in many coun-
tries. Detailed historical notes about the development of
FZ technique can be found in [12.5]. Until the end of
the 1950s, crystal diameter size did not exceed 25 mm,
whereas during the 1960s and 1970s a dramatic increase
from 33 to 50 and 75 mm was achieved. This diam-
eter enlargement was a prerequisite for the development
and fabrication of high-power discrete devices such as
thyristors and others. The 100 mm crystal appears at the
end of the 1970s, the 125 mm one in 1986, the world-
wide first 200 mm (100) dislocation-free silicon crystal
was grown at Wacker-Siltronic Company in September
2000.

Ferrites became important materials for microwave
applications in the late 1950s and the floating zone tech-

nique was an obvious choice for crystal growth, but
direct RF heating cannot be easily apply to oxides. Op-
tical heating (arc image furnaces) utilizing carbon arc
and elliptical mirrors was introduced for crystal growth
of magnesium ferrite and sapphire by De La Rue and
Halden [12.6] as a replacement for flame melting in
the Verneuil method. His apparatus was based on ear-
lier concepts and experiments with image furnaces, see
Null and Lozier [12.7]. The concept of the image fur-
nace was adopted to zone melting (in the geometry
later call pedestal growth) for silicon by Poplawsky and
Thomas [12.8] and soon Poplawsky applied this tech-
nique to ferrites [12.9]. The carbon arc heating is not
an easy method to control, so at the same time the
floating zone growth of yttrium iron garnet, Y3Fe5O12
(YIG) was performed with RF heated MoSi2 susceptor
– which is also a kind of infrared (IR) optical heating
– by Abernethy et al. [12.10]. As interest in ferrites was
growing, soon more convenient halogen lamps and even
more powerful xenon arc lamps were introduced and the
apparatus for crystal growth of ferrites was developed
by the groups of Akashi [12.11] and Shindo [12.12] in
Japan.

12.2 Optical Floating Zone Technique – Application for Oxides

More recently the floating zone technique using halo-
gen lamps and ellipsoidal mirrors (often called op-
tical floating zone, OFZ) has been employed for
crystal growth of a wide range of materials, in-
cluding metals, oxides, and semiconductors [12.13–
16]. With a growing number of optical systems
around the world this technique is gaining pop-
ularity as the method of choice for the growth
of various nonconventional oxides including high-
temperature superconductors and new magnetic mater-
ials [12.17].

Crystals grown by the optical floating zone tech-
nique are of high quality but relatively small (usually
not larger than a few millimeters in diameter and a few
centimeters in length) so the majority of work is con-
centrated on new materials grown mainly for research
purposes.

Recently high-quality crystals of β-Ga2O3 as large
as 1 inch in diameter have been reported [12.18] but
the only oxides grown by this technique for indus-

trial applications are still Y3Fe5O12 [12.12, 14, 19] and
TiO2 [12.20].

In this chapter the advantages and disadvantages
of the FZ technique for the growth of crystals of con-
gruently and incongruently melting oxides and their
solid solutions are discussed. For incongruently melt-
ing materials a variation of the FZ technique, called
the traveling solvent floating zone (TSFZ), technique is
used. Both methods are suitable for the growth of solid
solutions.

The list of oxide materials grown by FZ and TSFZ
methods includes simple oxides such as β-Ga2O3 or
TiO2, as well as, complex oxides such as the spin Peierls
material CuGeO3 [12.17], high-temperature supercon-
ductors such as Bi2Sr2CaCu2On (BiSCCO) [12.17,
21], and frustrated antiferromagnets such as RE2Ti2O7
(RE = rare earth) [12.22, 23].

The origin of most common macro- and microde-
fects – often seriously influencing crystal properties – is
also briefly presented.
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12.3 Optical Floating Zone
and Traveling Solvent Crystal Growth Techniques

The idea of the optical floating zone is presented in
Fig. 12.1. Two ceramic rods are mounted in such a way
that their tips meet at the focal point of ellipsoidal mir-
rors. Halogen or xenon lamps of appropriate power sit
at the other focal points of these mirrors. Any crystal
growth process performed by the optical floating zone
starts by melting the tips of polycrystalline rods, bring-
ing them together and establishing a liquid called the
floating zone between the bottom (seed) rod and a top
(feed) rod (Fig. 12.2).

After the zone is created it starts moving upwards
(either by moving the mirrors up or by moving the seed-
and-feed setup down), the liquid cools and the material
eventually crystallizes on the seed rod. During growth
the rods rotate either in the same or in opposite direc-
tions with experimentally established rates. The rate of
rotation is important as it is responsible for a pattern of
forced convection flows within the zone and – as a result
– for mixing of material, for the shape of the crystal-
lization front (solid–liquid interface), and for the defects
resulting from it. The rotation speed is optimized exper-
imentally for each material and varies from 0 to 50 rpm.
Successful growth requires a very stable zone. Stabil-
ity of this zone depends on the quality of the starting
rods as well as the alignment of both the feed and the
seed rods. This is achieved by rigidly fixing the seed

Feed rod
Mirror

A

Seed rod

Lower shaft

Z

Quartz tube

Upper shaft

Halogen lamp

Fig. 12.1 Schematic diagram of optical floating zone appa-
ratus (A – atmosphere, Z – floating zone)

rod to the lower shaft. The feed rod can either be at-
tached equally rigidly to the top holder or can hang
loosely from a hook. Rigid mounting requires a very
high-quality (straight and dense) rod and a very precise
alignment. Another important factor is the alignment of
the lamp and mirrors. Mirrors are usually factory pread-
justed, but alignment of lamps critically influences the
temperature distribution within the zone.

It is advisable to start the growth on a crystalline,
oriented seed, as this facilitates the beginning of crystal-
lization and controls the appropriate orientation. It also
prevents the soaking of the molten zone into the porous
seed rod.

During the growth process only few parameters can
be controlled. The pulling rate can be adjusted and this
controls average growth rate. Due to the heat of crystal-
lization this parameter also influence temperature near
the crystallization front. The lamp power setting directly
controls molten zone temperature, temperature gradi-
ents and also influences size and shape of the floating
zone. The rate of rotation of both rods controls stirring
of molten material which influence both, temperature
distribution and composition within molten zone. Fi-
nally, adjusting the feeding rate controls the size of the
zone.

There has been an intensive effort to model the
silicon process [12.24, 25] but only a few modeling
attempts have been made to understand what is hap-
pening inside the oxide molten zone [12.26–28]. The
majority of modeling works deal with the floating zone
method itself, investigating temperature oscillation in
the zone [12.29], detailed lamp irradiation and ther-
mal flows analysis [12.30, 31] or assessing the interface

Fig. 12.2 Stages for nucleation on ceramic rods (see also
Fig. 12.17)
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a) b)

Fig. 12.3a,b Convection flows in the molten zone. (a) Com-
bined buoyancy and forced convection for counter-rotation.
(b) Marangoni convection (after Brice [12.32])

shape [12.27]. The recent and most likely the most ad-
vanced three-dimensional (3-D) modeling, preformed
by Lan [12.28] for optical heating with two elliptical
mirrors in the horizontal configuration, suggests that
the temperature distribution is less symmetrical and that
the pattern of convection cells is more complex then
the one presented by Brice [12.32] in an older, sim-
pler description of Si growth with RF heating. External
heating (either optical or RF) causes significant over-
heating of the liquid zone surface. High temperature
gradients in the molten zone lead to strong buoyancy
as well as Marangoni convection [12.29]. If the feed
and seed rods counter-rotate the convection patterns be-
come even more complicated. To explain these patterns
the existence of upper and lower convection cells has
been suggested. A schematic explanation of convection
flows in the molten zone is shown on Fig. 12.3. Because

the flows on the cells’ interface should be collinear, one
can expect only limited liquid exchange and – for in-
congruently melting materials – upper and lower cells
having distinctively different chemical compositions.

Using growth of Y3Al5O12 as an example of
a congruently melting material (melting point, mp =
1970 ◦C) grown in a double elliptical mirror system,
Lan [12.28] concluded that the overheating (above mp
of the material) is higher than 600 ◦C, with azimuthal
differences of more than 400 ◦C (in the plane of lamps)
and a temperature gradient near liquid–crystal interface
in the range of 1500 ◦C/cm. As this model assumes no
rotation, the realistic values of the temperature gradients
as well as overheating with rotation will most likely be
lower.

Very high thermal gradients, even with a small size
of the liquid zone (typically 0.4 cm3 for 0.7 cm rod
diameter), cause fast convection flows. Indeed, the re-
sults of Lan’s modeling suggest that the liquid velocity
in the zone is in the range of up to a few cm/s.

In order to do the modelling one needs experimen-
tal values of material properties such as the surface
tension, wetting angle, melt viscosity, and density as
well as the optical properties, emissivity factor and
thermal conductivity of the melt and the crystal. The
change of these properties with temperature should be
known as well. Although this information is available
for Y3Al5O12 [12.33], it is not yet available for the
majority of oxides.

Due to experimental challenges and the high tem-
peratures involved unfortunately it is not yet feasible
to directly compare this modeling with experimental
results.

12.4 Advantages and Limitations of the Floating Zone Techniques

The greatest advantages of the OFZ technique come
from the fact that no crucible is necessary and that both
congruently and incongruently melting materials can be
grown. This allows for growth of large-sized crystals
that was not possible before. The relatively high thermal
gradient on the crystallization front characteristic of this
method decreases the chance of constitutional super-
cooling and allows for faster growth of incongruently
crystallizing materials (see the discussion in Sect. 12.7).
It is also important to note that oxides with the highest
melting temperatures can be grown using xenon lamps.
The growth can be conducted at high pressure (up to
70 atm, depending on the furnace model) and in a con-
trolled gas atmosphere. Solid solutions with controlled

and uniform chemical composition can be prepared be-
cause – in contrast to crucible methods – the steady
state, in principle, can be achieved. This is beneficial for
crystallization of incongruently melting materials and
for doped materials (with distribution coefficient differ-
ent than 1), as well as materials in which, due to cation
substitution, the congruently melting composition is not
stoichiometric. The floating zone technique, when sup-
ported by characterization methods such as differential
thermal analysis (DTA) or/and x-ray diffraction, is also
an effective approach for the construction and investi-
gation of phase diagrams [12.15].

There are some limitations to the growth of crys-
tals by the OFZ method. As a rule this method is not
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Crystal Growth of Oxides by Optical Floating Zone Technique 12.5 Optical Floating Zone Furnaces 371

suitable for materials with high vapor pressure, low sur-
face tension or high viscosity as well as for materials
that undergo a phase transition during cooling (be-
cause such crystals usually crack after growth) [12.34,
35].

The small volume of liquid in the zone makes the
stability of this crystal growth method susceptible to
fluctuations of power and/or short-time oscillations of

gas pressure. Together with very high thermal gradi-
ents at the liquid–solid interface this leads to difficulties
in achieving and maintaining a flat crystallization front
and stable growth rate, which can result in many defects
and growth instabilities [12.36]. Significant thermal and
mechanical stresses limit the size and quality of crystals
obtained. This problem is reduced if an afterheater is
applied [12.14, 37, 38].

12.5 Optical Floating Zone Furnaces

Several types of optical floating zone furnaces are com-
mercially available on the market, with two [12.14, 39,
41] or four [12.15, 40] ellipsoid mirrors. The idea of
the furnace using only one mirror was also tested in
1969 [12.11, 13]. All these furnaces employ halogen
or xenon arc lamps of different power as an energy
source and – as already mentioned before – the growth
can be carried in a controlled gas atmosphere and/or
at high pressure. Using high pressure is advantageous
in the case of crystallizing materials with high vapor
pressure at crystallization temperature. As the diffusion
coefficient is inversely proportional to pressure, higher
pressure will slow the vapor transport from the source

US

M

M TV

LS

F
S

Fig. 12.4 Two (metallic) mirrors optical system of Nippon
Electric Co. (now Canon). Mirrors are moved from their
operational positions and the quartz tube is not installed
for clarity of the view. M – mirrors, F – feed rod, S –
seed rod, US – upper shaft, LS – lower shaft, TV – camera
(after [12.39])

(the molten zone or its hottest regions) to the coolest
part of the system (quartz tube). Furthermore, using gas
with higher molecular mass (for example Ar instead
of N2) reduces the rate of evaporation. Additionally,
the capability of FZ systems to apply high pressure is
useful when high partial pressure of oxygen (pO2 ) is
required to stabilize higher oxidation state of cation(s)
and – as a result – crystallization of the appropriate
phase. Oxygen pressure as high as 70 atm was used to
growth of single crystals of ferrites [12.14] whereas for
growth of layered cuprates application of O2 stabilizes
Cu2+ [12.17, 42, 43].

The main difference between the commercially
available furnaces is that in one system the lamps

Fig. 12.5 General view of a crystal system machine (af-
ter [12.40]). The door to the four mirror optical system
is open, and also the two front mirrors are open on their
hinges to improve the view. The pressure control panel is
on the right side
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Elliptical
reflector

Halogen
lamp

Spacial channel

Ceramic ferrite rod

Molten zone

Hole

Lens

Seed crystal

Quartz tube

Screen

Fig. 12.6 Schematic drawing of a single elliptical mirror furnace
(after Akashi et al. [12.11])

move (Crystal System [12.40]), whereas in the others
(NEC [12.39] and URN2-ZN [12.41]) the rods move
while the lamps stay in one position. In addition in the
URN2-ZN apparatus the elliptical mirrors are config-
ured in such a way that the optical axis of the system
is vertical and the mechanical axis (of the rods) over-
lap. The single xenon lamp is at the focus of the lower
mirror and the FZ at the focus of the upper one. This op-
tical system is more complex and access to the growth
chamber seems to be more complicated, but one gains
a uniform azimuthal temperature distribution and less
overheating of liquid.

Counter reflector

Ellipsoidal mirror

TV camera

Xenon arc lamp

Feed rod shaft

Seed rod shaft

Light shutter

Ellipsoidal mirror

Fig. 12.7 Schematic drawing of URM2-ZN design with
vertical optical axis (after [12.41])

The practical, commercial realizations of OFZ are
presented in Figs. 12.4 and 12.5 and drawings of other
designs are presented on Figs. 12.6 and 12.7.

All of the furnaces are usually equipped with video
cameras, allowing in situ observation of the crystal
growth process during experiments. There are also op-
tions that allow for remote control of the process via the
Internet. This is helpful for adjusting growth conditions
during lengthy experiments.

12.6 Experimental Details of Ceramics and Rod Preparation for OFZT

Stability of the growth process – and the quality of
the obtained crystal – depends strongly on the stabil-
ity of the zone. This depends on the stability of the
power and of the feed and seed rod shaft translations.

Modern equipment is capable of stabilizing the power
supplied to the halogen lamp with relative accuracy
better than 10−4, and the rate of shaft translation is
realized with similar accuracy. Stability of the gas pres-
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Fig. 12.8 CoTiO3 crystal (growth rate 1 mm/h) showing
internal cavity caused by a stable bubble seriously inter-
rupting growth

sure (and flow) is important for a constant temperature
distribution as well, as even small fluctuations have to
be avoided. Furthermore, achieving a stable liquid zone
requires a homogeneous, uniformly dense ceramic rod
acting as the source of material for crystallization. Gas
bubbles incorporated into the feed rod can seriously in-
fluence the zone, interrupting the crystal growth process
(Fig. 12.8).

Successful preparation of starting rods for crystal
growth requires: muffle furnaces for preliminary ceram-
ics preparation, furnaces with controlled atmosphere
appropriate for rod sintering, a hydrostatic press, as well
grinders and/or mortars, as the particle size after grind-
ing is crucial for obtaining good-quality rods.

The first step in rod preparation is a typical ceramics
synthesis. The batch of powders is weighed accordingly
to the chemical reaction and is prepared by ball-mixing
and then by manual or automatic grinding in the mortar.

a)

b)

c)

Fig. 12.9a–c Steps for preparation of ceramic feed rods of
SrCu2(BO3)2: (a) sintered in air, (b) sintered in O2, (c) pre-
melted in O2

The powders are pelletized and annealed at an appro-
priate temperature and specific time. The quality of the
prepared ceramics is assessed by x-ray diffraction and
– if found to be acceptable – the material is reground
and formed as a rod (typically 8–10 mm in diameter and
120–150 mm long) by either cold or hot pressing. The
pressure has to be experimentally selected to avoid over-
pressing, with the typical range being 800–2500 atm.
Polyvinyl alcohol, glycerol or other common additives
are often used to reduce internal friction during press-
ing, allowing the production of denser, less porous
ceramic rods. The pressed rod is later sintered at an
optimized temperature and appropriate atmosphere.

The density of as-obtained ceramic rods (Fig. 12.9)
should be measured and compared with the crystal-
lographic density. This ratio depends as much on the
material as on the quality of preparation and varies
dramatically from under 60 to above 90%. In many
cases, when evaporation is not an issue it is suggested
to premelt (grow very fast) a less dense rod before
performing the final crystal growth. This was found
to be especially important for slower-grown, incon-
gruently melting compounds (e.g., high temperature
superconductors (HTSC) or SrCu2(BO3)2). In the fur-
naces mentioned above, crystals up to 100–150 mm
long and 10 mm in diameter can be grown, but the
typical size of a good-quality grown crystal is usually
smaller.

12.7 Stable Growth of Congruently and Incongruently Melting Oxides

Differential thermal analysis (DTA) should be routinely
performed for all (attempted) new materials to estab-
lish their melting properties. For many new materials
this is often not possible as DTA apparatus rated above
1500 ◦C are not common and analysis at elevated tem-

peratures is often limited by a lack of appropriate
crucible materials. In this case the melting properties
are determined during preliminary growth. Depending
on those properties either the direct crystallization or
the traveling solvent zone (TSZ) approach is applied.
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Fig. 12.10 Growth of congruently melting Al2O3 in an
NEC furnace. Note necking on the lower part of the crystal

A AB

ABss+Bss

Bss+liquid

Bss

ABss+liquid
Ass+ABss

Ass

ABss

Ass+ liquid

e

p

Liquid

p B
Concentration

Temperature

Tliquid

Tp

Fig. 12.11 Generic phase diagram of compound AB melt-
ing with peritectic decomposition

For congruently melting oxides the composition of
ceramic rods, growing crystal, and the melt is the same.
The crystal growth process in this case is relatively
fast, and the growth rates vary from 1 to as high as
50 mm/h. Rods rotate in opposite directions so that tem-
perature uniformity as well as mixing of material inside
the molten zone is achieved (Fig. 12.10).

When an incongruently melting material (Fig. 12.11)
is being grown one has to use a solvent (flux) to make

a)

C

PD
FZ

P

C

ABss

Ass

c)

b)

Fig. 12.12 (a) Simplified description of the creation of self-
flux and growth of an incongruently melting oxide; C –
ceramic rods with composition AB, ASS – precipitation
of phase ASS. P – composition of liquid is passing peri-
tectic point P, ABSS – crystallization of ABSS begins.
FZ – floating zone, PD – peritectic decomposition of ce-
ramic AB. On the beginning of growth primary phase ASS
crystallizes from FZ and liquid is continuously enriched in
compound B until it reach peritectic composition P where
ABSS becomes primary phase solidifying with multiple
nuclei. Grains with favoured orientation are growing faster
and a single crystal of ABSS can be grown. (b,c) growth of
incongruently melting BaxLa1−xCuO4 in a Crystal System
furnace; image (c) recorded 23 h after image (b)

crystallization possible. The composition of the flux can
be suggested on the basis of information from the ap-
propriate phase diagram [12.44]. If this is not feasible
it is suggested to use the self-flux approach. In such
a case the zone is created by melting the ceramic rod
(with composition similar to the composition of the re-
quired crystal) and carefully adjusting the temperature
and growth speed until the evolution of the composi-
tion of liquid zone stabilizes growth with the required
composition. In the case of peritectic transformation,
the crystal growth starts with the precipitation of high-
temperature primary phase on the seed rod (Fig. 12.12).

The zone composition then changes towards and be-
yond the peritectic liquid composition until a nearly

Part
B

1
2
.7



Crystal Growth of Oxides by Optical Floating Zone Technique 12.8 Constitutional Supercooling and Crystallization Front Stability 375

Fig. 12.13 Single crystal of incongruently melting
La2−xBaxCuO4 grown by TSFZ technique (1 mm/h,
180 kPa O2)

steady state is established and crystallization of the re-
quired phase begins. If the zone is quenched at this
point it is possible to analyze the composition of the
self-flux [12.45, 46].

In subsequent growths, to speed-up the process of
achieving the nearly steady state, it is recommended
to use a flux pellet with appropriate composition and
size to create the molten zone. The flux pellet is syn-
thesized and mounted between the feed and seed rods.
As the temperature increases it melts and the rods be-
come joined. At this point, the temperature has to be
carefully adjusted again to allow for the establishment
of a steady state, and then the growth starts. Dissolving
the feed rod into the liquid in the zone continually re-
stores the amount of material solidifying from the zone
on the seed rod. The growth should be slow, due to
the slow mass transport through the diffusion layer at
the solid–liquid interface. For complex oxides such as
Bi2Sr2Ca2Cu3O10 [12.47] or SrCu2(BO3)2 [12.48] it
can be as slow as 0.1–0.2 mm/h, allowing crystalliza-
tion of appropriate phase from a melt of significantly
different composition.

Some materials decompose during growth and lose
one of the components due to evaporation. In this case
a small addition of the evaporating constituent to the
feed rod proved to be successful (e.g., 1–1.5% CuO in
BaxLa1−xCuO4 [12.42, 49], see Fig. 12.13).

12.8 Constitutional Supercooling and Crystallization Front Stability

For complex oxides the congruently melting composi-
tion is quite often not exactly stoichiometric. This effect
is well known for LiNbO3 and was also observed for RE
garnets (where the smaller RE ions usually occupying
dodecahedral position also substitute smaller cations at
octahedral positions). In such a case the evolution of
the molten zone composition helps to produce crys-
tals with composition close to stoichiometric. In the
case of peritectic-type melting of binary (or more com-
plex) compounds with solubility in the solid phase (i.e.,
with distribution coefficient �= 1) the composition of li-
quid and solid in equilibrium are different (Figs. 12.11
and 12.12). Convection and/or mechanical mixing stir
the majority of the volume of the liquid phase and
this volume has a relatively uniform composition, but
the layer in the vicinity of the crystallization front is
nearly stagnant. This layer is depleted of the species
that are incorporated into the crystal and enriched in
those species rejected from the solid state. In contrast

to the volume of the well-stirred convection cell, mass
transport in this layer is mostly driven by diffusion (dif-
fusion layer) and a significant gradient of concentration
is observed. For a distribution coefficient k � 1 this ef-
fect is more pronounced, and still more pronounced for
the peritectic-type transition. As a result of this con-
centration gradient the solidus temperature decreases
towards the solid–liquid interface. For lower thermal
gradients in the diffusion layer a part of this layer can
be supercooled more than liquid in close vicinity to the
solid–liquid interface (Fig. 12.14), an effect referred to
as constitutional supercooling [12.32, 50, 51].

As the growth rate is proportional to the degree
of supercooling any positive fluctuation in the growth
rate will lead to a further increase of growth rate (as
it forces solid–liquid interface deeper into more su-
percooled liquid). The regions of the adjoining liquid
will be even more depleted from crystal constituency
and locally the solidus temperature will be even lower.
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Liquid

Diffusion
layer

Stirred
liquid

k = csolid/cliquid < 1

Solid

a)  Concentration
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T2(z) T1(z)

Liquidus

Supercool liquid

Supercooling (ΔT)

b)  Temperature

z

Fig. 12.14a,b Constitutional supercooling. (a) Concentra-
tion of dopant with distribution coefficient < 1 near the
solid–liquid interface. (b) Conditions for constitutional su-
percooling near solid–liquid interface in the case of lower
thermal gradient for temperature distribution T1(z)

This causes crystallization front instability. Solute-rich
channels form with the general direction parallel to
the crystallization direction, which is not necessar-
ily the pulling direction (note that both convex and
concave crystallization fronts were observed in OFZ ex-
periments) [12.52]. Microfaceting and cellular growth
are often observed. For materials with high growth-
rate anisotropy (especially for crystals with layered
crystallographic structures such as CuGeO3 [12.43] or
Bi2Sr2CaCu2On [12.53]) this can result in platelike
growth. Other defects such as flux tubes, precipitations,

Fig. 12.15 Cut and polished slice of Dy2Ti2O7 for defects observation. Transmission and dark field (crossed polarizers)
macrophotographs

5

4

3

2

1

and dendrite growth can also be expected as a result of
crystallization front instability (Figs. 12.15 and 12.16).

To avoid constitutional supercooling the growth rate
should be decreased. This measure reduces concen-
tration gradients and the possibility of supercooling.
Higher thermal gradients (on the solid–liquid interface)
can also be suggested as a remedy. Unfortunately this
action will cause even larger temperature gradients in
the growing crystal, which can result in cracking during
cooling (Fig. 12.15).

Control of the thermal gradient in the liquid near
the crystallization front is a challenging problem. One
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Fig. 12.16 Influence of evolution of composition of the molten zone on the crystallization process and defects in a green
sapphire crystal grown by optical FZ. Al2O3 doped with < 2% of transition-metal oxides. Growth rate 8 mm/h in air,
25 rpm (counter-rotation). Transmission macrophotograph. (1) Initial part of growth. Nucleation begins on a ceramic seed
rod with composition identical to the feed rod. The composition of molten zone is similar to that of the ceramic, resulting
in low concentration of dopant in the crystal (low coloration). A multigrain crystal evolves into a single crystal after
necking. Thermal stress during cooling causes cracks in the multigrain region. (2) Beginning of single-crystal growth. The
concentration of dopant in the molten zone increases, as does the concentration of dopant in the crystal (green coloration).
Isolated precipitations are seen as dark spots elongated in the growth direction (white vertical strips are caused by light
reflection inside crystal). (3) Central part of the growth. The concentration of dopant in the solid (greener coloration)
increases as a result of significantly higher accumulation of dopant in the molten zone. The density of precipitations
increases due to more severe constitutional supercooling conditions. Note the striations, related to growth rate instability.
These striations visualize a nearly flat crystallization front. (4) Advanced part of the growth. The concentration of dopant
in the solid (more green) is higher due to the accumulation of dopant in the molten zone. This relative increase of dopants
is lesser than observed in the lower part of crystal showing a tendency to stabilize. The density of precipitations is high.
(5) The final part of the growth crystal growth termination. The crystal grows faster for a brief period of time and then
the molten zone solidifies quickly (paraboloid tip). The fast growing part has a high density of precipitates and higher
dopant concentration (very green). Very high concentration of dopant (and defects) is present in the solidified tip; this
part of boule crystal is opaque �

of the possible approaches – anisotropic heating – was
successfully applied by Watauchi et al. [12.54] for
growth of congruently melting CuGeO3 and incongru-
ently melting Sr14Cu24O41.

These effects are also depicted in Fig. 12.16. Single
crystals of green sapphire (Al2O3 with < 2 mol % of
transition-metal oxides added, dopant segregation co-
efficient < 1) have been grown with constant pulling
rate and dopant accumulate in the FZ as growth

progress. As the concentration of dopant increases, so
does the degree of constitutional supercooling, cre-
ating increasing amount of defects. As the growth
was not long enough the steady state could not be
achieved (as it is an asymptotic process), but col-
oration of the upper part of the crystal indicates
that as the crystal grows the dopant concentration
apparently stabilizes – in contrast to the crucible
methods.

12.9 Crystal Growth Termination and Cooling

As most of the heat is supplied to the crystal via the
liquid zone, growth termination generates difficult-to-
avoid thermal shock to the crystal. To lower the thermal
shock the tip of as-grown crystal should be left in the hot
zone during the lamp cooling process. The rate of lamp
cooling should be related to the growth rate as switching
off the lamps rapidly results in cracks in the crystal.

In some cases, it is advisable to relax the
stresses created during the growth and cooling pro-
cess by annealing the as-grown crystal at elevated
temperature, then cooling it slowly to room temper-
ature. After growth, annealing in a specific atmo-
sphere often helps to reduce the number of defects
present [12.51].

12.10 Characterization of Crystals Grown by the OFZ Technique

A good crystal – as defined by the end user – is in fact
a crystal sample optimized for measurements or ana-
lysis by a particular method. Such a sample is usually
oriented and cut to the required size. Special preparation
of the surface of the crystal may also be necessary.

Large single crystals of silicon grown by the FZ
method are of extremely good quality and can be dis-
location free, but even they are not perfect as they
have striations, oxygen incorporation, and other minute
defects that influence or limit some demanding applica-
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Surface preparation

Sample(s) ready for final user

Optical microscopy observation of prepared samples1

Grown crystal

Confirmed one phase and single crystal

Optical/microscope observation of a boule Correlation of a boule features with growth

Oriented sample with prescribed
dimensions to be cut

Details about crystallization front shape and stability, critical growth rate, evolution
of melt and solid composition can be obtained for all stages of the growth

Whole (or selected part of a boule) has to be cut-off2 for Laue photograph.
Primary assessment of crystal quality and orientation of a boule

Cutting/cleaving sample(s) for instrumental chemical and phase
analysis – EDAX, EPMA. Often surface preparation required
for reliable composition measurements and features visualization

Cutting/cleaving selected representative parts
of crystal for x-ray powder diffraction (Guinier)
phase analysis and lattice parameter determination

1  Well known metallographic microscopy contrast techniques are useful for nontransparent crystals; transmission polarizing microscopy is useful for 
 transparent materials
2 Polished surfaces produce the best Laue photographs when nearly perpendicular to the x-ray beam

Electron-optic techniques to reveal details of crystallographic
structure of material and visualization of defects on micro-
and nanoscale. Additional surface preparation can be
required to remove defects introduce by cutting or
thinning the sample.

Fig. 12.16 Experimental approach to characterization of crystals grown by optical floating zone techniques

tions [12.55]. Improving the quality of a substantial size
crystal in real life is a challenging and time-consuming
task. It is mostly driven by specific applications or user
demands – the silicon with its steady improvement is
the best example.

Oxide crystals grown by OFZ method are not an ex-
ception to this rule and a lot of time and effort has been
spent perfecting them. The more complicated the chem-
ical formula of the attempted material, the more time is
required to grow high-quality (although still not perfect)
single crystals.

Careful characterization of both preprepared ce-
ramics and the resulting crystals is essential for
producing high-quality materials for further applica-
tions. This characterization depends as much on the
material itself as on the purpose of its production.

Full characterization of a crystal involves a lot of
time and manpower and is rarely performed. As grow-
ers using floating zone technique are interested mostly
in investigating specific effects (e.g., superconducting
properties) they often neglect detailed characteriza-
tion of the crystals obtained. Even more unsettling is
the fact that reviewers of renowned journals accept
works done on crystals with virtually no charac-
terization mentioned. This creates a vicious circle,
as a generation of students believes that anything
grown is a single crystal. Figure 12.16 suggests the
basic experimental approach to characterization and
quality improvement of crystals grown by the OFZ
technique.

The existence of the required phase is usually con-
firmed by x-ray powder diffraction. Powder diffraction
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Fig. 12.17 Cross section of the initial part of Sr14Cu24O41

crystal grown at 1 mm/h in 8 atm O2. Note the visible grain
boundaries on the axial cross section and a core on the
cross section perpendicular to the boule axis

also allows the assessment of the uniformity of the
material and addresses the problem of the existence
of more then one phase. Accurate values of crystallo-
graphic lattice parameters can be measured by a Guiner
camera with either Si or KCl as the internal standard,
using a minute amount of material cut or cleaved from
selected, characteristic parts of a boule. This informa-
tion is important when crystals of solid solutions are
obtained.

The observation of an as-grown transparent boule
under an optical and/or polarizing microscope can re-
veal different defects in the crystal and their evolution
during the growth process. It can also monitor the conti-
nuity of the growth and facilitate the observation of how
changes of growth conditions (applied power, growth,
and feed rate as well as speed of rotation) influence the
quality of material grown (Fig. 12.17).

For nontransparent materials the surface features of-
ten mask the volume ones. This makes orientation of an
as-grown FZ crystal very challenging. The majority of
crystals grown by OFZ technique do not show distinc-
tive facets (due to the high thermal gradients); usually
they are round or oblong in cross section (Figs. 12.17
and 12.18). In this case sectioning of a grown boule and
special surface preparation such as polishing and chem-
ical etching are necessary before orientation by x-ray
methods.

If as-grown crystals show distinctive facets then the
facet quality may indicate overall crystal quality, and
their shape and the angles between them as well as op-
tical properties of materials can be used to orient the
crystal. The existence of facets suggests a convex in-
terface and can also be connected to growth striations.
X-ray topography, discussed in detail in [12.56], con-

Fig. 12.18 Single crystal of SrCu2(11BO3)2 grown at
0.25 mm/h in 280 kPa (abs.) O2

firmed a compositional difference between faceted and
nonfaceted regions for YIG crystals [12.13, 57].

The Laue photography technique is a versatile
method for crystal orientation (especially with available
software [12.58]) and can also provide a preliminary
assessment of the as-grown rod quality, answering the
basic question of whether the material is a single
crystal, multigrain sample (blocks) or polycrystalline
boule with some degree of texture, etc. As the pen-
etration of x-rays is in the micrometer range, the
confirmation of crystallinity of a whole boule requires
multiple Laue photographs (Fig. 12.19). If the Laue
technique is used to assess local crystal quality, which
relies on visual analysis of the shape of diffraction
spots, its sensitivity is considerably limited and pro-
duces qualitative results only. For crystals of high
quality collecting a rocking curve (ω-scan, which al-
lows us to determine the full-width at half-maximum,
FWHM) or pole figures using multiaxis diffractome-
ters (preferably on polished and chemically treated

A

B

Fig. 12.19 Two grains in SrCu2(BO3)2:Mg crystal. Regions
marked A have nearly identical crystallographic orienta-
tion, but different from that in regions marked B, which are
also co-oriented (characterization by Laue photography,
courtesy of S. Dunsiger)
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380 Part B Crystal Growth from Melt Techniques

Fig. 12.20 Single crystal of Sr1.95Na0.05Cu2(11BO3)2

grown at 0.25 mm/h in 280 kPa (abs.) O2

surfaces) addresses problems related to mosaic spread,
grains, and twinning in a more quantitative manner.
The rocking curve method can also be used for neutron
diffraction [12.59].

Solving crystallographic structure provides the ul-
timate description of the crystal. Single-crystal x-ray
diffraction is preformed on a selected, small (and
usually perfect) piece of as-grown material and conse-
quently does not provide information about the entire
grown crystal.

Both x-ray and electron diffraction provide very
valuable surface information. Neutrons, on the other
hand, provide information about the entire volume of
the crystal due to their low absorption by the major-
ity of materials. Neutron diffraction techniques – if
available – provide an excellent confirmation of the
total crystal quality because all the substantial grains
present in the as-grown crystal can be detected. This

is especially important in the case of nontransparent
crystals where the assessment of the quality of the
whole boule can be performed without labor-intensive
and destructive sectioning, surface preparation, etc.
For example, high-resolution, elastic neutron scattering
measurements on SrCu2(11BO3)2 confirmed that slowly
(less than 0.3 mm/h) grown crystals (Fig. 12.18) are
a single domain each, with a mosaic spread of the (110)
Bragg peak of 0.3◦. Note, that in this case, to avoid
high thermal neutrons absorption in 10B (≈ 20% of nat-
ural abundance) 11B isotope enriched to 99.6% has been
used [12.60].

Similar analysis preformed on Sr1.95Na0.05Cu2
(11BO3)2 (Fig. 12.20) revealed the presence of 11 grains
in similarly sized crystal grown in the same conditions.

Energy-dispersive x-ray analysis (EDAX) and elec-
tron microprobe analysis (EPMA) can confirm the exact
chemical formula of crystals and solid solutions grown
in different conditions. They also allow advanced phase
analysis of obtained materials. Good oxide standards
are essential for quantitative analysis.

Single crystals of oxides are generally investigated
by the crystal users, according to physical properties
and predicted applications. Investigation of these prop-
erties and their changes with different dopants and
growth conditions are now the main purpose of growing
crystals by OFZ and TSFZ methods. The majority of
crystals grown for research purpose have unique mag-
netic, electrical, and crystallographic properties, which
are investigated and reported in specific journals.

12.11 Determination of Defects in Crystals – The Experimental Approach

All crystals contain defects and impurities that influ-
ence their physical properties. To observe and assess
the growth features an oriented crystal has to be cut
and polished. Which defects are expected determines
the way in which the sample is prepared for observa-
tion (Figs. 12.15–12.19). It should be specified what
defects are expected in crystals grown by a given
method, as many defects interfere with measurements
and applications.

An excellent discussion of the defects present in
oxide crystals grown from low-temperature solutions
is given by Rudolf [12.61], from high-temperature so-
lutions by Elwell and Scheel [12.50], and for oxides
grown by Czochralski method by Hurle [12.51].

The defects present in oxide crystals grown by the
optical FZ technique are similar to those found in crys-

tals grown by other methods, but some result from
the specific growth conditions in the OFZ, such as the
very high temperature gradients (for both FZ and TSFZ
methods) and growth from flux (for TSFZ method). In
the next paragraph those defects and the reasons for
their appearance are discussed.

Increasingly available and advanced electron-optics
techniques with easily accessible instrumentation such
as scanning electron microscopy (SEM), transmission
electron microscopy (TEM), high-resolution transmis-
sion electron microscopy (HRTEM), electron energy-
loss spectroscopy (EELS), and high-angle annular dark
field in scanning transmission electron microscope
(HAADF-STEM) answer many questions related to
the real structure of crystal and the presence of de-
fects on the scale from millimeters down to atomic
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Crystal Growth of Oxides by Optical Floating Zone Technique 12.11 Determination of Defects in Crystals – The Experimental Approach 381

Fig. 12.21 Top: Single crystal of BiSCCO 2212 grown by
TSFZ technique. Left: plates cleaved from this crystal.
Right: HRTEM image of the (100) plane with grain bound-
ary at the center. The arrows in the image indicate the
direction of the b-axis in each grain (courtesy Y. Zhu) �

resolution. Additional sample preparation is neces-
sary to fully utilize the potential of these techniques.
A leading experimental work on defect characterization,
using STEM, EELS, and TEM techniques on cleaved
Bi2Sr2CaCu2On crystals grown slowly (0.21 mm/h) by
TSFZ method (Fig. 12.21) has recently been published
by Zhu et al. [12.62].

Figure 12.22 presents a comparison between known
crystallographic structure and a HAADF-STEM im-
age. This very sophisticated method of characterization
of crystal grown by TSFZ method visualizes the dis-
placement of Bi atoms in crystallographic lattice by
intensity modulation; the results are consistent with (but
much clearer than) those obtained with conventional
high-resolution TEM on the same crystal sample. Fig-
ure 12.23 shows a detailed analysis of grain boundary
performed on a HAADF image. The line defect has
a lattice parameter suggesting that it is an intergrowth of
Bi-2201 phase in Bi-2213 crystal. Stacking defects are
characterisitc for BiSCCO superconductors and other

a) b)

b

c Bi-O

5 nm

BiSrCuCaCuSrBi BiSrCuCaCuSr

4.8b =
2.6 nm

oc

b

Fig. 12.22 (a) High-resolution HAADF image of Bi-2212. The double bright fringes correspond to Bi-O bilayer and dark
ribbons to atomic layers of lighter elements. Compared with model of Bi-2212 incommensurate modulated structure
(b) (after [12.62], courtesy Elsevier 2006)

2 mm

layerd compounds, but it is common to find few hundred
by few hundred nm area of the perfect atoms arrange-
ments – see Fig. 12.24 in the crystal of (La, Ba)2CuO4
grown by TSFZ.

Local macrodefects (already mentioned in the
section about instabilities in crystal growth), i.e., mi-
crofaceting (Fig. 12.20) and cellular (grain) growth,
as well as grain boundaries (Figs. 12.12, 12.17,
and 12.25), flux tubes, precipitations, and dendrite
growth [12.62, 63] are all present as a result of crystal-
lization front instability. They are often observed under
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Fig. 12.23 HAADF images of BISCCO-2212 with inter-
growth of 2201 phase. Yellow profile: calculated lattice
parameter c; over the intergrowth c = 25.5 Å, indicating
that this defect is an intergrowth of 2201. Blue profile:
normalized Ca signal related to the local concentration of
Ca, indicating absence of Ca in this layer (after [12.62],
courtesy Elsevier 2006)

polarizing microscope and/or by x-ray topography.
These defects are more pronounced at the beginning
of crystallization and can also be eliminated with the

Fig. 12.24 HRTEM of perfect crystal of La1.9Ba0.1CuO4

grown by TSFZ method (image courtesy of G. Botton and
C. Maunders)

Fig. 12.25 Macrophotograph of polished cross section of
La2CuO4 crystal grown 1 mm/h on seed, with visible large
grains (polarized light, false colors)

use of a crystalline (preferably oriented) seed and/or
necking procedure (Fig. 12.10). Crystal quality can be
further improved by adjusting the rotation so as to
maintain a flat crystallization front and slower growth
rate.

Impurities, inclusions, and precipitates (e.g., in
(La, Sr)2CuO4 [12.63] or YVO4 [12.64, 65]) are par-
ticles of the same or different phases embedded into
otherwise good crystals. They can be generated by
instabilities in the growth conditions leading to a notice-
able amount of undissolved material in the molten zone.
A slight change in stoichiometry of the starting rod
can sometimes result in inclusion-free crystals as was
proved for crystals of Mg2TiO4 grown from ceramic rod
with Mg : Ti ratio of 2 : 1.01 [12.46]; a small excess of
CuO is also used for various cuprates [12.21, 66, 67].
Dense feed rods and slower growths have been sug-
gested for reducing the number of inclusions. Inclusions
– on their own – are also the main cause of disloca-
tions. The number of precipitates (such as the presence
of Al2O3 in NiAl2O4 [12.52] or carbonates and BiOx
phase detected in Bi2Sr2CaCu2On [12.62, 68]) can
sometimes be reduced with a slower growth rate or
change of growth atmosphere.

Cracks, caused by mechanical stress due to cool-
ing (e.g., in Ca2Al2SiO7 [12.69] or SrZrO3 [12.70]),
can be diminished with the use of an afterheater [12.70,
71]. Sometimes, severe cracks are the result of phase
transitions during cooling (e.g., CaTiSiO5, Fig. 12.26).
Change of the growth atmosphere (from air to N2)
proved to be helpful in the above case [12.35].
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Crystal Growth of Oxides by Optical Floating Zone Technique 12.12 Conditions for Growth of Oxide Single Crystals by OFZ and TSFZ 383

Fig. 12.26 CaTiSiO5 undergoes phase transition during the
final stage of cooling (about 235 ◦C). Initially transparent
crystal cracked only when cooled to near room tempera-
ture; H. Dabkowska, A. Dabkowski, unpublished results

Gas bubbles are trapped inside crystals grown by
the FZ method because the shape of the solid–liquid
interface causes the bubbles to concentrate in the core
region of the crystals (Fig. 12.8). This effect is often
caused by either solubility of O2 in the liquid phase or
partial decomposition of oxides. It can be controlled to
some extent by atmosphere composition, as described
for Al2O3 [12.72, 73] and Li3VO4 [12.74].

Striations are caused by fluctuations of the tem-
perature of the liquid near the crystallization front,
originating from convention flows. Temperature fluc-
tuations cause fluctuations of the growth rate, and as
a result there are changes in chemical composition
(as the effective segregation coefficient depends on the
growth rate). Striations may be used as indicators of the
shape of the solid–liquid interface [12.13, 65]. Optical

observations on polished and etched YIG revealed the
internal structure of a crystal, providing valuable in-
formation about the growth mechanism [12.12]. This
proved that too fast a growth rate leads to cellular
growth, which can often be corrected by lowering the
growth speed.

Sheet defects [12.15, 17, 54] and eutectic solidifi-
cation can be revealed by careful observation of the
cross section of as-grown crystal when the coexistence
of two or more phases is noticed. Mao et al. [12.75]
combined microscope observation of polished Sr2RuO4
crystal with x-ray Laue photography and detected the
presence of layered intergrowth of different phases
(Sr and SrRuO3) in the crystal. On the basis of this
analysis it was possible to optimize the starting com-
position of the feed rod and the growth conditions,
reducing the level of impurities and defects and increas-
ing the Tc of ruthenate. Sometimes it is possible to
understand and modify the physical properties of ma-
terial by identifying defects resulting from the crystal
growth. For example, eutectic solidification in crys-
tals grown by OFZ was discussed by Troileux et al. in
La2−xSrxCuO4 [12.76] and by Fittipaldi et al. [12.77]
in the Sr-Ru-O system.

Twin boundaries analyzed by x-ray diffraction de-
pend mostly on the crystallographic structure of the
material (e.g., Mg3V2O8 [12.78] and La1−xCaxMnO3
[12.79])

The influence of convection on dopant segregation
is discussed in [12.36, 80, 81].

12.12 Details of Conditions for Growth of Selected Oxide Single Crystals
by OFZ and TSFZ Methods

In Table 12.1 examples of oxides grown by FZ and
TSFZ techniques and the growth conditions employed
are listed. Crystals grown with the application of a sol-

Table 12.1 Examples of oxide crystals grown by optical floating zone technique and traveling solvent optical floating
zone technique (marked by †). References discussing defects in obtained crystals are marked by ∗

Material Growth References and comments
rate (mm/h) atmosphere rotation (rpm)

Al2O3 10–1500 Air 0–200 [12.72, 73]∗

BaCo2Si2O7 1 Air 20–30 H. Dabkowska, unpublished

Ba3Cr2O8 10 2 atm Ar – [12.82]

BaFe12O19
† 6 70 atm O2 – [12.14]∗

BaTiO3
† 1 O2/Ar 1 : 1 20 [12.83]

Ba1−x SrxTiO3 1–2 O2 – [12.38]

Bi2Sr2CaCu2On
† 0.2–0.35 O2 20–30 [12.21, 34, 53, 61, 62, 68, 84–88]

vent are marked with a dagger, and references referring
to defects in each oxide crystal are marked with an
asterisk.
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384 Part B Crystal Growth from Melt Techniques

Table 12.1 (cont.)

Material Growth References and comments
rate (mm/h) atmosphere rotation (rpm)

Bi2Sr2CaCu2On :Y† 0.5 – – [12.89, 90]

Bi2Sr2CaCu2On :Li†

Bi2Sr2Ca2Cu3O10
† 0.05 O2/Ar 1 : 4 10 [12.47]

Bi2Sr2CuO6
† 1.5 – – [12.91, 92]

Bi12TiO20
† 0.25 O2 flow 35–45 [12.93]

Ca12Al14O33 0.2 – – [12.94]∗

CaAl2O4 4 Ar−O2, Ar, Ar−H2 21 [12.95]

Ca2Al2SiO7 3 Low pressure 25 [12.69]∗, [12.96]

Ca2CuO3
† 1 1 atm O2 20–30 [12.97]

CaCu3Ti4O12
† 6 O2 30 [12.98, 99]

Ca2FeMoO6 60 0.25–0.5 atm N2 – [12.100]∗

Ca0.5La0.5MnO3 2.5–10 Air, Ar/O2 – [12.101]

Ca2MgSi2O7 2–3 Air, O2 30–45 [12.96]

CaTiSiO5 0.5–12 Air 15–30 [12.34, 35, 61, 84]∗ phase transition

Ca2RuO4 45 Ar/O2 9 : 1 – [12.102]∗

Ca2−xLax RuO4 10 atm

Ca2−xSrx RuO4 20–50 9Ar : 1O2 10 atm 30–50 [12.103]∗

CaYAlO4 3–5 Ar, O2, N2, air, O2/N2 15–20 [12.104]∗ color centers

Ca2+xY2−xCu5O10
† 0.5 O2 15 [12.105, 106]∗

CdCu3Ti4O12
† 6 O2 30 [12.99]

CoTiO3 5 O2 20 HAD, not published

Co3(VO4)2
† 0.5–3 Air 20–30 [12.107]

CuGeO3 1–10 1 atm O2 30 [12.17]∗, [12.43, 54, 108]

Fe3O4
† 6 CO2 – [12.13]∗

Ga2O3 5–10 Air, Ar 15–30 [12.18]∗ volatile

GeCo2O4 15–30 Air – [12.109] evaporation, low viscosity

GeNi2O4 40 10 atm, O2 – [12.109] evaporation, low viscosity

Gd3Fe5O12
† 1.5 70 atm O2 – [12.14]

La2CuO4
† 0.5–1 O2 25–30 [12.43, 110]

La2−xSrx CuO4
† 1–15 O2, air 40 [12.63]∗, [12.76, 111–114]

La2−xBax CuO4
† 0.5–0.7 10−2 atm O2 30 [12.49]∗, [12.63, 106, 110, 114–118]

(La1−x Cax )2CaCu2O6+δ
† 0.35–1 10 atm O2 – [12.45]∗

(La1−x Cax )2CaSrCu2O6
† 0.5 10 atm O2 – [12.119]∗

La14−xCaxCu24O41
† 1–1.5 13 atm O2 40 [12.120]

LaCoO3 20 O2 – [12.121, 122]

LaFeO3, YFeO3 20 O2 – [12.123]

LaMnO3 10 Air – [12.123]

La0.8Sr0.2MnO3 3–10 Air, Ar/O2 15–50 [12.101, 124–127]

La2NiO4 20 O2 30–50 [12.71]∗

La2−xSrx NiO4+δ 3–5 5–7 atm Ar : O2 40 [12.59]

LaTiO3 50 30% H2 in Ar – [12.123]

LiNbO3 9 – – [12.26, 27, 36]∗ laser heated

Li3VO4, β(II)-Li3VO4
† 0.5–1 Ar, O2, air – [12.37, 74]∗

LuFe2O4
† 1 Air – [12.128]∗

LuFeCoO4
† 1 CO2/CO – [12.128]∗
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Table 12.1 (cont.)

Material Growth References and comments
rate (mm/h) atmosphere rotation (rpm)

MgFe2O4
† 5 50 atm O2 – [12.14]

Mg2SiO4:Cr – Ar/O2 – [12.129]

MgTi2O4
† 1–5 O2 30 [12.46]∗ inclusions, precipitates

Mg3(VO4)2
† 0.5 O2/N2, O2 16–18 [12.78]∗

NaxCoO2 2 O2 – [12.130–132]

Nd2CuO4
†, 0.5–0.7 O2 flow, O2/Ar, 8 atm O2 30 [12.113]∗, [12.133]

Nd1.85Ce0.15Cu4−δ
†

Nd0.7Sr0.3MnO3 2.5–10 Air/O2 – [12.101]

Nd1+xSr2−xMn2O7 2–8 Air 25–30 [12.134]

NdTiO3, Nd1−xTiO3 25 Ar/H2 95 : 5 15 [12.135]

NiAl2O4 2.5–10 1–3 atm O2 5–40 [12.52]∗

Ni3(VO4)2
† 0.5–3 Air 20–30 [12.121]

Pr1+x Sr2−xMn2O7 2–8 Air 25–30 [12.134]

RE3Ga5O12
† 10 Air – [12.14]

REBa2Cu3O7−y
† – 10−2 atm O2 – [12.136]∗

(RE = Y, La, Pr, Nd, Sm)

REFeO3
† 3–10 70 atm O2 – [12.14]

RE2Ti2O7 5–20 Ar, O2 10–20 [12.22, 34, 61, 84]∗, [12.23]

(RE = rare earth)

SrAl2O4 4 Ar-O2, Ar, Ar-H2 21 [12.95]

Sr3Cr2O8 10/20/08 2 atm Ar – H. Dabkowska, unpublished

Sr2CuO2Cl2 5 Ar, Ar/O2 30 [12.137]∗

SrCuO2
† 0.5–2 1 atm O2 – [12.43, 138, 139]

Sr2CuO3
† 1 1 atm O2 – [12.43, 138]

SrCu2(BO3)2
† 0.2–0.5 O2 10–20 [12.42, 48, 60, 140]

SrCu2(BO3)2:Mg, La, Na† low surface tension

Sr14Cu24O41
† 1 5 atm – [12.34, 42, 43, 54, 61, 84, 138]

Sr14−xCax Cu24O41
† 1 10 atm O2 – [12.141]

SrFe12O19
† 6 50 atm O2 – [12.14]

Sr3Fe2O7−x
† 1–5 0.2–3 atm O2 10–15 [12.142]

Sr2RuO4, Sr2RuO4:Ti 25–45 Ar/O2 2 : 1 – [12.34, 61, 75, 84]∗, [12.143] volatile

Sr3Ru2O7 15–20 Ar/O2 1 : 9 – [12.82, 144, 145]∗ volatile

SrTiO3, SrTiO3:La 15 15 atm 20–30 [12.14, 146]

SrZrO3 5–65 Air 3–25 [12.70]∗ evaporation

TiO2 5 Air, O2 30 [12.14], [12.20]∗ ZrO2 added

Y3Al5O12 5 Air – [12.14, 28], [12.147]∗

YCrO3 20 Ar – [12.123]

Y3Fe5O12
† 1.5–3 15–30 atm O2 – [12.10, 14], [12.17, 19, 57]∗

Y3Fe5−xAlxO12
† 6 O2 – [12.12, 13]∗, [12.19]

Y3Fe5−xGaxO12
† 1.5–3 20–30 atm O2 – [12.14]

YFe2O4
† 2–10 CO2/H2 30 [12.148]∗

YTiO3 50 30% H2 in Ar – [12.123]

YVO4:Er, Ho, Tm 5–20 7% H2 in Ar, O2 20–30 [12.64]∗, [12.65, 123]

YbCoGaO4 1.7 Air 15–30 [12.34, 61, 84, 149]

YbFeMgO4
† 1 Air – [12.128]∗

ZnO† 0.5–1 Air 20 [12.150]∗
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12.13 Conclusions

The field of crystal growth by the optical floating zone
and traveling solvent floating zone techniques is def-
initely expanding. With a growing number of highly
computerized furnaces the quality and amount of works
reported on new and already known materials is ris-
ing. The main advantage of both discussed floating zone
techniques lies in the high purity of the obtained crystals
resulting from the absence of a container. This feature
also allows us to melt and grow high-quality, relatively
large and uniform crystals of oxides for which there is
no container (crucible) – either because of very high
melting point or the melt being very aggressive – and
which cannot be obtained by other methods. Both of
these methods also make it possible to prepare solid so-
lutions of oxides, modifying their properties according
to the future applications.

Numerical modeling of the floating zone silicon pro-
cess has turned out to be an excellent tool for modern
crystal growth practice. Chains of models that cover
the complete floating-zone process have been developed
over the years [12.24, 25]. Now it is possible to simu-
late numerically the growth situations precisely enough
to improve the final crystal quality even for very large
diameters. Further modeling efforts, especially for other
materials for which it is possible to compare mod-
eling predictions with experimental observations, are
necessary to improve the understanding of transport
processes in the molten zone and of heat transport in

the whole system. Only then will it be possible to ex-
plain the changes observed in growth features as growth
conditions change.

Apart from crystallizing new materials, future work
in this area should also include:

• Investigation of phase diagrams• Understanding/assessing high-temperature proper-
ties of molten oxides and salts• Creating a user-friendly theoretical approach con-
necting crystal growth conditions with obtained
results.

There is also the crucial but nearly untouched problem
of automation of crystal growth. The automatic diam-
eter control systems have proven to be useful in the
Czochralski crystal growth of oxides [12.51] and one
can expect that this approach can be successfully ap-
plied to grow them by the optical floating zone process
as well.

It took about 50 years of research and financing to
grow very high-quality, large single crystals of single
element Si by FZ technique. Now the challenge is to
follow this with growth of other technologically impor-
tant materials. To achieve this continuous cooperation
between a crystal grower and crystal user is necessary.
Without good characterization of the crystals grown no
progress in crystal growth can be achieved.
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Laser-Heated13. Laser-Heated Pedestal Growth of Oxide Fibers

Marcello R.B. Andreeta, Antonio Carlos Hernandes

The laser-heated pedestal growth (LHPG) tech-
nique, when compared with conventional growth
methods, presents many advantages, such as
high pulling rates, a crucible-free process, and
growth of high and low melting point materials.
These special features make the LHPG technique
a powerful material research tool. We describe the
background history, theoretical fundamentals, and
how the features of LHPG affect the growth of oxide
fibers. We also present a list of materials processed
by laser heating in recent decades, such as LiNbO3,
Sr−Ba−Nb−O, Bi12TiO20, Sr2RuO4, Bi−Sr−Ca−Cu−O,
ZrO2:Y2O3, LaAlO3, and also the eutectic fibers of
Al2O3:GdAlO3, Al2O3:Y2O3, and ZrO2:Al2O3.

13.1 Fiber-Pulling Research .......................... 394

13.2 The Laser-Heated Pedestal
Growth Technique ................................ 399
13.2.1 Source Preparation and Seeding .... 400

13.2.2 Automatic Diameter Control Applied
to LHPG ....................................... 401

13.3 Fundamentals ...................................... 402
13.3.1 Conservation of Mass .................... 402
13.3.2 Balance of Heat Transfer ............... 403
13.3.3 Mechanical Stability ..................... 404
13.3.4 Growth

Under Controlled Atmosphere ........ 405
13.3.5 Dopant Distribution ...................... 406
13.3.6 Pulling Crystalline Fibers

Under Electric Field ...................... 407

13.4 Fiber Growth Aspects ............................ 409
13.4.1 Congruent Melting Fibers:

The Search for Stoichiometry ......... 409
13.4.2 Incongruently Melting

and Evaporating Fibers ................. 416
13.4.3 Eutectic Fibers ............................. 416

13.5 Conclusions .......................................... 418

References .................................................. 419

Laser technology has been applied for many years to
process a wide range of materials and devices. The char-
acteristics that make laser radiation very attractive for
this purpose are its coherence and collimation, which
allow the adjustment of the energy distribution with
conventional optical elements as well as location of the
heat source outside the preparation chamber. The main
applications of laser materials processing technology
are: perforation, cutting and welding, sintering, surface
thermal treatment, unidirectional solidification applied
to fiber pulling, material texturing, and production of
aligned eutectic materials.

Among all the laser-heated crystalline fiber-pulling
techniques that have appeared over the last 40 years,
laser-heated pedestal growth (LHPG) has become one
of the most powerful tools in new and conventional ma-
terials research. The main advantages of this technique
are its high pulling rates (about 60 times faster than

conventional Czochralski technique) and the possibility
to produce very high melting point materials. Besides
that, it is a crucible-free technique, which allows the
pulling of high-purity single crystals and composite
fibers, avoiding mechanical stress and contamination
due to the crucible material during the solidification
process.

In addition to all of these advantages of the LHPG
technique, the crystal geometric shape, its flexibility for
small diameters, and its low cost make single-crystal
fibers (SCF) produced by LHPG even more suitable to
substitute for many of today’s bulk devices, especially
with respect to high melting point materials. However,
for this purpose the SCF must have equal or supe-
rior optical and structural qualities compared with bulk
devices.

In this chapter we describe the laser-heated pedestal
growth technique as a powerful materials research tool
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394 Part B Crystal Growth from Melt Techniques

and its features, such as the high axial thermal gradi-
ents at the solid–liquid interface. In order to produce
this chapter, the authors analyzed more than 300 origi-
nal scientific papers dealing with laser-heated pedestal
growth. The publication dynamics on laser-heated fiber
growth using the laser-heated floating-zone-like tech-
nique are presented in Fig. 13.1. Those are the results
of the last two decades of research. From these data we
can verify the great increase in publication rate over the
last two decades, showing the importance of this tech-
nique in materials science. We also present the historical
evolution, theoretical fundamentals, and how the unique
features of the LHPG technique affect the quality of
the pulled fibers and make it possible to pull incon-
gruently melting and evaporating materials, as well as
its influence on the microstructures of eutectic oxide
composites.

1980 1985 1990 1995 2000 2005 2010

Publications (articles/year)

Year

30

25

20

15

10

5

0

Fig. 13.1 Publication dynamics of laser-heated fiber pulling
research

13.1 Fiber-Pulling Research

The first publications on fiber preparation from the melt
date back to the beginning of the 20th century and were
restricted to research on metal wires. The origin of this
research started with the physicists Baker [13.1] and
da Costa Andrade [13.2], who wrote in his personal
reminiscences: “I continued my work on the creep of
metals and accidentally made the first single crystal
metal wires” [13.3]. However, in the same period, there
was also the need to understand one of the topical ar-
eas of physical chemistry that had lasted for 50 years:
the measurement of crystallization velocities [13.4,5]. It
was with this idea in mind that Czochralski presented in
1918 a new method for measurement of the crystalliza-
tion velocity of metals where he actually pulled fibers of
low melting point metals from their melts [13.6]. Soon
after this, Gomperz [13.7] used floating dies to control
the fiber diameter [an early Stepanov or edge-defined
film-fed growth (EFG) process] [13.5].

In the 1950s, single-crystal fiber attracted the atten-
tion of researchers due to its high crystalline perfection
and outstanding mechanical properties. Those fibers
were produced mainly by vapor-phase reactions [13.8].
Research into fiber pulling from the melt, especially of
nonconducting materials, remained somewhat latent for
approximately 20 years until the end of World War II
(1945), the transistor revolution (1947), and the cre-
ation of the laser (1960). The works of Labelle and
Mlavsky [13.9,10] on the pulling of sapphire fibers from
the melt opened a new perspective in fiber research.

In their work of 1971 they grew sapphire fibers by
the now famous die-shapes growth method known as
edge-defined film-fed growth (EFG) [13.8]. Due to its
outstanding mechanical strength, these sapphire fibers
were considered good candidates to be used as struc-
tural composites.

It was only in 1972 that fiber pulling from the melt
received a major contribution. Due to the interest of in-
dustry in creating a technique for producing fibers with
small diameter, high mechanical strength, and high pu-
rity, the floating zone technique was considered. It was
Haggerty [13.11] who developed the method of four fo-
cused laser beams to create a laser-heated floating zone
for fiber production. However, this was not the first time
that lasers had been used in the growth of bulk sam-
ples, as demonstrated by the work of Cockayne and
Gasson [13.12]. Haggerty grew fibers of Al2O3, Y2O3,
TiC, and TiB2 and investigated their mechanical prop-
erties. He concluded that, even without optimization
of the growth process, the room-temperature strength
of Cr:Al2O3 fibers could reach 9.65 × 109 N/m2, which
had previously been observed only with small, whisker
single crystals.

In the late 1970s, the development in fiber-optic
communication and the need for miniaturization of
optical devices, such as miniature solid-state lasers, pro-
vided a major impulse for the laser-heated fiber growth
technique. During this period, we can highlight the
works of Burrus, Stone, and Coldren on the production
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of high melting point oxide fibers (Nd:YAG, Nd:Y2O3,
and Al2O3:Cr) and also the room-temperature operation
of miniature lasers using Nd:YAG and Nd:Y2O3 fibers
grown by the two focused laser beam heated pedestal
growth method [13.13–15].

Until 1980, the laser-heated technique applied to
crystal growth used only two or four laser beams fo-
cused over the source material. This condition usually
leads to the creation of large radial thermal gradi-
ents in the molten zone that could be deleterious
for growing crystal [13.8]. The main contribution on
the subject of radial thermal flow in the laser-heated
crystal growth technique was made by Fejer and Feigel-
son [13.16, 17]. They incorporated into the focusing
system a special optical component known as a reflaxi-
con [13.18], consisting of an inner cone surrounded
by a larger coaxial cone section, both with a reflective
surface, which converts the cylindrical laser beam into
a larger-diameter hollow cylinder surface. This optical
component allowed the energy to be distributed radi-
ally over the molten zone, reducing the radial thermal
gradients [13.19]. This new version of the laser floating
zone technique became known as laser-heated pedestal
growth, or simply LHPG.

In the setup based on the Stanford version of the
LHPG technique, a CO2 laser (continuous wave (CW),
λ = 10.6 μm) or Nd:YAG laser (CW, λ = 1.06 μm) can
be used with the laser cavity cooled by water or air flow,
depending on the nominal laser power. It is quite com-
mon to use a He–Ne laser, propagating parallel to CO2
laser beam, to act as a guide for the eye in the opti-

Fiber

Fiber pulling
system

Focusing mirror

Feeding system

Reflaxicon

CO2 + He-Ne
laser beams

Pedestal

Fig. 13.2 Schematic drawing of the laser-heated pedestal
growth (LHPG) technique (after [13.16–19])

Fig. 13.3 LiNbO3 single-crystal fiber growth and its
molten zone by the LHPG technique

cal alignment. The laser beams are guided into a closed
chamber through a ZnSe window and hit the reflaxi-
con [13.18], where they are converted as mentioned
above into a cylindrical shell and guided to a spherical
or parabolic mirror, and focused over the source ma-
terial as shown in Fig. 13.2. The focusing mirror has
a hole in its center to allow the seed holder to be placed
in its optical axis and also to avoid vapor material de-
position onto the optical mirrors during fiber pulling.
The use of a growth chamber allows for a controlled
growth atmosphere (special gases or vacuum). There are
normally two windows in the growth chamber for vi-
sualization of the growth process: it is possible to see
the molten zone by using magnifying lenses and with
a video system mounted 90◦ off-axis from the first one.
This video system has a microscope attached to it, al-
lowing the viewing of the molten zone and the growing
fiber (Fig. 13.3).

Since the implantation of the LHPG system at Stan-
ford University laboratories, several modifications have
been proposed to improve it. Table 13.1 lists some of
these modifications in the LHPG technique over the last
decades. The first modification to the LHPG system was
made by Fejer himself (1985) when he implemented
high-speed diameter control of the fiber during the
pulling process [13.20]. Diameter control proved to be
essential to obtain high-quality single-crystal fibers and
also to improve the efficiency of resulting fiber-optical
devices (such as waveguides and solid-state lasers) by
decreasing the light scattering at the surface of the fiber.

Due to the fact that the LHPG technique has
very localized heating, it generates a very large ther-
mal gradient at the growth interface (on the order of
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Table 13.1 Laser-heated fiber-pulling technique: evolution/modifications over the past decades

Year Authors Improvement Reference

1971 Haggerty Four laser beams focused at the molten zone [13.11]

1982 Fejer et al. Reflaxicon – LHPG [13.16]

1985 Fejer et al. Fiber diameter control [13.20]

1992 Uda and Tiller Resistive afterheater [13.21]

1993 Sugiyama et al. Optical afterheater [13.22]

1994 Phomsakha et al. Gaussian reflector [13.23]

1995 Yokoo et al. Indirect laser heating (organic compounds) – ILHPG [13.24]

1995 Imai et al. Gas flux to increase axial thermal gradient [13.25]

1996 Brueck et al. Ultrahigh-vacuum LHPG [13.26]

1997 Brenier et al. Ferroelectric domain inversion by in situ electric field poling [13.27]

1997 Nubling and New reflaxicon without shadows in the molten zone [13.28]

Harrington

1999 Ardila et al. LHPG in a high isostatic pressure environment [13.29]

2001 Ardila et al. Bifocal spherical mirror [13.30]

2001 Laversenne et al. Gradient crystals (pedestal preparation) [13.31]

2002 Andreeta et al. Thermal gradient control by the modification of the focal spot [13.32]

2003 Andreeta et al. Automatic diameter control based on artificial vision [13.33]

2004 Carrasco et al. Electrical-assisted LHPG – EALHPG [13.34]

2005 Lo et al. Double-clad fiber crystal [13.35]

103 –104 ◦C/cm). Uda and Tiller [13.21] used a Pt–
Rh(10%) resistive afterheater in order to control the
axial thermal gradient at the solid–liquid growth in-
terface [13.21] (Fig. 13.4a). They showed that Cr3+
doping concentration in LiNbO3 single-crystal fiber is
affected by an electric field generated at the growing in-
terface, which is proportional to the axial temperature
gradient. They could also calculate the diffusion co-
efficient for Cr in the liquid phase (3.8 × 10−6 cm2/s).
Sugiyama et al., in 1993 [13.22], proposed the use of
an optical afterheater in order to create a more homoge-
nous temperature distribution around the growing fiber,
to allow the pulling of larger-diameter (0.5–1.0 mm)
high-quality a-axis strontium barium niobate (SBN)
fibers for holographic applications (Fig. 13.4b). Larger-
diameter fibers presented optical inhomogeneity result-
ing from internal stress induced during solidification
and from anisotropic growth kinetics in the radial direc-
tion. Sugiyama et al. reported the improvement in the
fiber morphology and also in the fiber composition ho-
mogeneity with the use of the afterheater. In the Fejer
version of the LHPG technique, the arrangement results
in very tight focusing on the shoulder of the molten

zone. Phomsakha et al. proposed the use of a Gaussian
reflector [13.23] to substitute the reflaxicon (Fig. 13.4c).
In this way, they achieved a condition for sapphire fiber
pulling where not only is the laser radiation spread more
evenly over the molten zone but it also impinges on
a short length of the newly grown fiber. In this configu-
ration the fiber-pulling limit for high-quality sapphire
fibers was extended from 2–3 mm/min to as high as
20 mm/min using He atmosphere. The authors believe
that the appropriate distribution of the laser beam in the
vicinity of the molten zone is important in minimiz-
ing the magnitude of convection currents, which could
improve the sapphire fiber quality and allow greater
pulling speed.

In 1995 Yokoo et al. modified the LHPG system
in order to grow low melting point organic com-
pounds [13.24]. The LHPG system in its original
configuration cannot be applied directly to grow organic
single fibers due to their very low melting point and
poor thermal conductivity. Even though sublimation oc-
curs more easily due to direct and localized heating by
the laser in those compounds, this does not allow for
stabilization of the molten zone. The new configura-
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Fig. 13.4a–d Modifications to the LHPG system over the years to control/modify the temperature gradient at the solid–
liquid interface. (a) Resistive afterheater (after [13.21]), (b) optical afterheater (after [13.22]), (c) Gaussian reflector
replacing the reflaxicon device (after [13.23]) and (d) Creation of a controlled optical aberration at the focusing point; (I)
divergent laser beam and (II) parallel laser beam (after [13.32])

tion is based on the insertion of a glass tube to stop the
laser beam before it reaches the material to be melted,
and the introduction of a gas flow. The authors called
this new method indirect laser-heated pedestal growth
(ILHPG). The source rod and seed crystal are inserted

into the glass tube from opposite sides of the tube. The
CO2 laser beam is focused onto the glass tube circu-
larly with an axially symmetric irradiance pattern. The
laser beam is absorbed by the glass and retransmitted
by black-body radiation emission from its inner surface.
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As a result, direct and localized heating of the source
rod is avoided. With this configuration they were able
to produce single-crystal fibers of 2-adamantylamino-
5-nitropyridine (AANP). The authors were able to
produce AANP crystal fibers with lengths of more than
20 mm and diameters ranging from 300 μm to 2 mm.
In addition, it has been experimentally confirmed that
the efficiency of second-harmonic generation (SHG) for
rod-like AANP crystal grown by the ILHPG method is
higher than that for conventional AANP crystal grown
by Bridgman–Stockbarger method.

While many researchers were making efforts to de-
crease or homogenize the axial and radial temperature
gradient at the solid–liquid interface, respectively, Imai
and coworkers (1995), for the growth of potassium
niobium tantalate (KTN) fibers, went in the opposite
direction [13.25], observing that the thermal axial gra-
dient was not high enough to prevent constitutional
supercooling. The authors constructed a gas blower
whose nozzle encircled the fiber symmetrically. The
flow surrounds the fiber, the molten zone, and the
pedestal-like tube. With this modification the authors
were able to pull KTN fiber of 400 μm at pulling rates
up to 0.4 mm/min, 50 times faster than the conven-
tional top seed solution growth method, suppressing the
constitutional supercooling phenomenon. However the
fibers still had cracks and showed striations, located
mainly at the center.

Brueck et al., in 1996, used an ultrahigh-vacuum
(UHV) modified LHPG to grow metal fibers, returning,
in a way, to the birth of fiber research [13.26]. They
grew UPt3 and UNi2Al3 in order to study their elec-
tric property, which is strongly affected by impurities
and oxidation. The fibers were about 600 μm in diam-
eter and showed superconductivity behavior down to
400 and 600 mK for UPt3 and UNi2Al3, respectively.
UNi2Al3 fiber presented a higher temperature transi-
tion when compared with Czochralski single crystals
(300 mK) due to the higher crystal quality.

In 1997 Nubling and Harrington introduced a new
version of the reflaxicon [13.28]. The inner cone was
made from a ZnSe window with an Ag-coated diamond-
turned cone in the center. By using a window and
reflecting cone, they eliminated the need for support-
ing spokes for the cone and thus the laser beam was
not obscured. The entire optical system could produce
a calculated spot size as small as 22 μm. For larger-
diameter fiber they were able to adjust the spacing
between the reflaxicon elements so that it was possi-
ble to create a larger focused spot that led to more
stable growth. In the same year, Brenier et al. devel-

oped a method for producing periodic poling lithium
niobate (PPLN) [13.27] single-crystal fiber. They added
two identical tungsten electrodes, 250 or 750 μm in
diameter, parallel to the growth direction (a-axis) and
6 mm apart, near the growth interface. They applied
a 200 V periodic alternating voltage signal and created
an electric field parallel and antiparallel to the c-axis.
With this configuration they were able to produce pe-
riodic alternating ferroelectric domains separated by
1.68 μm with a typical period of 204 ms for the electric
field and a pulling speed of 120 mm/h. In 1999 Ardila
et al. developed a system to grow single-crystal fiber in
a high isostatic pressure environment [13.29]. The au-
thors have shown that fiber growth of LiNbO3:Er and
Ca3V2O8:Er are favored by a high O2 isostatic pres-
sure during the pulling process. In the case of Ca3V2O8
fiber the best results were obtained by a 10 bar O2
pressure.

Two years later, Ardila et al. proposed another mod-
ification to the LHPG technique [13.30]. This time
they introduced a bifocal spherical mirror to focus the
CO2 laser. With this modification to the optical sys-
tem, they managed to create an optical afterheater with
the same laser beam as used to melt the compound.
They were able to grow c-axis LiNbO3 with 2 mm
diameter without cracks, doubling the diameter ob-
tained with the previous focusing mirror. In the same
year, Laversenne et al. [13.31] developed a process
to produce concentration-gradient crystals. They de-
scribe a methodology to produce pedestals with two
different composition (or concentration) regions. Dur-
ing the growth process the liquid phase continuously
changes its composition, thus allowing crystallization
at the beginning with one composition and finishing
with another. This means that, in the same experiment,
one may create a spectroscopic library (with different
doping concentrations) for the determination of the op-
timum desired properties.

Andreeta et al. proposed in 2002 a modification to
the alignment of the LHPG system that allowed the cre-
ation of an optical aberration at the focusing point of the
CO2 laser beam [13.32]. In this way it was possible to
decrease the axial gradient while maintaining the annu-
lar radial distribution in the fiber growth. The authors
have shown that the introduction of a 1◦ deviation from
the original parallel laser beam entering the reflaxicon
could expand the width of the laser beam focused at the
molten zone by a factor of 10 (Fig. 13.4d). This leads to
a reduction of about 1000 ◦C/cm in the axial tempera-
ture gradient at the growing interface (from 3800 ◦C/cm
to 2700 ◦C/cm) for the Bi−Sr−Ca−Cu−O (BSCCO)

Part
B

1
3
.1



Laser-Heated Pedestal Growth of Oxide Fibers 13.2 The Laser-Heated Pedestal Growth Technique 399

system used as a model material. The following year
Andreeta et al. published an article describing another
approach for automatic diameter control in the LHPG
technique [13.33]. In this new approach an optical
image of the molten zone is digitized and its height
and the fiber diameter are monitored by a microcom-
puter, in an attempt to effectively control the shape
of the molten zone and not only the fiber diameter
itself.

In 2004, Carrasco et al., using a Nd:YAG-
LHPG technique, introduced an electric current flow
through the crystallization interface in BSCCO fiber
pulling [13.34]. They showed that the direction of cur-
rent flux modifies the fiber quality and also that the
choice of appropriate current direction and intensity can
improve the texture of the BSCCO fibers produced.

Finally, in 2005, Lo et al. [13.35] developed
a method to produce YAG fibers with a clad structure
by introducing a previously grown fiber with a diam-
eter of 68 μm into a fused-silica capillary tube with 76
and 320 μm inner and outer diameter, respectively. They
then applied the LHPG technique again in the tube with

the fiber and pulled in the downward direction. The re-
sult was a core (YAG fiber with 25 μm in diameter) and
two more layers. The outer layer proved to be of SiO2
whereas the inner layer was a mixture of YAG and SiO2.

The history of fiber research is very rich and, as
mentioned earlier, started before many of the tradi-
tional crystal growth techniques, such as Czochralski.
The introduction of laser heating for the production of
fiber-shaped materials expanded the previous physical
limitations for new materials development. High melt-
ing point materials could be developed with minimal
material lost. Due to its versatility and to achieve the
fiber quality needed for some applications, almost once
a year a new version/modification appears in the liter-
ature for the LHPG technique. Some of the changes
and proposals for modification to the LHPG system
described earlier are restricted to the developers’ labora-
tory, mainly due to difficulties in their implementation.
However, all of them slightly extended the potential of
the LHPG technique to create new features for the de-
velopment of new materials and also to improve the
quality of known materials.

13.2 The Laser-Heated Pedestal Growth Technique

The LHPG technique, as described in Sect. 13.1, is
basically a miniature floating-zone-like method where
the heating element is substituted by a focused laser
ring to generate the molten zone. The pulling pro-
cess starts with basically four steps inside the growth
chamber, as illustrated in Fig. 13.5. The first step is
to align the seed and the pedestal mechanically, both
centralized in the optical axis of the laser beam. The
next step is to create a small molten zone on top of
the pedestal, by turning on the laser and slowly in-
creasing the laser power. In the following step the
seed is introduced into the liquid and a molten zone
is formed. Finally, the motors start the fiber pulling
and rotation, as indicated in step IV of Fig. 13.5.
In the following sections the experimental aspects of
this technique are presented in terms of source and

Fig. 13.5 Schematic drawing of the four steps performed in
the LHPG technique: (I) mechanical alignment of the seed
and the pedestal and (II) creation of a small molten zone
on the top of the pedestal. (III) The seed is then introduced
in the liquid phase and there is creation of a molten zone.
(IV) The motors are started and the fiber-pulling process
begins �

I II

III IV
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seed preparation and automatic diameter control (ADC)
systems.

13.2.1 Source Preparation and Seeding

The source material (pedestals) used to grow single-
crystal fibers can be prepared by cutting a previous
bulk-grown crystal or dense ceramic or by the cold ex-
trusion process. Pedestals obtained from bulk crystals or
dense ceramics usually have a square section, which is
not the best geometry to fit the cylindrical focusing laser
beam. In this way one more step is needed before the
fiber growth process, if one wants to avoid the corners
of the square section pedestal going inside the liquid
phase during the pulling process, destabilizing the con-
tact angle. To avoid this effect it is necessary to round
the pedestal.

In the cold extrusion process, an organic binder
(such as polyvinyl alcohol) is added to the material of
reacted or unreacted powder until it achieves a plastic-
like consistency, and then it is forced, with a manual
press, through a 5 mm long 1 mm diameter stainless-
steel cylindrical tube [13.36]. This source material does
not need to be cut, as it already has a convenient ge-
ometric shape. The pedestals are then allowed to dry
at ambient temperature for at least 3 h, and can then
be used as a source for crystal growth. This method
for producing source materials has many advantages
over conventional approaches, such as the small amount
of materials needed and the possibility of producing
source rods from reagents (green-rods), which also en-
ables better stoichiometric control. When green rods are
used in the LHPG system, the three steps in material

500 µm

a)

b)

Fig. 13.6a,b Single-crystal LaAlO3 fibers produced from
different types of pedestals: (a) LaAlO3 fiber grown from
prereacted pedestal, and (b) LaAlO3 fiber grown from un-
reacted pedestal (green-rod)

preparation are reduced to just one (synthesis, sinter-
ing, and crystal growth). In previous works, we have
shown that the fiber quality of high melting point mater-
ials is related to the pedestal heat treatment previous to
the growth process [13.37, 38]. The longer the pedestal
heat treatment prior to the growth process, the darker
the resulting fiber. The origin of the dark color of the
fiber may be related to the creation of oxygen vacancies
when the pedestal is processed at high temperatures,
since changes in the stoichiometry were within exper-
imental error. Crystals grown from an unreacted source
(cold extrusion process) are colorless and show good
transparency, as shown in Fig. 13.6.

Another feature of the LHPG technique is the
possibility to prepare pedestals with compositional vari-
ation, such as in the method developed by Laversenne
et al. [13.31] to create a different doping concentra-
tion along the fiber axis. This method was also used
by Barbosa et al. [13.39] by conveniently joining two
cold-extruded sections of CaMoO4 and SrMoO4. The
obtained fiber was pure CaMoO4 at one end and pure
SrMoO4 at the other, both single crystals, with a contin-
uous lattice parameter variation between the two pure
sections (a gradient crystal fiber). This kind of crystal
can be useful for x-ray optics applications.

The seeds used in the LHPG system must have the
same characteristics as for any other crystal growth
technique. However, since LHPG is a very powerful tool
for new materials development, it is usual to use wires
(Pt, Au, etc.) or small pieces of the pedestal (polycrys-
talline material) as a startup seed for the pulling process
due to the impossibility of obtaining previous oriented
crystals by any other growth technique. As would be
expected, it has been shown that the seed plays a major
role in the quality of the grown fiber. Lu et al. [13.40]
studied seeding effects in the Bi−Sr−Ca−Cu−O sys-
tem. They used Pt and Au wires to start the pulling
process. The use of wires of Pt creates a very high ther-
mal gradient at the wire–melt interface, thus nucleating
grains that are aligned with the preferential growth di-
rection perpendicular to the wire surface. While most
of the grains grow out of the fiber, some of them grow
parallel to the fiber axis and later dominate the grain
structure. Grain selection usually takes place in the first
1–4 mm of the grown fiber, and depends on the diam-
eter. For the same materials Au wires did not show
the same results. The difference between Pt and Au
wire seeding, according to the authors, is due to the
reduced wettability or higher thermal conductivity of
Au. Due to the considerably larger thermal conductiv-
ity of gold wires, the laser power (melt temperature)
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had to be increased significantly to cause the melt to
adhere to the gold wire, and then decreased abruptly
to create a normal-sized molten zone. In this way,
higher-temperature phases dominate the beginning of
the pulling process (CaO + liquid and CaSrCu2O4 + li-
quid). Chen and coworkers [13.41] have shown that it
is possible to pull stoichiometric LiNbO3 single-crystal
fibers from pedestals with 50 mol % Li2O, if a seed with
58 mol % Li2O is used. Using this strategy, in the be-
ginning of the growth process an excess of Li2O is
inserted into the molten zone due to a small fraction of
the seed that melts. In this way, since the early stages
of the growth process, the crystal is allowed to solidify
to 50 mol % Li2O. In other words, when the solidified
crystal composition reaches 50 mol % Li2O, the fiber
will have the same composition as the pedestal (source).

Another interesting work was performed by
Ishibashi et al. [13.42], who studied facet suppression in
the growth of YAG:Ca:Cr fiber by the LHPG technique.
This is a major issue for optimization of solid-state laser
efficiency and holographic recording. In order to im-
prove the laser operation efficiency, the authors studied
the best crystallographic seed orientation in the growth
of YAG:Ca:Cr fibers. They found that facet suppression
occurs for a crystallographic oriented seed at 15◦ from
〈100〉 to 〈110〉. For SBN single-crystal fibers, Sugiyama
et al. [13.22] reported that the only way to obtain ridge
fiber (facet suppression) is to use a ridge-fiber crystal as
a seed.

13.2.2 Automatic Diameter Control Applied
to LHPG

Despite the precautions intended to ensure stable
growth conditions, as will be described in the follow-
ing sections, it is found that excessive variations in
the fiber diameter occur during open-loop growth. It is
thus necessary to design closed-loop systems to regulate
fiber diameter during the growth process. These systems
contain basically two major components: a real-time
dimension measurement apparatus and a proportional
controller feeding back to the laser and/or motor speed
ratio. Two main approaches have been developed to
control the fiber diameter in the LHPG system. The
first is based on quasisinusoidal interference fringes as
the measurement technique observed in the far field
of a fiber side-illuminated by a beam of coherent
light [13.20]. The second method is based on artificial
vision of the molten zone of the growing fiber [13.33].

The theoretical diameter variation resolution
(Δφ/φ)min of the system based on the interference

fringes can be obtained from a ray-tracing analysis, as
shown in (13.1)(

Δφ

φ

)
min

=
(

s

f

)
g(n, θ) , (13.1)

where s is the distance between two adjacent elements
in a photodiode array, f is the focal length of the lens
that projects the interference pattern onto the photodi-
ode array, and g(n, θ) is a geometrical factor dependent
on the refraction index of the fiber n and the angle be-
tween the laser beam and the detector θ. This factor is
obtained from ray-tracing analysis and is typically be-
tween 0.4 and 1.0. The quantity s/ f can be described
as the angular resolution of the optical system. The
monotonic improvement in the resolution with increas-
ing focal length predicted by (13.1) is eventually limited
by signal-to-noise considerations. Feyer et al. [13.20]
have shown that this ADC system allows the production
of fibers with diameter fluctuations as small as 0.02%.

Another way to introduce an automatic diameter
control system is to use the measurements of a charge-
coupled device (CCD) camera image of the growing
fiber as a feedback for the CO2 laser and the fiber-
pulling motor [13.33]. The video hardware captures the
image, which is recorded and processed by a personal
computer (PC) in gray scale mode. The black-body ra-
diation from the molten zone and the high temperature
gradient at the melting (pedestal) and crystallization
(fiber) interfaces (103 –104 ◦C/cm) make it easy to
identify those interfaces positions, due to the good con-
trast in the image at those points in the LHPG technique.
The software uses those positions to measure the fiber
diameter and the height of the molten zone. In this way,
two predefined areas in the image are measured. The
first area is a vertical rectangle (3 × 354 pixels) and the

Crystallization
interface

Melting
interface

Fig. 13.7 Measurements on a captured image of a growing
LaAlO3 fiber (after [13.33])
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other one is a horizontal rectangle (354 × 3 pixels), as
shown in Fig. 13.7. The software recognizes the value
of all the pixels (from 0 to 255) inside these areas. The
next step is to count the number of white pixels inside
the predefined area (molten material). The number of
these pixels is proportional to the height of the molten
zone (vertical) and to the fiber diameter (horizontal).
Based on the vertical pixel count, the software recog-
nizes the position of the crystallization interface, using
this information to take the horizontal measurement just
a few pixels below the crystallization interface (because
of the better contrast on the molten zone). After select-
ing the desired diameter and molten zone height, the
software modifies the laser power and pulling rate to
match the number of pixels established by the crystal
grower (the set point). One advantage of this system is
that it is independent of the material used (opaque or
transparent). Diameter control of better than 2% was
obtained for growth of LaAlO3 single-crystal fibers,
using unreacted pedestals with an appropriate mixture
of La2O3–Al2O3, with diameter fluctuation intention-
ally introduced in the pedestal up to 20% (Fig. 13.8).
It has been shown that this ADC system can reduce
the overall fiber diameter to less than 1% for dense
pedestals, with regions on the order of 1 cm with near-
zero variations.

1 mm 1 mm

a) b)

Fig. 13.8a,b A fiber pulled from a pedestal prepared with
diameter fluctuations of up to 20%. (a) Unreacted pedestal
(green rod) with the introduced diameter variation and
(b) fiber pulled from the same pedestal showing that the
diameter fluctuation was corrected by the automatic diam-
eter control system (ADC)

Both systems have their advantages and limita-
tions. The interference system showed better resolution
results, however it is dependent on the fiber trans-
parency, which affects the resolution of the apparatus:
g(n, θ) = g(θ) ≈ 1/θ. On the other hand, the artificial
vision system, although more versatile, is not adequate
for low melting point materials (< 800 ◦C) due to their
poor black-body emission.

13.3 Fundamentals

Many of the unique features of the LHPG technique
are consequences of the very small liquid-phase volume
necessary to grow crystals and in the following sec-
tions we shall discuss both experimental and theoretical
aspects of the pulling process.

13.3.1 Conservation of Mass

It is possible to correlate the pedestal and fiber cross-
section areas with their respective pulling rates if we
consider that all molten materials from the pedestal are
crystallized as a single-crystal fiber. If we are allowed
to consider that the pedestal used has the same density
of the growing crystal fiber, we can further simplify this
relation as shown in (13.2)

ρfibr2
fibvfib = ρpedr2

pedvped

if: ρfib = ρped−→ rfib = rped

√
vped

vfib
, (13.2)

where ρfib, rfib, vfib, and ρped, rped, vped are the density,
fiber radius, and pulling rates of the fiber and pedestal,
respectively.

In laser-heated pedestal growth, the laser power and
pulling rates are parameters that we can modify during
the crystal growth process. It is evident that the crystal
diameter will be constant if all the physical parameters
remain unchanged. However, it is reasonable to assume
that small imperfections in the pedestals may occur. In
this way, if some variation of the source cross-sections
remains, it is necessary to change one of the growth pa-
rameters in order to keep the fiber diameter constant.
The simplest solution is to modify the pulling rate, as-
suming that the pedestal upward pulling rate remains
unchanged.

That is why a fast and effective diameter control sys-
tem is important, allowing for only very small changes
in the pulling rate to correct for possible nonuniformity
of the geometry of the pedestals used.
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13.3.2 Balance of Heat Transfer

A schematic representation of the most important heat
fluxes during fiber pulling is illustrated in Fig. 13.9.
The energy delivered by the CO2 laser that is used
to keep the molten zone height is: conducted through
the fiber and pedestal, lost to the growth chamber
by irradiation, due to the black-body emission, and
convection to the fluid inside, when present. There
is also the latent heat of solidification and melt-
ing generated at the fiber–liquid and pedestal–melt
interfaces.

In the LHPG system it is reasonable to assume heat
transfer in one dimension, considering the heat fluxes in
a semi-infinite cylinder, moving with velocity v in the
z-direction [13.43]. The equation for the heat transfer
can be written as

d2Y

dZ2
−2(Bitotal)Y −2Pe

dY

dZ
= 2Pe

dY

dτ
, (13.3)

where Y = (T −To)/(Ti −To), Z = z/a, and τ = vfibt/a;
To is the ambient temperature in the surroundings of
the growing fiber, Ti is the growing temperature inter-
face, a is the fiber radius, Bi = ha is the total Biot
number, h is the effective cooling constant (convective
and radiative), and Pe is the Péclet number defined as
ρcpνfiba/2K , where ρ is the solid density, cp is the
thermal capacity, and K is the solid thermal conduc-
tivity. From the solution of this equation it is possible
to obtain an analytical solution for the thermal gra-
dient at the crystal–liquid interface (Gs,i) as shown

Single-crystal
fiber

Source

Laser Laser

z

Jcond

Jcond

Jcond

Molten zone

Jrad, conv

Jrad, conv

Jrad, conv

Jrad, conv

Jrad, conv

Jrad Jrad

Jrad, conv

Fig. 13.9 Schematic drawing of the heat fluxes acting dur-
ing the single-crystal fiber growth process

in (13.4)

Gs,i =
(

dT

dz

)
z=0

= −(Ti − To)

{[
Pe2 +2(Bi)

] 1
2 −Pe

}(
1

a

)
.

(13.4)

The laser-heated pedestal growth method produces
steeper thermal gradients at the growing interface
than any other crystal growth method (ranging from
103 –104 ◦C/cm). This high temperature gradient at the
growing interface is responsible for the high pulling rate
in this technique, allows the pulling rate to be mm/min
instead of mm/h as is typical for conventional crystal
growth methods. However, these same elevated thermal
gradients also have some disadvantages, one of which is
that it produces greater thermal stresses which restrict
the maximum crystal diameter that can be grown be-
fore cracks develop. Brice [13.44] has shown that this
maximum diameter can be determined based on the me-
chanical and thermal properties of the compound (13.5)

∣∣∣∣ dT

dz

∣∣∣∣
max

≈ 4εb

αa
3
2

(
1

h

) 1
2

, (13.5)

where |dT/dz|max is the absolute value of the maximum
allowed thermal gradient at the growth interface, εb is
the breaking strain, α is the coefficient of linear ther-
mal expansion, a is the radius of the fiber, and h is the
cooling constant.

The temperature gradient at the crystallization in-
terface, in a conventional LHPG system, has a strong
dependence on the fiber diameter. Andreeta [13.45]
used lithium niobate as a material model due to its
technological importance, for a study on the effects
of the temperature gradients at the solid–liquid inter-
face on the maximum attainable fiber diameter without
cracks. For temperature measurements a very small
Pt/Pt-Rh thermocouple (60 μm in diameter) attached
to the pulling system was used. The thermocouple was
inserted into the liquid phase and pulled through the
solid–liquid interface. Single-crystal fibers of 40 mm
in length and ranging from 300 to 1200 μm in diam-
eter were pulled from single-crystal pedestals, along
the c-axis. With this system it was possible to measure
the high axial thermal gradient at the solid–liquid in-
terface as a function of fiber radius (Fig. 13.10). From
this data and the maximum diameter, above which the
fiber cracks (13.5), we determined for lithium niobate
a critical radius of 470 μm (Fig. 13.10).
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Experimental data
Experimental data fitting using (13.4)
Maximum thermal gradient given by (13.5)
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Fig. 13.10a,b Temperature gradient at the solid–liquid interface
during LiNbO3 single-crystal fiber growth. (a) The continuous line
represents the maximum thermal gradient that the material can han-
dle before it cracks (13.5) and the dashed line is the fitting of the
temperature gradient measurements based on (13.4). Rc = 470 μm
is the critical radius above which fiber cracking results during the
growth process. (b) LiNbO3 single-crystal fiber with 1 mm diam-
eter, showing cracks produced by generated thermal stress

The high axial temperature gradient at the solid–
liquid interface results in a wide number of advantages,
including higher growth rates, ferroelectric domain
alignment during growth (LiNbO3), and the possibility
of obtaining high-temperature metastable phases of cer-
tain compounds. Another important effect of the high
axial temperature gradient is to prevent constitutional
supercooling. The condition for constitutional super-
cooling can be written as

G

v
≤ mCs

Dl

(
1− k0

k0

)
, (13.6)

where G is the absolute value of the temperature gradi-
ent at the solid–liquid interface, v is the pulling rate,
m is the absolute value of the liquidus slope, Cs is
the concentration in the solid phase, Dl is the diffu-
sion coefficient of the solute in the liquid, and k0 is the
equilibrium distribution coefficient (the ratio between
the solid and liquid concentration −Cs/Cl). The smaller
the fiber radius, the greater the pulling rate allowed be-
fore constitutional supercooling occurs. Lu et al. [13.40]
systematically studied the influence of constitutional su-
percooling on the growth of Bi2Sr2Ca1Cu2O8 crystal
fibers. They found a critical value for the constitu-
tional supercooling (1.0 × 1012 K s/m2) below which
the pulled fiber became polycrystalline. They also esti-

mated that, for a fiber 30 μm in diameter, the maximum
speed allowed should be around 26 mm/h.

Unfortunately, the same axial temperature gradient
is also responsible for a high level of stress in the grown
fiber. The thermal stresses induced by temperature gra-
dients are the main cause of the formation of various
crystallographic defects in the fiber. The expression for
approximate calculation of the dislocation density (Nd)
in terms of the axial temperature gradient was per-
formed by Prokofiev et al. for the Bi12SiO20 (BSO)
compound [13.46], yielding

Nd = α

b

dT

dz
− 2εb

ba
, (13.7)

where b is the Burger’s vector and dT/dz is the ax-
ial temperature gradient at the crystallization interface.
Using the calculated values of the axial temperature gra-
dient, it is possible to evaluate the dislocation density in
the fiber. The calculated value of Nd for BSO fibers was
5 × 105 pits/cm2 for fibers with 1 mm diameter, which
is in good agreement with the value estimated by the
chemical etching method (1 × 105 pits/cm2). Prokofiev
et al. also estimated that a BSO fiber with diameter
below 100 μm should be free-dislocation.

13.3.3 Mechanical Stability

The shape of the molten zone is a very important growth
parameter, especially in a floating-zone-like technique
such as LHPG. The variation of the contact angle is re-
sponsible for the diameter fluctuation of grown fibers.
The stability of a liquid trapped between two cylindrical
plates has been studied for more than a century. Inter-
est in this topic starts mainly from the 1950s due to
the importance of the new (at that time) technology of
semiconductors crystals.

For an analysis of the molten zone shape of the
miniature floating zone let us consider an isotropic
molten zone with length L , volume V , and surface area
S, suspended between two axial solid cylinders of radius
rfib and rped. Kim et al. [13.47] studied the maximum
stable zone length for sapphire and silicon crystals.
The value found was Lmax = πφ, where φ is the fiber
diameter.

If we consider also that the liquid–fiber and liquid–
pedestal contact angles are ψfib and ψped, respectively,
and that the total energy involved in the liquid is com-
posed of potential gravitational and surface energy, the
molten zone will acquire the shape that allows for total
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energy minimization as shown in (13.8)

ET = Eg + ES = πρg

L∫
0

r2(z)z dz

+2πσ

L∫
0

(√
1+

(
dr

dz

)2)
r(z)dz , (13.8)

where g is the acceleration due to gravity, ρ is the den-
sity of the liquid, and σ is the surface tension. Since the
effect of gravity on LHPG is very small, it can be ne-
glected in comparison with the surface energy [13.19].
In this way, the problem is reduced to the minimization
of the surface energy. Figure 13.11 illustrates several
profiles of molten zones obtained for different fiber–
pedestal diameter reductions, based on the numerical
solution of the minimization of the surface energy of the
liquid phase. Saitou et al. [13.48] developed an analyti-
cal solution for the liquid-phase profile in the floating
zone technique for a pedestal–crystal diameter ratio
of 1. They showed that minimization of the surface free
energy (13.8) followed by application of the principle
of variation led to the dimensionless expression

dx

dy
=

y2

2 +λy +C0√
1−

(
y2

2 +λy +C0

)2
. (13.9)
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Fig. 13.11 Molten zone profile shapes obtained for different
fiber–pedestal diameter reductions, obtained by numeri-
cal solution of the minimization of the surface energy of
the liquid phase (the pedestal radius was normalized to 1)
(after [13.19])

Solving (13.9) and returning to the dimensional form
we obtain (13.10) [13.49]

x(y) = y3

6C2
+ λy2

2C
+C0 y +C1C , (13.10)

where λ, C0, and C1 are constants (given in terms of the
floating zone height, pedestal diameter, and molten zone
surface area), C is the capillary constant (defined as
C = (2σ/ρg)1/2), σ is the surface tension, ρ is the liquid
density, and g is the acceleration due to gravity [13.48].

When minimization of the energy takes place, con-
sidering an isotropic system, another way to look at the
problem is to realize that equilibrium of the molten zone
is reached when there is also balance of the surface
tensions at the liquid–solid–gas junction. This junction
defines what is called the wetting angle and it is possible
to express the contact angle by

cos ϕ0 = σ2
l,g +σ2

s,g −σ2
s,l

2σl,gσs,g
, (13.11)

where σl,g, σs,g, and σs,l are the liquid–gas, solid–gas,
and solid–liquid surface tensions, respectively.

When the wetting angle reaches this equilibrium
value, the growth process is stable and there should be
no diameter fluctuations. However in real crystal growth
processes we are faced with nonideal situations which
cause fluctuations of the floating zone shape, thus modi-
fying the contact angle. Again for the LHPG technique,
there is always the need for good diameter control to
obtain high-quality fibers.

13.3.4 Growth
Under Controlled Atmosphere

The growth atmosphere and the nature of the solid and
liquid phases are also factors that influence the molten
zone profile. The effects of external pressure on the melt
properties and equilibrium of solid and liquid phases
began to be studied in the first decades of the 20th cen-
tury [13.50]. Fiber growth under different atmospheres
using laser-heated systems was first explored in the pio-
neering work of Haggerty [13.11]. He grew fibers under
air, Ar, Cl2, H2, and CH3 alone or in combination. It was
noticed that the mechanical strength of the fiber was de-
pendent on the growth atmosphere used. Ardila et al. re-
ported fiber pulling under controlled high external pres-
sure [13.29]. In this work they modified the LHPG tech-
nique to grow crystal fibers in a system that could han-
dle up to 15 atm of oxidizing, reducing or inert gas and
studied the profile of the liquid phase. They used various
materials, such as Ba0.77Ca0.23TiO3 (BCT), CaMoO4
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(CMO), Ca2FeMoO6 (CFMO), and Ca1−xSrxMoO3
(CSMO) with 0 ≤ x ≤ 1 [13.49, 51]. The values for the
capillary constant and surface tension coefficient for all
of these compounds were quite similar.

Phomsakha and coworkers studied the effect
of the atmosphere on Al2O3 single-crystal fiber
pulling [13.23]. They report that the best atmosphere is
He gas, but if the pressure is increased to 15–20 Torr the
fiber transmission decreases. They found that the opti-
mum pressure was 5 Torr of He. Lower pressure values
allow for vaporization that leaves oxygen in the melt,
which is the main cause of the formation of microvoids.
Other gases, such as N2, Ar, and air presented lower
transmission measurements. Wu et al. [13.52] grew Ti-
doped sapphire fibers under various atmosphere (N2,
H2, Ar) in order to improve the Ti concentration in the
fiber. They found that the use of an N2 atmosphere in-
creased the Ti fiber concentration when compared with
experiments performed in air atmosphere, although the
fibers presented dark regions on the surface and in the
interior. In pure H2 atmosphere, quite a large amount
of white fog-like matter volatilised from the melting
zone and was deposited onto the surfaces of the fiber
and the furnace wall. The cross section of grown fiber
was not circular and the grown fiber was useless [13.52].
However, a mixture of H2 and Ar gas resulted in fibers
without inclusions or bubbles inside. This last mixture
allowed the researchers to obtain high-quality laser ele-
ments.

13.3.5 Dopant Distribution

As in any crystal growth process, the control of the
dopant distribution along the crystalline matrix is desir-
able for many technological applications such as laser
hosts and periodic poled ferroelectric crystals. Sharp
et al. developed a model based on mass conservation
for fiber pulling [13.53], shown in (13.12)

Cf(z)

CS0
= keff

[
C′ e−β z

v + α′

β

(
1− e−β z

v

)

+α′(C′ −1)

(β −γ )

(
e−γ z

v − e−β z
v

)]
. (13.12)

Assuming that α′ = πr2
fibv/V ; β = (α′keff + 1/τev);

γ = (vr2
fib)/(ηrped), Cf(z) is the fiber concentration at

a point z, CS0 is the source concentration, keff is
the effective distribution coefficient, C ′ is the frac-
tional loss of dopant from the source rod at z = 0
due to evaporation, rfib, rped, v, η, τev, and V are the
fiber radius, pedestal radius, pulling rate, characteris-
tic length (not usually susceptible to measurement),

the evaporation constant, and the molten zone vol-
ume, respectively [13.53]. With this model, Sharp et al.
could describe the observed concentration profile for
Ti:Al2O3 fiber growth. Some CW laser applications at
high power levels may require periodically doped crys-
tals, as in the case of periodically poled LiNbO3:Hf
and LiNbO3:Nd3+ (PPLN) [13.54]. The intrinsic char-
acteristics of the growing process (high pulling rates,
unidimensional growth-like process, and small molten
volumes) usually led to the growth of homogenous
dopant distribution in the crystal fiber.

However it is possible to intentionally change this
distribution profile by modifying the growth conditions,
such as introducing a sinusoidal temperature fluctua-
tion at the molten zone [13.54]. In this case the dopant
concentration can be expressed as a function of growth
time, by applying also the mass conservation of the
dopant. It is assumed that the dopant is supplied from
the incoming pedestal. Dopant loss results from evap-
oration from the surface of the molten zone and from
dopant being taken up by the growing fiber. Thus, the
evaporation may be characterized by an evaporation
time constant τev defined as the time it takes for the con-
centration of dopant in the melt to decrease by a factor
of e−1 when the fiber and pedestal are in a station-
ary state, i. e., at zero growth rate. Hence, the dopant
concentration in the melt, considering the oscillation
effects, can be expressed by (13.13)

dCm

dt
= πr2

pedCs(t)vped

V
− πr2

pedkeffCm
dFp(t)

dt

V

−
[

πr2
fibkeffCmvfib

V
+

(
πr2

fibkeffCm
dFf(t)

dt

V

)]

−
(

Cm

V

dV

dt

)
− 1

τev
Cm , (13.13)

where Cm is the melt concentration, Cs(t) is the ini-
tial pedestal concentration due to the instabilities at the
startup of the melting process [13.54], rfib and rped are
the fiber and pedestal radii, respectively, keff = Cf/Cm
is the effective distribution coefficient, Cf is the fiber
concentration, vped and vfib are the pedestal and fiber
pulling rates, respectively, V is the molten zone volume
that was approximated to a conical section. Fp(t) and
Ff(t) are functions for the periodical input oscillations,
which were Ap sin(ωt) and Af sin(ωt) for the pedestal
melting and fiber growth, respectively [13.54]. The total
molten zone oscillation amplitude is Ap + Af.

Equation (13.13) can be numerically solved. The
experimental input data required for the program were
oscillation amplitude, rfib, rped, keff, vped, vfib, and fre-
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Fig. 13.12 Axial concentration profile measurement (dash-
ed lines) for a frequency of 16 mHz molten zone oscil-
lations, and corresponding simulation (continuous line)
(after [13.33])

quency. The evaporation time constant τev was used
to minimize the difference between the calculated and
measured Cr3+ concentration profile. The typical τev
values lay within a range of 3–4 min for several experi-
ments, similarly to the Al2O3:Ti fiber growth performed
by Sharp et al. [13.53] without periodic oscillations.
A good match between the measured and the calcu-
lated concentration profile with an oscillating molten
zone can be verified when they are plotted together,
as shown in Fig. 13.12. This means that the growth in-
terface position corresponded directly with the periodic
input program. With this new approach to single-crystal
fiber growth, it is possible to predict and set the dis-
tance between two dopant concentration maxima. Also
it is possible to pull fibers with alternating uniform and
periodic concentration doping profiles regions.

Up to now it has been consider that the pulling of
the fibers is unidimensional. Although for the thermal
and composition axial profile this is a good approx-
imation, the radial distribution must be considered to
explain some of the observed growth aspects. Liu et al.
recently observed that Al2O3:Mg fibers present defects
at their centers [13.55]. The radial Mg concentration
showed that the center of the fiber is richer in Mg
atoms. They proposed that this high concentration is due
to Marangoni convection that creates a flow from the
surface towards the center. This thermocapillary con-
vection causes the flow to drift from the hot side (near
the center, at the external part of the floating zone) to the
cold side (at the solid–melt interface) along the melt–
gas interface and then back from the cold side to the
hot side near the axial center. This is highlighted as the
main cause of excess dopant at the fiber center. Con-
stitutional supercooling is then the responsible for the

a) b)

Laser
beam

Pedestal

Hot spot

Fiber

Fig. 13.13a,b Two possible configurations for the convec-
tion pattern inside the molten zone in a fiber-pulling
process: (a) Laser radiation absorption in the opaque melt
occurs at the liquid surface, leading to Marangoni convec-
tion, and (b) semitransparent melt, leading to the creation
of a hot spot inside the molten zone at the focus point, gen-
erating flow competition with the Marangoni convection

creation of fiber defects at the center. Figure 13.13 il-
lustrates two possible configurations for the fluid flow
in the molten zone during fiber pulling. Figure 13.13a
represents a molten zone opaque to the laser source, and
thus all energy is absorbed in the liquid surface, creat-
ing a flow as Liu et al. described [13.55]. Figure 13.13b
illustrates the condition for a material that is semitrans-
parent to the applied laser source. In this condition a hot
spot may be formed in the liquid center, creating compe-
tition between the two liquid flows. Erdei et al. [13.56]
suggested that the configuration shown in Fig. 13.13b
may be the cause of the radial segregation of Ba in the
SBN fiber growth process. In the same work, the authors
suggested that the radial dependence of the effective
distribution coefficient can be expressed by

keff(r) = k0

k0 + (1− k0)e−v δ(r)
D

, (13.14)

where keff(r) is the radial effective distribution coeffi-
cient, k0 is the equilibrium distribution coefficient, v is
the pulling speed, D is the diffusion coefficient of the
element in the liquid phase, and δ(r) is the radial thick-
ness distribution of the diffusion layer that forms ahead
of the solidification interface during stationary growth.

13.3.6 Pulling Crystalline Fibers
Under Electric Field

During crystallization of ionic melts, Uda et al. [13.21]
have shown that an electric field will be present in
both the liquid and solid, arising for at least two rea-
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sons: differential partitioning of opposite-valence ions
to place a net charge of one sign on the liquid bound-
ary layer (crystallization electromotive force, EMF) and
a Seebeck coefficient produced by the temperature de-
pendence of the equilibrium ion concentration. The
thermoelectric potential difference Δϕ between a lo-
cation at temperature T1 in the solid and a location at
temperature T2 in the liquid is given by [13.21]

Δϕ = αs(T1 − Ti)+αl(Ti − T2)+αiv , (13.15)

where v is the pulling rate, Ti is the interface temper-
ature, αi is the crystallization EMF coefficient, and αs
and αl are the thermoelectric coefficients for the solid
and liquid, respectively. The electric field generated at
the interface during fiber pulling of some ferroelectric
compounds is sufficient to orient the ferroelectric do-
mains in situ, as in the case of LiNbO3 [13.19].

Tiller et al. [13.58] investigated the effect of a strong
interface field during the growth of TiO2-based crystals
pulled by LHPG technique. According to the authors,
when the field-driven flux is appreciably greater than
the interface partitioning flux, a stationary-state solute

No current (NC)

600 µm

Direct current (DC) Reverse current (DC)

a) b) c)I

d) e) f)II

g) h) i)III

j) k) l)IV

Fig. 13.14a–l Scanning micrograph
of longitudinal sections of BSCCO
fiber grown at R = 15 mm/h without
current (NC fiber) (a,d,g,j) with di-
rect current (DC fiber), (b,e,h,k) and
with reverse current (RC fiber)
(c,f,i,l). Region I – seeding initial
transient. Region II – fiber steady-
state region. Region III – frozen
melt. Region IV – melting interface.
The dotted line corresponds to the
seed–fiber interface (after [13.57])

profile in the solid of an anomalous nature can be
maintained. A steady-state solute profile requires the
following to hold [13.58](

DsCs

kT

)
qs Es 	 Vk0Ci

l , (13.16)

where Ds, Cs, qs, and Es are the diffusion coefficient,
solute concentration, effective solute charge, and elec-
tric field, respectively, while k0 is the solute distribution
coefficient and Ci

l is the concentration in the liquid
phase at the growth interface.

Using the electrical-assisted laser floating zone
technique (EALFZ), Carrasco et al. studied the ef-
fect of a direct electrical current applied through the
solidification interface for superconducting oxide ma-
terials [13.34]. In the EALFZ process the fiber can be
grown with a direct current (DC) by connecting the
positive and negative poles, respectively, to the seed
and feed rod samples, or by a reverse current (RC) if
the negative and positive poles are connected to the
seed and feed rod samples, respectively. The applica-
tion of a DC current during the EALFZ process can
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drive the system towards equilibrium, since it drasti-
cally changes the solidification features, namely the
solute ion distribution, phase equilibrium, and crystal
growth kinetics [13.57] (Fig. 13.14). Accordingly, im-
portant changes in phase structure, crystal morphology,
and grain alignment are observed. The presence of the
electric field through the solid–liquid interface acceler-
ates the solute ions until a drift velocity R′(R′ = μE) is
reached. In this way, the original Burton–Prim–Slichter
(BPS) theory equation for the effective distribution co-
efficient is modified to [13.34, 59]

keff

= 1+ R′
R

1+
[

1
k0

(
1+ R′

R

)
−1

]
exp

[(
− Rδ

D

)(
1+ R′

R

)] ,

(13.17)

where R is the interface velocity, k0 is the equilibrium
distribution coefficient, D is the diffusion coefficient of
the element in the liquid phase, and δ is the thickness of
the diffusion layer that forms ahead of the solidification
interface during stationary growth. Thus, the effective
distribution coefficient keff is a set of two competition
processes:

1. The rejection/acceptation of the solute for k0 < 1
and k0 > 1, respectively, by the solid–liquid inter-
face

2. The mobility difference of the solute and solvent
ions under the applied electric field in the diffusion
layer.

When ions move towards the solid–liquid interface
due to the application of a direct current (R′ positive)
the electrical field will increase keff. On the contrary,
a decrease in keff is observed for the condition of R′ neg-
ative, when the ions move away from the interface. It is
important to point out that, in the presence of an elec-
trical field and for a given value of interface velocity R,

the effective distribution coefficient can exhibit values
over a wide range, even outside of the normal range sit-
uated between k0 and unity [13.34]. Useful examples of
the effect of the electric current on keff were given by
Pfann [13.60]:

1. The refinement of an ingot from an element for
which k0 is close to unity, by increasing the absolute
value of (1− keff)

2. Segregation hindrance by making keff close to unity
3. Simultaneous zone refining even when solutes have

k0 values lying on opposite sides of the unity, forc-
ing them to move to the same side of an ingot.

An external alternating electric field can also be
applied to a LHPG fiber during the pulling process
without physical contact with the growing fiber. This
is performed in order to produce periodic inversion
of ferroelectric domains, such as in the method devel-
oped by Brenier et al. described in Sect. 13.1. Lee et al.
showed that assuming a uniform electric field E in the
fiber cross-section, the accumulated E field, Eacc(z̄) that
the grown fiber experiences at position z̄ during the
poling process can be expressed by the convolution in-
tegral [13.61]

Eacc(z̄) = E0

+∞∫
−∞

rect

(
(z̄ − z)

We
− 1

2

)
sin

(
2π fz

v

)
dz ,

(13.18)

where E0 is the electric field at start point in the cen-
ter of the poling region, We is the effective poling
length, f is the applied electric field frequency, rect
is the rectangular function (also known as the rectan-
gle function, rect function, unit pulse, or the normalized
boxcar function) [13.61], and v is the pulling rate. With
this process, magnesium-doped lithium niobate can be
periodic poled with controllable distance between the
inverted domains.

13.4 Fiber Growth Aspects

As stated previously, the LHPG technique is a very
powerful tool for producing single crystals of various
compounds, as shown in Fig. 13.15. Table 13.2 lists the
different compounds produced using the LHPG tech-
nique. The following sections present practical features
and aspects of the pulling process using the laser-
heated pedestal growth technique, such as pulling of
stoichiometric fibers, incongruently melt/evaporating

materials, and directional solidification on eutectic
compounds.

13.4.1 Congruent Melting Fibers:
The Search for Stoichiometry

Congruently melting materials are the easiest type of
compound to pull successfully in single-crystal form.
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800 µm

800 µm

550 µm

500 µm450 µm

450 µm

a)

b)

c)

d)

e)

f)

g)

h)

Fig. 13.15a–h Single-crystal fibers of various com-
pounds pulled by the LHPG technique: (a) SrTiO3,
(b) BaTiO3, (c) GdAlO3:Nd3+, (d) GdAlO3:Cr3+,
(e) La0.67Ca0.33MnO3, (f) LaVO4, (g) Al2O3 (sapphire),
and (h) Al2O3:Cr3+ (ruby)

However, the stoichiometric line in the phase diagram
is in reality a region (termed the existence region), i. e.,
it may extend over a certain homogeneity range [13.62].

Table 13.2 Pure and doped fibers pulled by laser-heated pedestal growth technique

Compound Doping Applications/characteristics References

Al2O3 Cr3+ Temperature sensor [13.63–68]
C Radiation dosimetry [13.69]
Pure Optical transmission [13.28, 70–72]
Pure Mechanical [13.73, 74]
Ti3+ Graded-index fiber – laser action [13.52, 75]
Yb3+ Spectroscopy [13.76]
Er3+, Yb3+ Temperature sensor [13.77, 78]
Mg Mechanical [13.55]
Pure Growth process/synthesis [13.23]
Ti Growth process/synthesis [13.53, 79]

Stoichiometry variations can impair the electric, ferro-
electric, magnetic, optical, and other characteristics of
these single crystals. For many compounds of interest,
congruently melting compositions have been detected
which are nonstoichiometric, thereby giving rise to
unwanted effects such as thermodynamic instabilities,
precipitates, intrinsic impurities, and deviations of the
distribution coefficient of cations from unity [13.62].

Due to their technological importance, Li(Nb, Ta)O3,
YVO4, and SBN (Sr0.61Ba0.39NbO3) have been stud-
ied in order to achieve stoichiometry composition along
the fiber length. Besides the composition variation of
metal elements along the crystal growth axis, those
compounds also present oxygen deficiency. Since the
congruency originates from the defect structure of
niobates, tantalates or vanadates, the oxygen vacancy
also plays an important role in the growth of highly
homogeneous crystals. In other words, metal oxides
having different oxygen stoichiometry will possess dif-
ferent congruent compositions [13.56]. Another effect
of the oxygen-deficient phases is that they can form
solid solutions with their pentavalent variant, as was
observed for YVO4 by Erdei et al. [13.80]. These
solid-solution formations cannot be eliminated by sim-
ple melt growth techniques. The oxygen deficiency can
also slightly modify the Li:Nb, Li:Ta or Y:V stoi-
chiometries in LiNbO3, LiTaO3, and YVO4 during the
growth processes. In this way, it is possible to verify
that there is not one general precise value for the ex-
act congruent composition in the niobate, tantalate or
vanadate families. Erdei et al. identified that slightly
oxygen-deficient SBN connected with Nb2O5−x cre-
ates a solid solution with the pentavalent niobium–SBN
system [13.56, 62].

In order to grow high-quality single-crystal fibers
with near-stoichiometric composition and high homo-
geneity along the fiber length it is possible to distinguish
three basic strategies to achieve the goal of stoichiom-
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Table 13.2 (cont.)

Compound Doping Applications/characteristics References

Eutectic Al2O3-Y3Al5O12 Pure Mechanical [13.81–84]

Pure Growth process/synthesis [13.85]

Eutectic Pure Mechanical [13.86]

Al2O3-Y3Al5O12-ZrO2

Eutectic Al2O3-ZrO2 Pure Mechanical [13.87–90]

Pure Mechanical [13.84, 91–93]

Y (eutectic) Growth process/synthesis [13.94]

Ba(Mg0.33ME0.67)O3, Pure Dielectric [13.95]

ME = Ta, Nb Spectroscopy [13.96]

Spectroscopy [13.97]

Growth process/synthesis [13.98]

Ba(Ti1−xZrx )O3 Pure Ferroelectric [13.99]

Pure Dielectric [13.100, 101]

Ba1−x MxTiO3 M = Sr Dielectric [13.102–104]

M = Ca Growth process/synthesis [13.105, 106]

Ba2NaNb5O15 Nd3+ Growth process/synthesis [13.107, 108]

Nd3+ Spectroscopy [13.109–114]

Yb3+ Spectroscopy [13.115]

Ba2NdNbO6 Pure Spectroscopy [13.116]

BaTiO3 Pure Photorefractive effect [13.117]

Pure Growth process/synthesis [13.118–120]

Bi12MEO20; ME =Si, Ti Pure Photorefractive effect [13.121]

Optical activity [13.122]

Growth process/synthesis [13.46, 123–127]

Bi-Sr-Ca-Cu-O Pure Superconductivity [13.34, 128–130]

Pure Superconductivity [13.57, 131–134]

Pure Superconductivity [13.135–138]

Pure Superconductivity [13.139–143]

Pure Magnetic [13.144–148]

Ag Superconductivity [13.149, 150]

Pb Superconductivity [13.151, 152]

Growth process/synthesis

Pure [13.153–157]

Pure [13.32, 158–161]

Pure [13.162–166]

Pure [13.40, 167–170]

Ti [13.171]

Ag [13.172, 173]

Pb [13.174–177]

Ca1−x YbxF2+x Yb3+ Spectroscopy [13.178]

Ca3(VO4)2 Nd3+ Spectroscopy [13.179]

Er3+ Growth process/synthesis [13.51]

Ca9.5+0.5x ((PO4)6−x )((BO3)x ) Yb3+ Spectroscopy [13.180]

((BO2)1−xOx )
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Table 13.2 (cont.)

Compound Doping Applications/characteristics References

CaAl4O7 Ce3+ Spectroscopy [13.181]

Eu2+, Nd3+ Spectroscopy [13.182]

Tb3+, Ce3+ Spectroscopy [13.183]

CaF2 Yb3+ Spectroscopy/laser action [13.184, 185]

CaM2O6; M = Nb, Ta Nd3+ Spectroscopy [13.186]

Nd3+ Spectroscopy [13.187]

Growth process/synthesis

Pure [13.188]

Pure [13.189]

CaMoO4 Pure Growth process/synthesis [13.190]

CaMoO4-SrMoO4 Pure Growth process/synthesis [13.39]

CaTiO3 Pure Growth process/synthesis [13.191]

Co, Fe, and Co-Fe alloy Pure Growth process/synthesis [13.192]

Dy2O3 Pure Refraction index [13.193]

EuAlO3 Ti3+-Ti4+ Growth process/spectroscopy [13.194]

Gd2O3 Eu3+ Luminescence [13.195]

Nd3+ Spectroscopy [13.196]

Er3+ Spectroscopy [13.197]

Yb3+ Spectroscopy [13.31]

Gd3Sc2Al3O12 Cr3+ Graded-index fiber [13.75]

GdAlO3 Er3+ Spectroscopy [13.198]

Ti3+-Ti4+ Growth process/spectroscopy [13.194]

Eutectic GdAlO3-Al2O3 Pure Growth process/synthesis [13.36]

GdTaO4 Pure Growth process/synthesis [13.199]

GdTaO4-RETaO4; Pure Growth process/synthesis

RE = Er, Yb X-ray optics [13.200]

X-ray optics [13.201]

K2NdNb5O15 Pure Spectroscopy [13.116]

K2O-WO3 binary system Pure Growth process/synthesis [13.202]

K3Li2−x ME5+xO15+2x ; Pure Dielectric [13.203]

ME = Nb, Ta Pure Ferroelectric [13.204]

Nd3+ Second-harmonic generation [13.107, 108, 205]

Growth process/synthesis

Pure [13.206–210]

Pure [13.25]

La1−x MExMnO3; Pure Magnetic [13.211–213]

ME = Sr, Ca Magnetic [13.212–214]

Growth process/synthesis [13.215]

LaAlO3 Growth process/synthesis

Pure [13.38]

Cr3+ [13.33, 54]

LaLuO3 Ce Spectroscopy [13.216]

La-Sr-Cu-O Pure Superconductivity [13.217]

Li1−x Nb1−xWx O3 Nd3+ Growth process/synthesis [13.218]

LiB3O5 Pure Growth process/synthesis [13.219]
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Table 13.2 (cont.)

Compound Doping Applications/characteristics References

LiNbO3 Pure Ferroelectric [13.220, 221]

Pure Spectroscopy [13.222–225]

Nd:MgO Second-harmonic generation [13.226]

Fe Spectroscopy [13.227, 228]

Er3+:Sc2O3 Visible and IR luminescence [13.229]

Nd3+:Sc2O3 Spectroscopy [13.230]

Yb3+:Sc2O3 Spectroscopy/laser action [13.231]

Growth process/synthesis

Pure [13.30, 41, 232–235]

Pure [13.236–239]

Fe [13.240]

MgO [13.27, 61, 241–244]

Mg, Zn [13.245]

Mg, Ti [13.246]

Cr [13.21]

LiTaO3 Pure Growth process/synthesis [13.247]

LiYF4 Yb3+ Spectroscopy/laser action [13.248]

Growth process/synthesis

Nd3+ [13.249]

Tm3+ [13.249]

Lu2O3 Pure Refraction index [13.193]

Yb3+ Spectroscopy/laser action [13.31]-[13.231]

Lu4Al2O9 Ce Spectroscopy [13.216]

Mg2SiO4 Cr Growth process/synthesis [13.250]

MgAl2O4 Pure Mechanical [13.251]

Growth process/synthesis

Ni [13.252]

MgO-Nb2O5 binary system: Pure Growth process/synthesis [13.253]

(Mg, Nb)O2.42, Mg5Nb4O15,

Mg4Nb2O9, MgNb2O6

Eutectic MgTiO3-CaTiO3 Pure Growth process/synthesis [13.254]

MTi2O7; M = La, Nd Pure Piezoelectricity [13.255]

Piezoelectricity [13.255]

NaF U, Cu Photoluminescence [13.256]

Nb2O5:MO2 M = Ti Dielectric [13.257–260]

M = Si Dielectric [13.260]

RE1−xLaxVO4; RE = Y, Gd Nd3+ Spectroscopy [13.261, 262]

Tm3+ Spectroscopy [13.263]

Growth process/synthesis

Pure [13.80, 264–266]

Nd3+ [13.267–271]

Nd3+ [13.267, 268]

RETiNbO6 RE = Nd; Pr; Er Spectroscopy [13.272–274]

Sc2O3 Pure Refraction index [13.193]

Yb3+ Spectroscopy/laser action [13.231, 275]

ScTaO4 Pure Growth process/synthesis [13.276]
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Table 13.2 (cont.)

Compound Doping Applications/characteristics References

Sr(Al0.5M0.5)O3 M = Ta; Nb Dielectric [13.95]

M = Ta; Nb Spectroscopy [13.277]

Growth process/synthesis

M = Ta; Nb [13.278]

Sr2RuO4 Pure Growth process/synthesis [13.279]

SrAl2O4 Ce3+ Photoconductivity [13.181, 280]

Eu2+, Dy3+ Spectroscopy [13.182]

Tb3+, Ce3+ Phosphorescence [13.281]

Sr-Ca-Ti-O Pure Dielectric [13.282]

SrHfO3 Pure Growth process/synthesis [13.283]

SrTiO3 Pure Growth process/synthesis [13.37, 118]

SrVO3 Pure Growth process/synthesis [13.29, 284]

SrxBa1−xNb2O6 Pure Dielectric [13.285–287]

Ce Photorefractive [13.288–290]

Nd Spectroscopy [13.291]

Growth process/synthesis

Pure [13.22, 56, 292–294]

Ta2O5 Ti Spectroscopy [13.295]

TiO2 Pure Growth process/synthesis [13.296]

UNi2Al3 Pure Growth process/synthesis [13.26]

UPt3 Pure Growth process/synthesis [13.26]

Y2O3 Tb3+, Ce3+ Spectroscopy [13.297, 298]

Eu3+ Spectroscopy [13.299–303]

Yb3+ Spectroscopy/laser action [13.31, 298, 304–306]

Ho3+ Spectroscopy [13.298, 304]

Er3+ Spectroscopy [13.304]

Tm3+ Spectroscopy/laser action [13.306]

Tb3+ Spectroscopy/laser action [13.306]

Tm3+, Pr3+ Spectroscopy [13.298]

Er3+, Yb3+ Spectroscopy/laser action [13.307]

Y2−xScxO3 Eu3+ Spectroscopy [13.308]

Y3Al5O12 Tm3+ Fluorescence/laser action [13.309, 310]

Nd3+ Optical sensor/thermotherapy [13.311–314]

Nd3+ Laser action [13.315]

Ca, Cr Coloration/laser action [13.42, 316]

Cr4+, Cr3+ Fluorescence [13.311, 317]

Cr3+ Fluorescence/temperature sensor [13.318]

Er3+ Fluorescence/temperature sensor [13.319]

Pr3+ Spectroscopy [13.320]

Yb3+ Spectroscopy [13.321]

Growth process/synthesis

Cr4+ [13.35, 322, 323]

Ti3+ [13.324]

Y3Fe5O12 Pure Growth process/synthesis [13.325–328]

YAlO3 Nd3+ Laser action [13.329]

Yb2O3 Pure Refractive index [13.193]
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Table 13.2 (cont.)

Compound Doping Applications/characteristics References

Y-Ba-Cu-O Pure Superconductivity [13.134, 330]

Pure Magnetic [13.331]

Crystal growth/synthesis

Pure [13.332, 333]

ZnLiNbO4 Pure Growth process/synthesis [13.334]

ZrO2:Y2O3 Pure IR waveguide [13.308]

Er3+, Pr3+ Photoluminescence [13.335]

Er3+ Mechanical [13.336, 337]

Pure Growth process/synthesis [13.338]

Eutectic ZrO2-CaO-NiO Pure Mechanical [13.93]

Growth process/synthesis [13.339]

Eutectic ZrO2-MgO Pure Mechanical [13.93]

α(Ba1−xSrx )Nb2O6:β(Na1−yKy) Pure Dielectric [13.340]

NbO3

β-BaB2O4 Pure Growth process/synthesis [13.341, 342]

(1− x)Pb(Mg0.33Nb0.67)O3-xPbTiO3 Pure Growth process/synthesis [13.343]

(Gd1−x Ndx )2(SiO4)O Pure Growth process/synthesis [13.344]

(La1−x Ndx )9.33{(SiO4)6O2}0.67 Pure Growth process/synthesis [13.344]

(Lu1−xNdx )2Si2O7 Pure Growth process/synthesis [13.344]

2-adamantylamino- Organic Growth process/synthesis [13.24]

5-nitropyridine (AANP)

A2B2O7 Pure Dielectric [13.345]

(A = La, Nd, Ca, B = Ti, Nb)

Miscellaneous:

Compiled information (reviews) [13.346–351]

Several oxides and fluorides matrix [13.352–356]

La0.7Sr0.3MnO3 [13.357]

LiNbO3 – – [13.358]

Mixed-oxide perovskites [13.359]

Al2O3 [13.360]

Simulation/modeling – – [13.361–363]

etry control: seed compositions, self-adjusting melt
composition, and pulling rate.

The seed composition strategy was already dis-
cussed in the seeding aspects of the LHPG technique
(Sect. 13.2.1). Another strategy is to allow the system
to self-adjust its melt composition. In the case of SBN
fiber pulling, Erdei et al. observed that, after a transient
composition at the beginning of fiber growth, the melt
self-adjusted its composition and a high-quality fiber
was obtained. Although a slightly off-congruent source
rod composition was used the composition-control sys-
tem of the LHPG technique modifies both the floating
zone composition and the highly complex segregation
effects, and can produce fibers that are homogeneous

in the growth direction [13.56]. However, the inten-
sive convection flows generated in the molten zone
are highlighted as responsible for the radial composi-
tion variations, as described earlier in Sect. 13.3.5. In
another work, Erdei et al. also prepared YVO4 single-
crystal fibers, and the authors identified that the Y/V
stoichiometry ratio was mainly caused by deficiency of
oxygen due to vanadium oxide dissociation. However,
it was Huang et al. [13.364] who was able to produce
high-quality single-crystal fibers from stoichiometric-
composition pedestals. The authors successfully applied
pulling rates above 1 mm/min in order to avoid vana-
dium oxide dissociation and in this way obtained
stoichiometric YVO4 single-crystal fibers. The same
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strategy was used by Burlot et al. [13.247] for growth of
LiTaO3 in order to avoid loss of Li2O. The best results
were obtained for pulling speeds of 0.7 mm/min. Na-
gashio et al. [13.232] also used high pulling rates in the
LHPG technique to obtain near-stoichiometric LiNbO3
fibers. They found that high pulling rates (4.1 mm/min)
associated with a small molten zone length were the
best conditions to avoid Li2O evaporation, and thus to
obtain stoichiometric fibers. Also, according to the Bur-
ton–Prim–Slichter (BPS) theory, the increased pulling
rate leads the effective distribution coefficient (keff) to
approach the value of 1 [13.59].

13.4.2 Incongruently Melting
and Evaporating Fibers

An important characteristic of the LHPG technique is
the possibility of growing incongruently melting and
evaporating materials. Growth of incongruently melt-
ing bulk oxide single crystal is usually achieved by
high-temperature solution growth, which is a slow and
complicated technique. The source material in this
technique must be rich in one or more elements to com-
pensate for the incongruent melting. However in the
LHPG system it has been shown that it is possible to
grow such materials, Bi12TiO20 (BTO) for example,
without the need for enrichment with excess Bi2O3 in
the source composition. In other words, it is possible
to grow incongruently melting materials from a source
with the same composition as the grown fiber. Accord-
ing to Feigelson [13.8], the liquid composition in such
growth experiments changes gradually until it naturally
reaches the composition necessary for crystal growth,
similar to the effect observed for SBN fiber growth
(Sect. 13.4.1). This implies that, at the beginning of
the process, the crystallizing solid must have a non-
stoichiometric composition to allow the liquid phase
to change gradually. With the LHPG technique it was
possible to growth single-crystal fibers of BTO com-
pound with 300–1200 μm diameter and up to 70 mm
length (Fig. 13.16). The pulling rates typically used in

800 µm

Fig. 13.16 The side of a Bi12TiO20 single crystal fiber
grown from a stoichiometric pedestal, evidencing the nat-
ural face on the [11̄0] crystallographic direction

this process were 6–18 mm/h, much higher than the
few millimeters per day available with high-temperature
solution methods.

By conveniently controlling the pulling and feeding
ratio, it is also possible to grow materials with incon-
gruent evaporation, such as Sr2RuO4. The conventional
method for growing Sr2RuO4 single crystals was float-
ing zone melting, but due to the high evaporation rates
of Ru2O3, only single crystals of a few millimeters
had been grown. Using the LHPG technique, and with
a prereacted powder and then extruded source mater-
ial with SrRuO3 composition, it was possible to growth
Sr2RuO4 single-crystal fibers up to 30 mm in length and
0.8–1.0 mm in diameter [13.279]. The best results were
obtained with pulling rates of 0.3 mm/min with a feed-
ing (source) rate of 0.4 mm/min. This again was only
possible because of the high temperature gradients at
the growth interface, allowing the growth velocities to
be higher than in the conventional floating zone tech-
nique, and that a small amount of material stays at
a high temperature for a short period of time, minimiz-
ing the ruthenium oxide evaporation.

13.4.3 Eutectic Fibers

The properties of materials are dependent not only on
their composition, but also on their microstructure. In
this way, phase distribution, size, and shape as well as
interface characteristics play a crucial role in determin-
ing the behavior of composites [13.93]. The eutectic
microstructure can be separated into three basic mor-
phologies: lamellar, fibrous, and what is known as
Chinese script.

The entropy of melting plays a very important role
in determining the final microstructure of a eutectic. In
1966, Jackson and Hunt [13.365] demonstrated that ir-
regular microstructures such as the Chinese script are
formed during faceted–nonfaceted growth, in which one
phase has high while the other has low entropy of
melting. Eutectic compounds, despite the complexity
of their microstructure, obey the following relation-
ship [13.365]

λ2
ev = C , (13.19)

where λe is the mean spacing between the phases, v is
the pulling rate, and C is a constant.

The Al2O3-ZrO2(Y2O3) system, called ZA, is one
of the eutectic systems that have been systematically
studied by the LHPG technique [13.87, 90, 92]. Farmer
and Sayir [13.90] studied the fracture strength of
68 mol % Al2O3 in the ZA hypoeutectic composition
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at varying Y2O3 content in fibers ranging from 1.0 to
1.8 mm in diameter. Their experiments showed that the
Y2O3 composition has a major influence on the eutec-
tic microstructure. Pure ZA eutectics have a lamellar
microstructure at a pulling rate of 40 mm/h, although
with the inclusion of Y2O3 the melt became constitu-
tionally supercooled and a planar growth front in not
maintained. Under conditions of large undercooling, the
leading phase Al2O3 facets on the r-planes {11̄02} and
a transition from lamellar to ZrO2 rod morphology oc-
cur. In this new condition, the fracture strength increases
from 0.7 to 1 GPa. This increase is more strongly influ-
enced by partial stabilization of the ZrO2 than by the
change in the phase morphology. With 1.1 mol % or less
of Y2O3 the observed morphology shows excess Al2O3
accommodated in Al2O3-rich colony boundary regions
and formation of Al2O3-rich facets on the fiber exterior
in small-diameter (1.0 mm) fibers. With Y2O3 com-
position greater than 1.1 mol %, the system is highly
supercooled and primary Al2O3 dendrites nucleate. The
authors also observed, for compositions in the range
3.5–7.6 mol % Y2O3, the formation of large amounts
of Y3Al5O12 within the colony boundary [13.90].
Peña et al. [13.94] pulled fibers with 1.5 mm diameter
with a composition of 9 mol % Y2O3. The authors re-
ported that they were successful in producing fiber with
highly homogeneous morphology. This was accom-
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Fig. 13.17 Dependence of the mean spacing between the phases on
the pulling rate of Al2O3/GdAlO3. Only the Chinese script mi-
crostructure is present in all fibers on the right side of the vertical
line (after [13.36])

plished by the use of very low pulling rate (10 mm/h),
which in other words, increased the value of the
ratio G/v, avoiding the constitutional supercooling
condition. Francisco et al. [13.87] studied the in-
fluence of the processing conditions on the eutectic
microstructure and reported a transition from coupled
to dendrite growth at about 50 mm/h with axial gradient
of 6 × 105 K/m, regardless of the rotation speed used.

Another eutectic explored by the LHPG system is
Al2O3-YAG. Pastor et al. [13.82] pulled 1 mm diam-
eter fibers from pedestals containing 81.5 mol % Al2O3
and 18.5 mol % Y2O3, the known eutectic composition.
The fibers showed a Chinese script-type homogeneous
microstructure. Due to the characteristics of its com-
plex microstructure the hardness was fairly isotropic
and the longitudinal strength of eutectics pulled at low
and medium rates remained practically constant up to
1700 K.

The substitution of YAG by GdAlO3 produced an-
other interesting aluminate eutectic system (Al2O3/

GdAlO3) with the Chinese script microstructure.
Andreeta et al. [13.36] reported the pulling of
Al2O3/GdAlO3 eutectic fibers by LHPG technique us-
ing unreacted pedestals with a mixture of 77 mol %

Fig. 13.18a,b SEM photographs of (a) ZrO2(CaO)–NiO,
and (b) transverse section of ZrO2–MgO (after [13.93]) �
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Al2O3 and 23 mol % Gd2O3. The average fiber diam-
eter was 600 μm and the pulling rate ranged from 4.2
to 48.0 mm/h. In transversal analysis of the fibers, it
could be observed that for pulling rates higher than
24 mm/h a transition from homogeneous to a complex
regular microstructure appeared, with circular regions
with larger GdAlO3 phases, and even cellular arrange-
ments with a fibrous pattern inside. Using pulling
rates lower than 24 mm/h and with temperature gradi-
ents of 6 × 105 K/m, the high value of G/v prevented
constitutional supercooling and fibers without the com-
plex regular microstructure could be obtained. The
Jackson and Hunt relationship [13.365] that holds for
this compound was determined to be λ2v = 40 μm3/s
(Fig. 13.17).

Orera et al. [13.93] explored the optical proper-
ties of the eutectics with regular microstructure to

be used as waveguide devices (Fig. 13.18). The eu-
tectics have atomic-scale interfaces, producing sharp
refractive index transitions between the phases, which
lead to diffraction, interference, polarization effects,
etc. Orera et al. also studied the waveguide effect
of the fibrous microstructure of the eutectics. The
authors showed that the CaF2–MgO eutectics can
produce single-mode waveguides in the third optical
window (1500–1600 nm). They also reported the cutoff
wavelength, i.e., the most energetic light that can prop-
agate in single-mode form, for the CaO–ZrO2 (λc =
1700 nm), Al2O3–ZrO2 (λc = 500 nm), and CaF2–MgO
(λc = 1300 nm) eutectic systems. Since in the calcium
fluoride eutectic light is guided by MgO fibers, it forms
an optical-fiber bunch integrated in a crystal matrix
which can be used for optical image transfer, giving
a density higher than 40 000 pixels/mm2.

13.5 Conclusions

The laser-heated pedestal growth technique (LHPG) has
been presented as a powerful research tool for crystal
growth of new and conventional compounds. In order
to understand the state of the art of this technique, we
report a historical background that led us to the be-
ginning of the 20th century, when Baker and da Costa
Andrade, one of Laue’s and Bragg’s coworkers, devel-
oped the first metallic single-crystal wires. One of the
greatest breakthroughs in fiber research was, however,
achieved by Fejer and coworkers with the introduc-
tion of an optical component (the reflaxicon) to yield
what is nowadays called the LHPG technique. This can
be verified by the large increase in the number of pa-
pers published on the subject after the publication of
Fejer and Feigelson’s papers in the 1980s. The publi-
cation dynamics for laser-heated fiber growth over the
last two decades shows that this technique is already
well established, with more than 20 papers produced
each year and more than 80 new and conventional
different crystallographic matrices being produced. It
must be noted that in this chapter only fiber pulling
by LHPG technique was considered, which means that
other fiber-pulling techniques such as the pulling down,
melt extraction, and vapor reaction techniques were not
included, which would certainly further increase the
volume of scientific production.

The trends in the laser-heated pedestal technique
can be separated into three basic lines. The first obvi-
ous trend is basic research into the fiber-pulling process,
since the technique allows visualization of the molten
zone and crystallization interfaces. In this way, it is
possible to gain access to many solidifying parameters
such as temperature gradients, interface shape, and con-
tact angle. These are important, especially for very high
melting point (> 2500 ◦C) compounds, and are virtually
impossible to measure in other conventional, crucible
techniques. The second line is the miniaturization of
some of today’s devices by substituting bulk crystals
with crystalline fiber. Along these lines it is possible to
include the design of completely new devices based on
the shape properties of fibers, such as high-temperature
thermometers and infrared (IR) waveguides. Finally,
with the approach of the data storage limit in semi-
conductor technology that could lead to holographic
storage, and the need for new and efficient scintillators,
ferroelectric compounds, and solid-state laser hosts, the
most promising use of the laser-heated pedestal growth
in the near future is its association with the combi-
natorial approach for new materials development. The
LHPG technique can be used to test the possibility to
grow large single crystals of the chosen compound and
look more deeply into its physical properties.
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Synthesis of R14. Synthesis of Refractory Materials
by Skull Melting Technique

Vyacheslav V. Osiko, Mikhail A. Borik, Elena E. Lomonova

This chapter discusses methods of growing re-
fractory oxide single crystals and synthesis of
refractory glasses by skull melting technique in
a cold crucible. It shows the advantages of ra-
diofrequency (RF) heating of dielectric materials in
a cold crucible and points out some specific prob-
lems regarding the process of growing crystals by
directional crystallization from the melt and by
pulling on a seed from the melt. The distinctive
features of the method of directional crystalliza-
tion from the melt are discussed in detail on the
example of technology of materials based on zirco-
nia, i. e., cubic single crystals and partly stabilized
single crystals. It is shown that the size and quality
of crystals are functions of the process conditions,
such as thermal conditions under crystallization,
growth rate, and chemical composition. We pro-
vide an overview of research on the structure,
phase composition, and physicochemical prop-
erties of crystals based on zirconia. The optical,
mechanical, and electric properties of these crys-
tals make them suitable for a number of technical
and industrial applications in optics, electronics,
materials processing, and medicine. In this chap-
ter, we also consider some problems regarding
the synthesis of refractory glasses by skull melt-
ing technique. The physicochemical and optical
properties of glasses are given and their practi-
cal applications in technology are discussed. We
note that one of the better developed and most
promising applications of skull melting technique
is the immobilization of liquid and solid waste
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(also radioactive waste) into solid-state materials
by vitrification.

14.1 Overview

Refractory single crystals have a wide range of appli-
cations in modern technology. Successful development
of fields and branches such as microelectronics, fiber

optics, laser techniques, metallurgy, and mechanical en-
gineering would be impossible without elements based
on refractory crystals and glasses as significant compo-
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nents. In order to promote the development of refractory
materials technology it is necessary to find solutions to
a number of problems relating to obtaining materials
of a required chemical composition with predetermined
properties, including

• Development of crystal growth methods and mater-
ial synthesis techniques at temperatures higher than
2000 ◦C• Growing single crystals and casting glasses with
perfect internal structure• Obtaining ultrapure materials where the uncon-
trolled impurity content does not exceed 10−4 wt %
and in some cases even 10−6 wt %• Controlled synthesis of materials in oxidation–
reduction gas environments• High production efficiency with minimal harm to
the environment

The main challenge is to provide a complex solution
to these problems, i. e., in the ideal case the developed
technology will meet all these requirements. It is our
opinion that the technology surveyed in this chapter can
provide a complex approach to the problems related to
the production of refractory crystalline materials and
glasses, even though it also has certain shortcomings.
This technology is based on the skull melting (SM)
method in a cold crucible (CC), which follows two main
principles:

• Keeping the melt in a solid shell (skull) with a chem-
ical composition identical to that of the melt• An inductive (i. e., contact-free) method of heating
the material

These principles were proposed by various scientists
a rather long time ago; for instance, the method of melt-
ing metal in an arc furnace with a water-cooled metal
plate has been known since 1905 [14.1]. Later on there
appeared some work on the method of inductive melting
of metals and semiconductors in a CC [14.2, 3]. In the
1960s French scientists published their research on the
method of inductive melting in CC of specific refrac-
tory oxides (Al2O3, ZrO2, Y2O3, TiO2, and UO2) and
complex chemical compounds based on them [14.4–8].
After that a number of publications appeared on the in-
ductive heating of glass in cooled quartz and ceramic
crucibles for vitrification of radioactive waste [14.9],
as well as on the synthesis of ultrapure glasses in
cooled quartz crucibles for fiber-optic communication
lines [14.10, 11]. At the same time, independent re-

search started at the Physical Institute of the USSR
Academy of Sciences, aiming at developing technology
for refractory materials production by the SM method.
In the course of this research, appropriate equipment
was designed and developed, conditions of melting and
crystallization of various chemical compounds were
systematically and thoroughly studied, and large-sized
single crystals were grown from solid solutions based
on zirconia and hafnia, as well as single crystals of rare-
earth oxides, alumina, scandia, and yttria [14.12–15].

To date there have been quite a few publications dis-
cussing the modeling of inductive melting of dielectric
materials in a CC. The basic properties of a thermal
balance for so-called internal melting, which is very
similar to SM, were discussed in [14.16, 17]. Some
theoretical assumptions made in [14.16, 17] were ap-
plied to SM [14.18, 19], and this analytical model was
used to account for quantitative description of losses in
an RF coil and a crucible. The dependency between
the form of a melted zone and the parameters of the
system was calculated, a comparison with experimen-
tal data was made, and the stability of a melted zone
was investigated [14.18,19]; similar research is reported
in [14.20–22]. The experience has shown that the new
technology has a number of definite advantages and
can successfully be used to synthesize refractory ma-
terials, including single-crystal growth. Some of these
advantages are:

• There is no upper limit on the temperature (up to
3000 ◦C and higher).• There is no contact with alien chemical substances
and, therefore, the obtained materials are exception-
ally pure. The purity of the resulting material can
even exceed the purity of the original material in
terms of some impurities (either volatile matters or
those which are easily segregated during crystalliza-
tion).• The process can be carried out in any atmosphere,
including an oxidizing one (air or oxygen).• Any type of chemical reaction with the melt is
possible, in both single-phase and multicomponent
systems.• Melting process can be interrupted or carried out
continuously, without any restrictions on the melt
volume.• There are no specific requirements on grain-size
composition of the initial materials.• It is a waste-free technology, since the crystalline
scrap from previous melting processes and other
waste can be remelted.
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• It becomes possible to obtain a large volume of melt,
which facilitates convective mass and impurities
transport and leads to better-quality single crystals.• The melt composition can be changed during syn-
thesis by adding different components to the melt
via its open surface.

The most striking result of the developed SM tech-
nology is the industrial technology of growth and
production of crystals based on zirconia. This is the
only existing method for zirconia crystal production for

industrial purposes. Each month several hundred tons
of crystals are manufactured, with production concen-
trated mostly in the USA, China, South Korea, Russia,
and Taiwan. More than 90% of grown crystals are
used in jewelry and the rest is used in some techni-
cal applications. In this chapter we give an overview of
experimental and theoretical research on SM in a CC
and the results of this research, with special attention
paid to the technology of zirconia-based single-crystal
growth and the application of this method to glass
synthesis.

14.2 Techniques for Growth of Single Crystals in a Cold Crucible

The development of the SM technique of nonmetal
materials in a CC promoted progress in the field of
technology of refractory materials, in particular single
crystals. As has already been mentioned, the technique
allows the melt to be held at very high temperature (up
to 3000 ◦C or higher) to keep it in a stable state for crys-
tallization under controlled conditions. During the last
40 years of the development of this technique a large
variety of single crystals of refractory oxides and com-
pounds have been grown, their properties have been

a) b)

c) d)

Fig. 14.1a–d Main stages of crystal growth technology in
a cold crucible: (a) start melting, (b) formation of the main
volume of the melt, (c) homogenization, and (d) crystalliza-
tion

investigated, and some industrial technologies and spe-
cial equipment have been developed. The procedure of
SM and crystallization from the melt under direct ra-
diofrequency (RF) heating has been described in many
studies [14.15, 23–25] and consists of several steps:
(1) start melting, (2) formation of the main volume of
the melt, (3) setting the melt–solid shell system in equi-
librium (homogenization), and (4) crystallization of the
melt (Fig. 14.1).

The necessity for start heating of dielectric materials
and its practical implementation are discussed in detail
in [14.25, 26]. Normally the metal used to initiate the
start heating is the same as in the initial oxide charge.
The metal and the surrounding charge are heated by
the absorption of RF energy and the exothermic oxi-
dation of the metal. In each particular case, the exact
contribution of each process depends on the physico-
chemical properties of the metal used. Moreover, the
process is affected by the conditions under which the
start melting is carried out, i. e., the composition of the
gas atmosphere, the position of the seed metal in the
charge, the amount of seed metal, the particle size of
the initial charge powder, etc. The time of start melt-
ing is largely determined by these factors. Graphite is
rather frequently used in start melting because it com-
pletely oxidizes in air without any contamination of the
melt. Being economical, this technique is very often
employed in industrial production of many refractory
materials and crystals. As a rule, bar-shaped graphite
pieces are linked to obtain a ring with diameter smaller
than that of the CC. Graphite is also used for melting
complex oxide compounds and glasses, when it is some-
times positioned in the refractory ampoule, made of, for
example, quartz, in the form of a heating rod. The rod
is inserted into the center of the crucible filled with the
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initial powder charge. As the initial volume of the melt
increases in the crucible, the rod is drawn out by means
of various tools.

After start melting is complete, the melt volume
should be increased gradually by the melting of am-
bient solid phase of the charge. The charge is usually
composed of either oxide powders or their mixture with
previously melted material. The melt volume increases
until the charge in a CC is melted completely except for
a thin layer of powder adjusting to the walls of the CC.
This layer with a thin layer of crystallized melt together
forms a polycrystalline solid (shell) or skull. Additional
portions of the charge can be gradually poured into the
melt until the desired volume of melt is reached. The use
of either previously melted or preliminary compacted
materials allows the desired volume of the melt to be
achieved without additional pouring. In this case all the
material is charged into the CC at once and the start
melting occurs in the upper part of the charge, while
the charged crucible is set at its lowest position. As
the melt forms, the crucible is moved upwards to melt
the whole charge, until the highest position is reached.
This technique is less laborious but more time consum-
ing and, thus, is less economical with respect to energy
consumption.

When the volume of the melt reaches the desired
value, the melt is exposed for a certain time under a con-
stant energy input in order to achieve thermal and spatial
equilibrium between the melt and the skull. The princi-
pal feature of the resulting stationary state of the system
is a constant volume of the melt, i. e., the immobility of
the melt–solid phase (skull) interface. The conditions
of the phase equilibrium are discussed in [14.12]. De-
spite some rough approximations made in the analysis,
it provides a simple and clear evaluation of the peculiar-
ities of the phase equilibrium in the melt–solid system
in a CC (Fig. 14.2). The following approximations are
made in the analysis:

1. The temperature of the melt is equal over the vol-
ume, except for a thin layer adjacent to the skull
(assuming complete stirring of the melt).

2. The temperature (TL) at any point of the melt–solid
interface is equal to the melting point and does not
change.

3. The RF field energy is absorbed by the melt only
and the field is uniform inside the inductor.

The amount of heat given off by the melt to the
surface of the solid phase (Q1) can be expressed as
Q1 = α(TM − TL)Fτ , where α is the heat emission co-

TM

TL

σs

T0

Fig. 14.2 Illustration of melt–solid equilibrium in a cold
crucible

efficient, TM is the temperature of the melt, TL is the
temperature at the solid–liquid interface (which equals
the melting point), F is the heat-emitting surface, and τ

is time. The amount of heat transported through a solid
layer of thickness σS and thermal conductivity λ can
be expressed by Q2 = λ/σS(TL − T0)Fτ , where T0 is
the heat carrier temperature. For stationary conditions
Q1 = Q2, i. e., (λ/σS)α = (TM − TL)/(TL − L0), where
(TM − TL) = ΔT is the parameter characterizing the
overheating of the melt. If we assume λ, α, and T0 to
be independent of σS, then σSΔT = const.

The above analysis leads to the following conclu-
sions:

• An essential feature of the skull melting technique
is the necessary overheating of the melt ΔT , the
value of which greatly affects the process of crystal
growth in a CC (if ΔT → 0, then σS → ∞).• There is always a solid skull in a CC because com-
plete melting of the solid phase requires infinite
overheating (if σS → 0, then ΔT → ∞).• Increasing or decreasing the melt temperature (TM)
changing the skull thickness σS.• Convection of the melt determines the value of the
heat emission coefficient α, thus affecting the phase
equilibrium.• Any process in the skull resulting in a change of
its thermal conductivity (e.g., sintering or fusion
penetration) will disturb the phase equilibrium and
therefore cause variation in either the melt tempera-
ture (TM) or the skull thickness (σS).

After the thermal equilibrium in a CC has been es-
tablished, crystallization of the melt takes place. The
crystallization can be carried out by various techniques.
For producing molten polycrystalline materials a fast
mass crystallization is quite suitable. Single-crystal
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growth is performed either by means of a directional
crystallization, which is similar to the Bridgman–
Stockbarger technique, or by pulling a seed similarly
to in the Czochralski or Kyropoulos growth techniques.
Applications of the other methods of single-crystal
growth (e.g., crystallization from the flux solution or
Stepanov technique) are also possible. The majority of
single crystals are produced by either directional crys-
tallization or by pulling a seed from the melt in a CC.

14.2.1 Directional Crystallization of the Melt

Most single crystals grown from a CC are produced
by means of directional crystallization of the melt.
The choice of this technique is motivated by its rel-
ative technical simplicity, which does not require any
additional heat sources or complicated design of the
thermal unit. Directional crystallization is usually car-
ried out by lowering the crucible containing the melt
out of the induction coil at a certain rate. Electromag-
netic interaction between the lower part of the charge
and the induction coil decreases as this part moves
away from the inductor, so the released power also
decreases. Gradual cooling then results in the crys-
tallization of the melt at the bottom of the crucible.
When using large-volume CCs, it is more convenient
to conduct directional crystallization by moving the in-
duction coil upwards, the container being fixed; this
prevents technical problems associated with the design
of the drive assembly for the heavy (> 1000 kg) charged
crucible, and should ensure reliable operation and uni-
form crystallization rate in order to grow good-quality
crystals.

Less frequently, crystallization is conducted by
gradual reduction of the power. This procedure is
less reliable, as it may lead to spatial instability and
uncontrollable solidification of the melt [14.15–18].
Therefore, it is suitable only for crystallization of
high-stability melts. The melt stability depends on the
electrical and thermophysical properties of the mater-
ial. Thus, to ensure a reliable and economical process,
it is desirable to use melts which have sufficiently high
electrical conductivity over a wide range of tempera-
tures and with low thermal conductivity of the solid
phase. The feasibility of SM for crystal growth also de-
pends on a number of physicochemical properties of the
material used. High evaporation rates of melt compo-
nents may reduce the volume of the melt, causing the
system to become unstable or resulting in uncontrolled
crystallization of the melt. However, more frequently,
volatility of a certain component causes a deviation

from stoichiometry of the grown crystals. If this is the
case, it is necessary either to correct the melt composi-
tion during growth or to use ambient atmospheres that
prevent this deviation.

A CC usually consists of isolated sections and has
gaps, so in the case of melt penetration, the melt can
leak out, which can disturb the crystallization process.
Leakage is prevented by the surface tension of the
melt, which is determined by the surface tension co-
efficient, the size of gaps between the sections of the
crucible, and the wettability of the wall. Therefore, it is
easier to work with melts, possessing high surface ten-
sion. For single-crystal growth, direct crystallization in
a CC has a number of advantages compared with other
well-known crucible-less techniques (e.g., Verneuil or
floating-zone technique); for instance, this method al-
lows a considerable volume of the melt to be created,
which promotes convective transfer of the main con-
stituents and impurities and provides better quality of
crystals. In addition, this method can be used to grow
crystals in any atmosphere. The open surface of the
melt makes it possible to vary the melt composition by
adding various components and facilitates purification
of the melt of volatile impurities and gases. However,
single-crystal growth by directional crystallization in
a CC faces some general difficulties, mainly associated
with peculiarities of the direct RF heating of dielectric
materials. With this method of heating the melt itself,
being a transient power load in the oscillatory circuit
of the RF generator, is a heat-absorbing body. The in-
teraction between the load (melt) and the generator is
rather complicated. Melting and crystallization occur-
ring in the skull result in changes of the volume and
electrical conductivity of the melt, which affect oper-
ation. This is problematic for rigorous control of the
input power required to sustain the stability of crys-
tallization. On the one hand, if the input power drops
below a certain critical point, this may lead to loss of
coupling between the melt and the RF field and, conse-
quently, spontaneous crystallization. On the other hand,
if the melt is overheated (i. e., excess input power), this
results in melt penetration through the skull, leakage
of the melt through the gaps between the CC sections,
and disruption of the stability of crystallization (up to
complete interruption of the process). Another control
problem relates to the absence of visual monitoring of
the process and direct measurements of the temperature
of the melt and crystals during the growth. The high
melting temperatures of the materials usually processed
by this technique (such as zirconia, with a melting point
of ≈ 3000 ◦C) and the presence of the RF field hinder
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any temperature measurements, except irradiative ones.
Only the melt surface lends itself to direct observations
and measurements, when the upper thermal screen (or
core) is removed.

Just after the crystallization has been completed,
annealing of the crystals is carried out directly in the
growth furnace. Annealing is an important stage of the
process, necessary to relieve any residual stress in order
to prevent fracturing of the crystals. In a conventional
growth furnace, there is usually a zone with a certain
temperature gradient, where the crystals can slowly cool
to the ambient temperature. This, however, becomes
impossible when using direct RF heating for crystal
growth because the electric conductivity of materials
sharply decreases in the process of crystallization. The
absorption of the RF field power decreases too, which
results in uncontrollable cooling of grown crystals. The
cooling rate depends on the volume of the crystallized
material (i. e., its thermal inertia). Given that crystals are
placed in a water-cooled crucible, the cooling rate of
the crystal in zones adjacent to the wall is significantly
higher.

The method of directional solidification in a CC es-
sentially differs from the conventional hot techniques of
crystal growth, e.g., the Bridgman–Stockbarger method,
in which nucleation occurs only at the interface be-
tween the crystal and a considerable volume of the melt,
followed by directional crystallization over a tempera-
ture gradient field. In these furnaces a certain gradient
of temperature is created and maintained during the
growth. The growth usually starts with complete melt-
ing of the charge in a crucible, and then, at the stage of
initial nucleation, several crystals are formed. Further
growth of one of the nuclei at the crystal–melt interface
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Fig. 14.3a,b Temperature distributions (◦C) in oxide melts with
different viscosities: (a) 45.6Na2O + 54.4SiO2; (b) 55.4Na2O +
44., 6SiO2

is performed by various techniques: a conical bottom,
a capillary or constrictions on the bottom, and seeding.
The task of growing large and good-quality crystals by
this method is solved empirically by appropriate selec-
tion of crucible shape, temperature gradients, and the
rates of lowering the crucible or cooling of the fur-
nace. In directional crystallization in a CC the melt is
in permanent contact with the skull of the same compo-
sition formed on the bottom and walls of the crucible.
Therefore, polynuclear crystallization takes place. Crys-
tallization begins in the lower part of the crucible from
the crystal grains of the skull. As crystallization pro-
ceeds, the number of crystals is reduced considerably
due to selection according to growth rate. As a result,
a bulk of column-shaped single crystals is obtained.
It is impossible to use any device to limit the quan-
tity of crystals growing from the bottom and the walls
of the crucible because of the very high temperatures
and RF field. In general, seed crystals allow to increase
the size and decrease the amount of growing crystals,
but in practice this is rather problematic. Therefore, the
quantity and size of the crystals are determined by the
composition of the melt and the growth process condi-
tions.

The peculiar distribution of temperature fields in-
side a CC is another important feature of the method.
On the one hand, the distribution is determined by the
RF field energy release in the melt, which depends
on the melt properties at a current temperature, and
on the other, by heat removal through the walls and
bottom of the crucible maintained by the heat carrier
(water). Growing good-quality crystals is determined
by proper control of the temperature and temperature
gradients in the melt and solid phase. Therefore, the
distribution of temperature fields in a CC is extremely
important. The patterns of temperature distribution both
at the surface and inside the oxide melt under di-
rect RF heating, as well as a number of technological
conditions influencing these patterns, have been stud-
ied [14.27] using glass-forming melts in the temperature
range 1000–1500 ◦C as a model system. The tempera-
ture distribution was shown to be determined by both
the process parameters (absorbed RF power, position
of a CC with respect to the induction coil, and the size
and shape of a crucible) and the properties of the melt
(temperature dependencies of the viscosity and electric
conductivity). Typical temperature distribution patterns
in the glass-forming melt under direct RF heating in
a CC are presented in Fig. 14.3 for various viscosi-
ties. As this figure shows, a decrease in melt viscosity
(most of non-glass-forming oxides) results in a signifi-
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cant decrease of the temperature gradients in the melt,
the general pattern of temperature distribution being the
same.

A simplified model can help explain the temperature
distribution patterns under direct RF heating. Most of
the RF energy is released in a certain active layer of the
melt, the thickness of which depends on the RF gener-
ator frequency and the electric conductivity of the melt,
whereas the rest of the melt is heated by conduction of
heat from this part. This type of heating can be roughly
compared to the one produced by a virtual heat source
in the form of a hollow cylinder placed into the melt.
The height and diameter of the source are determined
by the induction coil height and RF field penetration
depth (the thickness of the active layer), respectively.
It is clear that, in this model, the radial temperature gra-
dients will be determined by the diameter of the CC and
by the input power, and the axial ones by the position of
the melt with respect to the induction coil and the heat
losses.

For the directional crystallization method of crystal
growth, the temperature distribution in the lower part of
the melt controlling the crystallization front is of pri-
mary importance, but there are no data available for
refractory materials. Nevertheless, even on the basis of
a model, some conclusions could be made, which were
later confirmed in practice. Thus, the maximum temper-
ature is achieved at the level corresponding to the center
of the RF coil, while in the upper and lower parts of
the melt the temperature is lower due to the heat sink
through the lower part of a crucible and heat losses
from the surface of the melt. The ratio of heat flows
removed from the top and bottom of the crucible deter-
mines the position of the maximum temperature zone,
related to the melt depth and the values of the axial gra-
dients. At the same time, the axial gradients are higher
in the area that corresponds to the RF field energy re-
lease (i. e., at the periphery) than in the central zone.
Such a temperature distribution results in an increase
of temperature in the melt layer above the crystal bulk
growing from the bottom with increasing height. Conse-
quently, thermal convection in the melt is hindered. The
effect of electrodynamic stirring depends on the applied
RF field frequency and is negligible for frequencies of
0.5–10 MHz [14.26]. The most intensive convectional
stirring occurs in the upper part of the melt. Radial tem-
perature gradients in the heating zone suppress growth
of crystals from the walls of a CC into the melt. How-
ever, if the melt is overheated, the crystallization front
becomes concave and shifts below the heating zone
(i. e., lower than the RF coil). This is associated with in-

tense growth of crystals adjacent the skull and leads to
an increase in the total number of the crystals, although
the crystals become smaller. In order to suppress this
growth, it is desirable to reduce overheating to a mini-
mum and to maintain the heat sink from the bottom so
that the crystallization front is either in the active heat-
ing zone or as close to it as possible. This is favorable
for decreasing the total number of nucleating crystals
and improving the quality of single crystals [14.28–31],
because it brings the crystallization front near to the
zone of intense convective stirring.

The following question thus arises: how to con-
trol the temperature distribution in the melt. First, this
can be done by changing the pattern of energy ab-
sorption in the melt, which is largely determined by
the value of the resistivity of the melt, its temperature
dependency, and the RF field frequency. The former
two parameters are properties of the material itself and
so are predefined. The optimal electromagnetic field
frequency is also predetermined by the electric prop-
erties of the material; it can be varied within a narrow
range, but these variations do not significantly affect the
temperature fields in the melt. For example, if the resis-
tivity of the melt is 0.1 Ω cm then frequency variation
from 5 to 1 MHz results in changing of the penetration
depth from ≈ 0.7 to ≈ 1.6 cm. Even for small crucibles
(e.g., 10 cm in diameter) this change could not signif-
icantly influence the values of temperature gradients.
It is also possible to change the electromagnetic field
configuration by changing the RF coil design, insertion
of additional short-circuited turns, magnetic enhancers,
etc. [14.25, 26, 31].

In our opinion, the simplest and most efficient way
to control temperature gradients in the melt is to use
those means that involve heat removal from the melt
through the walls and the bottom of the crucible, as
well as from the melt surface. To control heat removal
through the walls of a cold crucible and from the melt
surface heat shields are used. In order to keep the cru-
cible bottom warmer, a part of the charge at the bottom
is not subjected to melting at the stage of formation
of the main volume of melt. This part is located be-
low the heating zone and has the same composition
as the main charge. This thermal shield decreases heat
loss through the crucible bottom, balances the radial
temperature gradients in the melt, reduces axial gra-
dients in a growing crystal, decreases electromagnetic
losses related to the absorption of energy by a massive
metal bottom at start melting, and affects nucleation and
degeneration of crystals in polynuclear crystallization.
Low axial gradients and uniform thermal properties at
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the melt–solid interface help to decrease the number of
nucleated crystals and to increase the size of individual
single crystals.

The upper thermal shields are formed when the melt
volume formation is nearly completed. Thermal radi-
ation from the melt surface at high temperatures has
high intensity, which leads to fast sintering of the pow-
der charge above the melt. This sintered layer (crust)
functions as an upper thermal shield. Such insulating
layers of sintered material with composition identi-
cal to the melt readily occur in small-diameter cold
crucibles. It is much more difficult to form the up-
per thermal shield in crucibles with larger diameters,
although the role of such a shield becomes more im-
portant for crystal growth in large-diameter crucibles
because the upper thermal shield decreases heat losses
associated with radiation, increases the surface tem-
perature, and consequently reduces the probability of
spontaneous crystallization in the upper part of the melt,
which is frequently the case in refractory melts. Re-
ducing the heat losses results in better performance by
decreasing the electricity cost, which is of primary im-
portance for high-capacity installations. Surface heating
(skin effect) and high temperature gradients in SM re-
quire special technological procedures for balancing
thermal fields in the melt in order to achieve uniform
melting and stable crystal growth over the whole diam-
eter of the crucible. If the input power is insufficient
and efficient upper thermal shielding is absent, the cen-
tral part of the melt becomes overcooled, which results
in the formation of small and imperfect crystals in this
area. In the worst case, the material in the central part
of a crucible remains unmelted or crystallizes rapidly.

In the absence of shielding, low radial and high ax-
ial temperature gradients in the melt and in growing
crystals lead to the formation of many small crystals,
whereas large-sized single crystals are desirable. It is
possible to control the ratio between axial and radial
gradients by applying thermal shielding in the top and
bottom parts of the melt, thus optimizing the gradients
for growing large-sized single crystals. Appropriate se-
lection of the thermal conditions is usually carried out
experimentally because of the difficulties in regulating
melting and crystallization in this method. Moreover,
thermal shields help to increase the mass of the charge
in a cold crucible, and, consequently, to slow down the
cooling of the crystals after growth to prevent fractur-
ing in large crystal bulks. The shape of a CC influences
the temperature distribution inside a crucible, and hence
the thermal conditions of crystal growth. If the crucible
diameter is increased while the penetration depth and

input power are kept constant, then the radial gradi-
ents are reduced, leading to the formation of a convex
or flat crystallization front. With constant heating pa-
rameters (frequency and power) and physical properties
of the melt (electric conductivity and viscosity), chang-
ing the crucible diameter-to-height ratio affects heat
removal from the growing crystals. The ratio of the melt
volume to the square of the cooling surface decreases
with increasing CC diameter. This reduces energy loss
through the walls of a crucible and makes the pro-
cess more economical. Heat removal from the growing
crystals at the bottom mainly occurs through the bot-
tom and side (lateral) walls in the lower part of the
charge below the active heating zone. Therefore, the
amount of heat removed from the growing crystals is
reduced with the increase of crucible diameter for the
same reasons: given that the height of this part re-
mains the same, the larger the crucible diameter, the
less cooling surface (through which the heat transfers
from growing crystals) there is for a unit volume of solid
phase.

Thus, there are two important factors for growing
crystals from the melt in a CC: first, the power re-
leased in the melt should be accurately determined and
correlated with the volume of the melt, and second,
there is a need for proper control of the heat removal
through the bottom of the CC and via the surface of the
melt. Optimizing these parameters allows the shape of
the crystallization front and its position with respect to
the active heating zone to be varied. Unfortunately, as
mentioned above, some of the processing parameters
in a CC, such as the temperatures in the melt and in
the solid phase, the melt volume, and the crystallization
rate, are extremely difficult to control. These parameters
can only be assessed by the final results of the crys-
tallization after the process has been completed. Some
attempts have been made to develop techniques that can
provide indirect but reliable data on the melting directly
in the course of the process. Continuous monitoring of
the RF generator parameters combined with analysis of
the generator loading status enables an elucidation of
the mechanisms occurring in a CC [14.32–36].

To date a considerable variety of single crystals of
simple and complex oxides and oxide solid solutions
have been grown by directional crystallization. The
conditions of crystallization and the dimensions of the
crystals grown by this method are reviewed in [14.23]. It
has been shown that the oxides of transition metals have
the necessary electrical and thermophysical properties
at high temperatures, which makes them suitable for RF
heating, melting, maintaining in the molten state, and
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further crystallization in a CC. CoO, Fe3O4, and TiO2
single crystals up to 1–3 cm3 have been grown [14.37].
The scope of the technique has been demonstrated by
magnetite single-crystal growth [14.38], before which
good-quality magnetite (Fe3O4) single crystals were
grown in platinum crucibles by the Bridgman tech-
nique. However, this approach was expensive since,
following growth, the crucibles were cut to release the
crystal, and, moreover, the crucibles were destroyed be-
cause of the diffusion of iron into the platinum. Thus,
SM has obvious advantages in this case. In order to
maintain the oxygen stoichiometry of magnetite it is
crucial to create an atmosphere with a certain oxygen
activity and to keep it under control. To solve this prob-
lem, the process was carried out in a CO/CO2 buffered
atmosphere with a fixed fugacity of O2. The growth
process consisted of two stages. In the first stage the
charge is melted in air up to a desirable volume, and
in the second stage the chamber is evacuated to al-
low the gas mixture to flow through it. The melt was
kept in this atmosphere for 1.5 h to achieve equilib-
rium conditions, and then the crucible was lowered.
A drop in the growth rate to 7.5 mm/h was mentioned
to be necessary to attain the equilibrium between the
melt and the gas phase and to grow larger crystals.
Similar conditions were required to grow monoxides
of some transition metals (Mn1−xO, Co1−xO, Fe1−xO,
and Ni1−xO) with interesting electrical, optical, and
magnetic properties, which can vary with the oxy-
gen stoichiometry. The equipment used for growth in
a CC was the same as in the previous case. After
studying the effects of atmosphere on the phase compo-
sition of single crystals of transition-metal monoxides
it was established that the excess of oxygen in the
Fe1−xO melt led to the formation of Fe3O4 inclusions,
whereas metallic inclusions M0 occurred under a rela-
tively reducing atmosphere. The importance of crystal
annealing at subsolidus temperatures, which improves
homogeneity of the crystals and completely eliminates
the magnetite phase, was also demonstrated in these
studies. With an adequate buffer oxygen atmosphere
1 cm-long (Fe3O4)1−x(FeTiO4)x single crystals were
grown. The atmosphere was controlled throughout the
process, including the melting stage. Studies on the
phase composition of grown crystals proved this method
to be applicable to the growth of ferrite crystals of
any composition. The same facilities and technology
were also used to grow Ln2NiO4 (Ln = La, Pr) single
crystals. Later on, single crystals of high-temperature
superconductors [14.20, 39], several complex oxides
(e.g., CeO2-Y2O3) [14.40], oxide eutectics [14.41], and

other oxide compounds and compositions were synthe-
sized and studied [14.42].

14.2.2 Crystal Growth by Pulling on a Seed
from the Melt in a Cold Crucible

The method of crystal growth by pulling on a seed from
the melt (Czochralski technique) in a hot crucible has
been widely and successfully used for a variety of ox-
ide crystals. Its application is conditioned by a strictly
defined temperature distribution in the melt and at the
crystallization front, as well as by a constant tempera-
ture at the crystallization front. The process of crystal
growth by SM is of a great interest but it is associated
with the some principal difficulties discussed above.
The temperature distribution in the surface area of the
melt is of primary importance for crystal growth by
pulling on a seed. The isotherm patterns (Fig. 14.3)
show the temperature distribution in the melt. Temper-
ature gradients in the melt can be changed by varying
the position of the RF coil with respect to the melt sur-
face or by adjusting the input power. There are various
additional factors affecting the formation of tempera-
ture gradients in the melt, such as optimizing the shape
and the dimensions of a crucible, setting the optimal fre-
quency, using thermal shields or additional heat sources,
RF coil design, and some other parameters.

Let us now consider some practical applications of
single-crystal growth by pulling on a seed from a CC.
The synthesis of corundum and ruby single crystals
was the first important scientific and practical result
using this technique [14.12, 31, 43]. One of the condi-
tions required for single-crystal growth by pulling on
a seed was established to be the following: the spe-
cific heat flow from the melt though a crystal has to
exceed the specific heat losses from the open surface of
the melt. Thermal shields above the melt were used to
decrease the heat losses associated with radiation. Be-
sides, a cup-shaped crucible and RF coil were used to
improve phase stability and to prevent crystal growth
from the skull at the crucible surface caused by chang-
ing the input power (Fig. 14.4) [14.31]. The technique
was used to grow ruby and corundum single crystals of
various orientations, up to 160 mm in length and up to
35 mm in diameter. The pulling rate was in the range of
10–30 mm/h with seed rotation speed of 20–140 rpm.

The method of forming temperature gradients at
the melt surface by means of thermal shielding was
also applied for growing SrTiO3 [14.44, 45] and
Bi12GeO20 [14.46] single crystals. The Bi12GeO20
crystals were grown in a tubular crucible of 90 mm
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a) b)Growing crystal

Polycrystalline
solid shell

Induction coil Melt

Insulating
quartz glass

Insulating
ring

Water cooled tubing

Fig. 14.4a,b Schematic of the unit for growing Al2O3 crystals from cup-shaped cold crucible (a) and photograph of
growing crystal (b)

diameter and 60 mm height. The scheme of the heating
unit for crystal growth is shown in Fig. 14.5.

The thermal and electrophysical properties of the
melt allowed for adjusting the temperature by varying
the input power over a wide range of values, while keep-
ing the phase stability undisturbed. The consistency of
input power supply was ensured by anode current stabi-
lization. Convectional flows were observed on the melt
surface. The intensity of the flows decreased when the
input power was decreased, the convection pattern on
the surface became regular, and the flows were ori-
ented from the periphery to the center. Thermal shields
provided more stable convection patterns, which made
the intensity of the flows decrease. Figure 14.6 illus-
trates the temperature distribution on the melt surface
measured by a pyrometer according to the observed
convective flow pattern.

The grown crystals were up to 15 mm in cross-
section and up to 100 mm in length (Fig. 14.7).

Cold
crucible

Growing
crystal

Thermal
screens

Polycrystalline
solid shell

Water Melt

Sintering
powder of
initial material

Fig. 14.5 Schematic of the unit for growing Bi12GeO20

crystals

In some cases the crystals were faceted while being
grown, although crystal edge outlets of the fourth-order
symmetry at the crystal surface were more frequently
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a

b
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T (°C)
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Fig. 14.6 Temperature distribution on the surface of the
melt for input power of (a) 2.90 kW and (b) 2.50 kW

Fig. 14.7 Bi12GeO20 crystals
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Table 14.1 Concentration of copper in Bi12GeO20 crystals
grown in a copper water-cooled crucible

Material Concentration of Cu, wt%

Initial charge 1 × 10−2 ±5 × 10−4

Skull 9.3 × 10−2 ±1.6 × 10−2

Crystal top 1 × 10−1 ±2 × 10−2

Crystal center 7.5 × 10−2 ±1.3 × 10−2

Crystal bottom 1.4 × 10−2 ±2.5 × 10−3

observed. Bi12GeO20 crystal grown in platinum cru-
cibles is associated with the occurrence of platinum
macroinclusions up to 0.5 mm. These inclusions are due
to the chemical activity of the melt, which destroys the
crucible surface, and to the metal particles becoming
entrapped by a growing crystal. If a CC is used, this
problem does not arise. However, X-ray spectral analy-
sis revealed the presence of Cu (the material of a cold
crucible) in crystals (Table 14.1). The measured concen-
tration of Cu in the skull and in crystals was somewhat
higher than in the initial charge and this was shown
to be dependent on a number of technological parame-
ters, such as overheating of the melt during start melting
and during crystal detachment, the number of remelt-
ings of the crystallized melt (the recycling factor), and
the duration of growth. The presence of Cu did not re-
sult in inclusion formation and did not distort the optical
homogeneity of crystals. A study of the optical proper-
ties of crystals revealed no influence of small copper
impurities on the main properties of the material.

Another method for temperature fields formation in
the melt was proposed in [14.47] for Nd3Ga5O12 crystal
growth. The growth was associated with significant tur-
bulent convection on the melt surface. To suppress the
convection and maintain the necessary radial tempera-
ture gradient, a double-crucible technique was applied,
which consists of the insertion of a split iridium cru-

cible into the melt. On the bottom of the CC there was
an iridium ring, which was heated by an additional RF
coil. The ring was used to produce a start melt and as an
additional heating source to ensure a constant volume of
melt during growth. The technique allowed Nd3Ga5O12
crystals of 35 mm cross-section and 90 mm length to
be grown, the quality of which was comparable to that
of crystals grown from heated crucibles by Czochralski
technique.

An interesting development of the SM technique is
presented in [14.48], which proposes to combine direct
RF melting with radiative heating of the melt surface.
Start melting is carried out by means of three powerful
optic concentrators with xenon arc lamps used as light
sources. The CC can be moved vertically or rotated. The
radiation from these three light sources makes it possi-
ble to control the thermal field pattern in the melt by
changing the position of the focal spot with respect to
the axis of the crucible rotation and by adjusting the ra-
diative power. There are alumina thermal shields and
a platinum electric resistance furnace above the melt,
which help to decrease the temperature gradients in the
pulled crystal and the performance of subsequent an-
nealing. Radiative heating sources in this model allow
to form certain thermal patterns in the melt at a certain
radiative-to-RF heating power ratio, which facilitates
crystal growth by pulling on a seed. The technique was
applied to grow MnZnFe2O4 crystals. The SM method
for crystal growth is very promising, primarily for the
synthesis of new refractory compounds (in the form of
crystals) from the melt. However, the analysis of ther-
mal fluxes in the melt and the development of methods
to monitor and control the process to achieve a certain
thermal field configuration remain the most complicated
problems in this growth technique. This might be the
reason why there are so few publications devoted to
crystal growth by pulling on a seed from a CC.

14.3 Growth of Single Crystals Based on Zirconium Dioxide

Crystals of pure ZrO2 are used very rarely because
of destructive phase transformations. However, it was
shown [14.49] that stabilizing the cubic phase by adding
MgO, CaO, Sc2O3, Y2O3 or CeO2 could prevent these
phase transformations. In this case a metastable cubic
solid solution with fluorite structure is formed at room
temperature.

The high melting point (2700–2800 ◦C), the high
chemical activity of the melt, and the occurrence

of polymorphic transformations made the growth of
ZrO2-based single crystals very difficult. That is why
single crystals of pure ZrO2 were obtained by low-
temperature techniques such as flux growth, vapor
deposition or hydrothermal method [14.50–54]. These
processes are of a very long duration, while the size
of the crystals obtained is rather small. Single crystals
of solid solutions based on ZrO2 were grown from the
melt by crucible-free techniques (arc and floating-zone
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melting) [14.55–59]. However, large-scale industrial
production of ZrO2-based single crystals became pos-
sible only when the above-described SM method was
applied. During the development of the method and
its application for single-crystal growth, the first pub-
lications on the synthesis of ZrO2-based single crystals
appeared [14.7, 12, 31, 60–62].

Research on some properties of single crystals of
cubic solid solutions based on ZrO2 (CZ) showed
that these crystals possess unique optical, mechanical,
and electrical characteristics, namely, they are optically
isotropic, have high refraction index nd = 2.15 − 2.2,
and are transparent in the range 260–7500 nm; these
crystals are very hard (8.5 by Moos), have a high
melting point (2700–2800 ◦C), and demonstrate ionic
conductivity at temperatures above 300 ◦C [14.13, 15,
31]. This combination of properties makes CZ crystals
promising materials for many technical and industrial
applications, including optical, electronic, instrument-
making, and high-temperature techniques.

The first practical application of CZ crystals was
in jewelry. The similarity of CZ’s refractivity index to
that of diamond and its high dispersion cause a special
play of light under various lighting conditions. These
properties make CZ crystals one of the best materials
for the imitation of diamond. The possibility of crystal
growth of various colors enables the imitation of other
natural gemstones, as well as the creation of new gem-
stones of original colors. Development of the industrial
technology, the creation of the first apparatus for crystal
production, and the production of the first crystals were
accomplished in the Physical Institute of the Academy
of Sciences of the USSR (FIAN) as early as the begin-
ning of the 1970s. Exactly this application gave great
impetus to the setting up of the industrial production
of these crystals and the creation of new equipment
for RF heating. Industrial technology for the production
of CZ crystals was first elaborated in Russia in FIAN.
Mass production of these crystals, which were given the
name fianites, was already organized at the beginning
of the 1970s. In most countries these crystals are known
as cubic zirconia. World production of CZ crystals for
jewelry is inferior only to that of silicon and synthetic
quartz crystals, thus occupying the third place.

The following problems remain topical in the mod-
ern technology of CZ crystals:

• Enlarging of the color range• Increasing the size of crystals• Increasing the optical perfection and uniformity of
crystals for technical applications

A little later, in the middle of the 1970s, interest towards
high-strength and high-viscosity materials based on
ZrO2 arose. One such material is partly stabilized zirco-
nium dioxide (PSZ) – a solid solution of yttrium oxide
or other rare-earth or alkaline-earth oxides in ZrO2. In
1975 the attention of researchers was concentrated on
the creation of two-phase materials characterized by
high destruction viscosity due to inherent phase tran-
sitions similar to martensitic transformations in steel.
Thus, Harvey [14.63] obtained and extensively studied
a material based on ZrO2 partially stabilized by CaO.
The new material was named ceramic steel. Ceram-
ics of even higher characteristics were obtained when
Y2O3 was used as a stabilizer and the tetragonal phase
(TZP) was synthesized [14.64, 65]. The transforma-
tional mechanism of hardening was proposed in [14.66].
These results gave great impetus to the development
of fundamental research on ZrO2-based material and
studies on its synthesis and applications. An up-to-date
review on the transformational mechanism of harden-
ing of constructional ceramics is given in [14.67], where
the theoretical aspects of transformational hardening are
analyzed and experimental results on the microstructure
and mechanical properties of ZrO2-based materials are
presented.

Essential conditions for the preparation of high-
strength high-viscosity construction ceramics are small
grain size (10–100 nm) and that the residual porosity
of the material be close to zero. Methods of non-
porous ceramics preparation include high-temperature
sintering, sintering under pressure, and hot press-
ing under isostatic conditions [14.68–70]. In order to
obtain high-strength ceramics with high destruction
viscosity by these methods one should use ultrafine
(grain size ≈ 10–200 nm) and highly homogeneous,
uniform fused mixture. Nowadays much attention is
paid to the preparation of ultrafine oxide particles
as starting materials for the production of nonporous
ceramics [14.71, 72]. The peculiarities of ceramic
materials include randomness of the distribution of
initial components, defects in the material structure
(which may cause a significant scatter in material
properties), and the presence of pronounced grain
boundaries, which influence the properties of such ma-
terials significantly.

The SM method allows high-strength crack-
resistant material with zero porosity without sharp grain
boundaries to be obtained by directional crystallization
of the melt. The possibility of synthesis under air, the
lack of special requirements concerning grain compo-
sition and homogeneity of the initial materials, as well
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as the practically waste-free character of the technol-
ogy (i. e., the possibility of recycling crystalline waste)
make this method very promising for the synthesis of
these hard construction materials resistant to aggressive
(in particular, oxidizing) gas atmosphere over a broad
temperature range.

14.3.1 Crystal Structure of Zirconium Dioxide

Zirconium dioxide has several polymorphic modifica-
tions [14.73–75]. Monoclinic (m), tetragonal (t), and
cubic (c) modifications of ZrO2 exist at ambient pres-
sure. The thermal stability range of the m-phase extends
to 1160 ◦C; that of the t-phase extends from 1160
to ≈ 2370 ◦C; and that of the c-phase extends from
≈ 2370 ◦C to the melting point of ZrO2, ≈ 2680 ◦C.
Cubic phase of ZrO2 is a nondistorted structure of the
fluorite type, belonging to the Fm3m space group with
lattice parameter a = 5.07 Å. The oxygen coordination
number is 4, and the zirconium coordination number
regarding oxygen positions is 8 [14.76, 77]. Tetrago-
nal phase of ZrO2 exhibits a slightly distorted fluorite
structure, belonging to the P42/nmc space group with
lattice parameters a = b = 5.085 Å, c = 5.166 Å, and
a/c = 1.016 [14.74–76]. The c-phase becomes unsta-
ble upon a decrease in temperature and is transformed
to the t-modification by means of a small distortion of
the fluorite structure. The symmetry of the initial struc-
ture is distorted as a result of small translocations of
atoms, mainly of oxygen ions. Oxygen ions become
shifted from their ideal positions (1/4, 1/4, 1/4) in
the fluorite lattice but this does not lead to a change
in the coordination number of zirconium. Four oxy-
gen ions located at a distance of 2.065 Å from each
other occupy the apices of a tetrahedron; the other four
ions occupy distorted tetrahedral positions and are lo-
cated at a distance of 4.455 Å from each other. On the
whole, the lattice of the t-phase displays a minute elon-
gation along the c-axis as compared with the lattice of
the c-phase. Monoclinic phase of ZrO2 belongs to the
space group P21/c, with the following lattice parame-
ters a = 5.169 Å, b = 5.232 Å, c = 5.341 Å, β = 99◦15′,
and Z = 4 [14.77–79]. The next phase transition, occur-
ring at 1200 ◦C, causes the transition from the t-form to
the m-form. The latter form is stable under normal con-
ditions, widely spread in the Earth’s crust, and known
as the mineral baddeleyite. Its structure is a result of
further distortion of the c-phase of ZrO2, but the distor-
tion is so pronounced that a completely new structural
type emerges. The zirconium coordination number de-
creases from 8 to 7. Half of the oxygen atoms in the

baddeleyite structure are four-coordinated and the oth-
ers are three-coordinated. It is important to emphasize
that the structure of m-ZrO2 is extremely stable, this be-
ing confirmed by the existence of m-ZrO2 over a broad
temperature range and the extreme stability of the min-
eral baddeleyite under natural conditions. Twinning is
characteristic of the monoclinic structure. The twinning
plane is constituted by oxygen ions – {100}m or {110}m.

Pure α-Y2O3 (cubic) has a volume-centered lattice
and is isostructural to Mn2O3. This structural type can
be derived from the CaF2 structure by deletion of a quar-
ter of all nonmetallic atoms [14.80].

14.3.2 Phase Diagrams
of the ZrO2–Y2O3 System

Yttrium oxide is the most widely used stabilizing ox-
ide for the growth of ZrO2-based crystals. That is
why the ZrO2–Y2O3 system will be extensively dis-
cussed in this chapter. The first phase diagram for the
ZrO2–YO1.5 system was published in 1951 [14.81].
Many publications have appeared since then, but the
experimental data obtained are often contradictory and
the data for some parts of the phase diagram are not
yet sufficiently reliable. The characteristic presence of
wide solid-solution regions based on either ZrO2 or
Y2O3 was disclosed already during the first studies of
the ZrO2–Y2O3 system. The most reliable phase dia-
grams were plotted at the end of the 1970s [14.82–87]
(Fig. 14.8).

These diagrams show that the ordered compound
Zr3Y4O12 formed at Y2O3 content of 40 mol % exists
along with solid solutions. This compound was first syn-
thesized and described in [14.82]. Zr3Y4O12 displays
a rhombohedral-type symmetry (space group R3), is
isostructural to UY6O12, and undergoes incongruent de-
composition at 1523±50 K [14.84], i. e., the structure is
disordered to yield a fluorite phase.

Special attention was paid to the part of the phase
diagram corresponding to zirconia-rich compositions
because these materials are of great practical interest.
A series of complicated phase transformations depend-
ing on the thermal history, grain size or particle size
is observed in this part of the system. The presence
of metastable states is common. A detailed analysis
of these phase transformations is given in [14.88, 89].
A decrease in the temperature of the t–m phase transi-
tion accompanied by the increase in yttrium content is
a characteristic property of this region of the phase dia-
gram. A narrow two-phase (m–t) region exists in a range
of temperatures above the temperatures to which the m-
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Fig. 14.8a,b ZrO2–Y2O3 phase diagrams: (a) after [14.82]; (b) after [14.83]

phase corresponds. This two-phase region is followed
by the so-called transformable t-phase region. The t-
phase, which is transformed into the m-phase upon
cooling, exists in the composition range of 0–5 mol %
YO1.5. However, if the grain size of the ceramic sam-
ple is low enough (0.2–1 μm), the transformation of the
material with YO1.5 content of 3–4 mol % into m-phase
may not occur spontaneously at room temperature but
takes place upon significant mechanical loading. The
complexity and low rate of the m–t diffusion phase
transition make the determination of equilibrium phase
boundaries in the two-phase m + t region very diffi-
cult. Practically, the t ↔ m transition boundary was
determined using various methods: differential thermal
analysis, dilatometry, acoustic studies, and Raman spec-
troscopy. The data obtained in these studies were very
incoherent, depending on the method of sample prepa-
ration, thermal history, presence and size of grains,
purity of starting materials, etc. The samples were ob-
tained by oxide mixtures sintering [14.87, 89] or by
crystallization of the melt in a CC [14.90–92].

A two-phase region of untransformable tetragonal
(t′) and c solid solutions corresponds to higher YO1.5

concentrations. Samples containing 4–13 mol % YO1.5
undergo a phase transformation into t′-ZrO2 upon rapid
cooling, starting from temperatures corresponding to
the temperatures of existence of the c-ZrO2 solid so-
lution. This phase is named untransformable because it
does not turn into the m-ZrO2 phase. Upon an increase
in yttrium oxide content the tetragonal distortion of the
structure (c/a) decreases and its lattice parameters be-
come very similar to the cubic parameters of the fluorite
lattice. Such phase transitions in metallic systems are
well known [14.93]. Their main features are the lack of
changes of the chemical composition (the lack of dif-
fusion) and a collective shifting of atoms during the
transition (cooperative transformation). This transition
is defined mainly by the rate of phase boundary migra-
tion. Various models of the phase transition process of
this type were proposed, the choice of the model be-
ing determined by the temperature [14.94]. In the case
of ZrO2–YO1.5 the c ↔ t′ transition occurs in the two-
phase region c + t. The nature and properties of the
t′-phase as well as its formation from the c-phase upon
a phase transition are reviewed in detail in [14.95]. The
boundaries of the two-phase region of c + t existence
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Fig. 14.9a–c Phase diagrams for the ZrO2-Y2O3 sys-
tem calculated by CALPHAD [14.99]. Experimental data
from: (©) [14.81], (+) [14.83], (×) [14.84], ( ) [14.100],
( , ) [14.88], (∗) [14.83], (©−) [14.101] dotted line: t–m
transition temperature; dashed line: t–c transition tempera-
ture �

were studied by many researchers [14.81, 84, 87, 95].
The use of various methods of sample synthesis and
phase boundary determination causes a scattering of
the values. For example, in the temperature range of
1823–2273 K the two-phase region t + c extends from
3–4 mol % to 10–13 mol % YO1.5. Further increase of
YO1.5 concentration to 15 mol % YO1.5 and above re-
sults in the formation of completely stabilized c solid
solutions of fluorite type. The liquidus curves for the
whole composition range were first plotted in [14.96].
Eutectic formation was detected at Y2O3 concentra-
tion of 87.1 mol % and temperature of 2643 K. Melting
points of 2983 and 2712 K were determined for pure
ZrO2 and pure Y2O3 by the authors of this work. The
calculation of phase diagrams (CALPHAD) method
was used to give a complete description of the thermo-
dynamic properties and equilibrium phase boundaries
of the system ZrO2–YO1.5 [14.97–99]. The calculated
phase diagram of the ZrO2–Y2O3 system as well as sep-
arate fragments supplemented with points marking the
experimental values is presented in Fig. 14.9.

14.3.3 Stabilization of Cubic
and Tetragonal Structures
in Zirconia-Based Materials

Stability in the whole temperature range including room
temperature should be imparted to one of the high-
temperature modifications of ZrO2 in order to grow
single crystals from the melt. The ratio of the cation
(Rc) and anion (Ra) ionic radii was shown to be the
critical parameter for fluorite lattice stability [14.102].
The face-centered anion package in the Fm3m lattice is
possible if Rc/Ra ≥ 0.736. If the parameter value is less
than this value, the cubic structure cannot exist because
forces of electrostatic repulsion inevitably distort the
dense ion package when distances between the anions
are small. For ZrO2 this ratio is 0.66. The cubic lattice
can be stabilized if the cation size is increased and the
effective anion size is decreased. This may be achieved
in two ways: by replacing the zirconium cation by
a cation of a larger radius or by creating vacancies in the
anionic sublattice (i. e., by introducing cations of lower
charge). In order to achieve the required increase in the
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ratio of the ion radii in the ZrO2 lattice the lattice pa-
rameters should be increased by approximately 4%. In
some cases stabilization is also achieved by introduction
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of oxides with cations having a lower radius than that of
the zirconium ion. Therefore, the cation radius is not
a decisive factor for the formation of the ZrO2 c-phase.
The stable lattice is the one corresponding to the state of
minimum free energy. Apart from the radii of the cation
and anion, the character of the interaction between the
electron shells of the lattice components is of a great
significance for this state. References [14.103,104] state
that the bond between oxygen and the introduced cation
must be more heteropolar than the bond between oxy-
gen and the zirconium ion. In this case the fluorite
structure is formed. The mechanism of stabilization
of high-temperature modifications and the role of the
oxygen vacancies formed upon heterovalent replace-
ment of zirconium cations by lower-valency cations of
the stabilizing oxide are discussed in several publica-
tions [14.105–107]. The degree of stabilization depends
on the nature of the stabilizing oxide and its concentra-
tion. Oxides structurally similar to ZrO2 are commonly
used. According to crystallochemical conceptions, sta-
ble solid solutions can be formed in this case. Such
oxides include Y2O3, and oxides of rare-earth elements
and alkaline-earth elements.

Tetragonal solid solution based on ZrO2 can be
obtained by decreasing the stabilizing oxide con-
centration. Single-phase samples with t-structure can
be prepared only under strictly determined condi-
tions [14.64, 65, 85, 108]. The stability of the t-ZrO2
structure depends on factors such as density, compo-
sition, grain size, length of intergrain boundaries, and
annealing conditions. As mentioned above, two forms
of t-ZrO2 exist [14.94, 100, 101, 109]: the t′-ZrO2,
rich in Y2O3, and the t-ZrO2, which is depleted of
Y2O3 and can undergo a martensitic transition into
the m-phase. The t′-phase is predominant in materials
obtained by sharp quenching of c-solid solutions. Sin-
gle crystals grown by directional crystallization of the
ZrO2–3 mol % Y2O3 melt composition in a CC have
a strongly twinned t-structure [14.110]. Cooling at a low
rate facilitates the t → m phase transition, i. e., the t-
phase was not the t′-phase in spite of being richer
in Y2O3 than the equilibrium t-phase. ZrO2-based ce-
ramics with 2–9 mol % Y2O3 stabilizer, obtained by
sintering, consists of two or three phases mainly. Mon-
oclinic or t-ZrO2 can be present in such materials in
the form of coherent precipitates in a t- or c-matrix, ac-
cording to the ratio of the crystallographic parameters
of these phases.

The best conditions for preparation of samples
consisting only of the t′-phase by directional crystal-
lization of melt in a CC are Y2O3 concentration of

3 mol % and high cooling rate (> 400 K/h). These re-
sults are consistent with the experimental conditions
determined in [14.111]. For the study of the t′-phase,
crystals grown by SM were reheated up to 2150 ◦C
(stability region of the c-phase) for 10 min and then
quickly cooled to room temperature (cooling time of
60 min) [14.112]. The c → t transformation is accom-
panied by the formation of a domain structure in the
crystals [14.109, 112, 113]. Orientation dispersion and
the crystallographic correlations between domains are
determined by both the prototype (c-phase) symme-
try and the symmetry of the t′-phase formed from the
c-phase. Domains form ordered colonies of two alterna-
tive variants separated by habitus planes {110}, which
are the twinning planes. If the material contains only
the t′-phase, then colonies occupy all of its volume, di-
rectly adjoining each other. They border on each other
along the {110} planes and are elongated along the
〈111〉 direction, forming a spiral-like structure. Detailed
investigation of the domain structure of the t′-phase
was performed in [14.112, 114–116]. It was found that
tetragonal domains occupy all of the volume of t′-ZrO2.
Their spatial arrangement must be highly symmetric
in order to minimize the energy of coherent deforma-
tions [14.112]. Three-dimensional spatial arrange of the
colonies in pure t-ZrO2 obviously differs from that in
PSZ, where colonies of t-uniformex domains are in-
serted into the uniform matrix [14.115, 117]. Colonies
and their substructures are a result of the optimal ac-
commodation of spontaneous stress caused by the c → t
transition. Upon a c → t phase transition, the c-axis of
the elementary cell is slightly elongated. In t′-ZrO2 con-
taining 3 mol % Y2O3 the elongation did not exceed
1%. This is approximately half that of the t-distortion
for pure ZrO2 with c/a = 1.02 [14.112]. Correspond-
ingly, the domain c-axes are not orthogonal: the angle
between them equals 89.4◦ in the case of a 1% dis-
tortion. It has been found that the domains inside the
colony are separated by coherent low-energy twinning
planes {110}.

14.3.4 Cubic Zirconia Crystals (Fianits)

As mentioned, the above-described SM method was
most successfully applied for the development of an
industrial technology for ZrO2-based single-crystal
growth. Crystals up to 60 mm in length and up to 20 mm
in cross section had been grown already at the beginning
of the 1970s using the technology elaborated in Rus-
sia. Such crystals were obtained in the first industrial
equipment including a CC of 180–200 mm in diameter.
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The power of the RF generator was 60 kW, and the fre-
quency was 5.28 MHz. The weight of the melt was up to
15–20 kg. Further development of the technology was
aimed at achieving a larger size and higher quality of
the crystals as well as at lowering their price. Using
large melt volumes for crystal growth is the simplest and
most efficient way of achieving these objectives because
it allows:

• Growth of a much larger quantity of crystals during
one crystallization cycle at the same crystallization
rate. This allows lowering of the production costs.• Lowering the heat losses through the walls of a CC
and the corresponding lowering of the RF generator
input power; the ratio of cooled surface area to the
melt volume is much less in larger CC.• Improving the crystallization conditions in order to
obtain high-quality crystals. When the melt volume
is large, the system has a high thermal inertia which
levels out random oscillations of RF output power
on the crystallization front.• Preventing the formation of cracks in large crystals
during the cooling of the crystalline ingot. At large
melt volumes the cooling rate of the crystals after
complete of the crystallization is much lower.

This was confirmed with experience on industrial equip-
ment with a CC of 400 mm in diameter, output power of
160 kW, and RF frequency of 1.76 MHz. The weight of
the melt was 80–100 kg. Nowadays large-scale produc-
tion of single crystals is mainly performed in facilities
with CC diameter up to 1000 mm, power of 800 kW,
and frequency of 400–800 kHz. The weight of the
melt is 600–1500 kg. The weight of individual crystals
reaches 15 kg.

Growth of CZ Crystals
The scheme of manufacturing of CZ crystals is shown
in Fig. 14.10. The main technological stages are the fol-
lowing: preparation of the initial mixture, loading of
the initial mixture into the CC, SM of the material,
directional crystallization of the melt, extraction and
separation of the crystal ingot, crystal cutting and sort-
ing, and processing of the material and offcuts. The
most important stages of the technological process will
be discussed below.

The oxides used as starting material are weighed
and thoroughly mixed in a ratio corresponding to
the predetermined concentration. In the case of mass
production, various quantities of crystalline melted ma-
terial of the same composition from previous melts are

added to the initial mixture [14.25, 30, 118]. ZrO2 and
Y2O3 are the main raw materials, their purity being
of great significance for the crystallization conditions
and the degree of structural perfection of the crystals.
The presence of some trace contaminants in the oxides
used for crystal growth by directional crystallization in
the CC is highly undesirable. These contaminants in-
fluence both the growth process and the quality of the
single crystals obtained. Atomic emission spectroscopy
studies have shown that the concentration of contami-
nants in the crystals obtained is 5–100 times less than
that in the starting oxides due to the evaporation of the
volatile oxides (namely, oxides of As, Pb, Cu, etc.) and
the segregation of impurities (Si, Ti, Al, W, etc.) during
directional crystallization [14.25, 30] (Table 14.2).

Requirements concerning the purity of the starting
materials depend on the field of application of the crys-
tals. For example, the content of Si, Ti, Al, and W in
oxides used to synthesize crystals of high optical uni-
formity and structural perfection for optical applications
must not exceed 10−4–10−5 wt %.

Putting the initial materials into the CC is an im-
portant technological stage that greatly influences the
reproducibility and crystal yield in the cycle, as well as
the size and quality of crystals. The method of loading
influences the processes of start melting, the formation
of the melt volume, and the thermal conditions under
which further melting and subsequent crystallization of
the melt proceed. As already mentioned, thermal shield-
ing of the melt plays an important role during SM in
a CC. The lower thermal shield is formed during cru-
cible loading. As a rule, crystalline melted pieces of the
previous processes and the initial powders of the same
composition are used to form the shield. The position
of the shield is determined experimentally to create ap-
propriate thermal conditions for crystallization. If large
quantities of crystalline material are used, circular load-
ing of the CC is often performed [14.118]. Circular
loading ensures the formation of a dense, reliable sin-
tered skull. Thus heat losses are decreased and leakage
of the melt from the CC through intersection gaps is pre-
vented. As a result, the stability of the melting process
becomes higher. In the case of a large-diameter CC this
loading method ensures reproducibility of the start melt-
ing process and creates the optimal conditions for the
formation of large melt volumes required for obtaining
large crystals at the lowest power values possible.

During the melting of the initial charge the molten
zone approaches the CC walls; emission of radiation
through the intersection gaps situated in the upper part
of the charge begins and gradually becomes more in-
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Fig. 14.10 Process flowsheet of the production of crystals based on zirconia

tense. The importance of providing an upper shield for
the melt upon crystal growing by directional crystalliza-
tion from the melt in large CCs was mentioned above.
Choice of the size of the upper thermal shield and the
method of its formation vary depending on the method
of melt volume formation during start melting. If por-
tions of the initial powders are not added during melt
volume formation, then the remaining sintered arch of
powdered material acts as a heat shield. If initial pow-
ders are added during the process of melt formation,
then crystalline material (of the same composition) of
previous processes can be used for shield formation.

This material is loaded after the completion of melt for-
mation. This material does not melt because it remains
above the RF coil level during loading; only partial
melting of the lower part of the shield may occur. Stud-
ies on the initial melt volume formation in the CC have
shown [14.33–36] that the same volume can be formed
in different ways (Fig. 14.11).

The character of melting depends on the characteris-
tics of the starting material. Studies were carried out for
ZrO2 powders of different dispersity. The experimental
data showed that more power is needed for the melting
of a less porous (porosity ε1) powder than for a more
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Table 14.2 Results of the analytical determination of impurities concentrations in the initial ZrO2 and ZrO2–15 mol. %
Y2O3 crystals grown at 10 mm/h

Element Concentration, wt%× 10−5

Initial ZrO2 Crystal
Bottom of the crystal Middle of the crystal Top of the crystal

Fe 2.0 < 0.1 < 0.5 1.0

Ca 3.0 1.1 1.6 1.8

Si 5.1 0.1 0.5 1.0

Mn 0.2 < 0.1 < 0.1 < 0.1

Cu 1.0 < 0.1 < 0.1 < 0.1

Mg 1.2 0.5 1.1 1.4

Al 0.5 < 0.1 < 0.1 < 0.1

Nb 0.4 0.1 0.1 0.3

W < 0.1 < 0.01 – –

Ti 0.5 < 0.1 0.1 0.4

Be < 0.1 < 0.01 < 0.01 0.01

Sr 4.3 1.5 2.1 3.3

porous one (porosity ε2). Properties of the initial ma-
terial (in particular the powder porosity) determine the
direction of the melt spreading during the stage of start
melting, as well as the structure of the skull. It was con-
firmed that two modes of melting of a porous dielectric
exist: the stationary mode and the quasiperiodic mode.
The mode observed is determined by the ratio of the
threshold power density (depending on the porosity of
the initial powder) and the density of power released
in the charge. This experimental data confirmed the
theoretical model of induction melting of dielectrics
proposed in [14.119]. It was shown that the direction
of melt spreading during the initial stage of melting in-
fluences the volume and the shape of the molten bath

a) b)
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2 4
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1

2
4

3

Fig. 14.11a,b Schematic of the melt propagation at melting initial powder with different particle size ε1 (a) and ε2 (b). 1 – Cold
crucible; 2 – induction coil; 3 – powder of initial materials; 4 – melt

formed, the value of power released in the melt, the
value of melt overheating, and the power of heat losses
in the charge. The preferable variant of spreading dur-
ing melting is spreading towards the bottom of the CC.
In this case less power is needed for the molten bath for-
mation, the melt overheating is less pronounced, and the
melting process is more stable without leakage of melt
through the gap between the sections. The mode of ini-
tial melt formation is especially important when large
CC or charges of large mass are used, or when power is
limited. The use of the above-mentioned circular load-
ing method considers the advantages of melt volume
formation by spreading of the melt towards the bottom
of the CC and thus promotes the formation of large melt
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volumes at minimal power values. After the end of melt-
ing, the melt is homogenized to achieve thermal and
phase equilibrium.

Crystallization of the melt begins on the bottom of
the CC on crystal grains of the solid skull. Only a re-
stricted number of crystals of those initially formed
remain during growth. As a result of crystallization,
a columnar block of single crystals grows. The size of
CZ crystals grown by SM technique is influenced by:

• The conditions of formation of the initial melt vol-
ume determining the temperature gradients on the
interface, which influence the geometry of the crys-
tallization front and the position of this front relative
to the heating zone• The conditions of nucleation on the skull• The conditions of degeneration during mass crystal-
lization• The chemical composition of the initial melt (the na-
ture and concentration of the stabilizing oxide and
the presence of impurities)

The melt–solid interface geometry may be concave, flat
or convex depending on the conditions of the melt vol-
ume formation. The last two types are preferable for
crystal growth in the CC as well as for traditional di-
rectional crystallization in hot crucibles because they
promote a decrease in the number of growing crys-
tals and a consequent increase of crystal size; they also
ensure low thermal strains and high purity of the grow-
ing crystal. The experience of growing CZ crystals by
SM technique shows that larger crystals are formed
when the crystallization front is flat or convex, other
conditions being equal. In the case of a concave crystal-
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Fig. 14.12a–c Crystal growth in a cold crucible with different shapes of crystallization front: (a) concave crystallization
front, (b) convex crystallization front, and (c) flat crystallization front. 1 – cold crucible; 2 – polycrystalline solid shell; 3
– crystals grown from bottom of the crucible; 4 – crystals grown from sides of the crucible; 5 – melt

lization front the number of crystals formed increases,
while their size, especially the size of the crystals in
the central part of the ingot, decreases (Fig. 14.12). The
actual crystallization front may have a more complex
shape and change its geometry during crystallization
corresponding to changes in thermal conditions.

Nucleation. The nucleation process determines the size
and quantity of growing crystals. Authors [14.120] have
described the peculiarities of SM of porous dielectrics
during the stage of melting wave propagation, when
capillary spreading of the melt takes place inside the
pores of the dielectric powder. During this process the
melt impregnates the solid phase and crystallizes in it,
then slow melting of the crystallized layer takes place,
and then the situation cycles. These processes of cap-
illary spreading determine the local structure of the
interface on which the single-crystal growth begins. The
melt from the heated zone causes partial melting of the
upper layer of the lower thermal shield. This layer be-
ing nonuniform and porous, the melt penetrates into the
surface layer nonuniformly. The photograph of the frag-
ment of the lower part of a crystal (Fig. 14.13) clearly
shows that inclusions of unmolten initial powder and
bubbles are present in the crystal.

The Laue pattern of this part of the crystal indi-
cated that the atomic planes are heavily distorted near
the inclusions but the crystal structure remains single-
crystalline. Nonuniformity of the nucleation interface
leads to the formation of a great number of crystals
and thus decreases the cross-sectional size of isolated
crystal. So, the lower thermal shield influences the nu-
cleation process greatly. When this shield is lacking, the
thin skull is substantially nonuniform due to the random
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Fig. 14.13 Section of the bottom part of the crystal

character of heat removal in different regions (even di-
rect contact of the melt with the bottom of the CC is
possible). This nonuniformity is significantly decreased
if a dense heat-insulating layer is formed. This causes
a significant decrease in the number of seeded crys-
tals and the increase of the size of crystals already at
the nucleation stage. Besides, such a shield allows the
use of seeds placed on it. Unfortunately, this seeding
process is uncontrolled, has a random character, and re-
quires experimental selection of conditions to increase
its repeatability. Nevertheless, crystals were grown on
seeds of different orientations [(100), (111), and (101)]
and X-ray studies showed that the crystals inherited the
crystallographic orientation of the seeds.

Degeneration. The degeneration process consists of
a decrease in the number of seeding crystals and is ac-
companied by an increase in the cross-sectional size
of some crystals at the expense of a decrease in the
size of other crystals. The problems of competitive
growth were analyzed in studies of mass crystalliza-
tion [14.121–125]; the selection of crystals according
to their size was shown to be a result of these processes
and so-called geometric selection. The mechanism of
this process is the following: crystals survive the com-
petition only if their direction of fastest growth is close
to the normal of the nucleation surface. As a result, all
crystals separated from the nucleation surface by a dis-
tance greatly exceeding the mean distance between the
nuclei are elongated and their geometric axes are almost
parallel to each other: the so-called columnar structure
occurs. The formation of such a structure is influenced
by only geometric factors, the influence of external con-
ditions (for example, the direction of heat transfer from
the growing crystal) being small. It was supposed that
the influence of external factors could be only indi-
rect and result in a change of facet growth rate and

crystal habitus. Quantitative experiments on geometric
selection [14.126, 127] showed that the linear density
of the number of surviving crystals n(h) decreases pro-
portionally to the height n ∼ 1/h. The probabilistic
assessment [14.128] yielded the same result for the
two-dimensional case and a dependence expressed by
the formula n ∼ 1/

√
h for the three-dimensional case.

The aspect ratio depends on the crystal habitus in both
cases.

A theory of crystal degeneration based on studies of
the mass crystallization of metals with a face-centered
lattice was proposed by Tiller [14.123–125]. It was sup-
posed that grooves formed by boundary surfaces of
crystals exist on the interfaces of growing crystals. The
depth of the grooves was supposed to depend on the
temperature gradients in the solid phase and the melt,
as well as on the orientation of the neighboring crys-
tals. The inclination of groove slopes is determined by
crystal orientation. Thus a crystal with 〈111〉 orien-
tation relative to the growth axis has a greater slope
inclination than a crystal with 〈hkl〉 orientation, so it
will hang over the latter crystal and finally displace it.
Such grooves were observed upon growing CZ crys-
tals [14.129]. It was noted that, upon consideration of
the degradation process in the framework of Tiller’s the-
ory, a decrease of the heat power released in the melt
causes a decrease of the mean temperature of the melt
and a corresponding decrease of axial gradients at the
crystallization front. The decrease in the gradient causes
an increase in the depth of the groove between the grow-
ing crystals and makes the degeneration process more
efficient.

The melt volume influences the size of CZ crys-
tals: larger crystals can be grown in large-volume CCs,
exceeding 200 mm in diameter [14.25, 30, 118]. In the
case of small crucibles (90–100 mm) the high ratio of
the cooling surface area to the melt volume and high
heat losses through the CC walls require a higher melt
overheating. Significant melt overheating deleteriously
influences the degeneration conditions and the shape of
the crystallization front [14.129]. The growth rate in-
fluences the degeneration process of CZ crystals in the
following way: a decrease in the growing rate leads to
an increase in the crystal size [14.30, 118]. This corre-
sponds to Tiller’s theory of degeneration, which states
that the ratio of the rate of displacement of the com-
peting nuclei to the axial growth rate is higher when
the growth rates are lower and thus the displacement
process becomes more efficient. The influence of melt
composition (in particular, the nature and concentration
of the stabilizing oxide) on the crystal size was stud-
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Fig. 14.14 Mean size of ZrO2-Y2O3 crystals versus Y2O3

concentration and growth rate

ied in [14.25, 30]. The dependence of the mean size of
the crystals obtained at different crystallization rates (3,
10, and 20 mm/h) in a CC of 130 mm diameter on the
Y2O3 concentration is shown in Fig. 14.14. The mean
size d = D/n, where D is the diameter of the ingot and
n is the number of crystals in ingot cross-section, was
used to compare crystals from different ingots.

The growth conditions were selected for the crys-
tallization front to remain flat throughout the process
and for the melt height to be approximately the same
for different compositions (the melt height was about
≈ 50 mm, thus being less than the crucible diameter,
and this diminished the influence of the degeneration
processes). Figure 14.14 demonstrates that an increase
in Y2O3 concentration (especially above 20 mol %)
causes a decrease in the mean size of crystals. Conse-
quently, the growth rate must be significantly decreased
to maintain an acceptable size of crystals at high Y2O3
concentrations.

As mentioned before, impurities that influence the
growth of crystals are present in the starting materials.
Besides, large quantities of additives may be introduced
into the crystals to vary the physicochemical proper-
ties of crystals (optical, spectral, electrical, mechanical,
and others). These additives significantly influence the
crystallization process and, consequently, the size of
crystals. It is well known that directional crystallization
of multicomponent melts with component distribution
coefficients (K ) not equal to 1 is accompanied by segre-
gation of the component decreasing the crystallization
temperature, into the melt, and its accumulation at
the crystallization front (if K < 1). In Tiller’s theory,
grooves on crystal interfaces act as sinks for such ad-

mixtures. Thus, the segregation of admixtures inhibits
the lateral growth of crystals, and causes an increase in
the groove depth and retardation (or complete stop) of
the degeneration process. Therefore the introduction of
additives, as well as the use of initial mixture with high
levels of impurities requires correction of the growing
conditions.

Many studies of mass crystallization of metals have
been devoted to the problem of preferential orienta-
tion of grains in the ingots [14.121–123]. The growth
rates anisotropy attempted to give an explanation of
the preferential orientation of grains in the ingots: the
anisotropy was believed to be due to the anisotropy
of the heat conductivity in the crystal. Higher heat
conductivity in the temperature gradient direction was
suggested to be the cause of the difference in the
grain growth rates. However, this is possible only for
crystals characterized by anisotropy of heat conduc-
tivity, whereas heat conductivity anisotropy is known
to be low for most crystals and to be zero for cubic
crystals. Experiments on bicrystal growth showed that
the equilibrium temperature of the crystal contacting
the melt depends on the crystallographic orientation
relative to the interface. Dependence of the prefer-
ential crystallographic orientation on the growth rate,
value of overcooling, and presence of admixtures in
the starting material was also noted in these exper-
iments. The problem of preferential crystallographic
orientation of CZ crystals grown by SM technique
has not been studied in detail. The preferential crys-
tallographic orientation of CZ crystals was shown to
be 〈110〉 [14.13, 25, 31, 130, 131]. However, experi-
ence shows that the deviation of the crystal growth
axis from this direction may often amount to tens of
degrees. The correlation structure and morphology of
CZ crystals was studied in [14.132]. Single crystals of
MxZr1−xO2−x/2 (M = Y, Er, Yb) with 0.3 < x < 0.57,
i. e., crystals with high stabilizer content, were stud-
ied. In accordance with the phase diagram, formation
of the ordered compound Zr3Y4O12 was observed at
x = 0.4. The phenomenon of short-range order was
shown to influence the crystal morphology significantly.
The interpretation of results was based on the analy-
sis of structural characteristics of ordered rhombohedral
phases of the type Y6UO12 by the method of Hart-
man and Perdok [14.133]. This method supposes the
crystal habitus to be determined by chains of strong
bonds. This work clearly demonstrates how the lat-
tice symmetry, the nature of the solid solution, and the
crystal growth conditions influence the shape of CZ
crystals.
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Properties of CZ Crystals
CZ crystals grown by SM technique have been studied
rather extensively with regard to chemical and phase
compositions, determination of the range of stabilizer
concentrations allowing preparation of cubic solid solu-
tion crystals from the melt, determination of the phase
stability of the crystals, and characterization of growth
defects [14.25, 28–31, 61, 134–140]. The structure of
crystals was studied in detail by X-ray analysis, Ra-
man spectroscopy, electron paramagnetic resonance,
neutron diffraction, etc. [14.91, 113, 141–146]. Lattice
parameters and the mechanism of cubic solid solution
stabilization were also studied [14.144–149]. A number
of investigations have been devoted to the physico-
chemical properties of crystals: electrical and optical
properties [14.150–154], spectral generation charac-
teristics of the activated crystals [14.155–163], and
thermophysical and mechanical properties [14.164–
177]. Studies of these properties of crystals are of
a great significance for practical applications. It should
be mentioned that the possibility of using crystals for
different applications is to a great extent determined by
the perfection of crystals. Therefore types of imperfec-
tions appearing in CZ crystals as well as causes of the
appearance of imperfections and possible ways of their
elimination will be discussed in the following section.

Defects in CZ Crystals
Growth striations, cellular structure, and inclusions of
extrinsic phases are imperfections characteristic of CZ
crystals [14.28, 29, 138, 139] (Fig. 14.15a–h).

Growth striations. Growth striations are observed in
crystals of various compositions as layers with different
refraction indices. They appeared as alternating layers
perpendicular to the direction of growth of the crystals
(Fig. 14.15a). Appearance of striations in ZrO2–R2O3
crystals is indicative of nonuniformity of the compo-
nents distribution during the crystallization process, in
particular of nonuniform distribution of the stabiliz-
ing oxide. Local concentration measurements showed
that Y2O3 concentration fluctuations do not exceed
1 mol %. Such factors as the stabilizing oxide concen-
tration, crystal growth rate, and nature of melt stirring
were found to influence the striae density [14.25,28,29].
A considerable increase in the density of the striations
was observed at concentrations close to 30 mol % R2O3,
as well as upon an increase in lowering rate above
16 mm/h. When the lowering rate was decreased from
16 to 1 mm/h (for ZrO2-8–20 mol % R2O3 composi-
tions and CC of 90–200 mm in diameter), the striae

density decreased from ≈ 20 to ≈ 8 cm−1. When forced
stirring by reverse rotation of the crucible was used
at low lowering rates, striae density decreased and
reached 1 cm−1. As is known, nonuniform impurity
distributions in crystals is caused by irregular growth
rate, resulting in corresponding changes of the effec-
tive distribution coefficient and impurity concentration.
Growth rate changes may be caused either by peculiar-
ities of the instrumentation or by the processes taking
place at the crystallization front. Striations caused by
factors of the first type are usually called instrumen-
tal while those caused by factors of the second type
are called fundamental. Under real conditions, factors
of both type usually act simultaneously.

Instrumental striations may be caused by short-
comings of the crystal growth equipment (unstable
functioning of the mechanical drives and RF generator
output power, oscillations of the coolant flow, etc.) and
also by changes of the growth rate caused by tempera-
ture oscillations in the melt due to convection. A study
of the causes of growth striation formation [14.28, 29]
showed that striations are caused by oscillations of the
stabilizing oxide concentration (these oscillations are
due to constitutional supercooling during growth) and
can be eliminated by decreasing the lowering rate to
1–2 mm/h and introducing forced stirring by reverse
rotation of the crucible with the melt. It was shown that
instrumental instability can cause striations in this case,
but this is not the main cause of striations. More uni-
form crystals are formed upon an increase of the melt
volume. Increase of the melt volume causes an increase
in the thermal inertia of the crystallization system. High
thermal inertia significantly reduces the influence of os-
cillations of the power supplied by the RF generator and
removed by water from a CC, i. e., suppresses the tem-
perature fluctuations, maintaining the stationary state in
the system. This results in stabilization of the crystal-
lization front and increases the homogeneity of crystals.
This situation was observed upon growing CZ crystals
from a CC of more than 400 mm in diameter when the
density of the growth striations decreased to 1–2 cm−1

upon decreasing the rate to 2–3 mm/h without forced
stirring. The determination of the K of components of
solid solution in ZrO2 is very important for growing
homogeneous CZ crystals.

Distribution Coefficients
of the Solid Solution Components

The K of a component denotes the ratio of concen-
trations of this component in a liquid and solid phase
having a common interface. Actually one usually deals
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a) b)

c) d)

e) f)

g) h)

Fig. 14.15a–h Defects in cubic zirconia single crystals: (a) growth striae; (b) cellular structure; (c) growth striae and
cellular structure; (d) light scattering of laser beam in the crystal; (e) light scattering in the defect area; (f) inclusions
in the boundaries of cells; (g) inclusions containing SiO2; (h) SiO2 inclusions on the surface of ZrO2–10 mol % Y2O3

crystals

with effective distribution coefficients (Keff ) which
differ from the equilibrium coefficients (K0). K0 char-
acterizes the ratio of concentrations corresponding to
the solidus and liquidus curves of the phase diagram
having a common node. The directional crystalliza-

tion processes take place with finite rate, so greater or
lesser deviations from equilibrium occur. To determine
the value of Keff , the distribution of the components
along with the axis of the crystal is measured. Quantita-
tive element analysis was performed by electron probe
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Fig. 14.16 Distribution of Y2O3 concentration in ZrO2-
Y2O3 crystals of different compositions. Initial composi-
tion (mol.% Y2O3): ( ) – 35; ( ) – 15; ( ) – 7.5

microanalysis [14.25, 28, 30, 31] or by optical spec-
troscopy [14.134, 135]. The experimental results were
approximated by the equation C(g) = kC0(1 − g)k−1,
which is commonly used to describe the processes of
normal directional crystallization [14.25, 28, 30, 31].
An example of measurements of the stabilizing oxide
concentrations in ZrO2–Y2O3 crystals of different com-
position is given in Fig. 14.16.

A more detailed study of the Y2O3 distribution
curves in crystals taken from different parts of the ingot
showed that periodic nonuniformity of crystal composi-
tion along the growth direction occurs, resulting from
oscillations of the crystal growth rate [14.28]. Waves
in concentration curves of crystals taken from different
parts of the ingot did not coincide, this being indica-
tive of differences in crystallization conditions along
the ingot cross-section (the crystallization front not be-
ing flat). Sometimes sudden changes of concentration
were observed in the distribution curves. Such changes
can occur due to an abrupt change of power supplied by
a RF generator, causing a dramatic change of the crys-
tallization rate, or to quick uncontrolled growth caused
by constitutional supercooling. As a rule, such sharp
concentration changes took place at the end of crystal
growth. This is due to accumulation of the displaced
admixtures in the melt and enhancement of the constitu-
tional supercooling, which disturb the stable growth of
crystals, causing the formation of inclusions and cellu-
lar structure. Besides, the coupling between the RF field
and the melt is deteriorated when the amount of melt
decreases, and this results in quick uncontrolled crystal-
lization of the remaining melt. Changing the lowering
rate of a CC in the range of 1–16 mm/h and chang-
ing the concentration of the stabilizing oxide weakly
influenced the character of the distribution curves. The

Table 14.3 Effective distribution coefficients of Y2O3 in
the ZrO2–Y2O3 system

C (mol% Y2O3) Growth rate Keff

(mm/h)

5 16 1.08±0.05

8 16 1.06±0.05

10 1 1.12±0.03

10 5 1.05±0.02

10 8 1.02±0.02

10 30 1.07±0.02

15 16 1.02±0.02

20 16 1.00±0.01

30 16 1.01±0.02

values of Keff for different growth rates and composi-
tions are presented in Table 14.3. The values of Keff of
Y2O3 calculated from these data are close to 1 and only
slightly depend on the growth rate and initial concentra-
tion of Y2O3.

The values of Keff for Gd−Yb oxides are close to
those of Y2O3 in cubic solid solutions based on ZrO2
and also slightly depend on the growth rate and initial
concentration of stabilizing oxide [14.25, 30]. The val-
ues of Keff for rare-earth oxides from the left part of
the lanthanide series (Ce–Nd) in cubic solid solutions
based on ZrO2 were found to be less than 1 [14.25]
(Table 14.4).

Data on the dependence of Keff in CZ crystals
with 12 mol % Y2O3 doped with 1.2265 wt % Nd2O3 on
growth rate are shown in Table 14.5 [14.134]. Using the
data obtained, the authors determined that, for Nd2O3,
K0 = 0.426 and the diffusion layer is approximately
1 mm thick.

Cellular structure [14.25, 28–31] was observed in
crystals extracted from the central part of the ingot and,
as a rule, in the top part of the crystals (Fig. 14.15b).
The top of the crystals exhibiting cellular structure
had a characteristic rugged appearance; if the cellu-
lar structure was highly developed, boundaries between
smooth shiny surface and uneven wavy surface could
be clearly seen on the sides of the crystals. Regions
exhibiting lamellar and cellular structure can alternate
in the same crystal (Fig. 14.15c). The appearance of
cellular structure is accompanied by a decrease in the
striae density. The formation of cellular structure is
caused by the destabilization of the smooth crystalliza-
tion front upon growing [14.178–180]. Most authors
consider constitutional supercooling of the melt near
the phase interface to be the cause of destabilization of
the smooth front and its transformation into the cellu-
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Table 14.4 Effective distribution coefficients of Nd2O3 and CeO2 in the ZrO2-0Y2O3-Nd2O3-CeO2 system

Composition V (mm/h) Keff

Nd2O3 CeO2 Y2O3

ZrO2-(12-25 mol %) Y2O3-(0.74-4.40 mol %) Nd2O3 5 0.62±0.04 – 1.045±0.03

ZrO2-(9-11 mol %) Y2O3-(2-2.5 mol %) Nd2O3-1 mol % CeO2 5 0.58±0.08 0.42±0.04 1.09±0.02

ZrO2-3 mol % Y2O3-0.3 mol % Nd2O3-0.4 mol % CeO2 10 0.87±0.08 0.78±0.02 1.13±0.01

lar type [14.180]. Constitutional supercooling alone was
shown to be insufficient for the formation of cellular
structure; a threshold value of constitutional supercool-
ing depending on the chemical composition of the melt
and the direction of growth had to be achieved. Studies
of CZ crystals [14.25, 28–31] showed that the cellu-
lar structure appears at the end of the growth stage,
most often in crystals situated in the central part of
the crystalline ingot. This is connected both with the
accumulation of admixtures in the melt before the crys-
tallization front during crystal growth and with the
character of the temperature distribution in the CC.
Cellular structure, appearing as a constriction in the
middle of the crystal, was formed at high growth rates
(> 10 mm/h) in the absence of stirring.

Oxides of Si, Al, Ti, and W cause the appearance
of imperfections deleterious to the optical uniformity
of the crystals. Of all the contaminants mentioned,
SiO2 exerts the most negative influence on the growth
and perfection of crystals. Even small quantities of
SiO2 promote disruptions of crystal growth and the
appearance of cellular structure regions. Decreasing
the growth rate and using forced stirring improves the
efficiency of impurity segregation and the crystal qual-
ity [14.25, 28–30].

Inclusions [14.25, 29–31]. Large isolated inclusions
and bubbles are seldom observed in CZ crystals; inclu-
sions formed by light-diffusing particles of 10–0.08 μm
in size are observed much more often. Light scattering
can be observed either visually or by the scattering of
a laser beam passing through the crystal (Fig. 14.15d).
The occurrence of light-scattering regions depends on
the composition of the melt and the growth condi-
tions. Single crystals may be completely opalescent
or exhibit broad opalescent bands in the top central
part of the ingot (Fig. 14.15e). Research [14.25, 29–31]
showed that band-shaped light-scattering regions coin-
cide with regions of cellular growth. It was established
that light-scattering inclusions may be formed during
melt crystallization in CZ crystals either on all the phase
interface or on the boundaries of the cellular struc-
ture (Fig. 14.15f,g). Growth of CZ crystals in a wide
range of concentration of the stabilizing oxide at growth

rates of 1–2 mm/h showed that light scattering by the
whole crystals is characteristic of compositions with 8–
12 mol % R2O3 (R = Y, Gd) [14.25]. X-ray diffraction
patterns of these crystals were not indicative of the ap-
pearance of new phases. Scattering in these crystals was
caused by particles of the second phase with size of
1–0.1 μm. Under the same growth conditions, increas-
ing the concentration of the stabilizing oxide to above
14 mol % R2O3 (R = Y, Yb) or above 16 mol % Gd2O3
completely eliminated light scattering in the crystals.
The appearance of light-scattering particles may be con-
nected either with the presence of impurities becoming
less soluble upon a decrease in temperature (in this
case it depends on the melt composition) or with the
decomposition of the fluorite-type solid solution. Low
concentration of the second phase and the very small
size of its particles complicates direct determination of
the phase structure and composition. It is worth men-
tioning that heat treatment of ZrO2-12 mol % Y2O3
crystals at 2100 ◦C for 3 h under vacuum and subse-
quent quenching (at cooling rate of 1000 ◦C/h) led to
elimination of light scattering. Large inclusions of the
second phase (> 0.5 μm) are an extreme case of in-
homogeneity of the crystal and are usually located in
regions of highly developed cellular structure. As a rule,
such inclusions are caused by the presence of unde-

Table 14.5 Effective distribution coefficients of Nd2O3 in
the ZrO2–12 mol % Y2O3–1.2265 wt % Nd2O3 system

V (mm/h) Keff

4 0.51±0.016

4 0.52±0.025

6 0.54±0.013

6 0.54±0.013

8 0.61±0.025

8 0.60±0.03

10 0.63±0.006

10 0.68±0.038

12 0.68±0.019

12 0.65±0.013

14 0.73±0.06

14 0.70±0.06
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sirable impurities in the initial mixture. The type of
inhomogeneity caused by the presence of admixtures is
determined by the nature and concentration of the ad-
mixture (SiO2, TiO2, Al2O3, WO3). Large (4–10 μm in
size) silicon-containing inclusions of the second phase
were detected in the boundaries of cells (Fig. 14.15f,g).
The density of such inclusions in the top part of the
crystal varies from 4.5 × 102 to 26 × 102 mm−3.

Electron probe microanalysis of the inclusion com-
position showed that the concentration of SiO2 in
the inclusions is very high (≈ 60 mol %). The spher-
ical shape of such inclusions and their compositional
nonuniformity suggest that trapping of the liquid phase
occurs. The melting point of the SiO2-enriched drops
being lower than that of ZrO2–R2O3, these liquid drops
become trapped in the solid crystal matrix. The concen-
tration of Y2O3 in the inclusions is also higher than in
the matrix because R2O3, being oxides of basic char-
acter, accumulate in the drops due to chemical affinity
towards SiO2, which is more acidic than ZrO2. The pro-
cess of chemical differentiation takes place either upon
drop formation or upon drop cooling (in the latter case it
is due to diffusion from the solid matrix). High content
of stabilizing oxide in the inclusions (up to 28 mol % in
the case of ZrO2–12 mol % Y2O3) may cause decom-
position of the cubic solid solutions and formation of
m-ZrO2 if the concentration of SiO2 is sufficiently high
and the concentration of the stabilizing oxide is low.
However, the probability of this process is low if the
Y2O3 concentration in the cubic crystals is high. Apart
from forming inclusions inside the crystal, the second
phase can form precipitates on the surface of blocks
(Fig. 14.15h). In this case a matted deposit appears on
some parts of the crystal facets, which is usually smooth
and very shiny [14.25, 29–31].

14.3.5 Growth, Properties, and Application
of PSZ Crystals

The SM technology of PSZ crystals is similar to the
above-described growth process of CZ crystals. The
growing PSZ crystal exhibits a c-structure during the
first stage of synthesis from melt; phase transitions in
the crystal occur upon cooling of the solid phase. The
c→t phase transformation is accompanied by the for-
mation of domain structure in the crystals [14.130–132].
PSZ crystals are used mainly for scientific research
on the mechanism of hardening, structural, micro- and
nanostructural research, studies on phase transforma-
tions, and physicochemical properties [14.109,112,116,
149, 181–183]. Although the advantages in mechan-

ical properties (high hardness, strength, and fracture
toughness) of PSZ crystals, especially at elevated tem-
peratures, have apparently been demonstrated, practical
applications of PSZ as construction material have not
yet been reflected in the literature.

Large uniform blocks of material without cracks
are required for practical applications. This is why
the influence of composition and growth conditions
on the size and mechanical properties of crystals
was investigated [14.184–187]. The stabilizing oxide
concentration range (2.5–4 mol % Y2O3) allowing the
preparation of large (up to 40 mm in cross-section, up to
120 mm in length) uniform PSZ crystals not containing
fractures has been established [14.188]. PSZ crystals
of the composition ZrO2-2.5–4 mol % Y2O3 are white
and nontransparent, with a smooth shiny surface. The
crystal surface becomes rough and matted upon a de-
crease in Y2O3 content. The crystal size is significantly
decreased at Y2O3 concentration < 1 mol %. Crystals
containing 5–8 mol % Y2O3 are semitransparent and
contain a large number of fractures in the volume.
Experiments on the growth of crystals in a CC of
130 mm diameter showed that rate decrease from 40 to
3 mm/h led to a significant increase in the crystal cross-
section size (from 3–7 mm to 20–40 mm) [14.185,186]
(Fig. 14.17).

However, growing the crystals at 3 mm/h rate re-
sults in a considerable increase in the number of
fractures in the crystals. The cooling rate in the cru-
cible of 130 mm diameter being too high for crystals
of a large size, residual thermal stresses are proba-
bly relieved by means of fracture formation in the
crystals. Research into the influence of thermal con-
ditions on crystal growth showed that the quantity of
large cross-section crystals is significantly increased
upon an increase of the height of the bottom ther-
mal shield. Most crystals have a smooth shiny surface.

3 mm/h
20 mm/h

40 mm/h

Fig. 14.17 PSZ crystals grown at 3, 20, and 40 mm/h in
a cold crucible with 130 mm diameter

Part
B

1
4
.3



460 Part B Crystal Growth from Melt Techniques

Table 14.6 Effective distribution coefficient of Y2O3 in the ZrO2-Y2O3 system in PSZ

C (mol% Y2O3) Keff

10 mm/h 20 mm/h 40 mm/h

2.5 1.04±0.01 1.07±0.01 –

3 1.006±0.007 1.025±0.006 1.02±0.02

3.5 1.150±0.009 1.023±0.005 1.027±0.007

4 0.98±0.09 1.001±0.008 1.002±0.009

5 1.03±0.01 – –

8 1.041±0.007 – –

Therefore, the most appropriate conditions for the
preparation of large, smooth-faceted PSZ crystals are
growth rate about 10 mm/h with enlarged bottom ther-
mal shield. Studies of the chemical composition of
the crystals showed that microcontaminants from the
starting materials are segregated during growth of PSZ
crystals in the same way as for CZ crystals. Decreasing
the crystallization rate results in a decrease in con-
taminant concentrations compared with in the initial
mixture [14.185]. The distribution of the main compo-
nents of the solid solution (at crystallization rates of
3–40 mm/h) is fairly uniform, the value of Keff Y2O3
in ZrO2 being close to 1 [14.186] (Table 14.6).

Investigation of the crystal phase composition of
as-grown crystals (growth rate 3–10 mm/h) by Raman
spectroscopy revealed that molten ZrO2 was m-phase;
crystals containing 2 mol % Y2O3 were a mixture of
m- and t-phases; crystals containing 2.5 mol % Y2O3
contained small m-phase regions, the larger part of the
crystal being t-phase; at concentration range 3–5 mol %
the crystals were t-phase; at Y2O3 concentration of
8–35 mol % the crystals were constituted by a cubic
solid solution of fluorite structure [14.185, 186]. X-
ray diffraction patterns of powdered samples prepared
from PSZ crystals (growth rate 3–10 mm/h) showed
that the m-phase is present in crystals containing 2.0–
3.5 mol % Y2O3 while only the peaks of a highly
symmetric phase are present in the pattern of crys-
tals containing 4.0–5.0 mol % Y2O3. Apparently, t→m
transformation occurred under powdering. Analysis of
the same powders by Raman spectroscopy has con-
firmed that such a transformation in fact took place,
indicated by the occurrence of the m-phase in powdered
samples containing up to 3.5 mol % Y2O3. Differences
in the phase composition of bulk and powdered samples
show that X-ray diffraction analysis of powders more
appropriately reflects the phase composition of mater-
ials subjected to intensive mechanical impact, while
Raman spectroscopy allows a more detailed determina-
tion of the phase composition of bulk crystal samples. It

was shown that PSZ crystals grown in a CC of 130 mm
in diameter are not sharply quenched, therefore they
contain the t-phase as well as the t′-phase, and so the
m-phase appears upon mechanical impact [14.186]. The
incorporation of admixtures (oxides of Ce, Nd, Tb, Co,
etc.) was also shown to influence the number of frac-
tures [14.189–191].

The shape of the crystal growth surface precisely
reflects the microstructure of the material, which is in-
fluenced by the composition as well as crystallization
and annealing conditions. Scanning electron micro-
scopic studies of the as-grown crystals showed that the
crystal surface morphology is influenced by the stabi-
lizing oxide concentration in the solid solution [14.185,
186,189,191]. Microphotographs of the as-growth crys-
tal surfaces with different content of the stabilizing
oxide (Y2O3) are shown in Fig. 14.18.

Relief of the growth facets of pure ZrO2 crystals
which had undergone a t→m transformation is typical
for martensitic transitions (Fig. 14.18a,b). This transi-
tion is accompanied by a significant volume change
(up to 5 vol. %) and causes fracturing. A regular mi-
crocrack network in the form of rhombs can be clearly
seen in Fig. 14.18a. The cracks of each subset are
apparently parallel to each other and the angle of in-
tersection is close to 30◦. Microcracks can be also
seen on the growth surface of ZrO2–2.0 mol % Y2O3
samples (Fig. 14.18c,d), but these microcracks are suf-
ficiently shorter and many of them are warped. Both
the elements of the above-described structure and the
so-called tweed structure characteristic of samples with
higher Y2O3 content can be seen on the surface. Tweed
structure is characterized by element intersection an-
gle close to 80−90◦. The surface of crystals containing
2.5 mol % Y2O3 (Fig. 14.18e,f) is practically devoid of
cracks, while the elements of the tweed structure occu-
pying the larger part of the crystal surface can be clearly
seen. However, only isolated elements of the tweed
structure are present in some regions of the crystal sur-
face (Fig. 14.18f). The existence of two characteristic
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types (type 1 and type 2) of growth surface was de-
tected for ZrO2 crystals containing 3.0 mol % Y2O3
(Fig. 14.18g–j). Type 1 is characterized by smooth
facets (Fig. 14.18g), while type 2 is characterized by
matted facets (Fig. 14.18h,i). The boundary of the
smooth and matted facets is shown in Fig. 14.18j.

Surface morphology of any of these types may be
characteristic either for all facets of the crystal block
or only for some of them, being present as an indi-
vidual facet. The surface of type 1 comprises a rather
regular structure, which is similar to the tweed one. It
consists of tiny elongated rectangles (1–10 μm in length
and 0.5–3 μm in width) grouped parallel to each other.
The angle of orientation of groups relative to each other
is close to 80−90◦. The surface of type 2 has a more
pronounced relief than the one described above and con-
sists of parallel convex rectangles, which are larger than
the elements of type 1 structure (up to 50 μm in length
and > 5 μm in width). More pronounced relief of the
structure forms the matted appearance of the facet. Fig-
ure 14.18 clearly shows that smaller structural elements
with sizes characteristic of the smooth (type 1) surface
coexist with larger surface elements on type 2 surfaces.

Matted surfaces occur in the central and lower part
of the crystal bulk, their appearance being dependent on
the melt volume and crystal length. At the same time,
single-crystalline blocks are often accreted by these
facets, so separation of such blocks sometimes leads to
destruction of the crystals. It seems that this process is
influenced by cooling conditions during crystal growth,
which determine the phase composition and microstruc-
ture of the crystals. The absence of matted facets on
the crystal surface at growth rate of 3 mm/h is worth
mentioning. Practically, large crystals are no growing
together. There are few such crystals in the ingot, and
stress is relieved mainly on the block boundaries and
partly in the block volume. The latter process results in
crystal fracturing. The matted crystal surface is formed
if the initial melt contains significant quantities of con-
taminants with K value much lower than 1. However,
such surfaces differ from that described above by the
presence of a characteristic tarnish of the segregated
admixtures (Fig. 14.19).

Further increase of the stabilizing oxide concentra-
tion results in the appearance of various types of island
structures; namely, islands consisting of parallel struc-
tural elements without perpendicular crossing appear
on a tweed structure background in the case of ZrO2
containing 3.5 mol % Y2O3 (Fig. 14.20a,b).

Crystals containing 4.0 mol % Y2O3 are character-
ized by a smooth unstructured surface on which small

a) b)

c) d)

e) f)

g) h)

i) j)

Fig. 14.18a–h Morphology of as-grown facets of PSZ crystals of
(1− x)ZrO2-xY2O3 mol% compositions (a,b) x = 0; (c,d) x = 2.0;
(e,f) x = 2.5; (g,h) x = 3.0

islands with a pronounced microstructure occur very
rarely (Fig. 14.21). The appearance of an island struc-
ture can be indicative of incompleteness of the phase
transitions occurring during the cooling of the crystal.
As a result, Y2O3 is unevenly redistributed between two
t-phases at temperatures corresponding to the two-phase
region of the phase diagram. It is obvious that phases

Part
B

1
4
.3



462 Part B Crystal Growth from Melt Techniques

Fig. 14.19 Surface of facets of ZrO2–3 mol % Y2O3 grown
at 3 mm/h with SiO2 inclusions (magnification 1700 ×)

with different Y2O3 content can differ in microstruc-
ture.

Nanostructure of ZrO2–3 mol % Y2O3 crystals was
studied by high-resolution transmission electron mi-
croscopy (TEM) as well as by x-ray analysis. The
latter method was used to estimate the size of coher-
ent scattering regions according to the broadening of the
diffraction reflexes [14.112, 114, 115, 186]. A model of
ordered domain colonies occupying all the volume of
the crystal at the minimum of deformation energy was
proposed [14.112]. TEM studies of the ZrO2–3 mol %

a)

b)

Fig. 14.20a,b Surface of facets of ZrO2-3.5 mol % Y2O3

grown at 10 mm/h.(a) 1900 ×; (b) 5000 ×

Fig. 14.21 Surface of facets of ZrO2–4 mol % Y2O3 grown
at 10 mm/h

Y2O3 crystal revealed the presence of colonies formed
by parquet structure domains (30–100 nm in width,
400–800 nm in length) (Fig. 14.22).

Laminated structure with a period of about 10 nm
is observed in the colonies, indicating the presence
of a lamellar domain structure in each colony. Their
size is estimated to be (0.1–0.5) × (10–20) nm. An es-
timate of the coherent scattering region size (D) in the
ZrO2–3 mol % Y2O3 crystal by X-ray structure analysis
yields a value of 87–310 nm, which corresponds rather
well to the above estimates of the colony size. A scan-
ning electron microscopic study of the crystal surface
microstructure at 25 000 × amplification allowed esti-
mation of the size of the smallest structural elements.
The width was estimated to be 70–300 nm and the
length was estimated to be 300–900 nm. These esti-
mated values are close to the sizes of colonies observed
during the TEM study. Therefore, the microstructure of
as-grown facet of the crystals reflects the inner crys-
tal structure (the structure of colonies). Research on

100 nm

Fig. 14.22 Nanostructure of ZrO2–3 mol % Y2O3 crystal
grown at 10 mm/h
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200 nm

100 nm

Fig. 14.23 Nanostructure of ZrO2–2.5 mol % Y2O3 crystal
grown at 10 mm/h

the nanostructure of ZrO2–2.5 mol % Y2O3 crystals
showed that the formation of the domain structure just
begins at this Y2O3 concentration (a system of parallel
domains with some elements of the tweed structure is
formed) (Fig. 14.23).

Only isolated regions with nonpronounced domain
structure were detected in ZrO2–4 mol % Y2O3 crystals
(Fig. 14.24).

This corresponds to the results of research on the
microstructure of growth surface of PSZ crystals as
determined by their composition. The doping of PSZ
crystals with additional admixtures in small quantities
(≈ 0.1 mol %) affects the microstructure and mechan-
ical properties of the crystals [14.189, 191]. These
studies revealed that sample breaking strength is con-
nected with the structure of the crystal surface, which
reflects the microstructure of layers adjacent to the
surface.

The oxygen-isotope method was used to study the
peculiarities of oxygen redistribution during formation

50 nm

Fig. 14.24 Nanostructure of ZrO2–4 mol % Y2O3 crystal
grown at 10 mm/h

and stabilization of the structure of substitutional solid
solutions Zr+4

1−xY+3
x O−2

2−0.5xV0
0.5x and further annealing

of the crystals under various gas atmosphere. The mo-
bility of oxygen was shown to depend on the chemical
composition of the crystal and the conditions of heat
treatment. The existence of correlation between oxy-
gen mobility in PSZ crystals and their electrical and
mechanical properties was confirmed [14.192]. It was
also shown that maximum oxygen mobility is found in
PSZ crystals containing 2.5–4.0 mol % Y2O3. The op-
timal composition range of PSZ crystals ensuring the
nanocrystalline structure, high mechanical characteris-
tics, and high oxygen mobility was found by physico-
chemical methods to be ZrO2–2.5–4.0 mol % Y2O3.

Significant anisotropy of strength properties (elastic
characteristics, threshold values of strength, defor-
mation properties, specific fracture energy, fracture
strength, and hardness) was detected in studies of the
dependence of these properties on Y2O3 concentra-
tion, presence of additives, growth rate, crystallographic
orientation, and heat treatment conditions. It should
be mentioned that stabilizing oxide concentration
exerts a determining influence on strength proper-
ties [14.116, 181, 193–197]. The following high values
of strength properties were determined for PSZ crys-
tals: dynamic modulus of elasticity of 400–500 GPa,
ultimate compression strength of 4000 MPa, ultimate
bending strength of 1600 MPa, fracture toughness of
15 MPa m0.5, and hardness of 15 GPa.

Results of the studies of the tribological proper-
ties of PSZ crystals are presented in [14.195–197].
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Fig. 14.25 Effect of Y2O3 concentration on wearing inten-
sity (J) and friction coefficient ( f )

The main tribotechnical properties and the mechanism
of wearing of the PSZ crystals were determined in
experiments including x-ray and electron microscopic
analyses of friction surfaces. PSZ crystals containing

Fig. 14.26 Technical articles and components fabricated from PSZ crystals. PSZ crystals (top left); cutting elements,
rolls and grinding tool fabricated from PSZ (top right); medicine scalpels with cutting edge from PSZ (bottom left); wire
drawing die with insert from PSZ (bottom right)

2.5–4.0 mol % Y2O3 were the most wear resistance.
The intensity of wear was (2.5–4.3) × 10−9, the fric-
tion coefficient was 0.32–0.34, and microhardness
was 11.8–15.08 GPa (assessed with instrumental steel
U10A as counterbody) (Fig. 14.25).

The predominant wear mechanism of the PSZ crys-
tals was shown to be a two-stage mechanical (fatigue)
mechanism involving the destruction of the surface
layer of secondary structures formed upon friction with
subsequent destruction of deeper layers of the bulk
material. The results obtained show that synthesis of
high-strength fracture-proof materials by directional
crystallization of melt requires consideration of many
factors: the Keff values of the additives used, growth
rate, temperature gradients in the melt, the nature and
concentrations of the stabilizing oxide and the third ad-
ditive, and cooling and annealing conditions.

PSZ crystals possess a number of properties giving
them advantage over metals and high-strength dielec-
tric materials (including ceramics). Due to their lack
of grain boundaries PSZ crystals are characterized by
high strength (comparable to the strength of metals),
fracture toughness, and hardness. They are also char-
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acterized by low friction coefficient and high abrasive
wear resistance, and high resistance to acids, alkali, and
water vapor. Deterioration of mechanical characteristics
of PSZ crystals placed in oxidizing atmosphere at high
temperatures (up to 1400 ◦C) is much less pronounced
than that of metals (which are intensely oxidized) or
construction ceramics, which are prone to recrystalliza-
tion. Besides, the mechanical properties of the crystals
are improved upon temperature decrease (at −140 ◦C
the improvement amounts to 70%). Such materials can
be used to produce details of appliances functioning un-
der extreme conditions: at high mechanical loadings,
in aggressive media, at elevated temperatures, without
lubrication, etc. Such appliances include bearings, sup-
port prisms, guide plates, and motor valves. Due to the
existence of domain nanostructure in PSZ crystals and
high mechanical strength of these crystals they may
be used in the manufacturing of instruments with very
sharp cutting edges, for example, high-quality medi-

cal scalpels and instruments for precision machining of
various materials (metal, wood, glass, crystals, etc.).

The biological inertness of this material [14.183,
198, 199] enables its use in the manufacturing of
implants for medicine. Comparative mechanical and
biomedical tests were performed for PSZ crystals,
CZ crystals, PSZ ceramics, and Al2O3 single crys-
tals [14.182]. PSZ crystals were shown to be some-
what stronger than other materials and displayed
the highest fracture toughness. Studies on implants
made of ZrO2-based materials showed that these
implants neither provoke an inflammatory reaction
in tissues nor cause pathological changes in the
internal organs of animals. The results of inves-
tigations show that PSZ crystals can be used as
a material for various implants. Some articles man-
ufactured from PSZ crystals are shown in Fig. 14.26
to give examples of practical applications of this
material.

14.4 Glass Synthesis by Skull Melting in a Cold Crucible

In this section some questions about using SM tech-
nique for glass synthesis will be analyzed. Use of this
method is justified if the synthesis of a specific type
of glass by traditional methods is impossible or very
difficult. These glass types include:

• Optical and laser glasses for which high chem-
ical purity is required; for example, in glasses
for fiber-optical communication lines the content
of transition-metal contaminants must not exceed
10−5–10−6 wt %• Glasses prepared from highly reactive melts and/or
materials capable of interacting with the crucible
material• High-temperature glasses of various compositions
which must be synthesized at temperatures exceed-
ing 1600 ◦C.

Let us analyze the peculiarities of the use of this method
for glass synthesis.

Glass is an amorphous material, undergoing
a smooth transition from solid state to glass-like state
upon heating. Glass-forming melts differ from other
oxide melts by their high viscosity (depending on the
melt composition, the viscosity may be several orders of
magnitude higher than that of typical oxide melts) and
a smooth temperature dependence of viscosity and elec-
tric conductivity. Besides, the absence of a solid–liquid
phase transition and the corresponding dramatic change

in electric conductivity enhance the phase stability of
the melt and make keeping of the melt in a stationary
state easier. That is why in the case of induction melting
in the cold crucible the skull consists of a thin layer of
initial powdered mixture adjacent to crucible walls and
a layer of solid glass, the thickness of the latter layer
being influenced by the temperature distribution in the
melt.

Various types of crucibles are used according to
the composition of a specific glass type. Synthesis of
silicate glasses was performed in water-cooled quartz
crucibles [14.10, 11]. As quartz is a typical dielectric,
effective supply of the alternating electromagnetic field
energy to the melt without losses in the crucible material
is enabled. The use of such crucibles imposes consider-
able limitations on the temperature of glass synthesis.
Other drawbacks of quartz crucibles are the impossi-
bility of repeated use and a requirement for stringent
control of the melt temperature to avoid the risks of
crucible destruction and water getting into the melt.
Metallic crucibles for glass synthesis also have some pe-
culiarities. Aluminum is the preferred crucible material.
Beside individual oxides, salts (carbonates, nitrates, ox-
alates, etc.) are often used as starting materials for glass
synthesis. Upon thermal decomposition of salts, inter-
action of the decomposition products with the crucible
material and transfer of small quantities of crucible ma-
terial into the melt may occur. In the case of aluminum
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crucibles, a thin layer of Al2O3 present on the sur-
face of aluminum prevents the heterogeneous chemical
reactions. Besides, Al2O3 is often present in glasses
and therefore embedding of small amounts of Al2O3
into the melt does not cause a significant change in
the properties of glass. Aluminum oxide is an optically
inactive admixture, so its presence does not influence
the optical properties of glass. Metallic crucibles must
be dismountable in order to ensure quick extraction of
the glass block for further annealing. The use of com-
bined crucibles, i. e., metallic crucibles with thin-walled
quartz crucibles inserted into them, has also been re-
ported [14.26].

In the case of glass synthesis, the initial melt vol-
ume cannot be created by introducing small pieces of
a metal directly into the initial mixture, because this
would lead to contamination of the melt by metal and
the reduction products dispersed in the melt volume.
The high viscosity of glass-forming melts leads to a dra-
matic decrease in the metal burning-out rate [14.31].
Start melting is usually performed by placing a quartz
ampoule filled with pieces of graphite or low-resistance
Si into the fusion mixture. Afterwards the ampoule is
removed from the melt. To make start melting eas-
ier and to prevent the evaporation of low-melting-point
components, one should first melt the low-melting-
point components and then introduce the refractory
ones into the melt; for example, glass synthesis in the
system Li2O–Al2O3–SiO2–ZrO2 was begun with the
melting of the Li2O–SiO2 composition, which melts at
1100–1200 ◦C [14.200].

Homogenization of the melt is an important tech-
nological stage of high-quality optical glass synthe-
sis. Complicated physicochemical processes connected
with the melting of individual components of the fu-
sion mixture and the occurrence of solid-phase chemical
reactions and reactions in the melt are finished at this
stage. Nonuniform temperature distribution in the melt
exerts a significant influence on the dissolution of the
fusion mixture components not yet involved in chem-
ical reactions and the removal of the previously formed
gas bubbles. At first, bubbles are removed from the
maximum temperature zone, which is situated at a dis-
tance of 10–20 mm from the crucible walls (Fig. 14.3).
Intensive convection in the melt, which promotes the
removal of gas bubbles and leveling of the chemical
composition of the melt, is an important consequence
of the existence of high temperature gradients in the
melt. Mechanical stirring by a water-cooled stirrer or
by gas bubbling through the melt is used to intensify
these processes [14.11, 31]. These methods are used in

combination with the melt temperature increase, which
causes a decrease in viscosity and an increase in the rate
of convectional mass transfer.

After glass synthesis in the CC, annealing cannot
be performed in the same crucible because, when the
temperature of the melt being cooled reaches a value
determined by the temperature dependence of the con-
ductivity, the melt ceases to absorb the energy of the
RF electromagnetic field. After this, intensive cooling
of the glass by the water-cooling crucible walls and
glass fracturing occurs. Therefore a method of glass ex-
traction from the crucible with subsequent annealing in
the furnace is essential. One of the methods consists of
pouring the melt into a mold and further annealing of
the glass. However, the risk of contamination of the cen-
tral part of the glass block by bubbles and nonmolten
particles of the fusion mixture from the periphery of
the block is very high during this operation. Another
method consists of extracting the glass block at a spe-
cific temperature, which is determined experimentally
for every glass composition. The periphery of the glass
block being cooled much quicker than the central part,
the extraction temperature must be high enough to pre-
vent fracturing of the peripheral part, but not too high,
otherwise softening of the peripheral part and leakage of
the viscous glass mass may occur due to heating by the
inner hot part. In the case of glass synthesis in cooled
quartz crucibles, a crucible with glass is simply trans-
ferred into the annealing furnace. Thin-walled crucibles
are used to prevent glass fracturing caused by the differ-
ence of glass and quartz thermal expansion coefficients.
The quartz crucible fractures and exfoliates during an-
nealing, while the glass block remains a monolith.

A significant factor limiting the use of this method
for the synthesis of glass with enhanced crystallization
ability should be mentioned. The presence of the skull
increases the possibility of glass crystallization because
the initial mixture crystalline particles are ready nuclei
contacting the melt directly. Under certain conditions
initial mixture particles may provoke the crystallization
of the whole glass volume. The possibility of prepara-
tion of glasses with enhanced crystallization ability in
the cold crucible depends on a multitude of factors: melt
volume, thickness of the viscous glass layer (which is
determined by the power released in the melt as well
as by the temperature dependence of the viscosity and
electrical conductivity of the melt), the cooling rate of
melt, and the rates of nucleation and crystal growth.
Therefore quantitative assessment of this possibility is
very difficult. As for qualitative analysis, it is clear that
the crystal nuclei must not be able to grow through the
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Table 14.7 Thermal expansion coefficients (Kte) and transformation (Tt) and softening (Tg) temperatures in glass of the
La2O3–Al2O3–SiO2 system [14.201]

Composition (mol%) Kte (20–800 ◦C) Tg Tt

SiO2 Al2O3 La2O3 (×107, ◦C−1) (◦C) (◦C)

50.1 32.8 17.0 64.0 855 820

55.0 28.4 16.6 62.5 860 825

59.1 34.7 6.3 43.2 895 850

71.6 26.4 2.0 33.7 920 900

72.0 21.5 6.3 38.9 910 865

68.3 25.6 6.1 39.1 905 860

whole melt volume while the temperature of the melt
being cooled is in the range of possible crystallization.
Otherwise, a block of crystallized glass is formed.

14.4.1 Refractory Glasses of the
R2O3-Al2O3-SiO2 (R = Y‚La, Rare-Earth
Element) Systems

Investigation of the properties of glasses formed in
this system was performed by several research groups
and showed that these glasses possess a combination
of valuable properties [14.201–207]. High refractive
indices and high mechanical strength combined with
high deformation temperature, relatively small values
of thermal expansion coefficient (Kte), very low electric
conductivity, and extremely high resistance to the ac-
tion of alkalis make these glasses promising materials
for use at high temperatures in chemically aggres-
sive media. Besides, glasses formed in this system are
devoid of oxides of alkaline or alkaline-earth metals
and can be structurally different from traditional al-
kaline glasses. This undoubtedly makes them objects
of scientific interest; for example, a nuclear magnetic
resonance study of glasses of the SiO2–Al2O3–Y2O3
system revealed the presence of tetra-, penta-, and hex-
acoordinated Al3+ ions in the glass structure, as well
as a rather complicated structure of the silicon–oxygen
framework [14.208].

Synthesis of glasses of the R2O3–Al2O3–SiO2
(R = Y, La, rare-earth element) systems was performed
by SM in a CC [14.201, 203]. Synthesis was performed
under air at temperature of ≈ 2000 ◦C in water-cooled
metal crucibles of 90–120 mm in diameter. Pieces of
graphite were used for initial melting. The glass blocks
obtained had a mass of 2–6 kg (depending on the cru-
cible size) and did not contain any inclusions or bubbles.
The practically important values of the Kte and charac-
teristic temperatures for glasses of various compositions
are presented in Table 14.7.

High values of the softening temperatures (855–
920 ◦C) combined with relatively low Kte values
(33.7–64) × 10−7 make these glasses promising mater-
ials for use in electrovacuum technologies for welding
and sealing of W and Mo. Apart from being conve-
nient for the preparation of relatively large quantities
of glass, the SM technique proved to be very conve-
nient for studies on glass formation in various systems.
This method allows obtaining a range of samples of
various compositions in one experiment. The glass-
formation range in the system La2O3–Al2O3–SiO2 was
studied in [14.201]. Samples for these investigations
were prepared as follows: first, a two-component mix-
ture Al2O3 +SiO2 of predetermined composition was
melted in the cold crucible. After keeping of the melt
at the temperature 1800–2000 ◦C for 1 h, a mixture

10 20 30 40
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50La2O3 Al2O3

mol%

SiO2

10 90

20 80

30 70

40 60

50 50

Fig. 14.27 Glass-forming region in the La2O3-Al2O3-SiO2

system at different synthesis temperatures: 1 – 1600 ◦C, 2
– 2000 ◦C; (© – glass, – sintered, ⊗ – surface crystallized)
(after [14.201])
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Table 14.8 Compositions and properties of the glasses with high concentrations of rare-earth element ions

Composition (mol%) Young’s Hardness Kte Thermal Poisson’s
modulus (× 10−7 Pa) (× 107 ◦C−1) conductivity ratio
(× 10−8 Pa) (W/(m K))

43.2SiO2–28.5Al2O3–26.4Y2O3–1.9Nd2O3 1230 830 56.7 1.1 0.259

29.6SiO2–34.3Al2O3–36.1Nd2O3 1080 770 62.4 1.0 –

51.7SiO2–26.0Al2O3–22.3Nd2O3 1160 800 54.6 0.9 –

37.6SiO2–32.9Al2O3–26.6Yb2O3–2.9Ho2O3 1250 810 – 0.6 –

47.7SiO2–32.6Al2O3–19.3Yb2O3–0.4Er2O3 1270 – 44.0 0.55 –

48.2SiO2–27.5Al2O3–24.3Tb2O3 1125 730 55.8 0.7 –

53.2SiO2–24.4Al2O3–20.6La2O3–1.8Nd2O3 990 – – 0.7 0.15

of SiO2 +La2O3 with a predetermined composition
was added in small (30–50 g) portions. After the ad-
dition of each portion the melt was homogenized for
10 min and then drops of the glass mass weighing 1–3 g
were extracted with a quartz rod and quenched on
a water-cooled metal surface. After this evaluation of
the chemical compositions of the samples by electron
probe microanalysis, microscopic analysis and X-ray
diffraction analyses were performed. The results of the
study compared with the literature data available are
presented in Fig. 14.27.

The increase of the glass synthesis temperature to
2000 ◦C evidently leads to a considerable broadening of
the glass-forming range in this system. Thus, at a SiO2
content of 65–75 mol % the addition of only ≈ 2 mol %
of La2O3 results in the formation of transparent glass.
It is also worth noting that this system allows obtaining
glasses with a SiO2 content less than 50 mol %. These
glasses are of interest for structural research because
a continuous silicon–oxygen framework cannot exist in
them.

Another interesting feature of the glasses of the
R2O3–Al2O3–SiO2 system is the possibility of ob-
taining glasses with extremely high concentrations of
rare-earth element ions, in particular the Nd3+, Yb3+,
and Tb3+ ions. It is impossible to obtain such glasses
using conventional alkaline glass matrices. The weight
of glass blocks obtained amounted to 5 kg, and the rare-
earth metal-ion content amounted to 1022 cm−3. The
properties of some of the glasses synthesized are pre-
sented in Table 14.8.

The study of the luminescence spectra of the Sm3+
and Eu3+ ions present in lanthanalumosilicate glass
was performed using the method of selective laser ex-
citation of luminescence and revealed the absence of
microphases with drastically different symmetries in
the surroundings of the active ions, i. e., the activator

ions in the glass were not segregated [14.209, 210].
Glasses synthesized in cold crucibles at high temper-
atures are characterized by low content of hydroxyl
groups OH−, even without using special dehydration
methods (the peak value of absorption coefficient at
the wavelength 3 μm is about ≈ 3–4 cm−1) [14.211].
Glasses with Nd3+ concentration up to 1.1 × 1022 cm−3

are characterized with peak absorption coefficients of
290, 130, 150, and 40 cm−1 at wavelengths of 590, 745,
810, and 890 nm, respectively. High thermophysical and
mechanical characteristics of such glasses (Table 14.8)
combined with their stability at high temperatures make
them promising materials for thin, optically dense, se-
lective filters. Glasses with a high content of Tb3+
ions are also of considerable practical interest. This
ion possesses magnetooptical activity, that is, it can al-
ter the phase of linearly polarized light when magnetic
field is applied. Measurements of the magnetooptical
properties of the Tb2O3–Al2O3–SiO2 glass contain-
ing 9.5 × 1021 Tb3+ ions/cm3 showed that the Verdet
constant equals −0.33 min/Oe cm at the wavelength
of 630 nm. Such a high value of the Verde constant
combined with the high value of the laser damage
threshold (1.7 × 109 W/cm2) and high heat conductiv-
ity opens wide perspectives for the use of this glass
in various Faraday rotator devices in high-power laser
systems.

14.4.2 Immobilization of Radioactive Waste
in Stable Solid Blocks

During the last few years the SM method was widely ap-
plied for the immobilization of liquid and solid wastes
(including radioactive waste) in stable solid blocks
(phosphate and borosilicate glasses, mineral-like com-
positions) [14.212]. Improvement of the efficiency of
radioactive waste neutralization is one of the main
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tasks of the atomic power generation industry. Waste
recycling is a complex problem. It includes vari-
ous technological stages (preparation and delivery of
waste for recycling, melting, pouring into contain-
ers, collection and processing of the gases released,
etc.). The melting unit is the most important el-
ement of such systems. Until recently all existing
programs of waste vitrification relied on the use of
traditional melting furnaces with hot crucibles, work-
ing in the 1100–1150 ◦C temperature range. Phosphate
and borosilicate glasses are commonly used as ma-
trices for waste immobilization. However, the low
operate temperatures of such furnaces impose con-
siderable limitations on the vitrification process. The
use of a CC enables working at higher temperatures

and removes the restrictions inherent to conventional
melting units. Thus, higher temperatures provide broad
possibilities for the design and application of new
glass-forming and crystalline matrices for waste im-
mobilization, including the possibility of introducing
a higher concentration of waste matter into the ma-
trices already being used, and processing of a wider
range of waste matters (for example, heat-insulating
materials) without the introduction of fluxing addi-
tives [14.213]. Other advantages of this technology
include the small dimensions of the melting unit and
high productivity of waste processing. Research and
industrial cold-crucible systems are widely used nowa-
days in Russia, the USA, France, Germany, Italy, and
South Korea [14.214].

14.5 Conclusion

This chapter on the application of skull melting of
dielectric oxide materials in a cold crucible has il-
lustrated the dynamic development of the method,
which provides a basis for industrial-scale technolo-
gies as the development and manufacturing of the
corresponding equipment has increased. The range of
materials synthesized by means of this technique has

become increasingly wide. Development of the tech-
nique for growth of PSZ crystals and nuclear waste
vitrification can be pointed out as two of the most
promising directions. Nevertheless, it is apparent that
the potential of the method has not been exhausted,
particularly in the field of single-crystal growth of re-
fractory compounds.
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Crystal Growt15. Crystal Growth of Laser Host Fluorides and Oxides

Hongjun Li, Jun Xu

Following the discovery of the first laser ac-
tion based on ruby, hundreds of additional
doped crystals have been shown to lase. Among
those, many crystals, such as Ti:Al2O3, Nd:Y3Al5O12,
Nd:YVO4, Yb:Y3Al5O12, Yb:Ca5(PO4)3F, and Cr:LiCAF
have come to practical application, and are being
widely used in scientific research, manufac-
turing and communication industries, military
applications, and other fields of modern engi-
neering. These crystals are mainly oxides and
fluorides, which are grown from melt. This chap-
ter reviews the major results obtained during
recent years in the growth of various crys-
talline oxides and fluorides for laser operation,
with emphasis on crystals doped with the ad-
ditional ions Ti3+, Nd3+, and Yb3+. On the other
hand, special attention is paid to discuss the
elimination of growth defects in these crystals.
Limited by the length of this chapter, for each
crystal, only outstanding defects are considered
herein.
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15.1 Crystal Growth of Laser Fluorides and Oxides from Melt

The development of many advanced fields in modern
engineering is, to a large extent, governed by the suc-
cess achieved in the techniques of crystal growth. On
the other hand, the demand for new crystals for ad-
vanced technologies has stimulated the improvements
in growth techniques of these crystals. Certainly, this
concerns only a few very important crystals.

In 1960, laser action was first demonstrated on the
basis of a ruby laser rod (or Cr3+-doped Al2O3) [15.1],
indicating the birth of a new subdiscipline of science:

the laser technique. In the 1970s, the discovery of
Nd3+-doped yttrium aluminum garnet (Nd:YAG) [15.2]
crystal prompted the rapid development of the solid-
state laser. In the 1980s, the invention of Ti3+-doped
sapphire (Ti:Al2O3) [15.3] made it possible to pro-
duce ultra-intense and ultrafast lasers, based on which
the intralase technique has been employed widely in
both basic and applied science fields. In the 1990s,
the successful fabrication of Nd:YVO4 [15.4] led to
a new period of development for the laser technique:
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480 Part B Crystal Growth from Melt Techniques

the all-solid-state laser. Simultaneously, the advent of
cheap diode-laser pump sources brought about the
practical application of Yb-doped materials such as
Yb:YAG [15.5] and Yb:Sr5(PO4)3F (Yb:S-FAP) [15.6],
which have shown great capability in high-power laser
systems. Entering the 21st century, research into laser
materials is expanding extensively in the forms of single
crystal, glass, ceramics, and fiber. Owing to their advan-
tages of simple fabrication processes, lower costs, and
greater perfection, laser fiber [15.7] and polycrystalline
ceramics [15.8] are challenging the dominant status of
traditional materials.

In spite of the hundreds of additional doped crys-
tals that have been shown to lase, few crystals have
proven to be useful in practical circumstances. In fact,
the gap between demonstration exercises of laser action
and the engineering of practical systems is often wide
and difficult to bridge.

In order to develop and test new laser crystals, it is
first crucial to identify the appropriate means by which
to grow and fabricate the crystal. To further optimize
the crystal growth conditions, it is necessary to under-
stand the physical properties of the melt and solid. In
order to improve the crystal quality, it is important to
clarify the formation mechanism of growth defects in
the crystal so as to find proper ways to eliminate them.
While the methods and issues associated with crystal
growth occupy the bulk of this chapter, we begin with
a discussion of the important growth techniques and
their modifications for laser crystal growth. Our atten-
tion is focused on the insights and issues involved in
the development, melt-growth, and defect elimination
of the main laser oxides and fluorides. Since our ap-
proach will entail discussion from the perspective of
laser materials, only crystals doped with the most at-
tractive additional ions, such as Ti3+, Nd3+, and Yb3+,
will be addressed.

15.1.1 Laser Crystal Growth from the Melt

After the development of the first laser, which was based
on a Verneuil-grown ruby, almost all of the classical
crystallization techniques have been applied to analyze
growth characteristics and provide high-quality laser
crystals and the development of new laser crystals. In
the 1960s, flux methods were widely used to grow the
rare-earth aluminum and gallium garnets, both pure and
doped, as well as some of the rare-earth orthoaluminate
hosts. The emphasis later was on melt techniques, as
they provided both larger crystal size and faster growth
rates. Among these, the Czochralski technique (CZ)

employing iridium crucibles and radiofrequency (RF)
heating was the most adaptable and widely used for
the majority of high-temperature laser oxides, while
the vertical Bridgman technique (VBT) was commonly
used for laser fluorides. On the other hand, static
growth techniques, such as the heat-exchange method
(HEM) and temperature gradient technique (TGT), have
been becoming efficient methods for the growth of
large-sized laser crystals, while two other promising
techniques, the micro-pulling-down method (μ-PD) and
the laser-heated pedestal growth method (LHPG), are
especially used for fiber crystal growth.

15.1.2 Czochralski Technique (CZ)

The CZ method is named after Jan Czochralski who in-
troduced an early version of the present-day process in
1916, and published it as a method for studying the crys-
tallization rate of metals [15.9]. Further modifications
by Teal and Little [15.10] brought the technique closer
to the process known today as the Czochralski, or CZ,
method. The application of this technique and its con-
sequent development was stimulated by the invention of
the laser in 1960, since when it has been used for oxide
crystal production [15.11, 12].

The CZ furnace geometry is relatively simple, as
shown in Fig. 15.1, and is usually constructed of either
Al2O3 or stabilized ZrO2 ceramics. The crucible can be
either Pt or Ir, depending upon the melting point of the
material and/or the atmosphere required for the growth
process.

Quartz sleeve

Granular ZrO2

ZrO2 base 

ZrO2 support 

ZrO2 tubing 

ZrO2 felt 

RF coil 

Ir crucible

Granular ZrO2

Rotation shaft

Seed

Crystal

Fig. 15.1 Schematic drawing of a typical Czochralski fur-
nace used for the growth of oxide-based laser crystals
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Crystal Growth of Laser Host Fluorides and Oxides 15.1 Crystal Growth of Laser Fluorides and Oxides from Melt 481

The crucible is heated by means of an RF generator
operating in the range of 10–400 kHz. With the devel-
opment of solid-state RF generators, the trend is toward
lower frequencies, preferably in the range 10–30 kHz.
These lower frequencies have the distinct advantage of
producing more uniform heating of crucible, which is
necessary for the growth of large-diameter crystals, and
in the case of the higher-melting oxide systems that
must use ZrO2 insulation, avoiding coupling of the RF
energy directly into the ceramic parts of the furnace.

The growth and control of the crystal is dependent
upon the radial temperature gradient in the liquid and
the vertical gradient through the length of the furnace.
For smaller growth systems (typically using crucibles
less than 75 mm in diameter), the adjustment of the
radial and vertical thermal gradients can be easily ac-
complished by varying the ceramic insulation and its
dimension. However, once beyond this size, a suitable
liquid radial gradient becomes more difficult to estab-
lish, thereby making seeding and the initial cone section
of the crystal more difficult to control, hence the need
for an automatic diameter control system. Although
several methods of diameter control have been devel-
oped [15.14–17], the one mostly widely used is that of
weighing the crystal while it is growing. In this case,
a load cell with a sensitivity of ±0.1 g is placed in
line with the rotation shaft to which the seed crystal
is attached. As the crystal is pulled from the melt, the
change in weight is used to generate a control signal
that modifies the generator output power to the crucible,
thereby controlling the diameter through small changes
in the liquid temperature. Typical systems are easily ca-
pable of maintaining a 75 mm-diameter crystal to within
±1 mm.

The CZ growth process is, by far, the most com-
monly used process for the growth of laser materials and
is employed over a wider span of materials and melt-
ing points than any other melt-growth method, ranging
from mixed compounds such as nitrates, through germi-
nates, fluorides, molybdates, tantalates, and garnets, to
single oxides such as sapphire and yttria. To circumvent
various kinds of problems encountered during crystal
growth, numerous modifications have been made to im-
prove the standard CZ growth process.

During the growth of Nd:YAG crystals, the Nd
segregation problem always exists. Nd concentration in-
creases as crystal growth proceeds so that, if we want to
keep uniformity of concentration within 0.1 at. %, solid-
ification is restricted to 20–30% of melt in crucible. To
achieve higher solidification, Katsurayama and cowork-
ers [15.13] developed a double-crucible method with

Gas in

CPU
Gas in

Gas out

CPU

PID
controller

RF
coil

Load cell

Powder
supplier

Fig. 15.2 Schematic diagram of crystal growth appara-
tus with automatic powder supply system [15.13] (CPU
– central processing unit, PID – proportional–integral-
derivative)

automatic powder supply (Fig. 15.2). In this system,
material powder is continuously supplied into the cru-
cible to maintain the concentration of Nd in the melt.
As a result, the Nd concentration fluctuation in the
grown crystal has been reduced to as low as 0.02 at. %
when 30% of melt is solidified. On the other hand,
Kanchanavaleerat et al. [15.18] modified the growth
parameters to grow highly doped Nd:YAG crystals with
excellent optical quality, as shown in Fig. 15.3, and the
laser testing shows that the highly doped Nd:YAG rods
have very good efficiency due to low passive losses.

1.3%
Nd:YAG

1.38%–1.17%

1.44%–1.26%

1.4%
Nd:YAG

a) b)

Fig. 15.3 (a) Highly doped Nd:YAG crystals, (b) Zygo interfero-
gram
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482 Part B Crystal Growth from Melt Techniques

Boulon et al. [15.19] indicated that Y2O3, Sc2O3,
and Lu2O3 sesquioxides have the highest laser poten-
tialities in the continuous wave (CW) regime. However,
due to their high melting points, about 2420 ◦C, the
growth of the sesquioxides is rather difficult. The ma-
jor problem is that the high temperature restricts the
choice of crucible materials, which has to be me-
chanically stable at the melting point and resistant to
chemical reactions with the melt as well as with the sur-
rounding thermal insulation. The results of Fornasiero
et al. [15.20] reveal that rhenium fulfills these require-
ments to the greatest extent. Rhenium is sensitive to
oxidizing atmospheres but resistant to melts of Al2O3
and rare-earth oxides. The melting point of rhenium
is 3180 ◦C. To avoid the react of the hot crucible and
the ceramic zirconia insulation at high temperatures,
Fornasiero designed a holding construction which con-
sisted of rhenium rods directly welded to the crucible.
The crucible was suspended in a thermally insulating
tube of zirconia felts so that it was completely sur-
rounded by gas. To reduce the radiation losses from the
free melt surface, rings and funnels were inserted into
the crucible a few millimeters above the melt. Through
the above modifications of the conventional CZ config-
uration, several crystals with typical length of 5 mm and
diameter of 10 mm have been grown [15.20].

Shimamura et al. reported the growth of Ce:LiCAF
crystals without either the use of HF gas or the hydroflu-
orination of raw materials [15.21]. Instead, a growth
chamber was evacuated to about 10−2 Torr prior to
growth, and high-purity Ar (99.9999%) gas was used
as a growth atmosphere. Under these conditions, a de-
posit of a white foreign substance, composed of volatile
fluorides and oxyfluoride, was found on the surface
of the grown crystals. In order to avoid its formation
and to grow high-quality crystals with higher repro-
ducibility, several modifications such as high-vacuum
atmosphere prior to growth, use of CF4 gas instead of
Ar, and growth with a low temperature gradient, were
required [15.21]. Such modifications are also needed
for the growth of other fluorides, e.g., LiYF4 (YLF),
BaLiF3, and CaF2 [15.22, 23].

15.1.3 Temperature Gradient Technique
(TGT)

The temperature gradient technique (TGT) is a typical
static directional solidification technique, which was in-
vented by Zhou et al. [15.24] in 1979; Shanghai Institute
of Optics and Fine Mechanics (SIOM) obtained a patent
on TGT in 1985 [15.25].

Furnace wall

Thermal shield

Heater

Crucible

Insulator

Electrode

Susceptor

Support rod Thermal shield

Fig. 15.4 Schematic diagram of a TGT furnace

A schematic diagram of the TGT furnace is
shown in Fig. 15.4. It consists of a molybdenum cru-
cible, graphite heating element, and molybdenum heat
shields. The cylindrical graphite heating element is de-
signed as an electric circuit with appropriate linear
resistance from the top to the middle by making holes
with a certain distribution. The cylinder is placed in
the graphite electrodes, which are cooled by water. The
temperature gradient of the upper part is produced by
the linear resistance of the heating element, whereas
that in the lower part depends on the extraction of
heat by water flowing in the tubes through the elec-
trodes. Besides these, the temperature field near the
seed is influenced by the heat conductivity of the water-
cooled center rod. In TGT, there are no moving parts.
The growth process is accomplished by dropping the
temperature at designed rates with a high-precision tem-
perature program controller.

Large-sized laser oxide and fluorides, such as
Ti:sapphire [15.26], Nd:YAG [15.27], Yb:YAlO3
(Yb:YAP) [15.28], and Na,Yb:CaF2 [15.29] shown in
Fig. 15.5, have been grown successfully by the TGT
method. Taking the growth of Ti:sapphire as an exam-
ple, the basic growth process of TGT can be described
as follows. A cylindrical seed with the selected orien-
tation is placed into the seed hole of the molybdenum
crucible, and the high-purity starting materials are
placed in the crucible. The furnace is loaded for the
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Crystal Growth of Laser Host Fluorides and Oxides 15.1 Crystal Growth of Laser Fluorides and Oxides from Melt 483

growth process, outgassed to (2− 4) × 10−3 Pa; when
the temperature at the bottom of crucible is about
1400 ◦C, high-purity Ar is fed into furnace; then the
material is melted and kept molten for several hours. Af-
ter the temperature field has stabilized, crystallization is
started by slow cooling (1.3–3 K/h). The solid–liquid
interface advances upwards as the temperature drops.
The whole crystallization process is completed auto-
matically. During the growth process, it is essential that
the temperature and thermal field are very stable, and
an important factor is the flow stability of the circulating
cooling water so that the solid–liquid interface advances
with constant velocity.

The typical size of TGT-grown Ti:sapphire boules is
∅110 × 80 mm2, the titanium doping levels are between
0.05 and 0.52 wt %, the absorption coefficient at 490 nm
is from 1 to 7.5 cm−1, the absorption coefficient can be
as high as 10 cm−1 in some case (the theoretical limit
is 11 cm−1 for absorption coefficient at 490 nm), and
the figure of merit (FOM) of Ti:sapphire crystals is in
the range 150–400. Besides the mentioned advantages,
there are other advantages of TGT-grown Ti:sapphire,
such as low dislocation density, low scattering, and high
perfection, which are very important factors determin-
ing laser performance [15.31].

For TGT-grown Nd:YAG crystals, high doping con-
centration of neodymium is a distinct character. Highly
doped (2.5 at. %) Nd:YAG shows high absorption co-
efficients at the 808 nm laser diode (LD)-pumping
wavelength up to 7.55 cm−1, nearly three times higher
than 1 at. % Nd:YAG [15.32]. Therefore, a short crystal
length (e.g., 1 mm) is preferred, and compact microchip
lasers can be constructed by using 2.5 at. %-doped
Nd:YAG. Almost the same output has been achieved
preliminarily in both (111)-cut 1 mm-long Nd:YAG and
a-cut 1 mm-long YVO4 microchip lasers with a very
short (9 mm) laser cavity. In particular, the broader
and smoothly varying absorption bandwidth allows less
stringent requirements on temperature control.

In the growth of Yb:CaF2 crystals, it is notable
that a lid was employed to seal the crucible to re-
duce volatilization of the materials. Sometimes, small
amounts of PbF2 or ZnF2 acting as scavengers were
added to the CaF2 raw materials to eliminate residual
moisture prior to growth.

15.1.4 Heat-Exchanger Method (HEM)

The heat-exchanger method (HEM) for growing large
sapphire boules was invented by Schmid and Viechnicki
at the Army Materials Research Lab in Watertown, MA,

a) b)

c) d)

Fig. 15.5a–d Crystal boules and fabricated samples of Ti:sapphire
(a), Nd:YAG (b), Yb:YAP (c) and Na, Yb:CaF2 (d) grown by TGT

in 1967 [15.33]. The modern implementation of Schmid
and Viechnicki’s heat-exchanger method at Crystal Sys-
tems in Salem, MA, is shown in Fig. 15.6 [15.30].

It consists of a water-cooled chamber containing
a well-insulated heat zone. A high-temperature heat ex-
changer is introduced from the bottom of the furnace

View point

Insulation

Heating
element

Crucible

To vacuum
pump

Pyrometer

Chamber

Helium gas

Power
leads

Melt

Seed crystal

Heat exchanger

Fig. 15.6 Schematic of a HEM furnace [15.30]
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484 Part B Crystal Growth from Melt Techniques

Fig. 15.7 A 10 cm-diameter Ti:Al2O3 crystal grown by
HEM [15.34]

into the heat zone. The heat exchanger is a closed-end
tube with an injection tube through which a controlled
flow of coolant gas is introduced. A crucible with a seed
crystal positioned at the bottom and loaded with charge
is placed on top of the heat exchanger. The furnace
chamber can be evacuated with a vacuum pump or back-
filled with a gas for controlled atmosphere processing.
Heat is supplied by the graphite resistance to melt the
charge; the seed is prevented from melting by flowing
minimal coolant gas through the heat exchanger. Af-
ter partial melting of the seed, gas flow is increased to
cool the seed and initiate crystallization of melt onto the
seed. The furnace is held at constant temperature dur-
ing growth of the crystal, which proceeds out from the
seed in three dimensions. After crystallization is com-
plete, the furnace temperature and the helium flow are
decreased and the boule is slowly annealed in situ. The
long, slow cool-down produces crystals of the highest
quality.

HEM has been successfully utilized for the growth
of the world’s largest sapphire boules with diameter of
340 mm and mass of 82 kg [15.36]. By this method,
more than 95% of the melt can be converted into
high-quality crystalline material. HEM was capable of
growing laser crystals such as Ti:sapphire (as shown
in Fig. 15.7) [15.34], Co:MgF2 [15.34, 37], Nd:YAG
[15.38], and Ti:YAP [15.39].

Recently, a modified HEM technique has been
employed in the production of high-melting (about
2400 ◦C) sesquioxides, such as Yb:Sc2O3 and Yb:Y2O3
[15.35]. Due to the high melting point (m.p.) of yt-
tria and scandia, rhenium (m.p. 3180 ◦C) was selected

a)

b)

Zirconia felts

Quartz glass

Rhenium spacer

Melt

Seed

Rhenium frame

Rhenium gas exchanger

Alumina disk

Alumina tube
Gas out

Gas in and pyrometer

Fig. 15.8a,b Insulation HEM setup for the growth of high-
melting sesquioxide crystals (a) and the grown Sc2O3

crystal (b) [15.35]

as the crucible material, and the crucible was com-
pletely surrounded by gas since no insulation materials
could be found that would be stable when in direct con-
tact with the crucible at the required temperature. The
growth setup is shown in Fig. 15.8a. During the growth
process, the crucible was heated by an RF generator
under an atmosphere of 0.01% O2, 10–15% H2, and
85–90% N2 at pressure of 1 bar. Eventually, crystals
with vertical volumes of small, single crystals were ob-
tained (Fig. 15.8b), owing to the use of a polycrystalline
seed.

15.1.5 Vertical Bridgman Technique (VBT)

The vertical Bridgman technique (VBT) was first
used by Bridgman in 1925 [15.40] and especially ex-
ploited by Stockbarger in 1936 and 1949 [15.41, 42].
This technique is commonly known as the Bridgman–
Stockbarger method, although sometimes the names of
Tammann (1925) and Obreimov (1924) are associated
with the technique. Buckly [15.43] discussed the histor-
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Fig. 15.9a,b A classical (a) and a modified (b) vertical Bridgman process

ical aspects of the technique and assigned the name to
the original researcher.

In the Bridgman process, an ampoule containing the
materials to be crystallized is translated from a zone
hotter than the melting point, through a temperature gra-
dient, to a zone cooler than the melting point in order to
solidify the material (Fig. 15.9a). Equivalently, the tem-
perature can be translated through a stationary ampoule
by moving the furnace relative to the ampoule.

The vertical Bridgman technique has been ap-
plied to the growth of oxide crystals since the
late 1960s [15.44]. In apparatus for this purpose
a resistively heated tungsten furnace and crucibles
(tubes) fabricated from molybdenum are used. Sev-
eral complex oxide crystals have been grown by
this technique, including Nd:YAG, and the first las-
ing material Nd:YAlO3. This technique has proved
to have great potential in both materials research
and in the production of oxide laser crystals. Various
Bridgman-grown crystals possessing application qual-
ity are now available, including Nd:YAG, Er:YAG,
Tm3+,Cr3+:YAG, Tm3+,Cr3+,Ho3+:YAG, Er:LuAG,
Pr:YAlO3, Pr:LuAlO3, and Nd:LuAlO3 [15.44]. Im-
provements of crystalline and chemical perfection of
crystals, obtained as a result of better understand-
ing of the basic physical possesses occurring during
crystallization in this configuration, have resulted in
larger-scale use of this technique for oxide crystal
growth. In addition, VBT has been widely used for the
growth of large-sized commercial CaF2 crystals for op-
tical applications [15.45]. Certainly, this technique can
be modified for the growth of ion-doped CaF2 crystals
or other fluorides for laser applications.

Figure 15.9b illustrates a modification of the Bridg-
man technique in which a third zone, cold relative to
the melting point, is added to the top of the furnace.
This is referred to as the moving melt zone or the travel-
ing heater method. In this case the melt volume is small
compared with the ampoule. The advantages of this

configuration are twofold. First, steady-state conditions
may be established in the small melt volume for growth
of crystals with nonunity segregation coefficient to level
out changes in dopant concentration along the length
of the crystal. Second, the upper interface produces
a temperature gradient that drives buoyant convection,
thereby increasing mixing in the melt. This can be im-
portant for growth of multicomponent systems.

15.1.6 Horizontal Bridgman Technique
(HBT)

The horizontal Bridgman technique (HBT), also known
as the Bagdasarov method, is a method for refrac-
tory single-crystal growth proposed by Bagdasarov
in 1964 [15.46]. In HBT, presented schematically in
Fig. 15.10, the crystallizing material (in the form of
powder, crystal crackles or ceramics) is placed in a boat-
like crucible, melted by moving the crucible through the
heating zone, and then crystallized. To obtain a strictly
oriented crystal the single crystal seed is mounted on the
top of the crucible (boat) and both the moment of seed-
ing and the formation of the growth front are observed
visually.

HBT allows repeated crystallizations to be carried
out when additional chemical purification of the raw

Single crystal Seed

Container

Melt

Heater

Fig. 15.10 Horizontal Bridgman technique scheme
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Fig. 15.11 Nd:YAG and Er:YAG crystals grown by HBT
[15.46]

material is required. It is also possible to carry out a con-
tinuous crystallization process by directed shifting of
the crucible echelon through the crystallization zone.
With the HBT method it is technically easy to cre-
ate a controlled temperature field, which is crucial for
the growth of high-perfection large-size single crystals.
This method makes it possible to obtain large slabs with
almost perfect edges and of any given crystallographic
orientation.

Initially, this method was designed in order to
grow large-size, Nd-doped, high-perfection yttrium–
aluminum garnet laser crystals. Later, it turned out
to have potential for the growth of yttrium–erbium–
aluminum garnet. The crystals have a typical size of
130 × 130 × 25 mm3 as well as high optical homogene-

Translation
system

Annular
reflector

Seed

Pulling up

Grown crystal

CO2 laser

Melting zone

Feed rod

Cone
reflector

Focusing
mirror

Laser
CO2

ZnSe

Fig. 15.12 Schematic diagram of the laser optics used in the LHPG technique [15.47]

ity, as shown in Fig. 15.11. Recently, it is reported that
HBT could be used to produce a new type of Nd:YAG
crystal with emission property two times higher than
from conventional Nd:YAG crystals [15.46].

15.1.7 Laser-Heated Pedestal Growth
Method (LHPG)

Poplawsky [15.48] was the first to initiate crystal growth
using a pedestal growth process based on melting ma-
terials by the energy created by an image furnace. Then,
in 1972, Haggerty et al. developed the laser-heated
pedestal growth method (LHPG), which was improved
later by Feigelson [15.49] at Stanford University.

Figure 15.12 illustrates LHPG crystal growth. In
this technique a float zone is created at the top of a ver-
tical feed rod by using a focused laser beam. Motion
of the float zone is generated by vertical displacement
of the feed. During this translation, the feed progres-
sively melts and, behind the float zone, a crystallized
rod is formed. The float zone remains in equilibrium
with the feed and the crystallized rod due to surface
tension. The source rod materials containing the de-
sired host and dopant materials can be used as oriented
fiber single crystals or polycrystalline reacted materials
prepared by solid-state reaction. A seed crystal, once
dipped into the molten zone, is withdrawn at some rate
faster than the source material is fed in. By conserva-
tion of melt volume, this leads to the crystalline fiber
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growing at some constant fraction of the source rod
diameter.

A great variety of oxide and fluoride crystal fibers
doped with rare-earth and transition metal ion activa-
tors in a great range of concentrations have been pulled
by the LHPG technique [15.47, 50]. Specially, because
of the lack of crucible and the use of a CO2 laser, the
LHPG technique is well adapted to high-refractory crys-
tals such as yttria, scandia, and lutecia sesquioxides, as
well as garnets [15.19, 51].

In the combinatorial approach proposed by Boulon
[15.19], the LHPG technique is applied to a feed rod
constituted by two ceramics parts, A and B, with differ-
ent compositions. When the molten zone moves along
the feed rod, there is mutual solubilization of A and
B. As the solubilized amounts of A and B vary, the
composition of the molten zone changes continuously,
inducing a progressive and continuous composition gra-
dient along the crystallized rod. This new approach is
an efficient tool for measuring optical, spectroscopic
or thermal properties in any type of inorganic optical
materials in which either activator ion or nominal com-
position concentrations can be changed.

15.1.8 Flux Technique (FT)

The flux technique (FT) is based on growth of crys-
tals from a nonaqueous solution. As a rule, a mixture
of salts is used as a solvent. In the 1960s, flux
methods were widely used to grow the rare-earth alu-
minum [15.52–54] and gallium [15.55] garnets, both
pure and doped, as well as some of the rare-earth ortho-
aluminate hosts [15.56]. The emphasis later was on
melt techniques, as they provided both larger crystal

size and higher growth rates. At present, a modified
FT method, the top-seeded solution growth method
(TSSG), is widely applied to produce those crystals that
cannot be grown from melt easily, Nd:YVO4 [15.57],
Yb:KY(WO4)2 (Yb:KYW) [15.58], Nd:KGd(WO4)2
(Nd:KGW) [15.59], and Yb:YAl3(BO3)4 (Yb:YAB)
[15.60]. Sometimes, TSSG is also described as a high-
temperature solution growth method or a modified
Czochralski technique.

Among the Yb3+-doped oxide crystals for diode-
pumped solid-state lasers, KYW and KGW were
evaluated to be the hosts with the greatest lasing poten-
tial in the CW regime [15.19]. FT is obvious the choice
for the growth of single crystals such as KGW, since
KGW crystal has a phase transition at 1005 ◦C (KYW
at 1014 ◦C) below its melting point (1075 ◦C). A typ-
ical growth procedure of such crystals is described as
follows [15.58].

The starting materials with flux, such as K2WO4 or
K2W2O7, are mixed and placed into the platinum cru-
cible. The fully charged crucible is then placed into the
furnace. It is important that the charged crucible be kept
at a constant temperature of 1050 ◦C for 3–4 days to let
the solution melt completely and homogeneously. The
saturation temperature of the solution is determined ex-
actly by repeated seeding. The seed contacts the melt
at a temperature 5 K above the saturation temperature
and is kept at constant temperature for half an hour
to dissolve the outer surface of the seed. During the
growth period, the crystal is slowly cooled at a rate
of 1 K/day and rotated at a rate of 4.5 rpm. When the
growth process ended, the crystal is pulled up from the
melt surface and cooled to room temperature at a rate
of 15 K/h.

15.2 Laser Crystal Defects

The main defects which can degrade the performance
of melt-grown crystals are now generally recognized
to be any which can absorb, reflect, refract or scat-
ter magnetic, optical, acoustic or electrical energy
either generated within or incident upon the material.
Thus, dislocations, color centers, facet, striations, twins,
voids, cellular structures, precipitates, inclusions, and
more destructive defects such as cracks are all impor-
tant defects that have to be eliminated or controlled.
Due to the great variety of defects, only those frequently
encountered and those specific to the concerned host
materials are discussed herein.

15.2.1 Ti:sapphire

Ti:sapphire single crystal is one of the most attrac-
tive broadly tunable solid-state laser materials. Both
CW and pulsed lasers have been demonstrated with
very high efficiency over a tuning range in excess
of 300 nm centered at 800 nm. In order to develop
this material to meet the needs of current commercial
laser systems a variety of growth techniques, such as
HEM [15.34], VGF (vertical gradient freeze) [15.61],
CZ [15.62], and TGT [15.26], have been used to grow
Ti:sapphire crystals. Residual infrared absorption and
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mosaic structure are the main defects in as-grown
Ti:sapphire crystals.

Residual Infrared Absorption
The efficiency at which a laser can operate is fun-
damentally impacted by its gain-to-loss ratio. As
a consequence, the presence of absorptive loss at laser
wavelengths can potentially reduce the efficiency, or
even render the system inoperable. These parasitic
losses generally arise from the presence of unwanted
impurities or from unanticipated oxidation states of the
laser ion. Parasitic absorption losses can be more harm-
ful to laser performance than an equivalent amount of
loss resulting from scattering, since the absorption often
leads to additional heating of the medium. Since many
solid-state amplifiers operate in the grain regime of 3–
30%/cm, losses on the order of 1%/cm can seriously
impair laser performance [15.63].

In Ti:sapphire, parasitic losses are mainly in-
duced by the presence of a relatively weak, broad
infrared absorption band that peaks between 800 and
850 nm [15.64–67]. Aggarwal and coworkers [15.68]
proposed that the residual absorption in these crys-
tals is largely due to Ti3+/Ti4+ ion pairs, and also
indicated that annealing such crystals at high tem-
peratures (≈ 1600 ◦C) in a reducing atmosphere (an
Ar/H2 mixture) decreased the residual absorption with-
out significantly changing the main absorption, whereas
annealing in an oxidizing atmosphere (Ar/O2 mixture)
increased the residual absorption and simultaneously
decreased the main absorption. The decrease in the main
absorption, which was also observed in earlier experi-
ments on Ti:sapphire crystals grown by the Czochralski
method [15.69–71], results from the oxidation of Ti3+
ions to Ti4+ ions. Mohapatra and Kroger [15.71]
concluded that charge compensation is probably accom-
plished by the formation of an A1 vacancy for every
three Ti3+ ions converted to Ti4+. The main absorp-
tion could be restored by annealing oxidized samples in
a reducing atmosphere [15.69–71].

As noted above, the residual infrared absorption
could be eliminated with careful attention to the re-
dox conditions in the melt and also by postannealing
techniques [15.72, 73].

Basal Slip
Because of its rhombohedral structure and its resulting
anisotropic properties, sapphire exhibits different crys-
talline habits and structure perfections when growing
along different directions [15.74]. Generally it is diffi-
cult to grow high-quality sapphire single crystal along

the [0001] direction because this orientation is not pre-
served in the grown crystal [15.74], due to the weaken-
ing action of the main slip systems. The slip systems of
sapphire reported so far are (0001)1/3〈112̄0〉 basal slip,
{112̄0}〈11̄00〉 prism slip, and {101̄1}1/3〈1̄101〉 pyrami-
dal slip [15.75,76]. Among those, basal slip is known to
be the easiest slip system at elevated temperatures.

In HEM or CZ systems an interface is developed
which is convex towards the liquid. With such an in-
terface a boule grown along the [0001] orientation
always exhibits solidification stress. So, typically, sap-
phire is often grown in [112̄0], [101̄0], and [11̄02]
orientations to avoid basal slip. For zero-birefringence
optics, the [0001] orientation is required, and compo-
nents can be obtained from [112̄0]- and [101̄0]-oriented
boules by fabricating pieces orthogonal to the growth
direction [15.77]. However, this limits the size and
homogeneity of fabricated components. As will be dis-
cussed in Sect. 15.3.2, the TGT system has a rather
more stable thermal field than any other system, and the
solid–liquid interface in the TGT system is much flatter
(slightly convex). This made it easier to grow [0001]-
oriented boules [15.78, 79], thereby enhancing the
perfection of fabricated components, which results in
a good laser performance, as described below [15.31].

The concentration of titanium along the radius in
Ti:sapphire crystal grown by TGT is nearly unity.
Figure 15.13 shows the distribution of the absorption
coefficient at 514 nm (α514 nm) along the growth axis
of Ti:sapphire crystal grown by HEM and TGT. It can
be seen that the concentration of Ti3+ in HEM-grown
Ti:sapphire is not high, and the concentration gradi-

bottom

Ti:sapphire grown by HEM
Ti:sapphire grown by TGT

top

α514 (cm–1)

α450 = 1.17α514

Position in crystal boule (arb. units)
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Fig. 15.13 Distribution of the absorption coefficient at
514 nm (α541 nm) along the growth axis of Ti:sapphire crys-
tal grown by HEM and TGT
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SIOM: 0.06 wt%, FOM=180
USA: 0.05 wt%, FOM=1000

Crystal size: 3×3×15mm3
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Fig. 15.14 CW laser performance of Ti:sapphire crystals
grown by TGT and HEM in the same laser systems without
water cooling

ent is large in the highly doped section (1–3.6 cm−1).
The concentration of Ti3+ in TGT-grown Ti:sapphire is
higher, and the absorption coefficient can reach as high
as 5 cm−1. Figure 15.14 shows the CW laser perfor-
mance of Ti:sapphire crystals grown by TGT and HEM
without water cooling in the same laser system. Al-
though the FOM, mainly determined by the Ti3+/Ti4+
ratio in the crystal, of HEM-grown Ti:sapphire is as
high as 1000, 5.5 times higher than that of the TGT-
grown one, the laser performance (efficiency and output
power) of TGT-grown Ti:sapphire crystal is obviously
better. These results show that the laser performance of
Ti:sapphire depends not only on the FOM, but more on
the crystal perfection. Furthermore, ultrashort pulse per-
formance in China (12 fs) and in other counties (8 fs)
was also achieved using TGT-grown Ti:sapphire crys-
tals. High gain was obtained in TGT-grown highly
doped Ti:sapphire crystals in RIKEN, Japan in 1994,
and was 100 times higher than the data reported for
Ti:sapphire crystals grown by HEM at that time [15.31].

15.2.2 Nd-Doped Laser Crystals

Nd-ion-based lasers are among the mostly used
solid-state laser systems. They find applications in many
areas, including the generation of the highest energy
per pulse for laser-induced fusion purpose. Nd:YAG is
by far the most useful material, owing to its unique
combination of excellent thermomechanical properties
and high gain cross section at 1.064 μm. Nd:YLF offers
lower thermal lensing and longer storage time compared
with Nd:YAG, although it is also a much less robust

crystal. The Nd:YAP crystal does not exhibit the ther-
mal birefringence problems experienced by Nd:YAG,
but crystal growth of this medium has been hampered by
several problems, including a tendency to twin. Nd:FAP
and Nd:YVO4 crystals possess the important properties
of very large emission cross sections.

In spite of possessing many advantages, high-
quality Nd-doped laser crystals are not easy to obtain
due to the presence of many growth defects such as stri-
ations, facets, inclusions, the low distribution coefficient
of Nd in host materials, etc.

Striations
Temperature fluctuations can give rise to striations in
the growing crystal, which are often detrimental to laser
performance [15.80]. These fluctuations can arise both
from imperfect temperature/power control in the heat-
ing elements as well as from periodic or turbulent flows
in the melt.

Striations can be eliminated or reduced in a number
of ways. In pure compounds, growth at the congruently
melting composition is an obvious solution. However,
with deliberately doped or slightly impure materials the
lowest temperature gradients and smallest melt depths
compatible with crystal diameter control and the avoid-
ance of other defects must be employed in order to limit
convection.

Striations represent a useful built-in record of the
interface shape at any point in the crystal and are
thus widely employed in studying defects and mor-
phology changes related to the solid–liquid interface.
Figure 15.15 illustrates the striations observed in CZ
and TGT-grown Nd:YAG crystals. It shows that the CZ
configuration tends to produce a conical interface shape,
while TGT has a flatter shape. Such a discrepancy re-
sults mainly from differences in the melt geometries,
thermal and boundary conditions, and heating methods.

In CZ growth of laser crystals, the time constant of
the system is generally set by the melt and the crys-

a) b)

Fig. 15.15a,b Striations in CZ-grown (a) and TGT-grown (b)
Nd:YAG crystals, observed by synchrotron radiation topography
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tal, since induction heating of the crucible is usually the
method of choice. The thin-walled crucible has a neg-
ligible impact on the time constant of the furnace. On
the other hand, in TGT, VBT or HEM growth, the fur-
nace time constant is often much longer because of
the use of massive heating elements (either inductive
or resistive). This large mass dampens the inevitable
temperature fluctuations from the power supply. Rather
than inductively heating the crucible, a relatively mas-
sive resistive heater is used that radiates to crucible. The
crucible mass can be as large as required. For inductive
heating, a massive susceptor can also be used, even for
higher-melting materials such as Nd:YAG. A susceptor
is a material used for its ability to absorb electromag-
netic energy and convert it to heat.

In TGT, VB or HEM growth, with the melt above
the crystal, the vertical temperature gradient is stabiliz-
ing with respect to natural convection (hot above cold),
as opposed to the CZ configurations, which is destabi-
lizing. In this context, stabilizing and destabilizing refer
to the tendency to establish buoyancy-driven flows. For
systems in which hotter fluid rests on top of colder fluid,
such as in TGT, VB, and HEM growth, the lower den-
sity associated with the hotter fluid on top means that
it will tend to remain in that position; hence this is sta-
ble. For systems in which hotter fluid is below colder
fluid, such as for CZ growth, the colder upper fluid will
tend to fall due to its higher density; this is unstable
with respect to convection. In additional to TGT and
HEM growth, keeping the crucible and growing crystal
stationary will reduce temperature fluctuations result-

a) c)

b)

d)

Fig. 15.16a–d Distributions of facet-induced cores in ∅ 75 mm
TGT-grown YAG (a,b) and in ∅ 80 mm CZ-grown Nd:YAG (c,d);
the white frames indicate the available aperture for laser elements

ing from mechanical vibration, and thus further enhance
thermal stability in the melt.

In TGT, VB or HEM systems, the temperature
gradient can be as small as practically required, de-
pending on thermodynamic considerations. This can
be important for controlling thermal stresses or se-
lective evaporation from multicomponent systems. In
Czochralski growth, appreciable temperature gradi-
ents are required to control the diameter. In fact,
Surek [15.81] showed by analysis that, when heat trans-
fer effects are neglected isothermally, the CZ process is
unstable; small perturbations will produce large fluctu-
ations in crystal diameter.

Facets
During the growth of Nd:YAG crystal along [111] crys-
tallographic axis under conditions which produce a deep
interface, i. e., the growing end of the crystal has an
essentially conical shape, convex into the melt, the inter-
face geometry, combined with {211} facets near the tip,
generates a nonhomogeneous central core [15.82] sur-
rounded by a six-lobed strain pattern (Fig. 15.16c). The
presence of facets limits the size of the slab that can be
harvested from the boule and degrades the uniformity
of the crystal.

Ming et al. [15.83] indicated that the core will ap-
pear at the region where the facet planes are parallel to
the solid–liquid interface. Since the interface shapes in
TGT and CZ configurations are commonly different, it
is certain that the distribution of cores in crystals grown
by these methods will be different: one is at the center,
while the other is at the periphery (Fig. 15.16).

In the CZ configuration, Nd:YAG naturally grows
with a deep interface because of radiative heat loss
through the cooler, upper part of the furnace. In effect,
the cold part of the furnace pushes the melt/crystal inter-
face down into the melt via this long-range radiative ex-
change. In the CZ configuration, the interface shape can
be controlled to give an approximately planar surface
by increasing the crystal rotation rate to a critical value
that depends on the crystal diameter [15.84–87], but this
approach increases the risk of temperature fluctuations.

For some garnets, e.g. Dy3Al5O12, the planar inter-
face shape is produced at lower crystal rotation rats as
compared with Y3Al5O12 [15.88], while at higher rates
it transforms to a concave one [15.89]. This behavior
has been attributed to intensive absorption in the in-
frared associated with Dy3+ ions that overlaps with the
maximum wavelength of spectral density of the thermal
radiation used for melting [15.88]. In order to adapt this
approach to laser crystal growth, impurity ions that are

Part
B

1
5
.2



Crystal Growth of Laser Host Fluorides and Oxides 15.2 Laser Crystal Defects 491

spectroscopically indifferent with respect to the lasing
ions must be selected. It has been seen, for example, that
additions to YAG melts of small amounts of Pr3+, Sm3+
or Zr3+ [15.90], producing intensive absorption lines in
the infrared region, also affect the shape of the interface.

In the TGT or VBT configurations, the low tempera-
ture gradients give an approximately planar solid–liquid
interface except near the crucible wall, where the inter-
face becomes slightly convex towards the melt and it
is here that the facets occur [15.27, 91]. In the case of
the 〈100〉 axis, which is normally accepted as the most
preferable for Bridgman growth of garnets [15.90], the
facets are eliminated further to the crystal peripheral re-
gion due the lager angle between the growth axis and
the facets plane.

Scattering and Inclusions
The sources of scattering and inclusions can be either
extrinsic (impurities) or intrinsic, such as solid-state ex-
solvation of a compound from a congruently melting,
nonstoichiometric crystal.

For small intrinsic defects, often nothing can be
done to eliminate them. In general, there are two ways
in which small intrinsic defects can be eliminated or
reduced in number. Point defects can sometimes be
quenched before agglomeration take place. However,
quenching implies the presence of large temperature
gradients that are often problematic, producing either
large thermal stresses or intense melt convection. The
second means of elimination is solid-state diffusion of
species over macroscopic distances. This mechanism
is only applicable for small ions such as lithium or
sodium, since the diffusion coefficients must be very
large for this to be practical. Large defects, on the order
of tens or hundreds of microns, of some intrinsic com-
position are indicative of other problems in the growth
process. These can result from temperature fluctuations
leading to large undercooling in portions of the melt,
or from insufficient mixing in a multicomponent sys-
tem, leading to localized composition nonuniformities.
In these cases significant changes in growth conditions,
or a different growth process, may be in order.

Extrinsic defects are generally controlled by a com-
bination of suitable purification of starting materials
and atmosphere control. In the growth of fluorides, this
generally involves the use of reactive atmosphere pro-
cessing using either HF, CF4, SF6 or other species to
react with oxide impurities to form volatile byprod-
ucts [15.92, 93]. In addition, fluorides crystals are often
grown in either HF, such as YLF, or in vacuum to
further minimize contamination. Sometimes gettering

compounds such as PbF2 are employed to react with
oxide impurities prior to growth.

The presence of inclusions in oxide crystals is
usually a result of the formation and precipitation of
a second phase in the primary liquid phase during the
crystal growth process. One example is the formation
of an oxygen-deficient phase in many of the gallium-
containing garnets. In this case, simply increasing the
oxygen partial pressure of the growth atmosphere is suf-
ficient to eliminate this source of inclusions. Similar
types of oxygen-deficient phases, usually appearing as
submicron particles, i. e. smoke, have been observed in
YAG, sapphire, and Y2SiO5 (YSO) and can be elimi-
nated by appropriate adjustment of the oxygen partial
pressure of the growth atmosphere [15.94].

A second source of inclusions can be associated
with the dopant ion, as is the case in the growth of
Nd:YAG. In the Y3Al5O12 system, the distribution co-
efficient for Nd in YAG is relatively low (less than 0.2).
Therefore to achieve approximately a 1 at. % Nd doping
level in the crystal, the liquid must contain approxi-
mately 5 at. % Nd. Furthermore, since the distribution
coefficient is much less than unity, as the growth of
the crystal proceeds, the concentration of Nd in the li-
quid increases. Usually, when only about 20% of the
liquid is crystallized, approximately a 20% change in
the dopant ion concentration through the length of the
crystal is produced. Variations in the dopant concentra-
tion beyond this amount often have detrimental effects
on the laser performance of the material. Thus a low
dopant ion distribution coefficient also imposes another
limit on the useful amount of material that can be crys-
tallized from the melt. The desire for large fabricated
components therefore enforces the use of large quan-
tities of starting material and large crucibles in CZ
growth of Nd:YAG using the batch process. However,
the batch process introduces complexity into the growth
of a crystal through the progressive decrease in melt
height. As the melt height decreases, transfer of heat-
ing power to the melt is affected and the strength of
convective melt flow and mixing is reduced. The ther-
mal environment of the crystal is also altered as the
melt level falls, exposing the crystal to a greater area
of the hot crucible wall. This tends to lower the temper-
ature gradient in the melt, which enhances the risk of
constitutional supercooling [15.87]. In order to circum-
vent some of the shortcomings of the standard process,
development of an automated CZ growth process was
initiated to achieve steady-state conditions through ad-
dition to the melt to maintain constant melt height and
constant concentration of dopant in the melt [15.19,87].
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On the other hand, the compound Nd3Al5O12 does
not exist among the rare-earth aluminum garnets. Con-
sequently, this system is not a solution between two
different rare-earth aluminum garnets, but is a so-
lution between NdAlO3 (a perovskite phase) and
Y3Al5O12 [15.63]. Unfortunately at the required Nd li-
quid concentration, one is very close to the solubility
limit of NdAlO3 in YAG. Small temperature fluctua-
tions from external or internal source, e.g., the heating
power or a change in the cooling-water temperature,
will easily result in constitutional supercooling, thereby
exceeding the solubility limit of NdAlO3 in YAG, which
causes localized precipitation of the perovskite phase.
Once in the crystal, they cannot be removed by subse-
quent processing such as annealing.

A similar example occurs in the growth of sub-
stituted Gd3Ga5O12 (GGG) [15.95, 96]. In this case,
Mg2+, Ca2+, and Zr4+ are added to the liquid in a ra-
tio such that the resulting distribution coefficients are
nearly equal to unity. However, this results in a Zr4+ li-
quid concentration (0.65 atoms per formula unit) that is
very close to the solubility limit of Gd2Zr2O7 in GGG
(approximately 0.7 atoms per formula unit). Again, lo-
cal temperature fluctuations near the growth interface
can produce an excess of Zr4+ that results in the precip-
itation of submicron Gd2Zr2O7 particles in the liquid,
which are trapped by the growing crystal.

In both of these examples, not only are scattering
sites produced in the crystal, but generally associated
with these inclusions are region of strain [15.97]. In
some cases, the induced strain is of sufficient magni-
tude that it can result in the formation of clusters of
dislocations that propagate down the crystal axis and
are roughly normal to the growth interface. For a crys-
tal of 25–50 mm in diameter, these dislocations will
continue down the crystal axis for approximately an-
other 3–7 cm before reaching the crystal surface, thus
further degrading its optical quality. Although the for-
mation and subsequent entrapment of a second phase
can be localized, its influence on the optical quality of
the crystal can extend far beyond the local environment.
As in the case of inclusions, subsequent processing such
as annealing will have little, if any, effect on this type of
defect. Thus the formation of optical-quality oxide ma-
terials must be accomplished during the crystal growth
of the material and cannot necessarily be achieved after
the growth process is complete.

Both of these cases illustrate the fact that a sta-
ble thermal environment is necessary for the growth of
optical-quality single crystals suitable for laser applica-
tions. Thus much of the effort in the growth of many of

these materials is devoted to the design of the growth
equipment, its power source, and the furnace geometry.

A third source of scattering sites in oxide mater-
ials can result from contamination of the liquid by the
crucible material, either Pt or Ir. These scattering cen-
ters can vary from submicron to tens of microns in
size. Unlike inclusions generated by the precipitation of
a second phase, these inclusions always appear as either
triangular or pseudohexagonal particles with an aspect
ratio of at least 10 : 1. Furthermore, these are flat, thin
particles, and tend to align themselves parallel to the
growth interface when trapped by the growing crystal.
Thus the larger cross section of the particle presents it-
self to the optical path of the resulting laser rods, which
greatly increases the possibility of damage. Both Ir and
Pt particles can be formed in the liquid by numerous
chemical paths [15.98]; for example, the presence of
H2O in either the starting powder or the growth atmo-
sphere usually results in a high density of particles in
many oxide systems. Of the two metals usually used
for oxide growth, Ir is more prone to oxidation than
is Pt. Consequently, for those oxide systems that re-
quire iridium as a crucible, the elimination of Ir particles
is always a concern. Special attention must be paid to
powder preparation, crucible cleaning and charging, and
growth atmosphere to avoid any possible set of condi-
tions that could result in the transport via oxidation of
the crucible material into the bulk charge.

15.2.3 Yb-Doped Laser Crystals

The most promising ion that can be used in a non-
Nd laser in the same range of emission wavelength is
Yb3+. The Yb3+ ion has some advantages over the
Nd3+ ion as a laser-emitting center due to its very sim-
ple energy-level scheme, consisting of only two levels:
the 2 F7/2 ground state and the 2 F5/2 exited state. There
is no excited-state absorption to reduce the effective
laser cross section, no up-conversion, no concentration
quenching. The intense Yb3+ absorption lines are well
suited for laser-diode pumping near 980 nm and the
small Stokes shift between absorption and emission re-
duces the thermal loading of the material during laser
operation. The disadvantage of Yb3+ is that the final
laser level of the quasi-three-level system is thermally
populated, increasing the threshold.

Among new directed searches for novel laser crys-
tals, one important approach is the use of Yb3+ active
ion in an inertial-fusion energy diode-pumped solid-
state laser. Ca5(PO4)3F (FAP) and YAG were soon
recognized to be favorable hosts for lasing in the
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nanosecond pulse regime. This fact was supported by
an evaluation of the spectroscopic properties of several
Yb3+-doped crystals useful for laser action [15.99,100].

Although, compared with Nd-doped crystals, ytter-
bium can easily be incorporated into the host materials
due to its relatively small ionic radii, many defects in-
duced by doping effects are still present in Yb-doped
crystals, and significantly impact on their thermal and
spectral properties.

Lattice Distortion
The lattice parameters of YAG and YbAG were meas-
ured to be 1.2011597 ± 0.000034 and 1.1937997 ±
0.000054 nm, respectively, and there is only a 1.8%
difference in unit-cell size [15.101, 102]. Figure 15.17
shows the Yb3+ concentration dependence of lattice pa-
rameter. It can be seen that lattice parameter is a linear
function of Yb3+ concentration, and a linear equation
can be obtained as follows:

α(x) = 1.20076−0.007072x nm .

From this equation, the densities of crystals with differ-
ent Yb3+ concentration can be estimated from the cell
volume and molecular weight of Yb:YAG.

As discussed above, compared with the CZ method,
the temperature and thermal field of TGT are very stable
and convection that disturbs the solid–liquid interface
does not appear. Therefore, Yb3+ ions can more easily
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Yb3+ concentration

1.202

1.2

1.198

1.196

1.194

Fig. 15.17 Lattice parameter as a function of Yb3+ concen-
tration

Table 15.1 Cell parameters of Yb:YAG crystals

Growth method Yb3+ concentration (at.%) α (nm) β V (nm3)

CZ 5.4 1.200424±0.000063 90.0 1.72983

TGT 5.4 1.200704±0.000052 90.0 1.73104

substitute at the position of Y3+ sites. From the results
of cell parameters shown in Table 15.1, it can be seen
that the effect of Yb3+ on the crystal lattice deformation
in TGT-grown Yb:YAG crystals is smaller than that in
CZ-grown Yb:YAG crystals. The cell structure of TGT-
grown Yb:YAG crystals is steadier.

Different from the typical four-level Nd:YAG laser,
the quasi-three-level nature of Yb:YAG requires high
pump density in order to overcome the deleterious
effect of the lower laser level reabsorption at room
temperature; moreover, the laser performance decreases
significantly with increasing temperature [15.103]. So it
is favorable to keep the temperature of Yb:YAG crystal
as low as possible. Obviously, knowledge of the effect
of doping on thermal properties of crystal is helpful
for both designing laser systems or improving crystal
performance.

Figure 15.18a shows that the thermal diffusivity
decreases with increasing Yb3+ concentration, and val-
ues of thermal diffusivity at 50 ◦C are 1.72 × 10−6,
1.62 × 10−6, and 1.54 × 10−6 m2/s for single crystals
with doping level 5 at. %, 10 at. %, and 25 at. %, re-
spectively. Figure 15.18b shows that the specific heat
increases as the temperature increases in the measured
range, and the variation of temperature has a strong in-
fluence on highly doped Yb:YAG crystals [15.104]. The
thermal conductivity was calculated from the thermal
diffusivity and specific heat capacity, as displayed in
Fig. 15.12c, and we can see the apparent influence of
Yb3+ doping concentration on the thermal conductiv-
ity. In Yb:YAG crystals, the main mechanism of heat
transfer is by phonons. Yb doping into YAG crystals
inevitably induces structural distortion in crystals. The
defects in crystals remarkably reduce the phonon mean
free path, and the thermal conductivity decreases as
Yb doping concentration increases. The deterioration
of thermal properties of highly doped Yb:YAG will
more easily lead to thermo-optic aberrations, lensing,
and birefringence. Therefore, in order to acquire high
beam quality and stable laser output from highly doped
Yb:YAG media, an efficient cooling system must be
adopted [15.105, 106].

The result of Chenais et al. [15.107] shows that the
thermal conductivity of Yb:GGG, although lower than
that of Yb:YAG at weak Yb3+ concentrations, becomes
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Fig. 15.18a–d Thermal diffusivity (a), specific heat (b), conductivity (c), and expansion coefficient (d) of Yb:YAG
crystals as a function of temperature for several Yb3+ doping concentrations

higher for doping levels above 5 × 1020 ion/cm3. This
means that Yb:GGG exhibits a lower quantum defect
and better thermal conductivity, and thermal loading is
lower than in Yb:YAG for high doping levels.

Color Centers
Color centers in oxide-based crystals constitute a com-
plex problem, as some centers can be removed by
annealing in oxidizing atmosphere [15.108] and oth-
ers by annealing under reducing or vacuum condi-
tions [15.109, 110]. Color center formation, in general,
is attributed to change of lattice defects associated, pri-
marily, with unintentionally introduced impurities.

In CZ-grown Yb:YAG, a particular color center
was found [15.111–113], whose absorption spectra
are shown in Fig. 15.19. The inert growth atmosphere
brought about a lot of oxygen vacancies and formed
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Fig. 15.19 Absorption spectra of color centers in Yb:YAG
crystals
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Fig. 15.20 UV absorption spectra of Yb:YAG crystals

Re-F type color centers and Yb2+, which are detri-
mental to the intrinsic spectroscopic performances of
Yb:YAG. They degraded the Yb3+ intrinsic absorp-
tion at 900–1050 nm and the emission intensity at
1028–1060 nm, and shortened the fluorescence lifetime
of Yb3+ in YAG host. The color center’s two absorption
bands are located at wavelengths of 368 and 623 nm,
respectively. Each absorption peak increases in inten-
sity after annealing the sample in hydrogen at 1400 ◦C
for 12 h, and the main band positions move from 368
to 381 nm and from 623 to 642 nm, respectively. The
absorption spectra of TGT-grown Yb:YAG crystals are
also shown in Fig. 15.19. Although also grown in an in-
ert atmosphere, and even when annealing the sample in
hydrogen atmosphere, TGT-grown Yb:YAG crystals do
not exhibit the same absorption bands. The results indi-
cate that there is no Yb2+ and color center absorption in
TGT-grown Yb:YAG crystal, which is of great use for
the laser performance of Yb:YAG.

The ultraviolet (UV) absorption spectra after an-
nealing in oxygen shows a weak peak around 255 nm
in CZ-grown Yb:YAG crystals, as shown in Fig. 15.20.
Chen et al. [15.114] used optical absorption and elec-
tron paramagnetic resonance (EPR) techniques to study
iron impurities in YAG crystals and considered that the
absorption band at 255 nm was attributable to a Fe3+
charge-transfer band that was made up of contributions
from substitutional Fe3+ ions in octahedral and tetrahe-
dral sites. The role of Fe impurity ions in color center
formation has also been demonstrated by other tech-
nologists in YAG [15.115], YAlO3 [15.116, 117], and
Al2O3 [15.118, 119].

For Yb:YAP crystals [15.120], three irradiation-
induced color center absorption bands, located at
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Fig. 15.21 Absorption spectra of color centers in Yb:YAP
crystals

wavelengths 248, 309, and 385 nm, respectively, were
observed (Fig. 15.21). The significant additional ab-
sorption (AA) peak at 248 nm is believed to be caused
by the slight shift of the charge-transfer absorption
edge of Yb3+ ions induced by the charge density
redistribution. Based on the result discussed above,
combined with the data reported by Matkovski [15.121]
for the absorption band at 263 nm corresponding to
Fe3+ ions in Nd:YAP, Fe3+ ions are considered to
be responsible for the absorption band at 256 nm in
Fig. 15.21. The 313 nm band has been observed by
Matkovski [15.121] in absorption spectra of Nd:YAP
and pure YAP crystals and was attributed to Fe2+ in
YAP host. Kaczmarek suggested that a 313 nm band
in γ -ray-irradiated Cr;Tm;Ho:YAG is most probably
correlated to Fe2+ ions. Therefore, it is reasonable to
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Fig. 15.22 UV absorption spectra of Yb:YAP crystals
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believe that the 313 nm bands in Yb:YAP are also as-
sociated with the same kind of impurity. The increased
AA value of the 313 nm band clearly indicates that the
concentration of Fe2+ ions increased after γ -ray irra-
diation. The preexisting Fe3+ ions in Yb:YAP captured
the electrons produced by γ -ray irradiation and the fol-
lowing interaction takes place: γ +Fe3+ → Fe2+. Yb3+
ions in Yb:YAP crystal could also capture the free
electrons induced by γ -ray irradiation and as a result
the transition Yb3+ → Yb2+ takes place, as shown in
Fig. 15.22. The broad absorption band centered at about
385 nm shown in Fig. 15.21 has attracted more attention
due to its complicated origin. According to the results
of Sugak et al. [15.122], one broad absorption band lo-
cated at 385–666 nm occurred in γ -irradiated Nd:YAP
and the absorption induced in this region is caused by
color centers intrinsic to the YAP lattice. Furthermore,
a similar band was also observed in Pr:YAP under γ -
ray irradiation [15.123]. Matkovski et al. [15.121] found
that color centers in this region created in YAP crystals
are associated with the crystal host and that their nature
does not depend strongly on the type of dopant, even
for high dopant concentrations. Because the Yb:YAP
crystal was grown in inert atmosphere, a lot of oxy-
gen vacancies are produced in the crystal. In analogy
with the charge–recharge process of Fe and Yb ions,
these O2− vacancies in Yb:YAP crystal would capture
one or two electron(s) to form F+ or F centers. It has
been shown that cation vacancy would be the most
common defect intrinsic to the YAP lattice [15.124].
Consequently, it is most probable that the broad AA
band centered at 385 nm is correlated with the cation
vacancies and F-type center.
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Fig. 15.23 Differential scanning calorimetry (DSC) curve
of Yb:YAG

Commonly, color centers may be annealed out or
reduced in number at high temperature under oxidiz-
ing, reducing or vacuum atmosphere depending on the
center’s origination. In the case of Yb:YAG, it is no-
table that annealing at high temperature increases the
possibility of scattering formation due to a phase transi-
tion occurring at 1369.5 ◦C, as shown in Fig. 15.23, so
a relatively lower temperature should be adopted when
annealing.

Fluorescence Quenching
The effective stimulated-emission cross section (σ ) and
radiative lifetime (τ) are two important parameters for
the assessment of a laser crystal [15.125]. Knowledge of
both σ and τ is essential when evaluating laser system
performance parameters such as saturation intensity and
threshold pump power; for example, the threshold pump
power is inversely proportional to the product of the ef-
fective emission cross section and the radiative lifetime
of the lasing crystal [15.126].

Figure 15.24 shows the relationship of measured
fluorescence lifetime of Yb:YAG crystals with tem-
perature. At higher temperatures (above 200 K), the
fluorescence lifetime increases as the Yb3+ concentra-
tion increases in the YAG host because of radiative
trapping and reabsorption effects. The measured life-
time is longer than the radiative lifetime in these
cases. At lower temperatures (below 80 K), the meas-
ured fluorescence lifetime of Yb in YAG is nearly
the same for each concentration, similar to the re-
sults reported by Patel et al., [15.127] except for the
30 at. % Yb:YAG crystal. The decreased lifetime ob-
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Fig. 15.24 Measured lifetime of Yb:YAG crystals as
a function of temperature
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Fig. 15.25 Emission cross sections of Yb:YAG as a func-
tion of temperature for five concentrations of Yb; the
indicated polynomial fits were obtained by the least-
squares method

served for the 30 at. % crystal at the lowest temperatures
may be due to the presence of more impurities in
the highly doped crystal, which cause significant flu-
orescence quenching. These impurities may be other
rare-earth ions that are hard to eliminate from the Yb
starting material.

Using the measured lifetime at the lowest tempera-
ture as the radiative lifetime of different concentrations
of Yb:YAG crystals, the effective emission cross sec-
tion of Yb:YAG crystals can be calculated from the
Füchtbauer–Ladenburg (F–L) formula [15.125]. Fig-
ure 15.25 shows the dependence of the effective
emission cross section of these Yb:YAG crystals on
temperature. The emission cross section increases as the
temperature decreases.

Dislocations
Dislocation structures in oxides etc. have been widely
studied using chemical etching procedures to reveal dis-
locations as individual pits. Such procedures can be
misleading as great care is needed to distinguish dis-
location etch pits from etch pits caused by inclusion or
surface damage. X-ray topography has provided signif-
icant information but a useful innovation has been the
application of electron microscopy to such studies be-
cause of the inherent resolution improvement at shorter
wavelengths.

Generally, the symmetry of an etch pit is in accor-
dance with the symmetry of the crystal face, and the
shapes of etch pits on different faces are different for the

a) b)
(0001) (010)(111)

(101
–
0) (100)(110)

(101
–
0) (101)(211)

Pits array

c)

Fig. 15.26a–c Etch patterns formed on different faces of Yb:YAG
(a), Yb:FAP (b), and Yb:YAP (c)

same crystal [15.128]. The change of etching conditions
may also affect etch-pit morphology.

For Yb:YAG crystals [15.129], under the same etch-
ing conditions, the pits on the (111) face have two
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c) d)

A B
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Fig. 15.27a–d Transmission synchrotron topography of
(110) slices of Yb:YAG parallel to the [111] growth axis
with (121) reflection. (a–d) From the upper parts to the
middle of the crystal. A: dislocation bundles originated
from seed/crystal interfaces; B: dislocation lines; C: dis-
location bundles originating from impurity or inclusions;
D: core and side core; E: growth striations
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Fig. 15.28 Radial distribution of etch-pit density on (0001)
face of Yb:FAP crystal

shapes: one is triangular, and the other is six-sided. The
pit pattern on (211) is triangular with a tail and the
pit pattern on (110) is a distorted rhombus. In Yb:FAP
crystals, etch pits associated with dislocations emerging
on the (0001) plane are hexagonal, while those on the
(101̄0) plane have an irregular shape. For Yb:YAP, the
etch pits have rhombus shape on the (010) face, haricot-
beam shape on the (100) face, and elliptic form on the
(101) face. The typical etching patterns are shown in
Fig. 15.26.

For Yb:YAG (111) slices, more etch pits can be ob-
served in the initial growth period, which implies that
the crystal is imperfect, and with an increase of distance
from the seed the number of pits decreases gradually
and they are mainly centered at the periphery of the
sections. In the middle parts of Yb:YAG crystal, there
are few etch pits, which implies that the crystal is per-
fect. Figure 15.27 shows the transmission synchrotron
topography of a (110) slice of Yb:YAG crystal with
(121) reflection, displaying typical growth defects in
Yb:YAG. This shows that dislocation bundles and dis-
location lines distribute towards the crystal periphery in
the upper parts of the Yb:YAG crystal. However, in the
middle parts of Yb:YAG crystal, they vanish, as shown
in Fig. 15.27d. These experimental results are in good
agreement with those obtained by chemical etching.
Such a rule can also be demonstrated by the radial distri-
bution of etch-pit density along the diameter of Yb:FAP
crystal [15.130], as shown in Fig. 15.28.

According to the observations in Fig. 15.27a–c, the
growth dislocations may originate from the follow-
ing sources: (1) dislocations already existing in the

seed; (2) dislocations produced by nucleation at the
seed–crystal interface, where some defects such as
mechanical damage of the seed end, aggregation of
impurity particles and inclusions, and thermal shock
stress exist, as shown in Fig. 15.27a,b. These disloca-
tions are the main types of source in the as-grown
Yb:YAG crystals; (iii) dislocations emerging from im-
purity particles and inclusions trapped within the crystal
during crystal growth. Comparing Fig. 15.27a–c, it can
be seen that the propagation direction of the disloca-
tions is perpendicular to the solid–liquid interface and
as a result the dislocations are mainly found at the pe-
riphery of the upper parts. This rule can be explained
by the minimum-energy principle, since the dislocations
take the shortest path and locate in the lowest-energy
state only when they take this route. Schmidt [15.131]
found a similar rule in GGG crystal and calculated
the propagating path of dislocations with Klapper the-
ory [15.132]. Therefore, in order to obtain high-quality
Yb:YAG crystal, it is necessary to choose high-quality
seeds free from dislocations and grow the initial part of
the crystal with a highly convex solid–liquid interface
to eliminate dislocations. Usually, the neck technique
is applied to eliminate dislocations originating from the
seed or introduced by thermal shock during dipping of
a seed crystal into the melt.

15.2.4 Other Activator-Doped Laser Crystals

While flashlamp-pumped ruby lasers are now primarily
an artifact of the past, many of the common transition-
metal lasers still appear to be a useful system for some
specialized applications. Alexandrite, Cr:LiCaAlF6
(Cr:LiCAF), and Cr:LiSrAlF6 (Cr:LiSAF) lasers oper-
ate on the vibronic sideband of Cr, and consequently
have a much lower threshold than ruby, which ren-
ders them much more useful. Cr:LiCAF was found to
lase very efficiently. Forsterite (Mg2SiO4:Cr4+) was
found to be an exciting new tunable laser material, and
MgF2:Co2+ proved not to require cryogenic cooling if
it is pumped on a timescale short compared with the
excited-state storage time of 40 μs. Otherwise, several
researchers have carefully assessed whether the Mn3+
ion might prove to be a useful laser ion [15.63].

While all of the rare-earth ions have been lased, sys-
tems based on Er, Tm, and Ho, besides Yb and Nd, have
thus far proved to be the most useful. The Cr,Tm:YAG
laser material is characterized by a particularly low
gain cross section and, as a result, is most efficiently
operated in a quasi- or true-CW type of mode. The
Cr,Tm,Ho:YAG crystal has been found to be a very
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efficient flashlamp-pumped system that operates near
2.09 μm, since Cr3+ and Tm3+ can act as sensitizers
of Ho3+ to enhance the absorption of flashlamp light.
Later, it was noted that the Tm,Ho:YLF crystal is simi-
lar to the YAG system. Finally, the Er:YAG crystal has
turned out to be useful as a long-wavelength system.
The 2.3 μm lasers are particularly useful for novel med-
ical procedures and for applications requiring eye-safe
laser output.

During the growth of these crystals, the defects that
should be specially mentioned are absorptions at the
laser wavelength induced by impurities and the thermal
stresses formed in the crystals.

Absorption at Laser Wavelength
As discussed above in Sect. 15.2.1, the presence of
absorptive loss at the laser wavelength can strongly
degrade the performance of melt-grown crystals. An ex-
ample similar to the presence of Ti4+ in Ti3+:sapphire
is the unintended incorporation of Cr4+ into tetrahedral
Ga-sites of the Gd3Sc2Ga3O12 (GSGG) garnet when
the crystal is co-doped with Nd3+ and Cr3+ [15.133].
This problem is complicated by the interplay of numer-
ous growth conditions, such as volatilization of Ga2O3
from the melt, oxidation of the crucible, requirement
for calcium additives to stabilize growth, and scatter-
ing centers under certain conditions. This problem has
been particularly vexing because the absorption strength
of the tetrahedral Cr4+ is orders of magnitude greater
than that of the normal Cr3+ (on the octahedral Sc3+
site), thereby requiring that much less than 1% of the
Cr ions be incorporated in the tetravalent state. It is
worthwhile to note that, ironically, the Cr4+ ion was
later recognized to be useful as a saturable absorber
in Q-switching applications and then as a laser ion in
the forsterite crystal (Mg2SiO4). Other examples of the
presence of interfering oxidation states of chromium in-
clude Cr2+ in Cr3+-doped LiCAF and LiSAF [15.134],
while Cr3+ is found to absorb pump radiation in Cr4+-
doped forsterite [15.135].

The growth atmosphere can have a profound effect
on the oxidation state of dopants and impurities and
hence on the quality of the crystal via the phase dia-
gram. For example, Nd:YLF is generally grown in an
HF atmosphere to maintain low concentration of YOF
forming from oxide impurities [15.136]. Cr4+:forsterite
is grown under oxidizing conditions [15.135], while
Ti3+:sapphire is grown under moderately reducing con-
ditions [15.137]. For the gallium-containing garnets,
i. e., GGG and GSGG, the formation of a reduced
Gd−Ga compound that is insoluble in the molten gar-

net can be prevented by the addition of 2–3 vol. %
oxygen to the growth atmosphere (N2) [15.98]. In ad-
dition to preventing the formation of a second phase,
the addition of oxygen to the growth atmosphere re-
duces the evaporation of Ga2O3 from the liquid surface.
In general, for most oxide material systems, the addi-
tion of small (≈ 500 ppm) to moderate (approximately
2.5% by volume) amounts of oxygen to the growth at-
mosphere will prevent the partial reduction of the oxide
constituents.

Furthermore, during the growth of oxide-based laser
materials, the lasing action is dependent upon the
dopant ion being in a particular oxidation state, e.g.,
Cr4+ in forsterite [15.138,139]. Maintaining the correct
oxidation state of Cr4+ can require a growth atmosphere
that is more oxidizing than that required to prevent par-
tial decomposition of the constituent oxides. Postgrowth
annealing of the crystal has also been used to convert
the dopant ion to the desired valence state. However, the
impact of this process is highly dependent upon either
cation or anion valencies in the lattice. Therefore, the
preferred approach is to produce these crystals by ad-
justing the initial growth conditions and starting mater-
ials to directly yield the desired dopant oxidation state.

The converse can also be true. For Cr,Nd:GSGG and
Cr,Nd:GGG, the presence of Cr4+ introduces a broad
absorption band in the 1 μm region. In this case, it was
found that low-level divalent impurities such as Ca2+ in
the starting materials were charge-compensated in the
lattice by the conversion of Cr3+ to Cr4+. The elimina-
tion of Cr4+ in the crystal was achieved by the addition
of another tetravalent ion such as Ti4+ into the start-
ing composition, thereby providing the growing crystal
with a readily available source of another tetravalent
ion [15.140, 141].

Thermal Stresses
Thermal stresses result from nonlinear temperature
fields in growing crystals, scale linearly with the second
derivative of temperature (assuming no external traction
forces), and often scale quadratically with the length
scale over which they occur [15.142]. The details are
actually much more complicated, particularly in noncu-
bic crystals. However, increasing the size of a crystal
increases the imposed thermal stress, subject to the de-
gree to which it can be controlled. In CZ growth, radial
temperature gradients are required to maintain control
over the growth process. Curvature along the growth di-
rection is generally nonlinear, but in principle could be
linearized through suitable furnace design to minimize
thermal stresses. In TGT, VBT or HEM growth, radial
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Fig. 15.29 Thermal contraction curves along several typi-
cal directions of YAP crystal

(lateral) temperature gradients can be minimized since
the crystal takes the shape of the ampoule. However,
the ampoule itself can also act as a source of stress in
the crystal usually during cool-down.

For robust oxide crystals such as Nd:YAG and
Ti:sapphire, scaling up the growth process may ul-
timately be successful for obtaining larger crystals
suitable for large slabs. For fluorides, which have much
lower fracture toughness, the thermal stresses present
in the CZ process may ultimately limit the sizes that
can be grown. The TGT and Bridgman process does
not require lateral thermal gradients for stability, and
the furnace can be designed to minimize these gradi-
ents. As was noted above, however, use of the TGT and
Bridgman process can lead to other stress problems due
to the different thermal contraction coefficients of the
crystal and crucible. A typical example is the cracking
and twining defects occurred in TGT-grown YAP crys-
tals using a Mo crucible. YAP possesses a deformed
perovskite-like structure, and is highly anisotropic in
its coefficient of thermal expansion (CTE), with ap-
proximate values of 4.2 × 10−6 K−1, 11.7 × 10−6 K−1,
and 5.1 × 10−6 K−1 along the a-, b-, and c-axes, respec-
tively. As shown in Fig. 15.29, since the CTE of the Mo
crucible is higher than that along the a-axis in YAP, the
crystal is compressed along its a-axis by the crucible as
it cools, hence leading to cracking and twining. Such
defects can be reduced or even eliminated by growing
YAP crystal using an a-oriented seed or tungsten cru-
cible since the tungsten has a lower CTE, as shown in
Fig. 15.30.

Cr:LiCAF is also anisotropic in its CTE. Along the
a-axis the CTE is approximately 2.2 × 10−6 K−1, while

800 100200300400500600700

W
YAP [100]
Mo
Ir

0

dL /L0

Temperature (°C)

0

–0.002

–0.004

–0.006

Fig. 15.30 Thermal contraction curves of several common
crucible materials in comparison with that along the [100]
direction of YAP

along the c-axis the CTE is only 3.6 × 10−6 K−1. Since
the graphite ampoule has a CTE of 8 × 10−6 K−1, the
crystal is compressed along its c-axis by the ampoule
as it cools. For slab growth, this places the two broad
faces of the slab under compression. Materials gener-
ally do not fail under compression, and this is probably
not a problem for Cr:LiCAF. However, by pinning the
crystal (either partially or completely) along the c-axis,
the slab is put under tension in the orthogonal directions
since the CTE is larger than that of graphite. Evidence
of failure in tension in the form of long, linear fractures
that run the length of slab has been seen by Atherton
et al. [15.63]. They tried to compensate for this fracture
mode by using compressible graphite foam inserts in the
ampoule to take up the imposed stress along the c-axis.
While this clearly helped, it did not eliminate the frac-
ture problem entirely. In addition, there also exist small,
nonlinear temperature gradients in the crystal as it cools
down, thus creating another type of stress field. Calcu-
lations have indicated that these stresses are at least an
order of magnitude smaller than the traction-induced
stresses, but they may still be important, especially
given the experience with the foam inserts.

Should the need for large slabs of Cr:LiCAF (or
Cr:LiSAF and other analogues) arise in the future,
further modification of the ampoule in the form of
lower-CTE graphite, a softer foam insert or an ampoule
design that opens as it cools could be utilized to ad-
dress the traction-induced stress problem. The furnace
itself can be modified to further linearize the tempera-
ture field imposed on the crystal as it cools to minimize
thermal stresses.
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15.3 Crystal Growth Techniques Characterization

15.3.1 Czochralski (CZ) Process

The CZ process is by far the most commonly used pro-
cess for the growth of laser materials. The main CZ
characteristics are as follows.

Advantages of CZ
An appropriate thermal field is easy to establish for var-
ious crystals with a wider span of materials and melting
points than any other melt-growth method. Not only by
varying the ceramic insulation and its dimensions but
by changing the rotation rate of the crystal, the adjust-
ment of radial and vertical thermal gradients in the melt
can be easily accomplished. Moreover, the convenience
of the observation of the growing crystal makes it pos-
sible to adjust the growth parameter promptly, which is
essential for realizing real-time control of the growth
process.

Where CZ is used, crystals grow from the free
surface of the melt without contacting with crucible.
Therefore, defects induced by contact stress and para-
sitic nucleation can be eliminated, and the selection of
crucible material is no longer limited by the mismatch
of CTE between crystal and crucible.

In CZ, a neck process can be easily employed to
eliminate dislocations originating from the seed and
thermal shock. Compared with other methods, CZ can
provide a higher growth rate to obtain a relatively large
crystal with good perfection.

Disadvantages of CZ
The CZ furnace is usually constructed of either Al2O3
or stabilized ZrO2 ceramics, which contact directly with
the crucible. This configuration leads to a weakly oxi-
dizing atmosphere in the furnace. Such conditions may
result in the oxidation of crucible and introduce pollu-
tants into the melt.

In CZ growth, appreciable temperature gradients are
usually needed to control the diameter of the grow-
ing crystal. Otherwise, the space above the crucible
is commonly opening due to the presence of the lift
mechanism. Such a configuration increases the loss of
heat. In addition, the growing crystal can act as a light-
conduction tunnel for radiative heat loss. So CZ often
has higher temperature gradients, which will introduce
thermal stress into the crystal.

15.3.2 Temperature Gradient (TGT)

The TGT method has the following advantages and dis-
advantages with respect to the CZ technique.

Advantages of TGT
Since the crystal shape is dictated by the crucible, there
is no need for sophisticated diameter control based on
weight gain or various optical techniques. This aspect
is especially significant when growing relatively large
sample.

For application where large crystal plates are re-
quired, the TGT process can be effectively utilized. This
is especially valuable for crystals in which significant
scale-up is required.

In TGT growth with the melt above the crystal, the
vertical temperature gradient is stabilizing with respect
to natural convection (hot above cold), as opposed to
the CZ configurations, which is destabilizing, as dis-
cussed in Sect. 15.2.2. In addition, the furnace, crucible,
and crystal are fixed in space, so this configuration is
mechanically simple, which enhances the temperature
stability.

In TGT growth, the temperature gradient can be as
small as practically required, depending on thermody-
namic considerations. This can be important for control-
ling thermal stresses or selective evaporation from mul-
ticomponent systems. In CZ, appreciable temperature
gradients are required to control the crystal diameter.

Disadvantages of TGT
Because the crystal is growing in contact with the
crucible, two problems can arise. One is spurious nucle-
ation on the crucible wall that gives rise to large-angle
grain boundaries. This problem is magnified when in-
sufficient temperature gradients are utilized. The second
problem stems from stress imposed on the crystal dur-
ing cool-down for the cases where the crucible has
a large coefficient of thermal expansion for contraction,
or where adhesion due to wetting of the crucible wall
occurs. The magnitude of this problem is determined
by the strength of the crystal and of the adhesion.

Poor mixing in TGT growth stems from the lack
of convection in the melt due to the stabilizing tem-
perature gradient discussed above. This aspect is only
a disadvantage for growth of multicomponent systems
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that either grow noncongruently or show selective evap-
oration of one or more of the components. In this case,
convection is absolutely required to homogenize the
melt continually.

Blind seeding is a commonly cited disadvantage of
the TGT, VBT, and HEM techniques. A combination
of diagnostics (usually strategically placed thermocou-
ples) and experience can overcome this disadvantage,
even for growth in very low temperature gradients.

15.3.3 Heat-Exchanger Method (HEM)

The HEM process shares most of the advantages and
disadvantages of TGT method. The most important dif-
ferences are noted below.

Advantages of HEM
One of the unique features of HEM is that there
are no significant temperature gradients built into the
heat zone. The temperature gradients required for
crystal growth are controlled by the furnace and heat-
exchanger temperatures. For a given material, the
furnace temperature determines the temperature gradi-
ents in the liquid, and the heat-exchanger temperature
determines the temperature gradients in the solid. These
temperatures are sensed and controlled externally and,
therefore, the temperature gradients can be varied
during the growth cycle. This unique feature allows in-
dependent control of temperature gradients in the liquid
and solid during most of the growth cycle. Once the
growth cycle is established, the furnace and heat ex-
changer temperatures can be readily automated using
microprocessors.

Disadvantages of HEM
The HEM process usually uses helium gas as the
heat-exchanger medium, which is very expensive. Fur-
thermore, the common growth cycle is very long, so the
consumption of helium gas is high.

15.3.4 Vertical Bridgman Technique (VBT)

One of the most distinguishing characters of VBT is
the translation of the crucible vertically through a hot
zone with a temperature gradient designed to crystallize
the materials. This feature leads to both advantages and
disadvantages of the growth process relative to TGT.

Advantages of VBT
In VBT growth, only sufficient temperature gradients
are needed near the solid–liquid interface, whilst else-

where a small one is enough. However in TGT growth,
a linear temperature gradient is required all along the
crucible from the bottom to the top. Apparently, this will
increase the difficulty of establishing the thermal field,
especially for high-melting-temperature crystals.

For complicated thermodynamic systems, the
Bridgman process can be utilized by adding a third zone
to the furnace (Fig. 15.9b). If large crystals, especially
slabs, are required, this may be the only practical route
to growing these crystals.

Disadvantages of VBT
The employment of the lift mechanism will give rise
to flow vibration on the solid–liquid interface, and en-
hance the risk of striation formation, which can degrade
crystal performance.

15.3.5 Horizontal Bridgman Technique
(HBT)

In the HBT, the crucible is translated horizontally
through the hot zone, in contrast with VBT, which leads
to some advantages and disadvantages, as noted below.

Advantages of HBT
By using either a boat or a sealed crucible that is not
completely filled with starting material, the problem of
a crucible imposing stresses on the crystal during cool-
down can be overcome. This assumes that either the
crystal has a larger coefficient of thermal expansion than
the crucible in one or more directions, or that it does not
adhere to the crucible during cool-down.

As in this method the melt height is much smaller
than the dimension of its surface, this condition is good
for effective withdrawal of the impurities at the ex-
pense of evaporation. For multicomponent systems, as
discussed above, the lack of a stabilizing temperature
field can be an advantage. This produces more intense
convection that may be crucial for multicomponent sys-
tems. Besides, the open surface of the melt provides the
opportunity to insert the activating impurity at any stage
of crystallization.

HBT possesses the advantage that crystallization is
carried out under conditions facilitating the evaporation
of extraneous impurities. As a result the chemical purity
of the crystal is enhanced on average by one order of
magnitude compared with the raw material.

Disadvantages of HBT
The more intense flows generated by the horizontal
Bridgman configuration can produce a highly concave
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interface shape. This can be counteracted by suitable
modification of the externally imposed furnace temper-
ature profile, but the process is interactive and definitely
not straightforward.

Melt flows in the horizontal configuration can be
vigorous, and in addition to complicating control of
interface shape, they can also produce striations. This
problem can only be overcome by modifying the tem-
perature gradients or the ampoule geometry.

15.3.6 Laser-Heated Pedestal Growth
(LHPG)

LHPG and the related float zone growth technique are
microvariants of the CZ growth method. Several advan-
tages of LHPG have become apparent, not only in the
growth of fibers for applications but, more importantly,
as a general way to explore material synthesis and the
properties of crystal growth. Other practical advantages
of the LHPG method have also become apparent, as
follows.

The LHPG relies on surface tension to maintain
the integrity of the melt and hence it does not require
crucibles, nor does the enclosure containing the fiber
growth region possess walls heated to high temperatures
as is the case in crystal growth furnaces. Both crucible
and furnace surfaces are generally understood to be
the primary sources of contamination in normal crystal
growth, hence it follows that the absence of these sur-
faces allows the growth of very pure crystal materials.
The impurity levels found in LHPG fibers are solely de-
termined by the purity of the starting materials of the
source rod. Furthermore, it is also generally accepted

that thermal gradients within the melt container are re-
sponsible for introducing stresses and other defects in
bulk crystals. Because of this, LHPG pulled fibers can
be made practically stress free.

The source rod length as well as the melt volume
in LHPG is typically small, of the order of 10 mm and
1 mm3, respectively. The cost of the chemical com-
pounds required for the growth of single-crystal fibers
is, as a consequence, relatively small. Because of this,
it is possible to grow fiber crystals of materials which
would be prohibitively expensive to grow by traditional
methods, especially on a basis. The small volume of
the growth area also facilitates the introduction of ex-
ternal perturbations during synthesis of the crystal. The
application of an external field to the melt may influ-
ence the growing process by encouraging the inclusion
of domains or the formation of other stoichiometric
combinations.

One of the most attractive features of the LHPG
methods is the rapidity with which fibers can be grown
by this method. The information feedback made pos-
sible by this allows for rapid readjustment of stock
compositions and growth conditions for optimized ma-
terials.

15.3.7 Flux Technique (FT)

The FT is interesting from the point of view of the pe-
culiarities of crystallization, especially at relatively low
temperature. For those crystals that cannot be easily
grown from melt, FT may be the most useful method
to obtain them. The relatively low growth rate is an
obvious disadvantage of this technique.
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Shaped Crysta16. Shaped Crystal Growth

Vitali A. Tatartchenko

Crystals of specified shape and size (shaped
crystals) with controlled defect and impurity
structure have to be grown for the successful
development of modern engineering. Since the
1950s many hundreds of papers and patents
concerned with shaped growth have been
published. In this chapter, we do not try to
enumerate the successful applications of shaped
growth to different materials but rather to carry
out a fundamental physical and mathematical
analysis of shaping as well as the peculiarities
of shaped crystal structures. Four main tech-
niques, based on which the lateral surface can
be shaped without contact with the container
walls, are analyzed: the Czochralski technique
(CZT), the Verneuil technique (VT), the floating
zone technique (FZT), and technique of pulling
from shaper (TPS). Modifications of these tech-
niques are analyzed as well. In all these
techniques the shape of the melt meniscus is
controlled by surface tension forces, i.e., capillary
forces, and here they are classified as capillary
shaping techniques (CST). We look for conditions
under which the crystal growth process in each
CST is dynamically stable. Only in this case are all
perturbations attenuated and a crystal of con-
stant cross section grown without any special
regulation. The dynamic stability theory of the
crystal growth process for all CST is developed on
the basis of Lyapunov’s dynamic stability the-
ory. Lyapunov’s equations for the crystal growth
processes follow from fundamental laws. The
results of the theory allow the choice of sta-
ble regimes for crystal growth by all CST as well
as special designs of shapers in TPS. SCG ex-
periments by CZT, VT, and FZT are discussed but
the main consideration is given to TPS. Shapers
not only allow crystal of very complicated cross
section to be grown but provide a special distri-
bution of impurities. A history of TPS is provided
later in the chapter, because it can only be

described after explanation of the fundamental
principles of shaping. Some shaped crystals,
especially sapphire and silicon, have specified
structures. The crystal growth of these materials,
and some metals, including crystal growth in
space, is discussed.
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16.1 Definitions and Scope of Discussion: SCG by CST

Modern engineering usually uses device details fabri-
cated from crystals in the shape of plates, rods or tubes.
Sometimes the shapes can be more complicated. Tradi-
tional ways of the detail fabrication (a growth of a bulk
crystal and its machining) bring a loss of expensive ma-
terial (often up to 90%) as well as an appearance of
structure defects. Therefore, crystals of specified shape
and size with controlled defect and impurity structure
have to be grown. It allows using the crystals as final
products with minimal additional machining as well as
without one.

The problem of shaped crystal growth seems to
be simply solved by profiled container crystallization
just as in the case of casting. Indeed, it is possible
to find a realization of this idea by the vertical or
horizontal Bridgman techniques for growth of silicon,
fluoride, sapphire or YAG crystals with different cross

R

r (r̃)
h

V

z (w)

R1

R2

H

Seed

Crucible

Crystal Crystallization front

Melt

O

Fig. 16.1 Cylindrical crystal growth by CZT: R – crystal
radius; h – crystallization front height; V – crystal pulling
rate; H – melt level in crucible; wOr̃ or zOr – coordi-
nate systems; R1 and R2 – main radii of liquid surface
curvature

Fig. 16.2 Cylindrical crystal growth by VT: H2 – hydrogen
flow; O2 – mixed oxygen and powder flow; R – crystal
radius; l1 – melt surface position relative to the burner; l –
crystallization front position relative to the burner; h = l −
l1 is the melt meniscus height; V – crystal displacement
rate; ω – crystal rotation rate �

section of the crucible used [16.1–3]. But in these cases
the crucible material should satisfy a whole set of re-
quirements: it should neither react with the melt nor
be wetted by it. Even if all these requirements are
satisfied, perfect-crystal growth is not secured: the cru-
cible serves as a source of noncontrolled nucleation
as well as internal residual stresses. In addition, if
a crucible material is wetted by the melt, the crucible
usually has been made from a thin foil and used only
once [16.2, 3].

Therefore, the techniques of crystal lateral surface
shaping without contact with container walls have to
be considered as the candidates for a shaped crystal
growth. Since early sixties, both theoretical and prac-
tical aspects of the shaped crystal growth by these
techniques have been developed. The main information

Fig. 16.4a–j Melt growth of crystalline rod by TPS (a–j):
pulling up (a–e,h,i) or lowering down (f,g,j) with rate V ;
shaping on the shaper surfaces (a,c,g–i); shaping on the
shaper edges (b,d–f,j); positive melt pressure d (b,f,g,j);
negative melt pressure d (d,e); C, G are counters of con-
tact meniscus with shaper; n – normal vector to the shaper
walls; d0 – shaper depth; R – crystal radius; r0 – edge
counter radius; h – crystallization front height; Θ – wet-
ting angle; ψ0 – growth angle; αd – meniscus inclination
angle with respect to positive r-direction at the point of the
contact with the shaper; α1 = π −αd; β – angle of cone
shaper wall inclination; r1 – cone radius on the melt free
surface level �
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Fig. 16.3a,b Cylindrical crystal growth by FZT. (a) Pulling up,
(b) lowering down: (1) growing crystal with radius R; (2) feeding
rod with radius r0; (3) heater; (4) melted zone; hc, hm – positions of
crystallization front and melting front relative to the heater, respec-
tively; h = hc + hm is the length of the melted zone; W – volume
of the melted zone; ψ0 – growth angle; V – rate of growing crystal
displacement relative to the induction heater; Vm – the same for the
melting rod
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concerned with all of them was published in some books
and reviews [16.4–10], in the proceedings of three in-
ternational conferences [16.11–13] and in hundreds of
papers.

The few classical techniques of this type are well
known: the Czochralski technique (CZT, Fig. 16.1),
the Verneuil technique (VT, Fig. 16.2), the floating
zone technique (FZT, Fig. 16.3). For all these tech-
niques the shapes and the dimensions of the crystals
grown are controlled by the shapes and the dimensions
of meniscus of melt existing at the vicinity of inter-
face crystal–melt. A shape of meniscus is controlled
by the surface tension forces of the melt – capillary
forces. Let the above-mentioned techniques (some no
classical ones will be added below) be classified as cap-
illary shaping techniques (CST). As a rule, all these
techniques are used to grow crystals of nonregular
cylindrical shape. On the other hand, all of them have

been used for shaped crystal growth as well. For shaped
crystal growth it is necessary to guarantee a special
shape for the melt meniscus and a dynamical stabil-
ity of the crystal growth process. But in any case, all
above mentioned techniques allow obtaining only sim-
ple shaped crystals (cylinders, plates or tubes) and they
have to be modified for the growth of more complicated
ones. It has to be mentioned that classical Kyropoulos
technique also belongs to CST but, in fact, it has never
been used for the shaped growth because of specific
thermal growth conditions [16.8].

Some possible schemes of the modification of clas-
sical CST are shown on the Fig. 16.4a–j. The schemes
Fig. 16.4a–e,h,i differ from CZT by the presence of
a shaper at the melt. The schemes Fig. 16.4f,g,j may be
classified as FZT modified with lowering down where
the melting rod is replaced by a shaper with a melt
inside.

16.2 DSC – Basis of SCG by CST

As the crystal is not restricted by crucible walls its cross
section depends upon the growth regimes. Any devia-
tions of pulling or lowering (for a down growth) rate,
as well as temperature conditions result in changes of
the crystal cross section (pinches formation). A lot of
defects (an increased amount of inclusions, nonuniform
impurity distributions, subgrain formation) are observed
at the pinch locations. It is not the pinches themselves,
that seem to cause defect formation, but some devia-
tion of the growth conditions (mainly, the crystallization
rate) from the optimal ones indicated by a change in the
crystal dimensions. Therefore, the stabilization of the
crystal cross section as well as the crystallization front
position has to be achieved. Why is it very important
the stabilization of the crystallization front position? We
can see from the schemes of CST (Figs. 16.1–16.4) that,
if the crystallization front position is unmoved, a crys-
tal growth speed is exactly equal to the one of pulling
or lowering of a seed. A displacement of the crystalliza-
tion front position changes the real crystal growth, see
(16.10). As a result, in spite of the pulling or lowing rate
stabilization, there is defect formation.

The modern systems of regulation using weight or
crystal diameter detectors allow obtaining the cylindri-
cal crystals by CST. These systems effect with a change
of a power or pulling rate. Sometimes, the regulation is
not stable and there is a permanent perturbation of the
crystallization front position. The solution is to analyze

theoretically the dynamic stability of concrete schemes
of crystal growth and to select on the basis of this
analysis the stable ones. In the dynamically stable sys-
tem, the perturbations of parameters attenuate because
of internal processes and, without any additional active
regulation, it is possible to provide crystals of specified
shape and of controlled cross section. If the active reg-
ulator is included in the system under investigation, this
dynamically stable system can improve the shape and
the quality of crystals.

For the first time, a comparative theoretical analy-
sis of a dynamic stability of crystallization process for
CZT and TPS had been carried out by the author of
this chapter in 1971. The very impressive result was
published in 1973 [16.14]. It was explained why it is dif-
ficult to pull crystals of constant cross section by CZT
and easy by TPS: the use of a shaper allows obtain-
ing a dynamic capillary stability of the crystal growth
process. In the same year, the first paper concerning
the investigation of VT dynamic stability was pub-
lished [16.15]. In 1974 the investigation of CZT, TPS,
VT and FZT stability was presented at the 4th Interna-
tional Conference of Crystal Growth in Japan [16.16].
The analysis of capillary and heat stability in detail us-
ing Lyapunovs approach was published in 1976 [16.17].
In 1976 Surek published only capillary stability analy-
sis [16.18] repeating our main results for CZT and TPS
from [16.14].
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16.2.1 Lyapunov Set of Equations

The main results of stability analysis for all CST [16.4–
10] were obtained by applying of the Lyapunovs
approach [16.19]. With respect to Lyapunov, the crys-
tallization techniques under consideration have to be
characterized by a finite number n of the variables (de-
grees of freedom) Xi which can arbitrarily vary in the
process of crystallization. Each CST has to include,
as a minimum, crystal dimension R and crystallization
front position h as degrees of freedom, i. e. a mini-
mal degree of freedom quantity min n have to be two.
Sometimes, it is sufficient for the dynamic stability
analysis (CZT, Fig. 16.1; TPS, Fig. 16.4). But for VT,
min n = 3 (Fig. 16.2): R, l, h; for the FZT, min n = 4
(Fig. 16.3): R, W , hc, hm. It has to be mentioned that
the min n depends also on the cross section of the crys-
tal to be grown. For instance, for a tube crystal, the
internal diameter, as well as the external one, are the
degrees of freedom. Therefore, min n = 3 for CZT and
for TPS.

If n exceeds min n, the analysis is more fruitful.
Sometimes we can use several iterations. The first it-
eration can include the stability investigating for min n.
After that, one or more variables can be added. For in-
stance, in [16.6, pp. 71–145], the stability of TPS as
a system with min n was investigated. As a second step
[16.6, pp. 155–159], the melt pressure was added as
a third degree of freedom and a complimentary informa-
tion concerning the influence of pressure perturbation
on the stability of growth was obtained. So, we can
confirm that min n ≥ 2 but we can not propose any
simple choosing of min n as well as optimal n. For
us, in every case, it has been a result of very special
investigation.

To realize a mathematical analysis of stability, a set
of equations (16.1) for derivation of each degree of free-
dom Xi with respect to time t as a function of all n
degrees of freedom X1, . . ., Xn , their other (except i)
n −1 derivatives, time t, and parameters of process C
(a temperature of melt, a velocity of pulling, a regime
of cooling, etc.) has to be obtained

dXi

dt
= fi

(
X1, X2, . . ., Xn,

dX1

dt
,

dX2

dt
, . . . ,

dXn−1

dt
, t, C

)
,

i = 1, 2, . . ., n . (16.1)

To find the explicit function fi , a set of fundamental
laws have to be used. The set should include:

1. The Navier–Stokes equation for a melt with the
boundary conditions on the meniscus free surface
(the Laplace capillary equation)

2. The continuity equation (the law of crystallizing
substance mass conservation)

3. The heat transfer equations for the liquid and the
solid phases with the equations of heat balance at
the crystallization front and at the melting front as
the boundary conditions (the law of energy conser-
vation)

4. The diffusion equation (impurity mass conserva-
tion)

5. The growth angle certainty condition
6. Some others.

The set of these equations is general for all the crys-
tallization techniques under consideration (but it does
not mean that each time we use all of them) while the
specific features of each of crystallization schemes are
characterized by the set of boundary conditions and
concrete values of the parameters included in the equa-
tions.

Equation 16.1 with zero left side corresponds to
the system under conditions of equilibrium (Xi = X0

i ):
the growth of crystals of constant cross section X0

1 with
stationary crystallization front position X0

2 etc.

fi

(
X0

1, X0
2, . . ., X0

n, t, C
)

= 0 . (16.2)

We are looking for the stable solutions of (16.1). Ac-
cording to Lyapunov [16.19], the solutions of (16.1) are
stable if they are stable for the linearized set of equa-
tions

dXi

dt
=

n∑
k=1

∂ fi

∂Xk
δXk =

n∑
k=1

AikδXk . (16.3)

Here, δXk = Xk − X0
k , ∂ fi/∂Xk = Aik , all partial deriva-

tives are taken with Xk = X0
k . The stability of (16.3), in

turn, is observed when all the roots S in the characteris-
tic equation (16.4)

det

(
∂ fi

∂Xk
− Sδik

)
= 0 (16.4)

have negative real components (δik is the Kronecker
delta [16.19]). This equilibrium will be unstable if
(16.4) has at least one root with a positive real compo-
nent. If an imaginary number can be found among the
roots, additional study including an allowance for the
nonlinear terms in (16.3) is required.

Calculation of the time-dependent non stationary
functions fi is usually rather difficult. These difficul-
ties can be avoided using a quasi-stationary approach.
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514 Part B Crystal Growth from Melt Techniques

We successfully have been used it in the most of our
dynamic stability investigations and can show other ex-
amples of the same approach. For instance, Mullins
and Sekerka [16.20] applied it to the temperature and
impurity distribution problem while studying the mor-
phological stability of the crystallization-front shape.
However, in each particular case, the quasi-stationary
approach has to be justified.

A number of constrains imposed on the systems and
perturbations occurring in the course of Lyapunov sta-
bility study should be noted. Stability is examined over
an infinitely long period of time. In this case, the pertur-
bations are considered to be small and are imposed on
the initial conditions only, i. e. after the perturbations,
the same forces and energy sources affect the system as
before the perturbations.

16.2.2 Capillary Problem –
Common Approach

Melt Meniscus Shaping Conditions
For the capillary shaping techniques, the crystal cross
section is determined by the melt meniscus section
formed by the crystallization surface. The melt menis-
cus shape can be calculated on the basis of the
Navier–Stocks equation, the Laplace capillary equation
being the free-surface boundary condition.

The full-scale solution of this problem offers
considerable mathematical difficulties. Therefore, to
simplify the problem formulation, the contributions
of various factors of meniscus shaping should be es-
timated: the inertial forces associated with the melt
flow, the capillary forces, the gravity forces, viscous
and the thermocapillary forces [16.6, 21]. The rela-
tive effect of the first three factors can be estimated
by means of dimensionless numbers: the Weber num-
ber We = ρV 2L/γ , characterizing comparative action
of the inertial and capillary forces, the Froude num-
ber Fr = V/(gL)1/2 characterizing comparative action
of the inertial and gravity forces; the Bond number
Bo = ρgL2/γ , characterizing comparative action of the
gravity and capillary forces. Here ρ denotes the liquid
density, L the liquid meniscus characteristic dimen-
sions, γ the liquid surface tension coefficient, V is
the liquid flow rate, and g relates to the gravity ac-
celeration. When the Weber and Froude numbers are
small, the melt flow can be neglected. The Bond number
defines the region of capillary or gravity force predom-
inance (Fig. 16.5). The effect of the inertial force as
compared with the gravity and capillary ones proves
to be negligible, if liquid flow rate is considered to

0.01 0.1

2 3

Fr = 1

1

1 10 100

We

Bo

100

10

1

0.1

0.01

Fig. 16.5 Inertial (1), capillary (2), and gravitational force
effects (3) on the melt column shaping (We, Bo, and Fr are
characteristic Weber, Bond and Froude numbers, respec-
tively)

be equal to the crystallization rate. Indeed, if we as-
sume that the linear dimensions of the meniscus lie
within the range of 10−3 –10−2 m, ρ ≈ 10−3 kg m−3,
γ ≈ 1 N m−1 the liquid meniscus shaping can be ex-
amined in the hydrostatic approximation up to the fluid
speed of 0.1–1.0 m s−1.

Convective flows, whose rates can substantially ex-
ceed the crystallization rate, can occur in a liquid
column in addition to the flow associated with crystal-
lization. These flow effects on meniscus shaping and on
liquid-phase heat-transfer as well as the influence of the
two latter factors can be found in [16.6].

The Meniscus Surface Equation
In the hydrostatic approximation, the equilibrium shape
of the liquid surface is described by the Laplace capil-
lary equation [16.22]

γ

R1
+ γ

R2
+ρgw = const . (16.5)

Here, R1 andR2 denote the main radii of liquid surface
curvature. They have to be located in two perpendicu-
lar planes. As a rule one of the planes coincides with
the diagram plane (R2, Fig. 16.1) and second one is per-
pendicular to it (R1, Fig. 16.1). The w-axis is directed
vertically upwards. The value of const. depends upon
w-coordinate origin selection and is equal to the pres-
sure p on the liquid in the plane w = 0. In particular, if
the w-coordinate origin coincides with the plane of the
liquid surface, const. = 0 (Fig. 16.1).

In this chapter our study will be restricted to con-
sidering meniscus possessing axial symmetry (Figs.
16.1–16.4). Such meniscus is obtained during melt
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Shaped Crystal Growth 16.2 DSC – Basis of SCG by CST 515

pulling of straight circular cylinder, tube-shaped crys-
tals as well as a flat part of ribbon. We will find
the equation of such meniscus surface, by introducing
the cylindrical coordinates w, r̃. The problem of liquid
meniscus shape calculation for an axially symmetric
meniscus is reduced to finding the shape of a profile
curve w = f (r̃), the liquid surface meniscus being ob-
tained by rotating this curve around the w-axis. Let
us introduce the capillary constant a, and pass to the
dimensionless coordinates and parameters

(
2γ

ρg

)1/2

= a ,
w

a
= z ,

r̃

a
= r ,

pa

2γ
= d .

This transition means that the capillary constant serves
as a linear dimension unit, and the weight of a liquid
column of one capillary constant high corresponds to
the pressure equal to one unit. The approach allows ap-
plication of the calculated results to any substance and
magnitude of gravity, with the scale changing alone.
Then (16.5) takes the form

z′′r + z′(1+ z′2)±2(d − z)
(

1+ z′2)3/2r = 0 .

(16.6)

For large Bond numbers (Bo � 1, Fig. 16.5) grav-
ity prevails (this condition corresponds to growing
big diameter crystals with R ≥ 5a) and (16.6) can be
simplified

z′′r ±2(d − z)
(
1+ z′2)3/2

r = 0 . (16.7)

For small Bond numbers (Bo � 1, Fig. 16.5) capillarity
prevails (this condition corresponds to growing small
diameter crystals R < a as well as it was easily sat-
isfied in our TPS experiments on the board of space
stations [16.6] when the capillary constant is high) and
(16.6) can also be simplified to give

z′′r + z′(1+ z′2)±2d
(
1+ z′2)3/2

r = 0 . (16.8)

Static Stability of the Melt Meniscus as well as the
dynamic stability of crystal growth process has to be
provided. A presence of static stability means that the
melt meniscus exists for all values of crystallization pa-
rameters. An analysis of the stability can be realized on
the basis of Jacobis equation investigation. For the TPS,
this analysis was realized in [16.23, 24].

Growth Angle Certainty –
Common Boundary Condition for CST

As the Laplace capillary equation is a second order dif-
ferential one, formulation of a boundary problem for
melt meniscus shape calculation requires assignment of
two boundary conditions. The first of them is deter-
mined by the structural features of each specific CST
and will be analyzed in details below. But second of the
boundary conditions (the crystal–melt interface condi-
tion) is mutual for all CST. This condition follows from
the growth angle certainty.

Let the angle ψ0 (Figs. 16.3, 16.4a,b), made by the
line tangent to the meniscus and the lateral surface of
the growing crystal, be called the growth angle. The
growth angle should not be confused with the wetting
angle. The wetting angle characterizes particular equi-
librium relative to the liquid movement along a solid
body and is not directly associated with crystalliza-
tion [16.6]. In the first studies of the CZT and TPS,
a crystal of constant cross section was considered to
grow in case ψ0 = 0. Judging by a purely geometric
diagram of liquid–solid phase conjugation, such as-
sumption is quite natural. However, experimental and
theoretical investigations of the crystal growth process
showed that the geometrical condition ψ0 = 0 is not sat-
isfied while growing crystals of constant cross sections
and ψ0 is a physical characteristic of the crystals. Par-
ticular case ψ0 = 0 is available only for some metals.
Experimental determinations of the ψ0 have included
direct measurements as well as indirect calculations.
Indirect techniques, as a rule, are more precise [16.6].
In our experiments [16.6, 25], we studied shapes of
crystallized drops obtained on the bottom of silicon,
germanium and indium antimonide crystals detached
from the melts in the process of pulling by the CZT.
The values of ψ0 = 25 ± 1◦ for indium antimonide,
ψ0 = 11 ± 1◦ for silicon, and ψ0 = 12 ± 1◦ for ger-
manium were obtained. Theoretical investigations have
shown that ψ0 is an anisotropic value as well as it de-
pends on the crystallization speed. In [16.6], a reader
can find a discussion of the problem in detail. In this
chapter, for the dynamic stability analysis, we will use
ψ0 as a constant value for the crystal to be grown.

16.2.3 The Equation
of Crystal Dimension Change Rate

Proceeding from the condition of growth angle cer-
tainty, we can obtain an equation for the crystal
characteristic dimension change rate dR/dt that is com-
mon for all CST. On the diagram (Fig. 16.6) a vector
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Fig. 16.6a–f Crystal growth by CST: pulling up (a–c); lowering
down (d–f); α0 = αe: growth of constant cross section crystal (a,d);
α0 < αe: growth of widening cross section crystal (b,e); α0 > αe:
growth of narrowing cross section crystals (c,f); V is the crystal
displacement rate; other symbols given in the text

R is located within the diagram plane and represents
the radius for a straight circular cylinder-shaped crys-
tal. For a plate it is its half-thickness. Now we introduce
the angles made by the line tangent to the meniscus on
the three-phase line with the horizontal α0 and with the
vertical ψ (the crystal grows in the vertical direction).
When the angles α0 and ψ add up to π

2 , a crystal of
constant cross section R0 grows. In this case, the an-
gle ψ is equal to the growth angle ψ0 and the value
of the angle α0 is denoted αe. If ψ �= ψ0 the crystal
lateral surface declines from the vertical on the angle
ψ −ψ0 = α0 −αe = δα0 the crystal changes its dimen-
sion δR = R − R0 in accordance with (Fig. 16.6)

dR

dt
= Vc tan (δα0) = Vc tan(α0 −αe) . (16.9)

The angle δα0 is the angle of crystal tapering at any
moment, the crystallization rate Vc is equal to the dif-
ference in rates between pulling and front displacement

Vc = V − dh

dt
. (16.10)

Near the stationary state that we need for (16.3), devia-
tions dh/dt as well as δα0 have to be negligible. Hence,
the crystallization rate Vc can be replaced by the rate
of the pulling V and tan(δα0) ≈ δα0. The angle α0 to-
gether with the meniscus shape as a function of R, h and
other parameters can be determined by solving the cap-
illary boundary problem whose equation was discussed

above. Assuming that the capillary problem is solved,
i. e., the function α0(X0

1, X0
2, . . ., X0

n, t, C) = 0 is found,
(16.9) can be represented by

dR

dt
=

n∑
k=1

∂α0

∂Xk
δXk =

n∑
k=1

AikδXk . (16.11)

16.2.4 The Equation of the Crystallization
Front Displacement Rate

The equation of the crystallization front displacement
rate belongs to the set (16.3) and as well as (16.11) is
common for all CST. It follows from the heat-balance
condition on the crystallization front

−λSGS(h)+λLGL(h) = ζVc . (16.12)

Here λS and λL denote thermal conductivities of the
solid and liquid phases respectively, GS(h) and GL(h)
are the temperature gradients in the solid and liquid
phases at the crystallization front, h is a crystalliza-
tion front position, ζ denotes the latent melting heat of
a material unit volume, Vc is the crystallization rate. In
accordance with (16.10), we obtain a (16.1)-type equa-
tion for dh/dt

dh

dt
= V − ζ−1 [λLGL(h)−λSGS(h)] . (16.13)

The equation of (16.3)-type is

dh

dt
= ζ−1

n∑
k=1

[
λS

(
∂GS

∂Xk

)
−λL

(
∂GL

∂Xk

)]
δXk .

(16.14)

Now the functions GL(h) and GS(h) have to be found,
which can be done by solving the Stefans problem –
a nonstationary thermal conductivity problem with in-
terface boundary as a heat source.

16.2.5 SA in a System
with Two Degrees of Freedom

If only the crystal radius R and the crystallization front
position h are regarded as variable parameters, (16.11)
and (16.14) look like

dR

dt
= ARRδR + ARhδh , (16.15)

dh

dt
= AhRδR + Ahhδh , (16.16)

where the notations ARR = −V (∂α0/∂R); ARh =
−V (∂α0/∂h); AhR = ζ−1[λS(∂GS/∂R)−λL(∂GL/∂R)];
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Shaped Crystal Growth 16.3 SA and SCG by CZT 517

Ahh = ζ−1[λS(∂GS/∂h)−λL(∂GL/∂h)] have been used.
The solutions of the set (16.15), (16.16) are

δR = C1 exp(S1t)+C2 exp(S2t) , (16.17)

δh = C3 exp(S1t)+C4 exp(S2t) . (16.18)

Here S1 andS2 are the roots of the characteristic equa-
tion (16.4) that, for our case, reads

S2 − (ARR + Ahh) S + (ARR Ahh − ARh AhR) = 0 .

(16.19)

To estimate the stability of the set of equations (16.15)
and (16.16) there is no need to solve the equations them-
selves but the Routh–Gurvitz conditions [16.6] can be
used. For the set (16.15) and (16.16) to be stable, it is
necessary and sufficient that the coefficients satisfy the
inequalities

ARR + Ahh < 0 , (16.20)

ARR Ahh − ARh AhR > 0 . (16.21)

The stability types mentioned are rough in the sense that
the system stability remains unchanged within a wide
range of values of the coefficients Aik(i, k = R, h). If at
least one of the inequalities (16.20), (16.21) is replaced
by the equality, the roots of the characteristic equation

(16.19) are either imaginary or zero. In this case we can
not judge the system’s stability by its linear approxima-
tion, and the nonlinear model should be analyzed.

The coefficients ARR andAhh indicate direct corre-
lation between dR/dt and δR, as well as dh/dt and
δh, i. e., self-stability of the parameters. The coefficients
ARh and AhR represent the effect of the change in one
value on the rate of change of the other value, i. e., inter-
stability of the parameters. It can be concluded from the
analysis of (16.20) and (16.21) that the crystal growth
system is stable if

ARR < 0 , Ahh < 0 , ARh AhR < 0 , (16.22)

ARR < 0 , Ahh < 0 , ARh AhR > 0 ,

|ARR Ahh| > |ARh AhR| , (16.23)

ARR < 0 , Ahh > 0 , |ARR| > |Ahh|,
ARh AhR < 0 , |ARR Ahh| < |ARh AhR| , (16.24)

ARR > 0 , Ahh < 0 , |ARR| < |Ahh| ,

ARh AhR < 0 , |ARR Ahh| < |ARh AhR| . (16.25)

We can see, that negative values of ARR and Ahh co-
efficients to be, is a very important condition for the
crystal growth system stability. Below, we will use the
following terminology. There is a capillary stability in
the system if ARR < 0 and there is a heat stability if
Ahh < 0.

16.3 SA and SCG by CZT

16.3.1 Capillary Problem

A solution of the boundary capillary problem allows
finding coefficients ARR and ARh. In [16.6], the reader
can find the investigation of the problem in detail. Here
are the brief results. The problem includes (16.6) with
d = 0 and the two boundary conditions

dz

dr

∣∣∣∣
r=R

= − tan α0 , (16.26)

z|r→∞ = 0 . (16.27)

The boundary problems numerical solution is presented
on the Fig. 16.7 and

ARR > 0 ; ARR|r→∞ → 0 , (16.28)

AhR < 0 ; AhR|r→∞ → ≈ 4V . (16.29)

For the numerical calculation the dimensionality of Aik
is s−1; all angles have to be measured in radians, the
units of length is the capillary constant a and speed of
pulling is a/s.

16.3.2 Temperature Distribution
in the Crystal–Melt System

A solution of the boundary heat problem allows finding
Ahh and AhR coefficients. There exists a great number of
works dealing with calculation of the temperature fields
in the crystal–melt system. They form a group of the
Stefan problems in which a crystal–melt boundary is
a heat source. However, owing to the variety of growth
schemes and presence of a great number of factors that
are to be taken into account for the thermal conductivity
problems, for instance, complex temperature depen-
dence of the thermophysical characteristics of various
matters as well as convective flows in melts, a com-
plete mathematical description of heat patterns during
crystal growth is very difficult. Obtaining the solution
in its analytical form is usually achieved by significant
simplifications. With this end in view, the following
equation from [16.26] allowing simple analytical solu-
tions will be used to analyze the heat conditions in the
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Fig. 16.7a,b For CZT (a) ∂α0/∂R and (b) ∂α0/∂h versus
crystal radius for various values of the growth angle ψ0:
(1) 15◦; (2) 5◦; (3) 0◦; (4) 10◦; (5) 20◦; (6) 30◦; (7) 40◦.
Capillary constant a is used as a unit of all dimensions

crystallization process

k−1
i

∂Ti

∂t
= d2Ti

dz2 − Vk−1
i

dTi

dz
−μiλ

−1
i F (Ti − Te) .

(16.30)

Here i = L, S (i = L for a liquid, i = S for a solid body),
Ti denotes the temperature, ki is the thermal diffusivity
coefficient, z is the vertical coordinate, μi denotes the
coefficient of heat-exchange with the environment, F
denotes the crystal (meniscus) cross section perimeter-
to-its area ratio, Te is the environment temperature, λi is
the thermal conductivity coefficient.

There are few peculiarities for the use of (16.30):

1. It describes the temperature distribution of the
crystal–melt system in a one-dimensional approxi-

mation that means that the temperature in the crystal
(meniscus) cross section is averaged and isotherms
are flat.

2. The heat exchange with the environment is allowed
for not in the form of the boundary condition but by
introducing heat run-offs on the lateral surface in the
form of an additional term in the equation.

3. It gives a good description of real temperature distri-
bution for small Biot numbers (Bi = μi Rλ−1

i � 1)
– this can be observed during growth of small diam-
eter or thickness wall crystals, for low coefficients
of convective heat transfer from the crystal (melt)
surface, and high thermal conductivities.

4. Heat exchange is allowed for by the Newton law
that means the convective heat exchange is much
higher than the heat losses caused by radiation (the
heat losses caused by free convection are compara-
ble with the heat losses caused by radiation at the
surface temperatures of ≈ 1000 ◦C and even higher
in case specimen surface blowing is provided).

5. The equation is not available for vacuum pulled
refractory materials and this for the radiation heat-
exchange, the Stefan–Boltzmann law should be
necessarily allowed for which leads to considerable
nonlinearity of the problem; in this case a lineariza-
tion of the crystal–surface radiation law described
in [16.6] can be applied that allows (16.30) to be
used up to temperatures of 2000 ◦C.

In Sect. 16.2.1 we discussed a possibility to use
a quasi stationary approximation, according to which
temperature distribution in the crystal–melt system at
any moment of time satisfies the stationary thermal con-
ductivity equation with instantaneous values of all the
process parameters. For this approximation to be ap-
plied, the time of crystallization front relaxation to the
stationary state should be significantly longer than the
characteristic time of temperature relaxation. As a rule,
this condition is satisfied [16.6]. So, we can use (16.30)
with left part set to zero for the calculation of GS
and GL.

As an example of Ahh and AhR calculation, we con-
sider a growth of a long crystal (the limiting case is
a continuous pulling), with good thermal screening of
the melt column provided. So, we use (16.30) with zero
left part for crystal as well as for the melt meniscus
with μL = 0. Boundary conditions of the problem are
the following:

1. The melt temperature at the bottom of the liquid col-
umn at the level of the melt free surface is fixed:
TL|z=0 = Tm.
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Shaped Crystal Growth 16.4 SA and SCG by VT 519

2. The crystallization-front temperature is equal to the
melting temperature T0: TL|z=h = TS|z=h = T0.

3. The temperature of the crystal end is equal to the
environment temperature: TS|z→∞ = Te.

The solution of (16.30) with these boundary condi-
tions [16.6] allows obtaining Ahh and AhR

Ahh = −ζ−1λLh−2 (Tm − T0) , (16.31)

AhR = ζ−1μs R−2ς−1
S (T0 − Te) ; (16.32)

where

ςs =
(

1
4 V 2k−2

S +2μsλ
−1
S R−1

)1/2
.

So, on the basis of the capillary and heat bound-
ary problems solution, the signs and the values of CZT
growth stability coefficients are found. The signs are
ARR > 0; ARh < 0; AhR > 0; Ahh < 0, if the melt is
superheated (Tm > T0).

16.3.3 SA and Crystal Growth

It can be concluded that:

1. The capillary stability is absent for all diameters of
crystal.

2. Heat stability can be realized.

3. It is a chance to satisfy conditions (16.25) and to
have the crystal growth stable if the following two
inequalities can be fulfilled.
∣∣∣∣∂α0

∂R

∣∣∣∣ < λLV−1ζ−1h−2 (Tm − T0) , (16.33)

∣∣∣∣∂α0

∂R

∣∣∣∣ <

∣∣∣∣∂α0

∂h

∣∣∣∣ h2μs R−2λ−1
L ς−1

S

× (T0 − Te) (Tm − T0)
−1 . (16.34)

Practically it means that a constant cross section crys-
tal can be grown if the diameter of crystal is bigger than
a melt capillary constant and the melt is superheated. If
a crystal has a smaller diameter, superheating has to be
high as well as a special combination of a process crys-
tal growth parameters given the inequalities (16.33) and
(16.34) has to be realized. Our experience of CZT crys-
tal growth without a special diameter regulation as well
as the growth of cylindrical crystals of silver [16.27]
and of big diameter silicon tubes [16.28] confirms the
conclusions of this paragraph. It has to be mentioned
a necessity of very good stabilization of the pulling
speed: it was shown [16.29] even a stable system can
not compensate a sudden speed change and as a result
there is a pinch formation.

16.4 SA and SCG by VT

At the beginning of seventies, our attention in some
experiments was turned to the fact that growth of corun-
dum crystals of small diameters ≈ 5 mm (they are
grown especially as seed crystals) was easy. Practically
the growth regime required no correction by an oper-
ator. The crystals had smooth surfaces and cylindrical
shapes. This stimulated our works on the VT dynamic
stability investigation. As was mentioned above, the
analysis had been carried out with 3 degrees of free-
dom for cylindrical crystals (Fig. 16.2) and with 4 ones
for tubular ones. The limited volume of the chapter does
not allow us to give further details about the theoretical
model. The reader can find them in [16.6, 15, 30–32].
Let us notice some peculiarities of the problem formu-
lation for VT and the main conclusions. First of all, the
mass balance condition in a system including a charge
feeder, a melt layer, and a crystal has been used as
a third equation for the set (16.2). Second peculiarity
concerned with a heat problem formulation. As a rule,
when formulating the heat problem for crystal growth

from melts, the melt temperature has been specified
as the boundary condition (Sect. 16.3.2). This bound-
ary condition for the VT does not correspond to the real
situation. Crystal displacement in the furnace muffle re-
sults in melt-temperature change on its surface. This is
a reason why the heat conditions of the technique un-
der consideration will be allowed for by specifying the
density Q of the heat flow fed from the burner onto the
surface of the melted layer. With the gas flow specified,
the density of the heat flow Q depends on the distance
between the burner and the level of the melt surface
Q(l). The function Q(l) is determined by the burner
design and the gas debit.

16.4.1 Practical Results
of the Theoretic Analysis

Round Cylindrical Crystals
For the process to be stable the following three condi-
tions have to be fulfilled:
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520 Part B Crystal Growth from Melt Techniques

1. The diameter of crystal 2R has to be small (R < a).
We can see that the situation is the opposite one to
the CZT.

2. Change in the heat flow density Q(l) along the fur-
nace muffle in the vicinity of the growth zone at
the distance of an order of R should not exceed the
crystallization heat.

3. The heat flow density value Q(l) in the vicinity
of growth zone has to be decreased if the dis-
tance between the melt surface and the burner l1 is
increased.

The result of the theoretical investigation explains
why growth of corundum crystals of small diameters
(≈ 5 mm) is easy. They grow in the dynamically stable
regime; it means that there are internal mechanisms for
dissipation of perturbations. With respect to our termi-
nology, the capillary stability exists for R < a (for the
sapphire melt a = 6 mm).

In spite of the capillary stable growth is impos-
sible for the cylindrical round sapphire crystals with
the diameters more than 12 mm, the theoretical model
allows a minimizing of the crystallization process per-
turbations while growing big diameter crystals. For this,
the previous two conditions have to be fulfilled (ev-
idently, without the crystal dimension limitation) and
also:

• The temperature of a muffle wall has to be in-
creased.• The irregularity of the density distribution of the
charge flow falling on the melted layer has to be
decreased.

Fig. 16.8 Corundum cylindrical crystals grown by VT in
optimized (two right ones) and nonoptimized (two left
ones) regimes

These requirements of the crystallization conditions
(we classify them as optimized) are in good agree-
ment with our experimental results [16.15, 30–32]. In
the experiments such hydrogen- and oxygen-flow deb-
its in a three-channel burner had set that a crystal grown
closer to the burner had a larger diameter. This condi-
tion corresponds to the heat-flow density increase when
approaching the burner. Preheating the gas before feed-
ing it into the burner and increasing the furnace muffle
temperature were also used. As a rule, no parameter
control to maintain constant cross section of the crystal
was required. Crystals, grown under these conditions,
exhibited a smoother surface and improved optical and
structural characteristics. In the Fig. 16.8, corundum
crystals of 40 mm diameter, grown in 1972 without any
automatic control by the author of this chapter with col-
laborators from the Leningrad State Optical Institute,
are presented.

Tube Shaped Crystals
The theoretical analysis states: Crystallization of tubes
of arbitrary outer diameters is stable if the tube wall
thickness is smaller than some critical thickness. This
thickness is smaller than the capillary constant a and
depends both on the heat conditions of the process and
on the outer diameter of the tube. It increases with the
outer diameter increase. In our experiments [16.6, 32]
tubes with an outer diameter of 16–25 mm with walls
3–4 mm thick were grown (Fig. 16.9). A crystallization
apparatus fitted with a four-channel burner providing
charge supply via the central and periphery channels
was used. It was experimentally stated the optimal gas
distribution in the burner channels: oxygen-hydrogen-
oxygen-hydrogen. Crystal growth was initiated from

Fig. 16.9 Six corundum single crystals (five tubes and one
cylindrical crystal) grown by VT in the same regime
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a seed 3–4 mm in diameter. Firstly, a seed cone was
grown. The cone was widened by feeding the charge
through the central channel, the periphery oxygen flow
rate being increased. As soon as the crystal diam-
eter reached the specified value 20–22 mm the charge
was fed through the periphery channel. A little later
(10–15 min) charge supply from the central tank was
cut off and within 30–60 min the rate of the central oxy-
gen flow was reduced. This growth regime has provided
smooth transition from a solid crystal to a tube. The
sink rate was smoothly increased. After that the pro-
cess of stationary growth went on. Tubes up to 120 mm
in length were grown. Usually no parameter control to
maintain constant cross section of the tube was required,
i. e., stable growth conditions the existence of which
had been theoretically predicted could be attained. Fig-
ure 16.9 shows some of the tubes grown in 1981 by
the authors of this chapter with collaborators from the
Solid State Institute of the Russian Academy of Science.
Three of the tubes are cut (one of them along the axe,
and two ones obliquely) to show the tube walls. For the
comparison, a cylindrical crystal of the same diameter,
grown in the same furnace, is shown on the figure. The
irregular crystal shape indicates that for it this regime is
not optimal from the point of view of stability that is not
at variance with our theoretical prediction.

Plate Shaped Crystals
The theoretical results are applicable for the growth of
plate shaped crystals: The crystal plates of less than
two capillary constants thick (12 mm for sapphire) have
to grow stably. Information of corundum crystal plate
growth by VT can be found in our review [16.8].

16.4.2 SA-Based
Automation of VT

As was shown above, when passing to crystals with
diameters exceeding the two capillary constants crys-
tallization stability is lost. Practically it means that the
crystallization front position and crystal dimensions are
changed during the crystal growth process. In this case,
an operator controls the parameters by changing the
gas debit, charge feed and crystal sinking rate using
his experience and intuition. Automatic system of con-
trol provides better result. When developing systems of
growing crystal automatic diameters control, a problem
of the laws of automatic control of the process parame-
ters under some changes in crystal dimensions arises.
Up to publication of our paper [16.33] the required
laws of parameters control were defined from the re-

sults of empirical search. In [16.33] it was shown that
the laws can be performed on the basis of the crystal
growth stability analysis. In this instance the control-
lable parameters side by side with the crystal diameter,
the liquid–gas interface position and the melt meniscus
height can be required as the degrees-of-freedom of the
crystal growth process. For VT the density of the heat
flow from the burner Q, (it is regulated by the chang-
ing of the gases debit P), the rate of crystal sinking V
and the powder charge flow rate Ω can be used as con-
trollable parameters. Usually, P as well as Ω is used as
controllable parameters on the stage of crystal widen-
ing. But after the crystal has already widened from the
seed dimension up to the desired diameter, the control
is provided by Ω regulation. In our approach Ω has
to be regarded as an additional 4th degree-of-freedom
for the cylindrical crystal. But coefficients of the linear
equation for W are unknown. They have to be found
from the necessary and sufficient conditions of the set
of 4 equations stability of (16.3)-type. The problem can
have several solutions. Each of them can be used as the
regulation law in the control system. In this case our
system of crystal growth including the regulator has to
be stable. In [16.33] three different Ω change laws, al-
lowed stable growth, were found. Fig. 16.10 illustrates
corundum crystals grown with one of the stable laws
of Ω regulation and the proportional one. The crys-
tals were grown in 1979 by the author of this chapter
with collaborators from the Institutes of Crystallogra-

a

b

Fig. 16.10 Corundum crystals grown by VT using stable
(a) and unstable (b) laws of powder charge control
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phy and Solid State Physics of the Russian Academy
of Science. A standard industrial Verneuil furnace was
used for the experiments. A comparison of crystals from
Figs. 16.8 and 16.10 shows that a design of the fur-

nace corresponding optimized, from the point of view
of stability, growth conditions can provide the same (or
even better) crystal quality as using of automatic system
control.

16.5 SA and SCG by FZT

The FZT has been widely used for different mater-
ials crystal growth, especially: semiconductors (RF
heating), high-melting metals and dielectrics (electron
beam, plasma or laser heating). There are a lot of pub-
lications concerning a FZT theoretical study but only
two aspects have been the investigation topics: a static
meniscus stability, melt flows included, and impurity
segregation. Only few papers have been devoted the
dynamic stability analysis. Reference [16.18] has been
the first of them. However, this analysis has not been
completed as a heat conditions of crystallization have
not been taken into account and a capillary part of
the problem has been violently simplified. As a result,
in [16.18] a capillary stability proved to exist in all ver-
sions of FZT. Our analysis based on the Lyapunovs
theory [16.34, 35] is more common and includes the
following main points:

1. Min n = 4 were chosen (Fig. 16.3).
2. The crystal up pulling as well as down lowering with

different diameters ratio of the growing crystal and
the rod to be melted were analyzed.

3. Equation (16.11) for ∂R/∂t was obtained as a result
of the capillary boundary problem with the bound-
ary condition of the angle growth certainty on the
crystallization front.

4. It has been shown the boundary condition of the
angle certainty is not available for the melting
front [16.6, 36].

5. The equation for dW/dt was obtained from the
mass balance of melted and crystallized substances.

6. Equation (16.14) for dhc/dt was obtained as a re-
sult of the solution of (16.30) near the crystallization
front as well as for dhm/dt near the melting front.

The analysis of the result is rather complicated
because four Routh–Gurvitz inequalities have to be si-
multaneously satisfied. Here are the main conclusions:

1. The capillary stability exists (ARR < 0) for big
growing crystal and melted rod diameters (R > a,
r0 > a) with all ratios of them (R/r0).

2. For small (R < a, r0 < a) crystal and rod diameters,
ARR < 0 if R > Rmin ≈ 1

2r0.
3. The biggest negative value of ARR coefficient corre-

sponds to R = r0.
4. The capillary stability exists for both direction of

growth (up or down) but down lowering is the
preferable one.

As for practical using of FZT for shaped crystal
growth, besides widely spreaded round shape rode, the
ribbon-to-ribbon (RTR) technique [16.37] has to be
mentioned. A ribbon was used for a feeding as well
as a ribbon crystal was grown. RTR achieved silicon
ribbons for a solar cells application of a width 75 mm,
a thickness 0.1 mm, and a 3–9 cm/min growth rate with
laser heating being used.

16.6 TPS Capillary Shaping

While analyzing stability of TPS as a system with two
degrees of freedom, the equations (16.15)–(16.25) have
to be used. Therefore, we can proceed to the analysis of
the melt-column shaping conditions in TPS.

16.6.1 Capillary Boundary Problem

For axisymmetrical case, the Laplace capillary equa-
tions (16.6)–(16.8) will be used in our analysis. As was
mentioned above, each equation is a second order differ-

ential one and a boundary problem for a melt meniscus
shape calculation strictly requires assignment of two
boundary conditions. The first of them is (16.26), com-
mon for all CST but the second one is determined by
the structural features of each specific TPS. A shaper is
used for melt-column shaping in TPS (Fig. 16.4). The
functions of the shaper in TPS are wide and we will
discuss all of them later. At the moment, we character-
ize the shaper as a device to control the melt-column
shape only. This problem is a fundamental one for
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a shaped crystal growth by TPS and we will discuss it
in detail. In a mathematical description of the problem,
a shaper function is to determine the meniscus shape by
means of fixation of a capillary problem second bound-
ary condition. For the first time, the characterization of
shapers from this point of view was accomplished by
us in 1967 [16.38, 39]. In the most cases, the shaper
(Fig. 16.4) is characterized by its wall or free edge cur-
vature radius r0 in the horizontal plane, the angle β

made by its wall with the horizontal. The wetting an-
gle Θ formed by the melt and the shaper surface, is
a very important shaper characteristic. If this angle ex-
ceeds 90◦, the shaper material is not wetted by the
melt (Fig. 16.4a,b,g–j); if it is smaller, the melt wets
the shaper material (Fig. 16.4c–f). Shaping is accom-
plished either on the surfaces (Fig. 16.4a,c,g–i) or on
the sharp edges (Fig. 16.4b,d–f,j) of the shaper. It cor-
responds to the following boundary conditions of the
capillary boundary problem:

Catching Boundary Condition
In case the shaper material is wetted by the melt, the
melt is easily caught by its sharp edge. This boundary
condition will be termed the catching condition. There
is a possibility of providing the catching conditions at
nonwettable shaper free-edges which will be discussed
below. The catching condition means that a counter line
on the meniscus surface is fixed by the edge of the
shaper, i. e., it coincides with the edge counter of the
shaper. It does not matter if the edge counter is inter-
nal (Fig. 16.4d,j) or external (Fig. 16.4e,f), if the pulling
up (Fig. 16.4d,e) or down lowering (Fig. 16.4f,j) is used
for the shape crystal growth. The catching condition
has the following mathematical form in the cylindrical
coordinate system

z|G = d(r, φ) . (16.35)

Here G is the counter of the shaper edge, d is the dis-
tance from the shaper edge to the coordinate plane.
In case the shaper is flat and is positioned parallel to
the melt plane, d = const. For axisymmetric flat shaper
edges the condition (16.35) has the following form

z|r=r0 = const. = d , (16.36)

where r0 is a shaper edge counter radius. If the coor-
dinate plane coincides with the free level of the melt,
d represents the pressure of feeding the melt to the
shaper. In this case, the pressure is included in the
boundary condition and in the Laplace capillary equa-
tion, const. = 0. If the coordinate plane coincides with
the shaper edge plane (Fig. 16.4b,d–f,j) the right part of

(16.36) is equal zero and the pressure d is included in
the Laplace capillary equation (16.5–16.8) as a parame-
ter (const. = d). The pressure being positive, the shaper
edges are positioned below the melt free-surface level
and vice versa.

Angle Fixation Boundary Condition
(the Wetting Condition)

If the melt has a contact with the shaper surface,
it makes the wetting angle, Θ with the shaper sur-
faces (Fig. 16.4a,c,g–i). This boundary condition will be
termed the angle fixation condition or wetting condi-
tion. It can be realized for nonwettable shaper material
(Fig. 16.4a,g–i) as well as for wettable one (Fig. 16.4c),
for pulling up (Fig. 16.4a,c,h,i) as well as for lowering
down (Fig. 16.4g) shaped crystal growth. The condi-
tion means that shaper walls fix the meniscus angle on
a counter C belonging to the shaper surface by forming
the angle of wetting. The condition has the following
forms:

In common case, where n denotes the direction of
the normal towards the shaper wall, C is a counter of
the contact of the meniscus with the shaper walls

[
1+

(
∂z

∂x

)2

+
(

∂z

∂y

)2
]−1/2

∂z

∂n

∣∣∣∣
C

= − cos Θ .

(16.37)

The shapers of complicated surfaces (Fig. 16.4a,c) can
illustrate this condition although in the figure they rep-
resent a particular case of the cylindrical symmetry
system (z, r coordinates) whereas, for the common case,
the use of x, y, z coordinate system is necessary.

For an axisymmetrical problem (a rod, a tube) on
the vertical shaper walls (Fig. 16.4h)

dz

dr

∣∣∣∣
r=r0

= tan
(
Θ − π

2

) = − tan α1 . (16.38)

For circular cone shaper walls formed the angle β

with the horizontal (Fig. 16.4i)

dz

dr

∣∣∣∣
r=r1−z cot β

= tan
(
Θ +β − π

2

)
= − tan α1 .

(16.39)

Wetting-to-Catching Condition Transition
With the melt pressure increasing, the catching bound-
ary condition at the nonwettable shaper free-edges can
be obtained. Figure 16.11a illustrates this transition with
the pressure to be increased by gradual shaper immers-
ing into the melt. The diagram is based on [16.40]
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Fig. 16.11a,b Transition of the shaper lower free-edge
catching boundary condition (meniscus A) to the wetting
condition (menisci B, C, D) and further to the shaper upper
free-edge catching condition (menisci E, F); (a) pressure
changes (the horizontal lines denote successive positions
of the liquid free surface); (b) the seed–shaper dimension
ratio changes; χ is the angle between the line tangent
to the melt surface and the shaper wall, θ is the wetting
angle

describing the particle buoyancy conditions for the
flotation processes. A nonwettable shaper, with a hole
of d0 depth, possessing vertical walls is considered.
The angle χ between the line tangent to the liquid sur-
face and the shaper wall is introduced. Let us analyze
a number of shaper successive positions. Position A:
The shaper touches the melt with its lower plane. The
lower-plane immersion depth is equal to zero. The line

tangent to the liquid surface coincides with the liquid
surface. Angle χ is π

2 . The catching condition holds
at the lower free edge of the shaper. With the shaper
being immersed into the liquid, the angle χ increases,
and when the shaper lower plane reaches some depth
d1, (position B) the angle χ will be equal to the wet-
ting angle Θ, (within the immersion depth range from
0 to d1 the catching condition holds at the lower free
edge). With further shaper immersing into the liquid,
χ remains equal to the wetting angle Θ. The liquid–
shaper wall contact line goes up by the value of L1, the
shaper immersion depth, the distance between this line
and the free surface level remaining equal to d1 (po-
sition C). As soon as the immersion depth is equal to
d0 + d1, the liquid–shaper contact line coincides with
the shaper sharp edge (position D), and with further
pressure increase, the catching condition at the shaper
upper free edge holds (position E). In this case the an-
gle χ will increase until the wetting angle Θ is formed
by the liquid and the shaper surface [16.40]. For the hor-
izontal shaper surface χ = π

2 +Θ (position F). Further
increase in pressure is impossible as it will lead to li-
quid spreading over the shaper surface and the shaper
will not operate properly. But if shaper’s free edges are
sharp, pressure increase is possible (Fig. 16.4b) up to
the loss of the meniscus’ static stability.

The presence of a seed or a profile being pulled
considerable changes into the conditions of the transi-
tion described. It means that the condition at the upper
boundary (along the crystal–melt contact line) can af-
fect the character of the condition at the lower boundary
(along the melt–shaper contact line). The diagram, that
will be proved when solving the boundary problem, is
given in Fig. 16.11b. By changing the seed-to-shaper
hole dimension ratio alone, the catching boundary con-
dition at the lower free edge (menisci A, B), the wetting
condition on the shaper walls (menisci C, D), the catch-
ing boundary condition at the upper free edge (menisci
E, F) can be achieved. The very important conclusion
is the following: the wetting boundary condition means
the angle χ is fixed but the counter of the meniscus with
the shaper contact is movable. Its position on the shaper
walls depends on the melt pressure and the crystal–
shaper dimensions ratio.

Certainly, we could change a melt pressure by any
other way as well as a growth direction doesnot matter.
For instance, by changing a melt pressure or the crystal–
shaper edge dimensions ratio, it is possible to realize the
scheme of either Fig. 16.4g or j.

A comparison of Fig. 16.11a and b diagrams shows
that there are two very different situations: before seed-
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Shaped Crystal Growth 16.6 TPS Capillary Shaping 525

ing and after seeding (during pulling). In the second
case, even for non wettable shaper walls, the meniscus,
changing its curvature with forming a negative pressure
inside, raises the melt above the shaper edge, up to the
crystallization front (the same situation exists in CZT).

Hereafter it will be shown that the catching bound-
ary condition usually leads to more capillary stability of
the process, therefore, the ways of achieving the catch-
ing condition at the shaper free edges in TPS should
be specified: Firstly, a melt-wettable material should be
used for the shaper, and the latter should be designed
in such a way that the melt could raise up to the shaper
free-edges due to capillary forces (Fig. 16.4d–f). Sec-
ondly, for melt-nonwettable materials, the melt column
should be embraced from outside, providing additional
pressure on the liquid to make the melt–shaper contact
point touch the shaper sharp edge (Fig. 16.4b,j). Thirdly,
for poorly wettable shaper materials, the crystal–shaper
dimensions ratio should be used in order that it could
ensure melt column contact with the shaper sharp edges,
compare Fig. 16.4g and j.

Influence of the Wetting-Angle Hysteresis
on Capillary Boundary Conditions

While analyzing all the capillary effects, the existence
of wetting-angle hysteresis should be taken into con-
sideration. The wetting angle hysteresis reveals itself in
the fact [16.40] that the wetting angle of liquid run on
a solid body is larger than that of liquid run off a solid
body. This means that the stationary wetting angle de-
pends upon the process of meniscus formation (on-run
or off-run). This results, for example, in the fact that
a higher pressure is to be applied to create the catch-
ing condition at the shaper free edge than that required
to keep it unchanged. In case the catching condition
is created by the seed, this condition can remain un-
changed in the process of growth, with the clearance
between the shaper free edge and the growing crystal
changing.

A Comparison of the Catching Boundary
Condition and the Angle Fixation One

The comparison can be done on the basis of the previ-
ous description of transition one to another. It exhibits
a big difference of these two boundary conditions: The
catching one fixes a coordinate of the meniscus end
counter but an angle of the inclination of the menis-
cus is not fixed. The wetting one fixes an angle of
inclination of the meniscus end counter but not a coordi-
nate. In this case the meniscus is movable (Fig. 16.11b).
Its position on the shaper wall depends on the second

boundary condition (a seed or growing crystal presence
as well as a growing crystal dimension and a growth
angle) and can be found as a result of the capillary
boundary problem solution. So, for capillary shaping by
walls, a shaper has to be designed taking account for
this phenomena as well as the angle-wetting hystere-
sis. We carefully explain this difference because there
is a big misunderstanding of this key problem for capil-
lary shaping. Let us analyze some of wrong approaches.
For the boundary capillary problem solution, Stepanov
et al. [16.41] use the idea of Tsivinskii from [16.42],
where, for the axisymmetrical meniscus described the
Laplace equation (16.5), it was suggested to replace
1/R2 (Fig. 16.1) by a linear function of the vertical co-
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Fig. 16.12a,b Arrangement for producing a crystal with
cross section of arbitrary form. Melt column parameters:
y0 represents the melt column height, α is the inclination of
the profile curve tangent to the x axis (α0 at y = 0 and α01

at y = y0), and R1 is the radius of curvature of the melt col-
umn surface, lying in a plane perpendicular to the tangent
(R0 at y = 0 and R01 at y = y0) (after [16.41])
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ordinate. There are, as minimum, four mistakes in this
approach (Fig. 16.12):

1. The axisymmetrical meniscus is applied for the
growth of arbitrary cross section crystals

2. A priori, we need to know if the meniscus is con-
cave, convex or concave–convex

3. A priori, for concave–convex meniscus, we need to
know the coordinates of the inflection point

4. We need to know y0, α0, and α01.

The fourth mistake is the worst. Indeed, the fixa-
tion of these parameters means that we need to use
three boundary conditions for the second order differ-
ential equation: a fixation of the angle growth on the
crystal–melt boundary and the catching as well as the
wetting boundary conditions on the shaper. But it is
nonsense. Authors of this approach had published a lot
of papers including cumbersome formulas that never
have been used or verified. The main argument of the
authors: this approach is applied for CZT – there are
a lot of experimental evidences of it. But it is clear,
why the approach works for CZT. The second boundary
condition for CZT (16.27) confirms the vertical coordi-
nate strives for the zero on the infinity. Automatically it
means that the first derivative also strives for the zero
on the infinity. So, this is the well known in mathemat-
ics peculiarity of the boundary condition on the infinity
and, as a result, we have three boundary conditions. For
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Fig. 16.13 Mid-range Bo. Profile curves z(r), starting from surfaces
of toruses (b–d) of different radius rS and from a sharp edge of the
shaper (a) (after [16.23])

the first time we had explained nonapplicability of this
approach to the TPS in [16.43] (1969) and later in our
reviews [16.5, 6, 9]. But many journals have continued
publishing including Pet’kov and Red’kin paper [16.44]
concerned with the investigation of the shaped growth
dynamic stability. In our paper [16.45] we once more
explained nonapplicability of this approach.

More Precise Definition
of the Catching Boundary Condition

Nevertheless, we understood that there is a weak point
in our approach: From the formal point of view we
are right – mathematical formulation of the problem
requires two boundary conditions. But from the phys-
ical point of view a melt has to form a wetting angle
with a shaper surface. This discrepancy was explained
in [16.23]. The paper contents well-grounded mathe-
matical proof but here we only illustrate the main idea.
Figure 16.13 presents one specific case: the growth
of round cylindrical crystal with respect to scheme
Fig. 16.4d. The shaper edges are replaced by circular
coaxial tours of four different curvature radiuses rS
(the last rS → 0). The example corresponds to middle-
range bond numbers Bo ≈ 1. The shaper radius r0 = 1.
The unit of lengths measurement is the capillary con-
stant a which is equal for silicon 7.6 mm, for sapphire
6 mm, for germanium 4.8 mm, for indium antimonide
3.7 mm [16.6]. It means that for silicon the diameter of
the shaper edges circle is 15.2 mm, for sapphire 12 mm.
The origin of the z-coordinate is located on the melt
free surface. The negative melt pressure d = −1, e.g. the
melt free surface is located on the distance a lower than
the shaper edge (Fig. 16.4). Three set of profile curves
(a profile curve is a section of the meniscus by the figure
plane) are presented on the Fig. 16.13. Each set consists
of four profile curves and is characterized by the same
value of the angle αd-meniscus inclination angle with
respect to positive r-direction at the point of the con-
tact with the shaper. The lower end of each profile curve
is located on the surface of a torus and forms the wet-
ting angle Θ = 10◦ with the surface of the torus. The
each torus corresponds to the shaper edge of a different
radius of curvature rS: rS = 0.09 (0.68 mm for Si) for
the all three profile curves of set d, rS = 0.06 (0.46 mm
for Si) for the curves c, rS = 0.03 (0.23 mm for Si) for
curves b, rS → 0 for curves a. The upper end of each
profile curve forms the angle 10◦ with the vertical. It
corresponds to crystal growth of the respective dimen-
sion with the growth angle ψ0 = 10◦: R ≈ 0.45 (the
crystal of 7 mm diameter for Si) for set 1, R ≈ 0.7 (the
crystal of 10.6 mm diameter for Si) for set 2, R ≈ 0.9
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(the crystal of 16 mm diameter for Si) for set 3. The
crystallization front is located on the height (from the
plane of the shaper edges) 0.20 (1.5 mm for Si) for sets 1
and 3, 0.30 (2.2 mm for Si) for set 2.

So, on the microlevel, the melt forms the wetting
angle with the torus surfaces and we have a normal
physical wetting condition. If the crystal changes its di-
mension the contact point also changes its position on
the torus surface but, in any case, its position will be in
the vicinity (torus radius rS) of the point A. With the
rS decreasing, a location of the lower end of the profile
curve is more definite near the point A with the coor-
dinates (r0 = 1, z = 1). If the torus radius is infinitely
small we have, in macroscopic sense, the catching of
the meniscus on the sharp shaper edge (in point A).
So, the catching condition is just a useful mathemati-
cal approach to satisfy a capillary boundary problem.
From the physical point of view it defines a wetting
boundary condition on the sharp edges of the shaper.
It seems, everything is clear. But in spite of the publica-
tion of our papers [16.23,45], the history of application
of the approach from [16.42] to TPS has not been fin-
ished [16.46].

Capillary Boundary Problem Solution
The solution of the problem we are dividing on three
parts with respect to the Bond numbers Bo: large,
middle-range and small ones. For large and small Bo,
the Laplace equation has the forms (16.7) and (16.8), re-
spectively. A solution of the boundary problems for both
of them can be obtained in analytical form (sometimes
with the using of special functions). For a middle-range
Bo a numerical solution is needed. A comparison of
the analytical and numerical solutions shows that, with
a sufficient accuracy for practice, we can use:

1. The large Bo approximation for the growth of cylin-
drical round rods or tubes of 10a minimal diameter
(remind that for the silicon it corresponds 76 mm,
for the sapphire 60 mm)

2. The small Bo approximation for the growth of cylin-
drical round rods or tubes of a maximal diameter
(remind that for the silicon it corresponds 7.6 mm,
for the sapphire 6 mm) on the Earth surface as well
as for the very big diameters crystals growth under
microgravity conditions

A solution of a boundary capillary problem allows
to obtaining very interesting information concerning
a capillary shaping as a function of a shaper design, melt
pressure, wetting angle. The information can include:

1. A shape of meniscus-conditions of existence of con-
cave, convex and convexo–concave ones

2. A range of parameters for existence of catching and
wetting boundary conditions

3. Design of a shaper and a range of parameters for ex-
istence of a meniscus with the definite growth angle
ψ0

4. The same with the fixed crystallization front posi-
tion

5. Signs and values ARR and ARh coefficients [16.6,
23, 24, 47].

Here are few examples of this kind.
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Fig. 16.14a,b Large Bo: (a) Wetting boundary condition
(θ = 135◦); convex–concave (3–7) and concave (8–12)
profile curves z(r); boundary 1 (ψ0 = 0) and 2 (ψ0 = 15◦)
curves h(R); (b) transition from the wetting boundary con-
dition (3–6) to the catching condition (7–9) by changing
the shaper design
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528 Part B Crystal Growth from Melt Techniques

Large Bo: Let us formulate the following crystal
growth conditions (Fig. 16.14) which corresponds to the
scheme Fig. 16.4h [16.6,47]: To the right, where r = r0,
the non wetted shaper wall is located. The line tangent
to the melt surface in the melt–shaper contact point
makes the wetting angle Θ with the shaper wall. Let
us introduce the angle α1 = Θ − π

2 . To the left, where
r = R, the edge of a melt-growing flat crystalline tape
or that of a circular cylindrical crystal of a large diam-
eter is situated. Let the angle α0 (Fig. 16.6a), made by
the line tangent to the melt surface at the melt–crystal
growing contact point and the negative direction of the
r-axis, be specified (while growing crystals of con-
stant cross sections, the angle α0 = 1/2π −ψ0 is the
complement of the growth angle ψ0). Let l0 denotes
the clearance between the crystal edge and the shaper:
l0 = r0 − R. Let us consider what process parameter
data can be obtained with such problem formulation.
According to our terminology, we have the angle-
fixation boundary conditions (or wetting conditions) on
both the ends of the r-variation interval: the equation
(16.7), boundary conditions (16.26) and (16.38). The
analytical solution of the problem was obtained in the
Legendre elliptical functions (e.g. [16.6]) and is pre-
sented on the Fig. 16.14a for the following parameter
values: Θ = 135◦ (α1 = 45◦), ψ0 = 15◦ (α0 = 75◦) and
ψ0 = 0 (α0 = 90◦). The origin of the z-coordinate coin-
cides with the free melt surface. The profile curves 3–12
are the sections of the melt meniscus by the diagram
plane. Each profile curve corresponds to the definite
distance l0 between the growing crystal and the shaper
wall. The edges of the crystals are located on the one
of two boundary curves h(R) corresponding two differ-
ent growth angles: (1) for ψ0 = 0 and (2) for ψ0 = 15◦.
Based on this boundary problem solution, the following
conformities can be established:

1. With the angle fixation boundary condition satis-
fied at both the ends of the l0-variation interval, the
vertical coordinates of the liquid–solid phase con-
tact points with respect to the melt free surface are
not fixed but depend on the relation between the
angles at both the ends of the interval and on the
value of the clearance between the shaper and the
crystal being pulled. It is a confirmation the scheme
Fig. 16.11b.

2. There exists some minimum value m of the clear-
ance between the shaper and the crystal being pulled
(for our parameter values it is equal approximately
to one capillary constant a) when the meniscus lies
both above and below the melt free surface. When

this gap is smaller than m, the point of the meniscus
contact with the shaper wall is located higher of the
melt free surface.

3. The meniscus part, located below the melt surface
is convex, the meniscus part, located above the melt
surface is concave.

4. A higher crystallization front position corresponds
to a smaller growth angle.

5. For the crystal–shaper gap being more than capillary
constant a the crystallization front height doesnot
exceed capillary constant. For smaller gaps, the
crystallization front height can be infinitely tall.

6. Any change in the melt level during pulling will
produce the following effect on the crystal dimen-
sions: with the level decreasing, the tape thickness
(or the rod diameter) can be kept unchanged only in
case the crystallization front is lowered by the same
value. With the crystallization front position kept
unchanged, the tape thickness or the crystal diam-
eter will decrease with the melt lowering and vice
versa. It means that the melt level can be qualified
as one of degrees of freedom. We investigated these
phenomena (e.g. [16.6]).

7. |∂α0/∂h| > 0; |∂α0/∂R| > 0 for l0 < m; |∂α0/∂R| <
0 for l0 > m. It means that there is a capillary sta-
bility (ARR < 0) only if the gap between the shaper
wall and the pulling crystal is more than capillary
constant (l0 > m ≈ a).

Now, let us modify the shaper design: let us locate
a sharp shaper edge on the melt free surface level. The
solution of the new boundary problem is presented on
Fig. 16.4b. Let us discuss new results:

1. For l0 > m ≈ a, the situation is the same as in pre-
vious case.

2. But for l0 < m ≈ a, the situation is dramatically
changed: the catching boundary condition is real-
ized (this is a second confirmation of the scheme of
Fig. 16.11b) and, as a result, either for l0 < m ≈ a,
|∂α0/∂R| > 0, i. e., the capillary stability exists for
all range of l0 variations.

3. On the other hand, a crystallization front h(R) has
to be located much lower than in the previous case.
In particular, h(R)|R→r0 → 0.

Middle-ranged Bo: For a middle-ranged Bo
(Bo ≈ 1), three profile curves a of the sets 1–3 on the
Fig. 16.13 present an example of the numerical solution
of the capillary boundary problem with the catch-
ing boundary condition that corresponds to Fig. 16.4d
Therefore, we use (16.6) and the boundary conditions
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Shaped Crystal Growth 16.6 TPS Capillary Shaping 529

(16.26) and (16.36). The results were discussed above
but the two peculiarities have to be mentioned here:

1. A middle part of the meniscus, corresponding to
the crystal radius R ≈ 0.5, is located lower than the
shaper edge.

2. The highest crystallization front position corre-
sponds to the crystal radius R ≈ 0.7.

Small Bo: As an example of the capillary boundary
problem solution for a small Bo (Bo � 1), studied in
detail in the analytical form with using of the Legendre
elliptical functions in [16.6, 47], we show (Fig. 16.15)
a melt pressure influence on the shape of profile curves
z(r), with the boundary condition of catching in the
point r0 (the shaper radius r0 = 0.05), as well as on
the boundary curves h(R) (1–4), corresponding to the
growth angle ψ0 = 0. Hence, we use the equation (16.8)
and the boundary conditions (16.26) and (16.36). It is
very important to mention that in the capillary problem
with small Bo it is neglected by the influence of grav-
ity. This is a reason, why these results are applicable
for the growth of different size crystals in microgravity
conditions. As for the growth in the condition of normal
gravity, the results are applicable for filaments growth
(for sapphire, for instance, the case under consideration
corresponds to growth of a filament of 0.6 mm diameter)
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Fig. 16.15 Small Bo: Boundary curves h(R) 1–4 and some
profile curves z(r) for shaper with r0 = 0.05, under various
pressures d: −10 (1), −5 (2), 0 (3), 10 (4)

with pulling up as well as lowering down. Conse-
quently, the schemes Fig. 16.4b,d–f,j are described in
the frame of this model. Here are some peculiarities of
the results presented on the Fig. 16.15:

1. The order of magnitude of the crystallization front
position is the same as the shaper radius for all val-
ues pressures under investigation. In our example,
r0 = 0.05. It means that for sapphire, for instance,
the crystallization front is located on the distance
0.5–0.6 mm from the plane of sharp shaper edges.

2. For all boundary curves, except 4, h(R)|R→r0 → 0).
3. The boundary curve 4 is the particular one. From

the theoretical study [16.6], it follows that if d cor-
responds to the value from the formula 2dr0 = 1,
the boundary curves for all r0 values (but only from
the range of small Bo values) has to have the shape
similar to the curve 4. The main particularity of
this curve is the following one: h(R)|R=r0 = 0.5πr0.
Hence, for this particular pressure, if the diameter of
pulling crystal is equal to the shaper edge diameter,
the very special meniscus in the shape of the right
circular cylinder exists.

4. All boundary curves, except 4, have a max-
imum. The maximum position corresponds to
R = Rm ≈ 0.7r0 and it divides all range of the crys-
tal dimensions on two parts for which: ∂α0/∂R > 0
if R > Rm and ∂α0/∂R < 0 if R < Rm. It means
that for d values characterized the formula 2dr0 < 1,
there is a capillary stability (ARR < 0) only if the
gap between the shaper edge and the pulling crystal
is less than 0.3r0.

16.6.2 Stability Analysis

Signs of capillary coefficients ARR and ARh are pre-
sented on Fig. 16.16. For the stability estimation, heat
coefficients (16.31) and (16.32) can be used: Ahh < 0,
AhR > 0. With respect to Fig. 16.16, we can choose
a shaper design to have a capillary stability: ARR < 0,
ARh < 0. Therefore, with respect to (16.22) inequalities
fulfilled, a dynamic stability of a shaped crystal growth
will be provided.

Here we formulated a common problem of stability
for growth of arbitrary cross section crystals by TPS.
But only the simplest case (a growth of a round cylin-
drical crystal in the thermal condition described by the
one dimensional thermoconductivity equation) was an-
alyzed. Complimentary information on the topic can be
found in our reviews [16.6, 9] and papers [16.23, 24]. It
includes:
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Conditions of crystallization ARR ARh

R

Rm r0

R

RCZT

Method Bond
number

Boundary
condition

Parameter
values

TPS Small Catching sin α0 < 2r0d
sin α0 > 2r0d

< 0

< 0
> 0

< 0

< 0
< 0
< 0
> 0

< 0
< 0

Large

Catching

Catching

Angle fixing

α0 < α1

α0 > α1

Single- and
double-valued
meniscus
Double-valued
meniscus
R ≈ r0

α0 < α1

α0 > α1, r – R > m
α0 > α1, r – R > m

< 0
< 0

< 0

> 0
< 0
< 0
< 0

Fig. 16.16 CZT and TPS capillary coefficients for different Bo values and different capillary boundary conditions

1. Investigation of the meniscus static stability.
2. Investigation of tubes growth dynamic stability –

three degrees of freedom stability problem where
internal tube diameter is a third degree of freedom.

3. Investigation of a melt pressure influence on the dy-
namic stability – three degrees of freedom stability
problem where melt pressure is a third degree of
freedom.

4. Crystal cross section shape stability. So, some prob-
lems are solved but for theory up to now, there
have been a lot of problems to be solved. The
main of them is the stability of complicated shape
crystal growth and an influence of crystallographic
anisotropy.

Now, for preliminary analysis of the capillary shap-
ing conditions before the experiments, we use rough
estimations. For instance, for ribbon growth, an approx-
imation including three steps, we proposed [16.6]:

1. A solution of the capillary problem with large Bo
for the ribbon flat part

2. A solution of the capillary problem with small Bo
for the ribbon edge

3. A joining of two solutions on the boundary near
ribbon edge with the condition of the same growth
angle for two parts.

16.6.3 Experimental Tests
of the Capillary Shaping Statements

Growth Angle Certainty
A growth angle certainty is one of the main capillary
shaping theory statements. This is a reason, why we
carried out special experiments to examine it [16.6,
48]. A growth of thin sapphire crystal from a shaper
with 0.8 mm diameter was carried out (Fig. 16.16). By
changing the slope between the crystallization front and
the surface of the skew shaper by means of a different
heating, various boundary conditions were created for
left and right sections of the same crystal. In Fig. 16.16a
the rod of a constant cross section grows: the angles ψ1
between the crystallization front and the growth direc-
tion are different on the left and on the right crystal
sides; constancy of the diameter is provided by main-
taining the angle α0 = αe(αe = π/2−ψ0) all over the
perimeter. In Fig. 16.17b on the left α0 = αe, on the
right α0 < αe, the right side of the crystal widens. In
Fig. 16.17c deviation α0 from the equilibrium value αe
on the right side has led to crystal contraction. In the
transient region, the crystal surface is convex on the
Fig. 16.17b and concave on the Fig. 16.17c, which cor-
responds to the capillary stability presence.

Integration of the equation (16.9) in the range of the
crystal radius R change from R0 to the final value R01
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gives the following formula

ln D = −
(

dα0

dR

)
z , (16.40)

where

D = R − R01

R0 − R01
.

Linear dependence ln D versus z has to be a proof of
the (16.9) correctness. Figure 16.18 presents the date
processing from Fig. 16.17b,c.

The Space Experiments. We carried out some model
experiments in the microgravity conditions (small Bo)
to test some capillary shaping theory statements [16.6,
49–54].

Simulation Experiments. Crystal growth experiments
under microgravity conditions in the Space were pre-
ceded by simulating the liquid column shape with
using immiscible liquids of equal densities [16.6, 49–
51]. A meniscus of the alcohol/water solution was
formed between two glass tubes, surrounded by the
equal-in-density mineral oil (Fig. 16.19). Pressure d in
meniscus was equal to the weight of column of the al-
cohol solution in the upper tube. The lower tube (3)
of 2r0 = 13.12 mm diameter imitated the shaper, and
the upper one (1) of 2R in diameter – the crystal.
For a right circular cylindrical meniscus (2) existence,
a pressure 16.8 dyn/cm2 was determined experimen-
tally (Fig. 16.19a). A convex meniscus (2) (Fig. 16.19b)
was formed under pressure 27.14 dyn/cm2. The sphere
menisci (4) on the ends of the lower tubes (3) were used
for the pressure estimation as well as, with a certain
pressure, for a surface tension value on the two liquids
boundary. The same types of the experiments were car-
ried out by us on the board of a flight laboratory with
the 20 s microgravity time.

Crystallization of Copper Under Short-Time Micro-
gravity Conditions. The simulation experiments with
liquids were only the first step to estimate the crys-
tal growth real conditions. Moreover, a doubt appeared
that a shaped crystal growth under microgravity could
be realized because, sometimes, in simulation experi-
ments, the liquid flew on the crystal surface [16.6, 49].
Therefore, we crystallized the copper under the capil-
lary shaping, on a high-altitude rocket, with 20 min time
of microgravity [16.6,50,51]. The metal has a relatively
low melting point (1083 ◦C), resistance to overloading
(it is important for rocket launching as well as for a cap-

a) b) c)

α0 = αe

ψ0

α0 = αe
α0 = αe

α0 < αe

α0 > αe

ψ0

ψ0

ψ0
ψ0

ψ1 ψ1

Fig. 16.17a–c TPS growth of a thin sapphire filament, the shaper
being skew: (a) constant cross section, (b) widening from the right,
(c) constriction from the right
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Fig. 16.18 Sapphire filament constriction (1) and widening
(2) in the transient range
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Fig. 16.19a,b Meniscus model of pulling a circular rod under zero-
g conditions: (a) right circular cylinder, (b) convex

sule landing), and its physical-chemical properties are
well known.
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Fig. 16.20 Design of the capsule used to investigate the
crystallization process from a melt under microgravity con-
ditions (notations given in the text)

The technique of capillary shaping was preliminary
used to produce a rod specimen in an evacuated enclo-
sure. This enables us to reduce the amount of gas in the
metal. Specimen (6) in the form of a cylinder, 5–8 mm
in diameter, and about 5–6 mm long (Fig. 16.20) was
placed between two molybdenum shapers (1) and (8)
into which copper (4) was fused preliminary. This guar-
anteed complete wetting of the shaper during the space
experiment. Two graphite guard rings (3) and (7) were
introduced to prevent the escape of the melt beyond the
sharp lip of the shaper. These rings were supported by
the graphite spacer (5), which also acted as a thermal
shield. Both shapers were pushed into the coupling tube
(2). The above design ensured rigidity, simplicity of as-
sembly, and constant separation between the shapers.
Tungsten-rhenium thermocouples were mounted near
the ends of the specimens to estimate the temperature
distribution along its length. The capsule was inserted
into a heating device using the energy of the exother-
mic chemical reaction. The device did not contain any
movable parts. The experiment was carried out by the
following way. When a microgravity conditions had
achieved, the specimen was completely melted. After
that during the microgravity existence, a directional
crystallization of the melt column was realized by the
heat removing from the upper shaper. On the high-
altitude rockets, we had no photographic facilities for
recording the crystallization process. Therefore, the
shapes of the crystallized specimens had examined ex-
perimentally and was compared with the calculated for
ψ0 = 0 ones. Figure 16.21 confirms:
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Fig. 16.21 Calculated profile curves of the melted copper
columns (dotted line) and crystallized specimens (continu-
ous line) for different (1, 2, 3) internal meniscus pressures;
experimental data for the crystallized specimen shape are
indicated by bullets

1. Our model of capillary shaping is applicable for
a crystal growth in the conditions of microgravity.

2. Under recorded by the thermocouples crystalliza-
tion speed 5–7 mm/min, ψ0 = 0 for Cu crystalliza-
tion.

3. The melt did not flow on the crystal surface during
the crystallization; therefore, the crucible-free zone
melting and capillary shaping crystal growth could
be realized in the space.

A little later, these crystallization processes were
realized in the shape and ribbon experiments.

Shape Experiment. The main idea of the experiment
was to realize a crystal growth by using the right cylin-
drical melt column which can not exist in the terrestrial
condition (except a filament growth). Under micrograv-
ity (Figs. 16.15 and 16.19a), such a column of melt is
formed if R = r0; α0 = π

2 under pressure d, satisfying
equality 2dr0 = 1, but, reaching the altitude h ≈ πr0, it
loses static stability and transforms first to a meniscus,
its profile curve having an ambiguous projection onto
the abscissa axis, and then with increasing h, it falls
into two independent meniscus. At h < πr0 and d = 0,
a meniscus is a catenoid; with increasing pressure its
curvature in the axial cross section decreases, reach-
ing infinity at 2dr0 = 1. When pressure increases above
this value the meniscus becomes convex (Fig. 16.19b).
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A cylindrical meniscus can be used for a crystal growth
only at ψ0 = 0, which means that a metal should be cho-
sen for the material grown experimentally (for metals
the angle of growth is usually close to zero). In 1984,
under microgravity, at Salyut orbital space probe, crys-
tallization of indium was carried out by big group of
Russian scientists governed by the author of this chap-
ter [16.6, 50, 52]. The advantage of indium is its low
melting temperature (156 ◦C). It is very important for
the simplicity of the space furnace and the limited en-
ergy power on the space craft board. Here are some
other In physical characteristics: a comparatively high
density in a solid state (7.28 g/cm3) which only slightly
differs from that of the melt (7.03 g/cm3), the surface
tension of the melt γ = 592 erg/cm2, and capillary con-
stant under terrestrial conditions a = 0.41 cm.

Figure 16.22 depicts a scheme of the growth device.
A plastic case (1) with a lid (2) has a graphite container
(3) filled with indium preliminary. A resistive heater
(4), separated by a foam-polyurethane layer (5), is used.
The heat is delivered to the container through a copper
capsule (6), which also serves for holding a copper cap
(7) (shaper itself) and supplied with a hole for leveling
the inert gas pressure inside and outside the container
(3). The meniscus of melt (8) is formed first between
the initial copper rod (9), fastened to a rod (10), and
the edge of the shaper (7). The meniscus shape is fixed
by a photo camera with an illumination system of win-
dows (11). The most important part of this setup was
the system of maintaining a pressure inside of meniscus
by means of a melt meniscus formed near the crucible
bottom. The pressure depends on the radius R of the
graphite container and a wetting angle. The idea had
been suggested by the author of this chapter and was
used either for the ribbon experiments. Figure 16.23
depicts the shape of a drop (a), formed at the edge
of the shaper, and of the meniscus of melt (b). Pres-
sure, which had been found from the shape of the drop
(Fig. 16.23a), exceeded approximately by 40% that re-
quired for formation of a cylindrical column. A reason
of non accuracy is evident – there are a lot of factors
(a hysteresis included) governed by the wetting angle.
Some of them could be found only under real space
conditions and could not be taking into account before.
Unfortunately, we did not have any possibility to re-
peat the same experiment with the correction. But the
main aim of the experiment was achieved: the typical
shape of a meniscus has the ratio h/r0 ≈ 3.6 (10 mm)
that one order exceeds terrestrial TPS growth condi-
tions. After the seed rod was wetted with the melt, it
was pulled at the speed V ≈ 3 mm/min. The pulling
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Fig. 16.22 Experimental setup for space crystal growth (notations
given in the text) in the shape experiment
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Fig. 16.23a,b Melt drop at the edge of the shaper (a) and
the meniscus formed thereupon (b) in the shape space ex-
periment

speed of the test indium specimen, grown with the
analogous device in terrestrial conditions, could not
be elevated above 0.2 mm/min. The flight specimen
diameter was ≈ 5.6 mm, whereas it was 2.9–3.2 mm of
the test one. No special regulation systems were used,
but it is evident that both pulling processes were sta-
ble. The both samples were mainly single crystals in
structure.

Ribbon Experiment. The crystallization of ribbons
from the melt of Ge and GaAs in the orbital station
Mir is the next example of TPS realization at micro-
gravity conditions [16.6]. The melt is placed in a fixed
gap between two non wettable flat plates (Fig. 16.24).
The right part of the melt is a free surface of the 1/r
curvature which depends on the wetting angle and the
distance 2r0 between the plates. It was the same idea,
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2r0

r r
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αe
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Fig. 16.24 Schematic drawing of tape growth in the ribbon
space experiment

which before had been realized in the shape experiment,
to maintain a definite pressure inside the growth menis-
cus by the curvature of the melt free surface. The growth
meniscus projection in the gaps between the walls and
the growing crystal are the circular arcs of the same
radius r. It is the realization of TPS with the wetting
boundary conditions on the walls of the shaper. The em-
ployment of unwetted walls has to be successful, if the
following inequality is fulfilled

α1 = Θ − π
2 > α0 = π

2 −ψ0 , (16.41)

that is

Θ > π −ψ0 .

Here Θ is the wetting angle and ψ0 is the growth angle.
The ribbon thickness 2R, the capillary coefficients

ARR and ARh are the following ones

2R = 2r0 sin α0

sin α1
, (16.42)

ARR = −V sin α1

r0 cos α0
, (16.43)

ARh = −V sin α1

r0 sin α0
. (16.44)

The both capillary coefficients are negative and there
is a capillary stability. For the common dynamic stabil-
ity estimation, the heat coefficients (16.31) and (16.32)
can be used: Ahh < 0, AhR > 0. Therefore, with respect
to (16.22) inequalities fulfilled, the dynamic stability of
the scheme under investigation is provided.

At the flight experiments, Ge and GaAs ribbons
were grown between pyrocarbon plates. Unfortunately,
a heating regime was not optimal, the seeds were melted
and the ribbon structures were polycrystalline [16.6].
But smooth surfaces and constant thicknesses of the
ribbons, grown without any special regulation, is an
evidence of the process stability.

16.6.4 Impurity Distribution

Impurity distribution in crystals grown by the Bridg-
man, CZT and FZT is studied ratter thoroughly, how-
ever extension of the mechanisms known to thin-profile
growth using TPS can lead to wrong conclusions. Ap-
plication of the Burton–Prim–Slichter equation [16.55]
to calculation of the impurity distribution effective
coefficient K requires specification of the boundary dif-
fusion layer thickness. In case this thickness is assumed
to be equal to the total height of the meniscus and the
shaper capillary channel, K = 1 for any impurity [16.56]
that does not correspond to reality. The present section
gives a model of impurity transfer for the TPS under
consideration that allows relating K -values to the pa-
rameters of capillary shaping and feeding [16.6, 57].
Figure 16.25a illustrates the case of a thin tape growth.

Stationary process is considerated; it is assumed that
the melt in the zone of the meniscus and the capillary
channel is not stirred and the conditions of complete
stirring are maintained in the crucible. Under the as-
sumptions made, an impurity transfer in the meniscus
is described by

D

(
d2C

dr2 + r−1 dC

dr

)
= −V

dC

dr
, (16.45)

with the following boundary condition at the crystalliza-
tion front

−D
dC

dr

∣∣∣∣
r=r0

= V0 (1− K0) C(r0) . (16.46)

Here C denotes impurity concentration in the melt, D is
the diffusion coefficient, K0 is the impurity distribu-
tion equilibrium coefficient, others notations are given
in Fig. 16.25a.

The polar coordinate system chosen allows easy
specification of the melt-flow rate distribution in the
meniscus V (r) = V0r0/r. Then (16.45) is rearranged
into the following form

d2C

dr2
+ r−1

(
1+ V0r0

D

)
dC

dr
= 0 . (16.47)

Impurity transfer in the capillary channel is described
by the equation

D
d2C

dz2 = −Vc
dC

dz
, (16.48)

with the following boundary condition

C|z→∞ → C∞ . (16.49)

Part
B

1
6
.6



Shaped Crystal Growth 16.6 TPS Capillary Shaping 535

0 2

0.06

0.03

4 6

Kc)

V0 (cm/min)

rc = 0.01 cm

0.8

0.4

0
0 0.5 1.5 21

1

2

Kd)

V0 (cm/min)

V0 = 6 cm/min

0.08

0.04

0

0

2R

2θ

V0

z

V

Vcrc

r0

0.02

2

1

0.04

4

0.06

Kb)a)

rc (cm)

0.8

0.4

0

0.9

t�

r�

�

Fig. 16.25a–d Calculating the impurity distribution effective coefficient K (a) diagram; (b) K = f (rc) – calculated;
(c) K = f (V0) – calculated; (d) comparison of experimental (1) and calculated (2) K -values from (16.50) for the In
distribution in thin-walled shaped Si crystal

It is assumed that the impurity concentration in the bulk
of the melt C∞ is constant in the process of tape growth.
The solution of the problem relates the value of the
impurity distribution effective coefficient K to the pa-
rameters of the crystallization conditions (V0 and 2R),
with the conditions of capillary shaping (tφ, rc, Θ) and
the impurity characteristics (D and K0)

K = K0

/ {
K0

[
1+

(
Θrc

ϕtϕ
−1

)
cos ϕ

]

+ (1− K0) (1− cos ϕ)

(
2R

tϕ

)}V0 R/D sin Θ

.

(16.50)

If the width of the capillary channel rc reaches its max-
imum value tϕ, equation (16.50) is reduced to

K = K0

/ [
K0 (1+ (1− K0)

× (1− cos ϕ)
(

2R
tϕ

)]V0 R/D sin Θ

. (16.51)

Figure 16.25b shows K = f (rc) calculated for alu-
minum impurities in silicon. The following val-
ues are used: K0 = 0.002, D = 0.53 × 10−3 cm2 s−1,
2R = 0.03 cm, tϕ = 0.06 cm. Figure 16.25c presents
K = f (V0) calculated from (16.51) for various rc val-
ues. It is obvious that K increases with V0 (and as
a result Vc) increasing. Under actual conditions of
growing thin-walled profiled silicon crystals KAl < 1.
Processing of the data of [16.58] gives the value of
KAl = 0.039 in silicon, which agrees very well with
the value of KAl = 0.3–0.4 calculated from (16.50) in
accordance with the initial data of [16.58].

Figure 16.26 gives data on sulfur distribution along
the axis of a TPS silicon tape obtained by laser emission
microanalysis (LEM). The ratio of the sulfur spectral
line strength JS to that of silicon JSi (the ratio is pro-
portional to the concentration of the element analyzed
in the silicon matrix) is plotted on the ordinate. The
rate of tape pulling was equal to 12 mm/min. Increase
of sulfur concentration in the silicon tape in the pro-
cess of its pulling shows that KS < 1 (it is assumed that
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195 270 345 420 495

JS/JSi

l (mm)

0.3

0.2

0.1

Fig. 16.26 Sulfur distribution along the length of a silicon
tape (LEM data)

for sulfur impurity in silicon K0 = 0.001 × 10−3). While
analyzing other impurities, no explicit regularities were
observed.

To verify the main equation (16.50) a series of 0.01
mass indium-doped silicon tapes was grown. The mass
of each tape-shaped crystal did not exceed 7% of that of
silicon charged into the crucible. The tape thickness 2R,
the shaper transverse dimension tϕ, the capillary slot di-
mension rc, the growth rate V0 were measured. Then
photometrical spectral lines of indium in the crystals
grown and in the crucible residue were drawn. The mea-
surement accuracy of the indium distribution effective
coefficient was equal to (40–50%). The results obtained
are depicted in Fig. 16.25d. Vertical arrows indicate ex-
perimental results, circles show the values calculated
from (16.50) in accordance with the above mentioned

0 1 2 3

a)  ρ (Ω cm) 

d)

l (cm)

2

1

0 1 2 3

b)  ρ (Ω cm) 
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c)

l (cm)
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1

Fig. 16.27a–e Impurity distribution across ribbons using two different versions of melt replenishment of the meniscus:
(a) silicon ribbon and (d) corresponding feeding scheme; (b) silicon and (c) sapphire ribbon and (e) corresponding feeding
scheme

parameters. The values of D = 0.52 × 10−3 cm2 s−1,
K0 = 0.4 × 10−3 are assumed for indium impurity in
silicon. The results shown in Fig. 16.25d do not allow
plotting K versus the growth rate V0 since the thick-
ness of a silicon tape, 2R, decreases with V0 increasing
(the value of 2RV0 practically was constant in the ex-
periments), and they can only demonstrate satisfactory
agreement between calculated and experimental values.
The values of K calculated from the Burton–Prim–
Slichter equation are equal to 0.8–0.9, i. e., they are
some orders of magnitude greater than the experimental
values.

Impurity distribution along the widths profiled crys-
tals is to a great extent determined by the technique used
to feed the melt to the growth meniscus. In Fig. 16.27a,b
resistivity ρ distributions across of silicon tapes, grown
under the conditions of the two versions of meniscus
melt replenishment, are compared. The shaper shown
in Fig. 16.27d possesses one long capillary slot, while
the shaper given in Fig. 16.27e has two short slots
at its end faces. The same feeding system was used
for the sapphire ribbon growth. A diffusion reflection
of light (Fig. 16.27c) indicates a bubbles concentration
at the center of ribbon. The following explanation of
nonuniformity of impurity distribution across the crys-
tal (Fig. 16.27a–c) observed can be offered. In the case
of horizontal melt flow in the meniscus from the shaper
edges towards its center, impurities with K < 1 driven
off by the growing crystal accumulate in the central part
of the meniscus. Hence, corresponding distribution of
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capillary channels in the shaper allows controlling im-
purity distribution at the cross section of crystals being
grown.

16.6.5 TPS Definition

On the basis of the theoretical analysis, accomplished
above, we can define TPS:

TPS is the shape crystal growth technique which
uses a solid body (shaper) to define a melt menis-
cus shape by means of either catching (on edges of
the shaper) or wetting (on surfaces of the shaper)
capillary boundary condition to obtain the crystal
of predominant cross section and impurity distribu-
tion as a result of pulling it in a dynamically stable
regime.

This definition follows from our analysis of capillary
catching and wetting boundary conditions, completed
in 1967 and published for the first time in 1968 [16.38],
as well as from our dynamical stability analysis with
a capillary shaping, completed in 1970 and published
for the first time in 1973 [16.14]. Now, on the basis
of this definition, we can analyze a TPS development
history.

16.6.6 TPS Brief History

A development of shaped crystal growth for industrial
application was begun from the set of papers [16.59–
63] published in 1958–1959. The papers [16.59, 60]
informed that during 1938–1941, Russian scientist
A.V. Stepanov had carried out experiments concerning
pulling of shaped polycrystalline and single-crystalline
specimens (sheets, tubes and so on) from melts of
some metals, especially aluminum and its alloys. The
Second World War interrupted these experiments and
they have been continued since 1950s in the Physi-
cal and Technical Institute of the USSR Academy of
Sciences. During 1950–1958 few Stepanovs collabora-
tors, especially postgraduated students Shakch-Budagov
and Goltsman, continued these experiments with low-
melting metals and alkaline halides. The papers [16.61–
63] described the main results of these experiments. The
author of this chapter has been a participant of the below
described events because in 1959 he began a scientific
activity as the undergraduated student in the Stepanov’s
laboratory.

In 1963 Stepanov formulated his global idea [16.64]:

it is necessary to find a way to pull all types of in-
dustrial profiles from melts of aluminum, steel and

other alloys. It could save energy, and eliminate
extruding, rolling, cutting and many other types of
mechanical treatments.

It was a basis of large investigations in the field carried
out in the Stepanov’s laboratory. Two main directions
were being developed:

1. Polycrystalline metals and alloys
2. Semiconductors single crystals.

The author of this chapter was nominated as the
head of the first direction. First of all, Stepanov and
Tatartchenko decided to demonstrate the possibili-
ties of the technique as widly as possible. For this,
Tatartchenko designed an installation for the continu-
ous production of aluminum tubes. During development
of the installation, a lot of technical problems were
solved [16.65]. The installation was completed in 1963.
It contained two connected crucibles: the first for feed-
ing and a second for the pulling of 6 mm diameter
tube, automatically wound on a coil. During testing of
the installation, specimens of tubes with a length up
to 4000 m and a speed of pulling up to 15 m/h were
obtained. The installation was made very compact to
demonstrate its operation at different exhibitions. In
1964, the installation was shown in Italy. There was
a full success: many articles described a new metal-
lurgical technique. After that, a second variant of the
installation was developed for the production of the alu-
minum profiles of different complicated cross sections
with lengths up to 3 m [16.10]. The operation of it was
demonstrated at exhibitions in Hungary (twice in 1967),
in Italy (1968), in Czechoslovakia (1971). Examples
of aluminum profiles obtained with this installation are
presented in Fig. 16.28. A possibility to use the tech-
nique for steel profiles and combined aluminum-steel
profiles pulling was either demonstrated by the author
of this chapter [16.66] (Fig. 16.29).

In the application of the technique for single crys-
tals pulling, the laboratory intensively was working
with the huge industrial germanium project. Some in-
dustrial laboratories and plants were included in the
project and, at the end of the 60s, in the former So-
viet Union, about 85% of the germanium was produced
as shaped crystals. For instance, for electronic appli-
cations, instead of one crystal by the CZT, 26 round
cylindrical crystals with the diameter of 10.0±0.1 mm
we pulled, from the same crucible, without any special
control [16.10]. The author of this chapter participated
in the project by developing the theory described above
as well as the application of the theory for the technol-
ogy (e.g. [16.67]).
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Fig. 16.28 Aluminum heat exchangers and other profiles
grown by TPS in Stepanov’s laboratory by the author of
this chapter with collaborators

a)

b)

Fig. 16.29a,b Steel tube (a) and steel tube with Al rib
(b) grown by TPS in Stepanov’s laboratory by the author
of this chapter

Up to 1967 shaped crystal growth was develop-
ing only in the former Soviet Union. The publica-
tion of the information concerning shaped filaments
growth [16.68, 69] and especially edge defined film fed
growth (EFG) [16.70] changed the situation drastically:
Shaped crystal growth appeared in the USA. It was a be-
ginning of shaped crystal growth spreading in many

scientific groups, especially for the sapphire and silicon
growth. As for former Soviet Union, the shaped crystal
growth direction has continued the development. Since
1968 every year, Russian National Conferences has
been organised with publication of the special Proceed-
ings (e.g. [16.38]) as well as special issues of Bulletin
of the Academy of Sciences of the USSR, Physical Se-
ries (e.g. [16.39]). All variants of pulling techniques
from the shaper were named Stepanov’s technique. In
1972, A.V. Stepanov died. His laboratory has contin-
ued to work. The author of this chapter was invited as
the head of the Crystal Growth department in the Solid
State Physics Institute of the Academy of Sciences of
the USSR. In the frame of the department, the shaped
crystal growth laboratory was organized with the stuff
of 40 persons. Many theoretical and experimental as-
pects of shaped growth, Space growth included, were
developed there. The main competitor during long time
was being the Tyco laboratory where EFG growth was
developing for sapphire and silicon. In 1978, the au-
thor of this chapter visited the Tyco laboratory and had
very interesting discussion with La Belle, the author of
EFG patent. That time, it was impossible to imagine that
he would work in this laboratory (later Saphikon, and
Saint-Gobain Crystals) as the chief scientist twenty four
years later.

Now, shaped crystal growth is widely spreaded
but there are a lot of titles used, especially EFG and
Stepanov’s technique. We are sure the situation must be
clarified. As for us, since 1980s, we have preferred not
to use the title Stepanov’s technique neither EFG. We
insist to combine all these techniques by the title tech-
nique of pulling from shaper (TPS). Here are the reasons
of that.

A priority in applying of a shaper (holes in plates
placed onto the melt surface for shaping melt-pulled
crystals) belongs to Gomperz [16.71]. In 1922, he
used mica plates floating on melt surfaces to pull
Pb, Zn, Sn, Al, Cd, Bi thin filaments through holes
in the plates. Sometimes the filaments had a single
crystalline structure. In 1923, the same technique was
used either for filaments pulling [16.72]. In 1929, for
Zn single crystalline filaments growth, for the first
time, a single crystalline seed was used [16.73]. In
1929, the technique was titled Czochralski–Gomperz
technique [16.74, 75]. In 1928, P. Kapitza, later the
Nobel Prize rewarded, used this technique for Bi
rods growth [16.76]. So, during 1922–1931, six pa-
pers concerned with a shaper using were published.
Moreover, the technique was titled as a CZT modifica-
tion Czochralski–Gomperz technique. Hence, Stepanov
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does not have a priority. Never in his publications,
have we found any of these six references. What
about the explanation of the shaper functions? He is
one of our coauthors of [16.38, 39] papers, explain-
ing catching and wetting boundary conditions. On the
other hand, at the same time his name as a coauthor
we can see in the [16.41] publication, the no appli-
cability of which to shaped growth we explained in
some our papers, among them with Stepanovs partici-
pation [16.43]. This absurd situation does not need any
comments [16.7]. In [16.64] Stepanov pretended to have
invented:

the principle of shape formation from a melt, us-
ing capillary forces or some other actions (except
of crucible walls) on the melt, of the cross section
or an element of a cross section of solid profile its
following crystallisation.

This is a typical umbrella formulation which covers
CZT, VT, FZT techniques as well as electromagnetic,
ultrasonic, inertial and other possibilities of shaping. It
can not be discussed seriously. At the same manuscript
we read:

A shaper should be distinguished from a die. A die
is the embodiment of a brute force. A shaper is
a more spiritual system. Its aim, first of all, is to
provide a delicate effect on the curvature and shape

of the mobile column of the liquid melt stretching
itself behind the crystal by creating new boundary
conditions along its contour.

We agree that there is a big difference between a die
and shaper, but in spite of Stepanovs big role in the
TPS spreading [16.7], new boundary conditions never
have been specified in Stepanov’s papers. We think
there is sufficient quantity of arguments not to use the
title Stepanov’s technique. On the contrary, our cap-
illary shaping analysis of TPS, that has been done in
1968 [16.38] is completed: It is impossible to sug-
gest something new, beside catching or wetting if
using a shaper. From this point of view EFG tech-
nique is simply TPS with catching boundary condition.
Probably, this is because of a low level of patent ex-
perts that the independent EFG patent exists. Edge
defined condition for meniscus was published in our pa-
per [16.39] as catching boundary conditions before the
EFG patent appearance. We only agree that capillary
feeding was described in the EFG patent for the first
time. Certainly, many shaped growth schemes of TPS
have peculiarities and we will discuss some of them
below.

Now we will describe shaped crystal growth of few
materials. The most impressive results of TPS industrial
application were obtained for sapphire and silicon. Fur-
thermore structures of shaped sapphire and silicon have
a lot of peculiarities.

16.7 TPS Sapphire Growth

Sapphire belongs to the family of corundum crystals.
The term corundum designates α-aluminum oxide. Pure
corundum crystals are colourless and are named leu-
cosapphire ones. But now the name sapphire crystals
is very often used, although historically the title sap-
phire crystals has been applied to the blue corundum
ones. Different colours of corundum can be obtained by
the addition of different metallic oxides to aluminum
one. Natural and synthetic red ruby contains 1–7%
chromium oxides. Synthetic alexandrite is produced by
the addition of vanadium oxide. 1% titanium and 2%
iron oxides give a blue colour. Nickel oxide gives a yel-
low colour. An addition of vanadium and cobalt oxides
imparts a green colour. Green crystals are also produced
if the chromium content exceeds 8%.

The application of TPS for sapphire is an exam-
ple of the most successful one because of coexistence
of few factors [16.8]: First of all, it is a demand for

advance techniques of a material with unique physical
and chemical properties: high melting point, excep-
tional hardness, transmission over a wide band of
wavelengths, radiation and chemical resistance. Sec-
ondly, exceptional hardness of sapphire hinders its
machining if it could be grown by other techniques.
Thirdly, it has been impossible to growth very big crys-
tals (for instance, optical windows 320 x 500 mm2

for aircrafts and spacecrafts) by using other crystal
growth techniques. Fourthly, chemically resistant and
wettable materials (W, Mo, Ir) have been found for
shapers.

La Belle and Mlavsky were the first who grew
shaped sapphire crystals. In [16.68] there was infor-
mation concerning shaped filament growth without any
detail. In [16.69, 70, 77] edge defined film fed growth,
EFG, technique was described. EFG corresponds to the
scheme Fig. 16.4e, i. e., TPS with a catching boundary
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condition. A peculiarity of EFG is a capillary feeding.
The capillary together with wettable shaper facilitates
a seeding. It is important to repeat once more that
the capillary from Fig. 16.4e serves only for feeding
and does not participate in the capillary shaping: the
meniscus, catched on the edge of a shaper, changes its
curvature with forming a negative pressure inside, and
raises the melt above the shaper edge, up to the crystal-
lization front.

16.7.1 Modifications of TPS

The presence of the shaper in TPS allows many manip-
ulations during growth. The variable shaping technique
VST described for the first time in [16.79], gives a pos-
sibility to change a cross section of crystal (periodically
if it is necessary) during of pulling. Monocrystalline
sapphire profiles, grown by TPS and VST by the authors
with collaborators in the Solid State Physics Institute of
Academy of Sciences of Russia, are presented on the
Fig. 16.30. VST is based on controlling the melt mass
flow towards the crystallization interface when passing
to a new specific cross section shape. One of VST vari-
ants described in [16.78] is shown on the Fig. 16.31.
The scheme allows not only changing the shape of the
crystal but also its composition. It works by the fol-
lowing way: At the beginning both channels 5 and 6
plunged in the melts but, only through capillary chan-
nel 5, melt reaches the shaper edge. As a result, during
a first stage, a tube (cross section A) grows. Because
of a vacuum, formed inside of the growing tube, the
other melt through non capillary channel 6 reaches the
shaper edges and, during a second stage, the rod of
two different compositions grows (section B). During
the thirds stage shown on the diagram, the feeding

Fig. 16.30 Monocrystalline sapphire profiles grown by
TPS and VST

7
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2
1

6
3 4

5

Fig. 16.31 The scheme from [16.78] for growth at various
cross sections and various compositions crystals: 1 – cru-
cible; 2 – undoped melt; 3 – doped melt; 4 – shaper; 5 –
capillary feeding channel; 6 – noncapillary feeding chan-
nel; 7 – seed; 8 – meniscus; 9 – growing crystal; A, B,
C – cross sections of the different parts of the growing
crystal

through the channel 5 is eliminated by the crucible
lowering (section C). By the similar way, changing of
shaper plunging in the melt, different edges or walls of
the shaper can operate by turns. As a result, we ob-
tain a variety of shaped crystals, examples of which
are presented on the Fig. 16.30. There is very interest-
ing modification of TPS used especially for a dome
growth [16.80]. There the seed is rotated around hori-
zontal axes.

The local shaping technique, LST [16.81], shapes
only an element of the crystal that we need to grow.
During growth, the horizontal displacement of the seed
and shaper with respect to each other in combination
with rotation and pulling of the seed allows obtaining
a variety of shape crystals. Figure 16.32 presents a tube
growth: A shaper of a diameter q shapes an element
of the tube of thickness p = r2 − r1. The seed is ro-
tated with the angle speed ω and is moved up with the
speed V . A middle tube radius R is equal to a distance
between the shaper center and the axe of the seed rota-
tion. Practically any complicated body of revolution, for
instance, a dome with the thin wall, can be obtained by
this technique. A dynamic stability investigation of LST
was carried out in [16.81]. It has to be mentioned that
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Fig. 16.32 Local shaping technique scheme: 1 – rotation
axis, 2 – seed crystal, 3 – growing tube, 4 – melt meniscus,
5 – shaper, 6 – crucible

40 years ago LST was being used in our experiments
with aluminum growth as well as a vacuum inside of
a tube grown for a seeding. Some specimens are shown
on the Fig. 16.28.

16.7.2 Crystal Defects

In compared with other crystal growth techniques, the
peculiarities of TPS crystal defect structures are mainly
determined by two factors:

1. High growth speed which, as a rule, one or two
orders more

2. Small thickness.

Bubbles are the major defects in shaped corundum
crystals (e.g. Fig. 16.27c). There are two aspects of the
problem concerned with its appearance in the crystal.
The first of them is an enrichment of the melt by gas
and the bubble formation in the melt. The second one is
a capture of the bubbles by grown crystal.

A vacuum treatment of the melt before the crystal
growth reduces the bubble contents in the crystals. This
is a proof that a dilution of gases in the melt is one of
the sources of its gas enrichment. But there is a more
important gas source for the corundum melt. In spite of
the aluminum oxide is stable under normal conditions;
its heating is accompanied with thermal dissociation,
evaporation of some reaction products and coagulation
of others. Mass spectroscopic analysis shows [16.82]
that the products of dissociation of aluminum oxide are

O+, O+
2 , Al+, AlO+, Al2O+, AlO+

2 , Al2O+
2 . The in-

tensity of thermal dissociation depends greatly on the
temperature and environment. It is the most intensive
if the hydrogen is presented, less intensive in the vac-
uum and the least intensive in the inert atmosphere
(argon, nitrogen). The VT improves this thesis. One
of the first bubble formation versions in VT corundum
crystals was concerned with the gas adsorption on the
surface of feeding powder particles. But the hypothe-
sis is at variance with the following experimental fact.
The γ -Al2O3 powder is more friable than α-Al2O3 and,
therefore, adsorbs more gas on the surface. But corun-
dum crystals grown from γ -Al2O3 charge have less
bubble inclusions. So, the charge dissociation has to be
the main reason of bubble formation because of the hy-
drogen presence, and α-Al2O3 powder is worse because
of sticking of α-Al2O3 powder particles.

The crucible and shaper presence complicates the
situation. Although the problem is not completely un-
derstood at this time, the thermal dissociation of the
melt because the chemical interaction of the melt with
the crucible material seems to be very important cause
of the gas appearance in the melt. Here is the list of
chemical activity of the main container materials for
sapphire crystal growth (from the best to the worst): Ir,
W, Mo, Nb, Ta, Zr. As rule, only three first materials
are used for the containers. The reaction of Al2O3 with
refractory metals is generally believed to involve two
stages. For example with Mo: Al2O3 → Al2O + O2;
Mo+O2 → MoO2. In reality, the presence above men-
tioned aluminum oxide dissociation products does the
situation much more complicated. Mass spectroscopic
measurements point to the presence of MoO, MoO2,
MoO3 ions.

The diluted gases and the gas products of the above
mentioned reactions are impurities in the melt and assist
a gas inclusions formation in the crystals. Here are two
possibilities:

1. As rule, dilution of gases is decreased with the tem-
perature. The liberated gases form the bubbles. The
crystal catches the bubble existed in the melt.

2. A nuclear bubble forms on the interface, grows and
catches by the crystal.

The surface energies estimation [16.83] deduced
that the interface is not an effective heterogeneous site
for bubble formation. We agree that this deduction is
correct for a flat interface but cavities on the interface
can be effective bubble nucleation spots. In any case, the
melt layer near the interface has to be preferable for the
bubble formation because of enrichment of the diluted
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gas rejected by the growing crystal. Direct experiments
of the melted zone quenching [16.84] improved this
mechanism of the bubble formation.

As other impurities, bubbles can form striations,
parallel to the interface. The striations are concerned
with the variations of growth rate and captures of the
bubbles situated in the melt layer near the crystallization
front. Sometimes it is a result of constitutional super
cooling. Sometimes long tube similar bubble can be
found in the corundum crystals. A mechanism of this
type bubble formation suggested in [16.85, 86].

In each case, the caverns on the interface, formed
as a result of morphological stability loss, provokes
the bubbles capture, especially for the big growth
rate. In our experiments [16.5, 6, 87] with ribbons and
tubes grown by TPS in the C-direction the follow-
ing results were obtained. At the crystallization rate of
order of 0.2 mm/min the bubble practically were ab-
sent. In [16.88] the critical growth rate (0.5 mm/min
for sapphire) has been calculated below which a for-
eign particle is not trapped by the grown crystal. The
interface is plane below this rate. At crystallization
rates 0.75–1.5 mm/min the bubble distribution is in the
shape of a treelike pile-up with a branch diameter of
up to 1 mm (Fig. 16.33). The ends of ribbon are bub-
bles free, probably, because of gas diffusion to the melt
surface and leaving of the melt. The same result was
obtained in [16.83] where small diameter crystals were
bubbles free.

The distribution of bubbles over a specimen section
normal to the growth direction is shown in Fig. 16.34a,b.
The following explanation is proposed for the bub-
ble distribution observed. The plane interface becomes
morphologically unstable. Macroscopic concavities,
with a diameter to 1 mm, arise on the crystallization
front; these concavities are characterized by an en-
hanced trapping of bubbles. We suppose that the change
of position of the concavities on the crystallization front
with time depends on the pattern of the convective flows
in the melt that leads to the bubble distribution shown
in Figs. 16.33 and 16.34a. This process is in accordance
with the Mullins and Sekerka [16.20] theory for the low-
est frequencies. When growing shaped sapphire crystals
at rates of 1–3 mm/min the interface has, as a rule,
a convex central part and concave peripheral sections
that traps the bubbles (Fig. 16.34b).

As the growth rate is increased further, the entire
solid–liquid interface becomes unstable. The crystal-
lization front becomes faceted, with the new interface
shape becoming stabilized by the faceting. Figure 16.35

a

b

c

d

e

f

V

Fig. 16.33 Bubbles in a sapphire ribbon pulled with step
changes in the rate V: the arrow indicates the growth di-
rection, Vmm/min = 0.75 (a); 1.0 (b); 1.25 (c); 1.5 (d);
1.75 (e); 2.0 (f)

200 µm

a)

b)

200 µm

Fig. 16.34a,b Cross section of sapphire ribbon pulled with
rate of V (mm/min) = 0.75 (a); 2.0 (b)
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200 µm

Fig. 16.35 Interface of decanted sapphire ribbon grown
with V = 3 mm/min

shows the decanted crystallization front of a tube
faceted by rhombohedral planes. The bubbles dis-
tribution in the crystal is a hexagonal pattern and
corresponds to the positions of grooves on the inter-
face. Always the bubble agglomerations correspond to
cavity positions. The decanted crystallization front of
a tube faceted by the {112̄0} and {101̄1} planes is
shown in Fig. 16.36a. From geometrical considerations

b)

a)

V3 V4

x

α

γ

V1

V2

0.5 mm

Fig. 16.36 (a) View and (b) schematic of the decanted
crystallization front of a tube pulled at V > 5 mm/min

(Fig. 16.36b), it is apparent that the angle γ between the
crystal pulling direction and the direction of the band
of void pile-up depends on the ratio of two mentioned
faces growth rates.

Solid inclusions are the second type of inclusions.
Container material gives metal particle inclusions,
sometimes as a result of complicated chain of chemical
reactions mentioned above – volatile oxides formation,
gas transport in the melt and decomposition of oxides
with metal inclusion formation. Experiments show that
the small particle of container metal (Ir, Mo), as rule,
presents at the crystal. Innumerable experimental data
demonstrate that the density of small dimensions (about
10 μm) inclusions (bubbles and metal particles) is a few
orders of magnitude greater than of large dimensions
(about 1000 μm) ones. The low growth speed and low
gradients favor to crystal growth with minimum inclu-
sions. Here is an example (American 80/50 standard) of
bubbles and solid inclusions requirement for window-
grade corundum: maximal allowable size is 500 μm,
and maximal allowable sum of diameters within any
20 mm – diameter circle is 1000 μm. As rule, modern
technology of TPS sapphire meets this requirement.

Dislocations, Low Angle Grain Boundaries,
Internal Stresses

Four possible mechanisms of dislocation appearance in
the corundum crystals can be postulated:

1. Intergrowth from seed
2. Formation on rough defects (inclusions, grain

boundaries, twins) during growth
3. Condensation of vacancies during growth and cool-

ing
4. Plastic deformation during growth and annealing.

Theoretically all dislocations can be identified. The
dislocation identification of the first and the second
types is evident. The third type dislocations, as rule,
have a circle shape because they are a result of col-
lapse of flat round discs obtained by a condensation of
nonequilibrium vacancies. The geometry of the last type
dislocations depends on two plastic deformation glis-
sile systems {0001} 〈112̄0〉 and {112̄0} 〈101̄0〉 in the
corundum crystals. The first source can be eliminated
by necks formation. The second one – by crystal growth
without rough defects. The third mechanism concerned
with a fundamental physical phenomena, but their den-
sity are not significant for the corundum crystals. As to
the plastic deformation, it is a main source of disloca-
tions in the corundum crystals.
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The defect structure of TPS crystals is formed as
a result of complex interactions of growth, in situ an-
nealing and cooling. A systematic investigation of the
defect structure of TPS grown sapphire crystals was car-
ried out both by the optical polarization method and by
the technique of widely diverging x-ray beams [16.5, 6,
87]. The tube samples with diameters of 4–40 mm and
wall thickness in the range 0.5–3 mm were investigated.

It has been established that, in the absence of low-
angle grain boundaries propagating from the seed, the
initial part of the crystal does not contain subgrain
(or low-angle grain) boundaries. Then, as the crystal
grows the dislocation density increases and subgrain
boundaries are formed. The disorientation of adjacent
subgrains increases with distance from the seed, reaches
a certain limit, and then decreases slightly with further
growth. The decrease is probably associated with a rear-
rangement of the subgrain structure; i. e. subgrains with
large disorientations branch into a series of subgrain
boundaries with smaller disorientations. In addition,
there is a decrease in the density of subgrain boundaries
which are at large angles to the growth direction. The
subgrain boundaries which remain are approximately
parallel to the growth direction; the density of these
boundaries (with disorientation as high as 5−10◦ stays
constant.

It should be noted that, at high crystallization rates,
crystals which are free of low-angle grain boundaries
can sometimes be grown. This is probably explained by
the fact that the time spent by the growing crystal in the
plastic zone is not long enough for polygonization pro-
cesses to occur. The presence of bubbles is a source of
additional stresses which gives rise to dislocation gen-
eration and boundary formation. Sub grain boundaries
are frequently observed to form along planes of bubbles
pile-up. So, we can conclude that the quality of crys-
tals at the beginning, at lower temperature gradient, was
better.

Our experience of sapphire crystals growth by dif-
ferent techniques, TPS included, allows a statement
that only temperature gradient less than 2 K/mm gives
the possibility to grow the crystals without low an-
gle boundaries and the dislocation density on the level
≤ 103 cm−2. Certainly, the dislocation density is a rela-
tive characteristic of crystal because the crystal quality
can be characterized only taking into account, as mini-
mum, six dependent parameters:

1. The dislocation density
2. The density of low angle boundaries
3. The degree of subgrain disorientation

4. Residual stresses value
5. Twins
6. Impurity inhomogeneities.

Twins
In the temperature lower than 800 ◦C single crystal sap-
phire is essentially brittle and is not deformed by usual
dislocation mechanism. A twinning is only mode of de-
formation. The following two main rhombohedral twin
systems in sapphire were identified: {011̄2} 〈01̄11〉,
{01̄14} 〈022̄1〉.

Twinning process consists of two distinct stages:
the twin nucleation and the twin growth. The nucle-
ation stress is higher than growth stress. In [16.89]
the nucleation stress for 600 ◦C was determined ex-
perimentally. It is high and strictly depends on surface
treatment. It was found as 13–18 kg/mm2 for polished
specimens and 36–41 kg/mm2 for polished and heat
treated ones. During growth the stress of twin forma-
tion has to be average. It corresponds to the residual
stress ≈ 20 kg/mm2, where the twins can be more often
found.

Faceting, Inhomogeneities of Impurity
Faceted growth is a normal mode of some growth tech-
niques. The singular faces appearance on the interface
in CZT is not very important for sapphire growth but
assists nonhomogeneity in ruby growth because the co-
efficient of chrome distribution is different for faceted
and nonfaceted interface. But for TPS faceting may be
serious defects.

The geometrical form of TPS tubes can differ
slightly from ideal for reasons of a crystallographic na-
ture. According to the Curie theorem, in the process
of growth, there is an interaction between the crystal
symmetry and that of the medium (i. e. the thermal en-
vironment in which the crystal grows). In the grown
crystal, only those elements of symmetry are exhib-
ited which are common both for the crystal and for
the medium. That is the reason why grown crystals are
faceted depending on the orientation. If a sapphire tube
is pulled in the directions 〈101̄0〉, 〈112̄0〉 or interme-
diate ones with ρ = 90◦ (ρ is the angle between the
C-axis and the pulling direction), the close-packed basal
plane (0001) becomes parallel to the growth direction
and facets the tube [16.5, 6, 87]. If ρ differs slightly
from 90◦, a steplike faceting by the basal plane appears
on the lateral surface of the tube. Tubes grown in the
[0001] direction are faceted on the outside by {112̄0}
planes and on the inside by {101̄0} prismatic planes.
Faceting is reduced if the temperature gradient at the
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interface increases. The faceting can be explained be-
cause of supercooling that singular face needs to grow
with the same speed as an isothermal part of interface.

Impurity inhomogeneities are important for ruby
crystals. There are macroscopic and microscopic peri-
odic inhomogeneities (striations) along axes of growth.
Macroscopic ones concerned with the impurity con-
centration changing during the growth because of the
coefficient of distribution that is not equal of one.
TPS allows growing of crystals with macroscopically
homogeneous distribution of impurity. Microscopic in-
homogeneity concerned with the periodic changing of
growth parameters or constitutional supercooling.

Growth Direction
The corundum crystal growth in the direction of C-axis
is very difficult for all techniques of the melt growth, ex-
cept TPS. TPS allows growing of all profile crystals in
C-direction without any problems. And what is more, if
we grow corundum filaments without seeds, the sponta-
neous orientation of the filament coincides with C-axis.
What is the reason? For many melt growth techniques
the growth in the C-direction requires an appearance
of the singular C-plane on the interface. C-plane has
the lowest growth speed. TPS crystals, the filaments
especially, grow with high speed. The interface loses
morphologic stability and is faceted by the rhombohe-
dral faces, as it is shown on Fig. 16.35. So, C-plane does
not participate in the growth. As for filament orienta-
tion, the orientation of C-axes is the most preferable
orientation for its growth with respect to Curie prin-
ciple. On the other hand, the filament interface also is
faceted by the rhombohedral faces.

16.7.3 Applications

Special Windows
Application for modern airborne optical reconnaissance
systems is one of the most impressive fields of TPS
sapphire using [16.8]. Practically TPS does not have
any competitors here. Below are the evidences that TPS
sapphire meets all requirements for this application:

1. The maximal dimensions achieved are 315 ×
480 mm2 [16.90]. It is necessary up to 750 mm
diameter.

2. It has high optical transmission in the 3–5 μm
wavelength atmospheric transmission window.

3. Sapphire has a hardness 9 on the Moose scale (the
hardness of diamond is 10). It is the most durable
commercially available infrared window material. It

has the best resistance to erosion by rain and sand of
any available window materials.

4. It also has excellent thermal shock resistance. But
its thermal shock resistance is limited by loss
of mechanical strength at high temperature from
70 kg/mm2 at room temperature to 20 kg/mm2 at
600 ◦C. Doping or ion implantation with Mg, Ti
can double the compressive strength at 600 ◦C. Heat
treatment at 1450 ◦C in an air atmosphere enriched
with oxygen increases compressive strength by 1.5
times. Neutron irradiation with 1 × 1022 neutrons in-
creases the C-axes compressive strength by a factor
of 3 at 600 ◦C.

5. It is available routinely with minimal optical scatter.
6. High refractive index uniformity is achieved because

of simple oxide composition. For stringent optical
applications, C-axes optics is preferred as this is
zero birefringence orientation.

Domes
The requirements for rocket nose cones correspond
mentioned above ones. The traditional technique of
dome production is a mechanical treatment of big sap-
phire crystals. The effort of production concerned with
minimization of treatment by a growth of crystals hav-
ing a shape close to dome. TPS has suggested some
successful examples of this kind [16.80, 81, 91].

Substrates
An application of sapphire in electronics as substrate for
silicon on sapphire devices was rather large at 1970s. In
that case the face {11̄02} was used. The requirements
were not very rigid. But since 1990s, sapphire has been
becoming the main substrate material for blue and white
laser diodes. The face {0001} is used for the epitaxy.
The requirements to the wafers concerning a crystal
structure and orientation as well as polishing quality are
very high. Sometimes special misorientation of wafer
is used to get better deposited layer. It is evident, that
this TPS application is very promising. But practically
there are no publications concerning this topic, except
rare ones [16.92], probably because of technological
secrets.

Construction Material
Sapphire is increasingly becoming the material of
choice for engineers faced with the design chal-
lenges of extreme conditions, such as those found in
high-temperature, high-pressure or aggressive chemical
environment. There are a lot of examples of this TPS
sapphire product using in the former Saphikon (now
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Saint-Gobain Crystals) catalog. The industrial tech-
nique of welding of sapphire pieces is developed there.
Sapphire tubes, plates and more complicated assemblies
are used a superior alternative to quartz, alumina, and
silicon carbide: in semiconductor processing applica-

tion (plasma containment tubes, process gas injectors,
thermocouple protectors); in spectroscopy and chemical
and biological analysis; lamps and lamp envelopes (high
intensity lamps, flash-lamps, ultraviolet sterilizations);
GaAs backer/carriers; mail sorting optical windows.

16.8 TPS Silicon Growth

Silicon is the second example of the TPS successful in-
dustrial application. But this case is not similar to the
sapphires one. All numerous attempts to grow shaped Si
crystals of electronic grade quality have not been suc-
cessful because shaped silicon is characterized by the
presence of a defect structure influencing its electronic
properties. At the same time, a quality of big surface
thin sheets obtained is acceptable for no expensive so-
lar cells industrial production. We carried out a complex
investigation of shaped ribbons and tubes defect struc-
tures [16.93, 94]. The aims of these investigations were
to understand why it is difficult to obtain a single crystal
structure as well as what is an electric activity of differ-
ent defects. Its influence on the lifetime of secondary
charge carriers is of particular importance, since the ef-
ficiency of solar elements is determined primarily by
the lifetime of the secondary carriers. It is well known
that inhomogeneity of the properties results from the in-
homogeneous distribution of electrically active defects.
The processes occurring at the solid–liquid (S–L) in-
terface essentially affect formation of defects and their
electronic properties as well. The simultaneous study of
electric and photoelectric properties of sheet and tube
crystals, its defect structure and the S–L interface was
carried out. The graphite and the quartz were used as
materials for crucibles and the graphite – for shapers.

16.8.1 Shaped Silicon Structure

Shaped silicon crystals possess characteristic defects
of their crystalline structures including flat boundaries
(most often those of the twinning type), dislocations
and pileups thereof as well as SiC particles and particle-
aggregations. As a result of twinning along intersecting
planes, which can be observed at the initial stage of
growth, a stable and quasi-equilibrium structure char-
acterized by existence of defect areas (flat boundaries)
perpendicular to the tape plane and parallel to the
pulling direction. In this case the silicon tape surface
orientation is {110} and the crystallographic axis 〈211〉
coincides with the direction of pulling. Such orienta-
tion is formed and maintained irrespective of the seed

orientation and can be attained directly at the seed–
crystal contact boundary in case the seed orientation is
{110} 〈211〉 or a stable-structure section of the previ-
ously grown silicon tape is used as a seed. Figure 16.37
gives a photograph of the surface of a silicon tape of
a stable defect structure: SiC inclusion surrounded with
dislocation pileups can be observed on the tape surface.

As a result of x-ray structure analysis it was es-
tablished that the orientation of silicon-tape surfaces
can deflect within the range of 15◦ from {110}. Con-
siderable dimensional fragments of defect structures
identical to those of tapes are observed in silicon tubes
(Fig. 16.38a). The tube-surface orientation in the vicin-
ity of such a fragment deflects from {110} due to surface
curvature. This change in orientation does not cause ad-
ditional structure defects up to the values equal to 15◦
and as soon as that value reaches 15◦ surface orienta-
tion abruptly changes because there appears a severely
defect spot that provides an indispensable turn of the
crystal orientation in such a way so that the system of
twin-boundary planes should be again approximately
perpendicular to the tube surface. Either grain bound-
aries of a general type or dislocation pileups can act as
such defect areas (Fig. 16.38b)

H.p.

Fig. 16.37 Defect structure of a silicon tape: selective
chemical etching pattern, 120 ×; an SiC inclusion is lo-
cated in the center; the label “H.p.” indicates the direction
of crystal growth
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a) b)
Fig. 16.38a,b Defect structures of
silicon tubes (cross-sectional frag-
ments): selective chemical etching
pattern, 200 ×: (a) typical structure;
(b) defect area providing rotation of
the system of twin-boundary planes

Apparently, the number of severely defect spots and
correspondingly the number of fragments of steady
structures is determined by the necessity of closing the
system of fragments into a cylinder. Since the angular
magnitude of an arc of 30◦ corresponds to the variation
of the tube surface orientation of 15◦ from {110}, the
overall number of defect spots is equal to at least twelve,
which is experimentally proved. It should also be noted
that this linear length of severely defect spots along the
perimeter of a tube depends little on its diameter, there-
fore the relation of the volume of severely defect spots
to crystal volume should quickly decrease with the tube
diameter increasing.

Defect structures of silicon tapes were studied by
the TEM. With a ≈ 200 magnification, the defect struc-
ture pattern proved to be similar to that of selective
etching (Fig. 16.37). It was observed that the width
of defective areas is equal to ≈ 5 μm and the width
of monocrystalline regions between them varies from
10–500 μm. Interpretation of fine structures of defect
areas, that look like dark lines parallel to the direction
of pulling in the pattern of selective chemical etching
(Fig. 16.37) revealed that each area represents a set of
microtwins 40–200 Å wide (Fig. 16.39). Small-angle

V

Fig. 16.39 TEM image of a silicon tape: flat defect area
structure in the form of a system of microtwins; magnifica-
tion 160 000; V denotes the direction of crystal growth

disorientation of monocrystalline sections adjacent to
the defect area is caused by such set of microtwins.
Disorientation measured by the Kikuchi-line technique
varied from 40 to 4◦. Besides defect areas of twin-
ning nature, other types of defects were observed in
2% of cases. Those included multilayer lattice defects,
small-angle dislocation boundaries as well as separate
dislocations and inclusions.

To interpret the defect structure and macroscopic
pattern of profiled silicon crystal growth, a model, ac-
cording to which the crystallization front tends to be
shaped by the most slowly growing crystal faces {111}
while high rates are provided by availability of inlet
angles with their vertexes coinciding with twin bound-
aries, was postulated (Fig. 16.40a). To check the model
offered, experiments on investigation of the crystalliza-
tion front shape visualized by impulse changes in the
crystal-pulling rate were carried out. In this case lo-
cal changes in crystal thickness follow the changes in
crystallization front shape, so does the horizontal hatch-
ing observed on the surface of profiled silicon crystals
(Fig. 16.40d).

Crystallization front shaping by faces {111} proved
to be observed only in the vicinity of high-energy
boundaries of a general type and at twin boundaries
of higher orders, e.g., {111}–{115}. Crystallization front
deflection from the flat one does not exceed 2 μm in the
coherent-twin region. The overall crystallization front
area made by faces {111} is not large; the major part
of the crystallization front follows the crystallization
isotherm and corresponds to the face close to {112} and
in separate cases to {110} (Fig. 16.40b,c) each of which
can grow according to the normal mechanism, i. e., both
layer-by-layer and normal mechanisms of growth take
place when shaped crystals grow.

The specific features of the crystallization front re-
viled might be associated with the impurity influence on
the face free energy or on the growth kinetics. Therefore
it can be assumed that front shaping and perhaps inlet
angle formation at twin boundaries are not necessary
for high rates of profiled silicon crystal growth to be put
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{111}

{112}

{110}

{111}

{111}

a)

b)

c)

d)

Fig. 16.40 (a) Crystallization front cut by {111} planes in
accordance with the postulated model; (b,c) experimentally
observed crystallization front shape; (d) correspondence
between the crystallization front shape and the horizontal
hatching on the surface of profiled crystals

into practice. It can be confirmed by the fact that in sep-
arate cases silicon tapes with wide (up to 10–15 mm)
monocrystalline areas can be grown.

It was noticed that in the process of silicon tube
growth the melt meniscus height strongly influences
the character of defect formation in crystals. With the
crystallization front in a tube sinking, the number of
boundaries of a general type increases, i. e., profile de-
fect structure depends on the interaction efficiency in
the crystallization front–shaper system. The shaper in-
fluence is mainly determined by the distortions (thermal
and capillary) introduced by the silicon carbide layer
formed on the operating free edges of a graphite shaper
when it interacts with the silicon melt.

Besides such indirect influence on the structure of
profiles, silicon carbide entering the crystal subsur-
face layer in the form of SiC particles greatly affects
the quality of the material produced. SiC microcrystals
measuring 25–30 μm, produced in the melt meniscus,
form a carbide layer growing on the shaper free edges.
When bulges appear on the layer the meniscus becomes
distorted and on the crystal surface there appear dis-
tinctive furrows and in separate cases bulges along the
direction of pulling that break when SiC particles and
aggregations thereof results from random fluctuations
of the crystallization front when particles reaching the
size of the meniscus escape the carbide layer. The num-
ber and the size of simultaneously entrapped particles
depend on the amplitude of front fluctuations and on the
mean height of the meniscus. The mechanism of carbide
inclusion entrapment offered is confirmed by the results
of silicon tube growth when the number of SiC par-
ticles entrapped sharply decreases for a high meniscus
since the number of particles whose dimensions reach
the meniscus height decreases.

The number of carbide inclusions in shaped silicon
crystals can be decreases in several ways: by using cru-
cibles made of graphite of high density; by replacing the

5

4321

a)

b)

Fig. 16.41a,b The patterns (a) of spatial distribution of the
secondary carrier current (EBIC, dark regions correspond
to increased recombination) and (b) selective chemical
etching; recombination boundaries: (1) inactive, (2) inter-
mittent active, (3) low active, (4) high active, and (5) active
dislocations
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graphite container for crucibles with a protective layer-
coated container; by maintaining a high melt meniscus
(easy to secure when growing closed profiles). Besides,
experiments on alloying shaped silicon with rare-earth
elements showed that no SiC inclusions can be found
on profile surfaces for any meniscus height in case at
least 0.05 mass % of gadolinium dopant is introduced
into silicon melt.

16.8.2 Local Electronic Properties
of Shaped Silicon

The electric and photoelectric properties of crystals
have been studied by local methods at T = 300 K:
electron-beam induced current (EBIC), spreading re-
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Fig. 16.42 Local study of the defect
structure (a,b), electric properties
(c–e), and S–L interface shape (f) of
a silicon ribbon: (a) defect structure
of the transverse cross section of an
etched silicon ribbon, A–E indicate
different types of defects, the label
“Hp” indicates the growth direction;
(b) structural defects on the surface
of an etched ribbon, the label “Hp”
indicates the growth direction; (c) dis-
tribution of photo-EMF obtained by
the LBIV method across the ribbon;
(d) spatial distribution of crystal con-
ductivity, obtained by the spreading
resistance method (arbitrary unit);
(e) spatial distribution of minority
carriers across the ribbon obtained
by the LBIC method (arbitrary unit);
(f) shape of the S–L interface crys-
tal is shown above the curve, and the
melt is below; at l ≥ 2 mm the height
h of the S–L interface distortion is ex-
panded by a factor of 10. The dashed
lines in (c–f) show the locations of
some twin boundaries in (b)

sistance (SR), light-beam induced voltage (LBIV) and
light-beam induced current (LBIC). EBIC–method is
the widely used one. In the case of the SR method, the
local conductivity of the sample was detected by an aci-
cular probe displaced on the crystal surface with 8 μm
step. In this case the spatial resolution of the method
was 30 μm. The LBIV method was used for measuring
the potential difference at the edges of a sample locally
illuminated by a scanning light beam of 5 μm in diam-
eter. This method made it possible to reveal the built-in
electric fields caused by the defects of the crystal struc-
ture. In order to apply the LBIC method, a p-n junction
was prepared or tin and indium oxide film was grown
on the silicon surface, and then the current of minority
carriers generated by a method analogous to the LBIV

Part
B

1
6
.8



550 Part B Crystal Growth from Melt Techniques

{111}–{115} {111}–{111}100 µm

a)

b)

Fig. 16.43a,b Morphology of the melting crystal surface in the
region of twin boundaries {111}–{115} at l = 0.43 mm, and {111}–
{111} at l = 2.2 mm. The distances from the melting front are
(a) 5 mm and (b) 3 mm

method was recorded. Effective centers of recombina-
tion were revealed by the LBIC method.

The spatial distribution of crystal defects was an-
alyzed by the method of selective chemical etching.
In addition, the structure of boundaries was examined
with a scanning electron microscope. The morphology
of the S–L interface was investigated as it is written
above (Fig. 16.40d). Preliminary EBIC investigations
of shaped crystals show that the electrical activity of
twin boundaries as centers of increased recombination
of nonequilibrium charge carriers differs (Fig. 16.41):
there are electrically inactive boundaries, which are evi-
dently coherent, boundaries with discontinuous activity,
and boundaries of moderate and high activity. In the lat-
ter case, the boundaries are evidently incoherent. The
combined results are presented on the Fig. 16.42 ana-
lyzed in detail in [16.94]. Here are brief results. The
most important are defects whose electrical activity,
as recombination centers of nonequilibrium carriers, is
constant all along the silicon ribbon. It can be seen
from comparing the LBIC spectra (Fig. 16.42e) with
the pattern of selective chemical etching (Fig. 16.42b),
that there are three types of such defects, at least.
They are narrow bands of submicrons defects, accu-
mulations or agglomerations of point defects with the
coordinate l = 0.8–1.2 mm extended along the crystal
growth direction. Dislocation etch pits are not visible
here. The rows of dislocations denoted by index E in
Fig. 16.42a and some twin boundaries are highly elec-
trically active. Twin boundaries are the main defects. Its
electric activity, as shown by the analysis in detail, de-

pends on structural properties as well as enriching by
impurities.

We have assumed that the decreased melting tem-
perature of boundaries enriched with impurities may
affect the S–L interface structure. Therefore, exper-
iments were performed on melting shaped silicon
crystals. It has turned out that melting starts on the
surface and melt drops are formed in the vicinity of
impurity inclusions. Fig. 16.43 shows that their concen-
tration at the boundary with the coordinate l = 0.43 mm
(Fig. 16.42) is of order of 400 cm−1, which is in accor-
dance with a density of inclusions equal to 105 cm−2

found along this boundary after crystal cleavage. At the
distance 5 mm from the melting front of reference single
crystalline regions, separate drops coalesce and make up
a uniform melt band of 10 μm in width. The process of
melting thus proceeds mainly along the boundary, and
a crystal can be divided into two parts by melting.

So, the main defects of the shaped silicon are
the following ones: SiC inclusions, block boundaries,
acute-angle boundaries, monocrystalline sections with

a)

b)

c)

Fig. 16.44a–c Influence of annealing on the EBIC contrast
of a silicon strip: (a) initial sample; (b) annealed at 450 ◦C
for 50 h; (c) annealed at 1000 ◦C for 50 h (130 ×)

Part
B

1
6
.8



Shaped Crystal Growth 16.9 TPS Metals Growth 551

reduced lifetime, incoherent twin boundaries, dislo-
cations, and coherent twin boundaries. The electrical
activity of the structural defects falls in the order listed:
in the region of the SiC inclusion, the lifetime of sec-
ondary carriers τ ≤ 10−8 s, increasing to a magnitude
of the order of 10−6 s in monocrystalline regions of Si
crystals with a resistivity of the order of 1 Ω cm.

The concentration of electrically active defects may
possibly be reduced at the stage of crystal growth by im-
proving the procedure. Decreasing of electrical activity
of crystal defects in postgrowth treatment is a promising
method of increasing the efficiency of solar elements. It
has been established that annealing crystals at temper-
ature of the order of 500 ◦C is a largely ineffective. In
the EBIC spectra shown in Fig. 16.44, the regions of in-
creased recombination of nonequilibrium carriers in the
vicinity of the boundaries are seen to be only slightly
broaden. However, annealing at 1000 ◦C leads to an in-
crease in lifetime of the secondary carriers as a result of
the decrease in electrical activity of the boundaries.

16.8.3 TPS Silicon Growth

The first experiments in the field of shaped silicon
growth, especially for solar cells, were carried out
more than thirty years ago. More than twenty different
techniques have been tested. Information concern-
ing this activity with numerous bibliographies can be
found in [16.11–13]. The recent situation was analyzed
in [16.95] review where four shaped silicon growth
techniques are estimated as promising. There are TPS-
EFG production of octagon profiles of 5 m length with
8 faces of 12.5 cm width and 0.3 mm thickness: RWE
Schott Solar produces more than 200 000 kg/year with
solar cell efficiency 14%. There is no any sawing loss
because a laser cutting is used. In the frame of R&D
project, a growth of tubes with the diameter of 0.5 m
was realized [16.96].

Three other techniques are the following ones:

1. Evergreen Solar uses the string ribbon technique –
a vertical growth from free melt surface between
two metal strings

0 1 2 3 4 5 6 7 8 9

h(t)/h(0)

τ (s)

1

0.5

0

–0.5

Fig. 16.45 Calculated curves of attenuation of crystallization front
perturbation for a silicon tape

2. AstroPower uses the Silicon Film technique – a hor-
izontal growth on a substrate with separation of the
ribbon from the substrate

3. ECN uses RGS – the horizontal growth on a sub-
strate when the substrate is used as a part of the solar
cell.

We suggested this variant of shaped silicon growth
22 years ago with the name two shaping elements tech-
nique, TSET [16.97]. The scheme of the technique can
be seen on the Fig. 16.45. When a graphite cloth is used
as the substrate we title the technique the silicon on
cloth, SOC.

At the conclusion of the silicon shaped growth dis-
cussion, let us show how the stability theory can be used
for a crystal growth process characterization. On the
Fig. 16.45 the curves of attenuations of crystallization
front perturbation are presented. The special experi-
ments were carried out for TSET. The relocation time
was calculated as a function of the growth speed. It was
found that it is decreased with the speed increasing up to
the growth speed 6 cm/min and is not changed with the
farter speed increasing. Two speeds (1.5 and 6 cm/min)
were used in the experiments. The surface quality of the
ribbons grown with the speed 6 cm/min was much bet-
ter. The amplitude of the roughness was five times less.

16.9 TPS Metals Growth

What are the results of TPS application for metals and
alloys? On the basis of our big experience in the field,
we can conclude: when we find a material for the shaper
(both wetted or nonwetted, but chemically inert) we

can pull profiles from pure metals and eutectic alloys.
The profiles have good quality surfaces (sometimes like
a mirror). It is easy to grow low-melting metal single
crystals by this technique. But there is no any technical
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application. As for refractory metal single crystals, for
instance Mo that is used for foil production, it is very
difficult to find a material for shaper.

Polycrystalline profiles could be used for many ap-
plications, for instance heat exchangers from alloys of
aluminum (Fig. 16.28). But when we need alloys of
high mechanical properties, the composition of alloys
is complicated. There is a big gap between the tempera-
tures of liquidus and solidus. Dendrite crystals appear in
the meniscus and the problem of profile pulling is rather
difficult both from point of view of surface quality and

internal structure. So, TPS is difficult to compete with
extrusion. On the other hand, the structure and mechan-
ical properties of profiles are better than ones of cast
profiles. We think the history is not finished yet. The
problem of industrial application is not easy and a lot
of efforts will need from numerous researchers. First
of all alloys of special compositions have to be devel-
oped. Our success in the TPS application for the special
steel [16.66] (Fig. 16.29a) and never published before
stainless steel with aluminum rib (Fig. 16.29b) were
promising but unfortunately have not been continued.

16.10 TPS Peculiarities

1. The crystals have the shape that we need for the
most rational practical using.

2. The technique can be applied for any matters if
a material for the shaper (both wetted or nonwetted,
but chemically inert) is found.

3. The range of crystal dimensions is large: filaments
of 0.02 mm diameter; tubes of 0.5 m diameter;
plates 480 × 320 × 10 mm3.

4. A growth speed, as rule, is much higher than in other
crystal growth techniques.

5. Crystal, as rule, has a special structure concerned
with the interface faceting.

6. Shaper influences on the interface shape.
7. The separation of growth zone from the melt in

the crucible allows realization of continuous feed-
ing by the raw material during growth process.
As a result, we can have a short time of the
melt presence before the growth, if it is nec-
essary. Periodical change of the doping also is
possible.

8. A distribution of impurities along the axis of crystal
is more uniform. Indeed, if a coefficient of distribu-
tion of impurities is not equal to one during crystal
growth a quantity of impurities changes along an
axis of crystals in the most of crystal growth tech-
niques. A solution of this problem can be found by
localization of the melt at the zone of growth with-
out stirring it with other melt volume. This situation
we have, for instance, in using of additional crucible
of small volume for CZT. The more effective result
gives the capillary feeding at the TPS.

9. The using of special systems of capillaries for feed-
ing allows controlling a distribution of impurities at
the cross section of crystal.

10. A combination of doped and undoped parts is
achieved in the same crystal.

11. The dynamic stability theory, developed for TPS,
was successfully used for other CST as well as
for analysis of cylindrical pores (negative crystals)
growth and the radial instability of vapor whisker
growth [16.5, 6].
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The growth of crystals has been of interest to
physicists and engineers for a long time because
of their unique properties. Single crystals are
utilized in such diverse applications as pharma-
ceuticals, computers, infrared detectors, frequency
measurements, piezoelectric devices, a variety of
high-technology devices, and sensors. Solution
crystal growth is one of the important techniques
for the growth of a variety of crystals when the
material decomposes at the melting point and
a suitable solvent is available to make a saturated
solution at a desired temperature. In this chapter
an attempt is made to provide some fundamen-
tals of growing crystals from solution, including
improved designs of various crystallizers.

Since the same solution crystal growth tech-
niques could not be used in microgravity, authors
had proposed a new cooled sting technique to
grow crystals in space. Authors’ experiences of
conducting two Space Shuttle experiments relating
to solution crystal growth are also detailed in this
work. The complexity of these solution growth ex-
periments to grow crystals in space are discussed.
These were some of the earliest experiments per-
formed in space, and various lessons learnt are
described.

A brief discussion of protein crystal growth,
which also shares the basic principles of the
solution growth technique, is given along with
some flight hardware information for such growth
in microgravity.
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The growth of crystals with tailored physical and
chemical properties, the characterization of crystals
with advanced instrumentation, and their eventual con-
version into devices play vital roles in science and
technology. Crystal growth is an important field of
materials science, involving controlled phase trans-
formation. Growth of crystals from solution at low
temperature is one of the important techniques in
the fields of pharmaceutical, agriculture, and mater-
ials science. Crystal growth acts as a bridge between
science and technology for practical applications. In
the past few decades, there has been growing inter-
est in the crystal growth process, particularly in view
of the increasing demand for materials for techno-
logical applications. The strong influence of single
crystals in present-day technology is evident from
recent advances in the fields of semiconductors, trans-
ducers, infrared detectors, ultrasonic amplifiers, ferrites,
magnetic garnets, solid-state lasers, nonlinear optics,
piezoelectrics, acousto-optics, photosensitive materials,
and crystalline thin films for microelectronics and com-
puter applications. All these developments could only
be achieved due to the availability of single crys-
tals such as silicon, germanium, and gallium arsenide,
and also through the discovery of nonlinear optical
properties in some inorganic, semiorganic, and or-
ganic crystals. Researchers have always sought new
materials for growth of single crystals for new ap-
plications and the modification of present crystals
for various applications. Any crystal growth process
is complex; it depends on many parameters, which
can interact. A complete description of a process
may well be impossible, since this would require the
specification of too many variables. This is why crys-
tal growth is sometimes called an art as well as
a science, but like other crafts, it can provide great sat-
isfaction after successful crystal growth of a desired
material.

Solid-state materials can be classified into sin-
gle crystals, polycrystalline, and amorphous materials
depending upon the arrangement of their constituent
molecules, atoms or ions. An ideal crystal is one in
which the surroundings of any atom would be exactly
the same as the surroundings of every similar atom in
three dimensions. However, real crystals are finite and
contain defects. The consistency of the characteristics
of devices fabricated from a crystal depends on the ho-
mogeneity and defect contents of the crystal. Hence,
the process of producing single crystals, which offer
homogeneous media at the atomic level with direc-
tional properties, attracts more attention than any other

process. The methods of growing crystals are mainly
dictated by the characteristics of the material and the
desired size of the crystal. The method of growing crys-
tals at low and high temperature can be broadly divided
into the following six categories:

1. Growth from aqueous solution (low-temperature
growth)

2. Growth by gel method (low-temperature growth)
3. Growth from flux or top-seeded solution growth

method (high-temperature growth)
4. Hydrothermal growth (high-temperature growth)
5. High-pressure growth (high-temperature growth)
6. Growth by electrodeposition.

Growth of bulk crystals from aqueous solution is
technically very important. Besides bulk crystal growth,
this method is also used for purification of materials
and separation of impurities. Growth of large single
crystals from aqueous solution is of interest for es-
sentially two reasons. First, there is a growing need
for solution-grown crystals in the area of high-power
laser technology, such as potassium dihydrogen phos-
phate (KDP)-type crystals. Second, research in this
area of crystal growth and the corresponding in-depth
examination of several key parameters provides funda-
mental case studies generating theory and technology
that are applicable to all solution crystal growth pro-
cesses, including new aqueous growth systems and
high-temperature solution growth.

In this chapter, the fundamental aspects of solu-
tion growth and the various methods of bulk crystal
growth from solution are described, along with solu-
tion crystal growth in the microgravity environment of
space. Based on extensive experience of the authors in
growing inorganic and organic crystals on Earth and in
space, the authors have tried to provide a lucid expla-
nation of the fundamentals of solution crystal growth
and crystal growth systems. However, enough details
are given on fabrication of crystallizers, associated in-
struments, and techniques that new researchers may be
able to design and set up his/her own solution crystal
growth system after review of this chapter. Furthermore,
growth and perfection of a technologically important
crystal from aqueous solution based on the case study
of triglycine sulfate is presented. The effects of various
parameters such as the design of the seed holder, seed
morphology, the characteristics of the solution such as
pH, the growth temperature, dopants, impurities, and
microgravity on the physical properties are presented in
detail.
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Bulk Single Crystals Grown from Solution on Earth and in Microgravity 17.1 Crystallization: Nucleation and Growth Kinetics 561

17.1 Crystallization: Nucleation and Growth Kinetics

The study and investigation of crystal growth implies
the determination of growth laws and growth mech-
anisms, and the explanation of the final result, i. e.,
the crystal habit. These aspects are interconnected.
Since the growth rate of a face depends on its growth
mechanisms and contributes to define the crystal habit,
detailed knowledge of these aspects is essential for pro-
duction of crystals of specific physical or morphological
properties. Crystal growth is due to deposition of solute
particles on crystal faces, which can grow layer by layer
at different rates. The growth rate of a face, i. e., the ad-
vancement of its surface in the normal direction per unit
time, depends upon both internal and external factors.
Internal factors include the surface structure of faces,
which in turn are related to the bulk crystal structure,
and their degree of perfection. Defects usually occur in
the crystals and can emerge at the surface, affecting the
growth kinetics. The external factors include the super-
saturation, the solute concentration, which is related to
solubility, the temperature of the solution, the composi-
tion of the solution, mechanical conditions such as the
use of stirring, and the presence of impurities or a mag-
netic or gravitational field. The crystal growth of a face
is a succession of complex processes that take place at
the interface between the liquid and solid phase. This
therefore implies transport of matter and energy across
the interface, which is the site of major importance in
crystal growth.

In the following section, the fundamentals of nucle-
ation and crystal growth in low-temperature solution are
described.

17.1.1 Expression for Supersaturation

The supersaturation of a system can be expressed in
a number of ways. A basic unit of concentration as
well as temperature must be specified. The concentra-
tion driving force (ΔC), the supersaturation ratio (S),
and the relative supersaturation (σ) are related to each
other as follows.

The concentration driving force is

ΔC = C −C∗ , (17.1)

where C is the actual concentration of the solution and
C∗ is the equilibrium concentration at a given tempera-
ture.

The supersaturation ratio is

S = C

C∗ . (17.2)

The relative supersaturation is

σ = C −C∗

C∗ or σ = S −1 . (17.3)

If the concentration of a solution can be measured at
a given temperature and the corresponding equilibrium
saturation concentration is known, then the supersatura-
tion can be estimated.

The required supersaturation can be achieved either
by cooling/evaporation or by the addition of a precip-
itant. Meirs and Isaac reported a detailed investigation
on the relationship between supersaturation and sponta-
neous crystallization [17.1]. The results of their analysis
are shown in Fig. 17.1, which shows three zones, termed
regions I, II, and III. The lower continuous line indi-
cates the normal solubility of the salt concerned. The
temperature and concentration at which spontaneous
crystallization occurs are represented by the upper bro-
ken curve, generally referred to as the supersolubility
curve. This curve is not well defined, as the solubility
curve and its position in the diagram depend on the de-
gree of agitation of the solution. The three zones are
defined as:

I. The stable (undersaturated) zone, where crystalliza-
tion is not possible.

II. The metastable zone, where spontaneous crystal-
lization is improbable. However, if a seed crystal
is placed in such a metastable solution, growth will
occur.
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Fig. 17.1 Meirs and Issac solubility curve
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562 Part C Solution Growth of Crystals

III. The unstable or labile (supersaturation) zone, where
spontaneous crystallization is more probable.

The achievement of supersaturation is not sufficient
to initiate crystallization. The formation of embryos or
nuclei with a number of minute solid particles present
in the solution, often termed centers of crystallization,
is a prerequisite. Nucleation may occur spontaneously
or can be induced artificially. Broadly speaking, nu-
cleation can be classified into primary and secondary.
All types of nucleation, whether homogeneous or het-
erogeneous, in systems that do not contain crystalline
matter are described as primary. On the other hand, nu-
cleation generated in the vicinity of crystals present in
a supersaturated system is termed secondary nucleation.

The formation of stable nuclei occurs only by the
addition of a molecule (A1) until a critical cluster is
formed

An−1 + A1 → An (critical cluster) . (17.4)

Subsequent additions to the critical cluster result in nu-
cleation followed by growth. The growth units (ions
or molecules) in a solution can interact with one an-
other, resulting in a short-lived cluster. Short chains or
flat monolayers may be formed initially, and eventually
the lattice structure is built up. This process occurs very
rapidly and continues in regions of very high supersatu-
ration. Many nuclei fail to achieve maturity and simply
dissolve due to their unstable nature. If the nuclei grow
beyond a certain critical size, they become stable under
the average conditions of supersaturation in the bulk of
the solution.

The formation of a solid particle within a homoge-
neous solution results from the expenditure of a certain
quantity of energy. The total quantity of work W re-
quired for the formation of a stable nucleus is equal to
the sum of the work required to form the surface WS
(a positive quantity) and the work required to form the
bulk of the particle WV (a negative quantity).

W = WS + WV . (17.5)

The change in Gibbs free energy (ΔG) between the
crystalline phase and the surrounding mother liquor re-
sults in a driving force, which stimulates crystallization.
This ΔG is the sum of the surface free energy and the
volume free energy

ΔG = ΔGS +ΔGV . (17.6)

For a spherical nucleus

ΔG = 4πr2γ + 4

3
πr2ΔGV , (17.7)

where r is the radius of the nucleus, γ is the interfacial
tension, and ΔGV is the free energy change per unit
volume.

For rapid crystallization, ΔG < 0; the first term in
the above equation expresses the formation of new sur-
face, and the second term expresses the difference in
chemical potential between the crystalline phase (μ)
and the surrounding mother liquor (μ0). At the critical
condition, the free energy formation obeys the condition
dΔG/dr = 0. Hence the radius of the critical nucleus is
expressed as

r∗ = 2γ

ΔGV
. (17.8)

The critical free energy barrier is

ΔG∗ = 16πγ 3v2

3 (Δμ)2
. (17.9)

The number of molecules in the critical nucleus is

I∗ = 4

3
πγ (r∗)3 . (17.10)

The crucial parameter between a growing crystal and
the surrounding mother liquor is the interfacial tension
γ . This complex parameter can be determined by con-
ducting nucleation experiments.

Growth of crystals from the vapor, melt or solution
occurs only when the medium is supersaturated. The
process involves at least two stages [17.2]:

1. Formation of stable three-dimensional (3-D) nuclei
2. Development of the stable 3-D nuclei into crystals

with well-developed faces.

The formation of 3-D nuclei is usually discussed in
terms of reduction in the Gibbs free energy of the sys-
tem. At a given supersaturation and temperature, there
is a critical value of the free energy at which 3-D nu-
clei of a critical radius are formed. Only those nuclei
which are greater than the critically sized nucleus are
capable of growing into crystals of visible size by the
attachment of growth species (i. e., molecules, atoms
or ions) at energetically favorable growth sites such
as kinks (K) in the ledges (L) of a surface. The sur-
faces of growing crystals may be flat (F), stepped (S)
or kinked (K). However, crystals of visible size are usu-
ally bounded by slowly growing F-faces which grow by
the attachment of growth units at energetically favor-
able sites. Figure 17.2 shows different positions for the
attachment of growth units at a flat crystal–medium in-
terface of a simple cubic lattice. A growth unit attached
at a surface terrace (T), smooth ledge (L) or kink (K)
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Bulk Single Crystals Grown from Solution on Earth and in Microgravity 17.1 Crystallization: Nucleation and Growth Kinetics 563

site has one, two or three out of the six potential nearest
neighbors, respectively. Therefore, a growth unit arriv-
ing at a surface terrace, ledge or kink simply loses one,
two or three degrees of freedom. If φ is the binding
energy per pair, the corresponding binding energy of
a growth unit attached at these sites is φ, 2φ, and 3φ, re-
spectively. Since the probability of capture of a growth
unit at a given site depends on the term exp(nφ/kBT )
(where n is the number of bonds formed, kB is the Boltz-
mann constant, and T is the temperature in Kelvin), the
growth unit has a much higher probability of becom-
ing a part of the crystal at a kink site than at a ledge
or surface terrace. Consequently, in contrast to ledges,
the contribution of kinks is overwhelmingly high in the
rate v of displacement of a step along the surface and
in the rate R of displacement of the surface normal to
it. Similarly, the contribution to the face growth rate R
by the direct attachment of growth units at the terrace is
negligible.

From the above discussion, it may be concluded
that the kinetics of crystal growth may, in general, be
considered to occur in the following stages:

1. Transport of growth units to the growing surface
by bulk diffusion and their capture onto the surface
terrace

2. Migration of growth units adsorbed onto the terrace
to the step by surface diffusion and their capture at
the step

3. Migration of growth units adsorbed onto the step to
the kink site and their integration into the kink

4. Transport of the released heat of the reac-
tion and solvent molecules from the solvated
atoms/molecules.

One or more of the above stages may control the
growth rate but the slowest one is always rate limiting.
However, it should be noted that growth kinetics, char-
acterized by the rates v′ and R, depends on the crystal
structure, the structure of the crystal–medium interface
(i. e., rough or smooth), the presence of dislocations
emerging on the growing face, the supersaturation of
the growth medium, the growth temperature, stirring,
and impurities present in the growth medium. It is also
these factors that ultimately determine the surface mor-
phology of the crystal.

To explain the crystal growth processes, various the-
ories, models, and role of impurities have been proposed
in the past. Some of these are listed below. For details,
one can refer to various excellent references, and refer-
ences therein [17.2–36]. The important growth models
are: (i) the two-dimensional nucleation model, (ii) the

R
T

υ'

K

L

Fig. 17.2 Different positions for the attachment of growth units at
a flat crystal–medium interface of a simple cubic lattice

spiral growth model, (iii) the bulk diffusion model, and
(iv) growth by a group of cooperating screw disloca-
tions.

17.1.2 Effects of Convection
in Solution Growth

Convection is comprised of two mechanisms: energy
transfer due to random molecular motion (diffusion)
and energy transferred by bulk or macroscopic motion
of the fluid. This fluid motion is associated with the
fact that, at any instant, large numbers of molecules are
moving collectively or as aggregates. Such motion, in
the presence of a temperature gradient, contributes to
heat transfer. Because the molecules in the aggregate re-
tain their random motion, the total heat transfer is then
due to a superposition of energy transport by the ran-
dom motion of the molecules and by the bulk motion
of the fluid. It is customary to use the term convection
when referring to this cumulative transport and the term
advection when referring to transport due to bulk fluid
motion.

Natural Convection
Convectional heat flow can be classified as natural (or
free) convection or forced convection according to the
nature of the fluid flow. Natural convection is due to the
density difference of a solution near a crystal and far
from it. This density difference is due primarily to the
change in concentration of a solution during growth or
the dissolution of a crystal; and, secondly, due to the
absorption or evolution of heat in the fluid. In natu-
ral convection, fluid motion is due to buoyancy forces
within the fluid. Buoyancy is due to the combined pres-
ence of a fluid density gradient and a body force that
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564 Part C Solution Growth of Crystals

is proportional to density. In practice, the body force
is usually the gravitational force. Free convection flows
may occur in the form of a plume. The well-known
convective flow pattern for solution growth is associ-
ated with fluid rising from the bottom of the crystal.
During the growth of a crystal, solution rises because
the solution near a crystal is less dense as a result of
a reduction in its concentration, and the temperature is
higher because of the evolution of the heat of crystal-
lization. With this depletion of the heavier solute, the
solution around the crystal becomes lighter and, thus,
rises. When a crystal is dissolved, the direction of mo-
tion is opposite (downward). Under these conditions,
the diffusion of molecules is supplemented by the more
energetic convective transport of matter.

Diffusion is the distribution of a substance by ran-
dom motion of individual particles. It is due to the
presence of a gradient of the chemical potential in the
system. A gradient is defined as the increment of a func-
tion in an infinitely short distance, along the direction
of the most rapid variation of the function. Diffusion
always reduces this gradient. Molecular diffusion is ob-
served in viscous media and at low supersaturations,
as well as in the growth of crystals, in thin films of
liquids, and in capillaries. In molecular diffusion the
transport of matter to a crystal is slower than under other
diffusion conditions. The thickness of the boundary
layer increases with time and the concentration gradi-
ent gradually decreases. Therefore, the rate of growth
decreases with time. The time interval during the for-
mation of a boundary diffusion layer represents the
non-steady-state condition. During this initial period,
the rate of growth varies considerably. The thickness of
the boundary layer depends on the difference between
the densities of different parts of the solution (i. e., on
the rate of growth of a crystal), the viscosity of the so-
lution, and the dimensions of the crystal. The presence
of the boundary near the crystal and the orientation of
the crystal itself affect the nature of the convection cur-
rents and the thickness of the boundary layer at different
crystal faces.

Forced Convection
Forced convection is produced by the action of exter-
nal forces such as the forced motion of a crystal in the
solution. There is no basic difference between forced
and natural convection. When the velocity of motion
of a solution with respect to a crystal is increased, the
thickness of the boundary layer increases and the supply
of matter to a face of the crystal increases. Therefore, by
increasing the rate of motion of a solution, we can in-

crease the growth rate of the crystal faces. However, we
cannot continue this process indefinitely. A temperature
gradient constitutes the driving potential for heat trans-
fer. Similarly, a concentration gradient of a species in
a mixture (or solution) provides the driving potential for
mass transfer. Both conduction heat transfer and mass
diffusion are transport processes that originate from
molecular activities. Crystal growers are actually con-
cerned with two aspects of nutrient-to-crystal transport:

1. The mass flux across an interface, which we will call
the interfacial flux and which determines the crystal
growth rate

2. The concentration profile of growth species in the
nutrient adjacent to the crystal, which is an essential
parameter in morphological stability discussions.

Let us now introduce the dimensionless numbers
that govern forced and free convection. The Grashof
number Gr is

Gr = gβΔTL3

v2 , (17.11)

where g is gravitational acceleration (m/s2), β =
1/ρ(δρ/δT ) is the thermal expansion coefficient (where
ρ is density), ΔT is the temperature difference between
the horizontal surfaces that are separated by L , and v

is kinematic viscosity (m2/s). The Grashof number Gr
plays the same role in free convection that the Reynolds
number plays in forced convection. The Reynolds num-
ber Re is

Re = VL

v
= ρVL

μ
, (17.12)

where V is velocity (m/s), L is the characteristic length
(m), v is kinematic viscosity (m2/s), ρ is density, and μ

is viscosity (kg/(s m)). The Reynolds number Re pro-
vides a measure of the ratio of the inertial to viscous
forces acting on a fluid element. In contrast, the Grashof
number Gr, indicates the ratio of the buoyancy force to
the viscous force acting on the fluid.

17.1.3 Effect of Impurities

We will now define impurities, which are inherently
present, and additives or dopants, which are deliber-
ately added. The former are naturally present in the
growth environment and are unwanted; the latter are
deliberately added in order to control nucleation, im-
prove crystal quality, increase the size, and change the
crystal habit or other physical properties. This topic
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has received great attention since it is of relevant the-
oretical and practical interest in the growth of crystals
of industrial importance. The ability of impurities to
change the growth behavior has been studied by many
authors [17.23–36]. It is well known that the influence
of impurities on the crystal form and the growth rate is
based on the adsorption of ions, atoms or molecules of
foreign species at kinks, ledges, and terraces of a grow-
ing crystal. The change of the crystal form is based on
a difference in adsorption energies on different faces.
Impurity molecules will be preferentially adsorbed on
surfaces where the free adsorption energy is maximum.
It has been possible to predict this preferred surface
using computational approaches [17.37]. Recently the
mechanisms and models of adsorption of impurities
during the growth of bulk crystals have been surveyed
by Sangwal, including kinetic effects of impurities on
the growth of single crystals from solution [17.36].

The solvent itself is an impurity. High temperatures
and high supersaturations increase growth rate, but in
the presence of a solvent the effect of temperature is
stronger, since it promotes water desorption and growth
kinetics much more than supersaturation, as found for
sucrose [17.38, 39]. Anomalies found by Chernov and
Sipyagin [17.40] at 10 and 40 ◦C in growth rates dis-
appeared when ethanol, which is known to disrupt the
bulk structure of water, was added to the solution. In-
deed, water adsorbed on crystal surfaces has properties
differing from those of free water. This is attributed
to the different structures of the adsorbed layer which
undergo phase-like transformations at these tempera-
tures.

Impurity adsorption can be studied indirectly
through the adsorption isotherm, i. e., the fraction θ of
adsorbed sites which are occupied as the impurity con-
centrations Ci increase. The simplest model of localized
adsorption, i. e., situated at lattice sites, is the Langmuir
isotherm

KaCi = θ

1+ θ
, (17.13)

where Ka is the temperature-dependent adsorption
constant, which is different for each crystal face.
Other models, which take into account the interactions
between adsorbed impurities or the occupation proba-
bility, have been proposed.

Impurities can act in different ways. When they in-
teract with the solute or solvent, they can have strong
influences on the solubility and consequently on the
supersaturation and kinetic processes. When impurities
are adsorbed on crystals, they can have thermodynamic

and kinetic effects. The dominant effect is on the rates
of exchange in which the adsorbed molecule or ions and
growth units are involved. If the former are exchanged
more rapidly than the latter, adsorption mainly affects
surface and edge free energy. For a face, a decrease of
γi (interfacial energy of face i) results in, according to
the Gibbs equation,

Δγi = kBT ln(1− θ)/S , (17.14)

where S is the area of the adsorption site. Similarly,
the edge free energy is decreased. These effects should
cause an increase in the nucleation and growth rate. If
the exchange rate of the adsorbed molecules is slower,
impurities can strongly decrease the kinetic coefficients
(RF = Kσ2 at low supersaturation and RF = K ′σ at
high supersaturation, where K and K ′ are kinetic co-
efficients that depend on the temperature and growth
mechanisms, RF is the growth rate of face F, and σ is
the relative supersaturation). So that as a final result the
kinetic effects dominate the thermodynamic ones and
a decrease in growth rate and impingement flux occur.
The interpretation of impurity effects can be done on
a structural and kinetic basis:

1. Low concentrations of impurity can form an ad-
sorbed monolayer on the surface even in undersat-
urated solutions, due to the structural relationship
between the two-dimensional (2-D) crystal face and
the adsorbed layer (as in the case of NaCl grown
in the presence of CdCl2, where a monolayer of
Na2CdCl2 ·3H2O is formed). The main influence is
on the crystal habit.

2. The kinetic interpretation considers the possibility
of adsorption on the different surface sites. If im-
purities are adsorbed at the kinks, the advancement
rate of the edge is hindered even at very low impu-
rity concentrations and the growth rate is strongly
decreased and even blocked. Adsorption can also
occur on the surface with so strong bonds that im-
purity molecules cannot move and form a barrier
through which the steps have to filter. The spreading
of steps beyond this barrier demands supersatura-
tion higher than a critical value for each impurity
concentration. In this case impurities are incorpo-
rated. Such additives are tailor-made to modify the
crystal habit for industrial needs. The molecules of
these impurities are similar to those of crystals, but
contain some structural differences, so that when
they are incorporated into the crystal they disrupt
some bonds and change the growth rate of the faces.
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17.2 Low-Temperature Solution Growth

Among the various methods of growing single crys-
tals [17.41–43], solution growth at low temperature
occupies a prominent place owing to its versatility and
simplicity. Growth from solution occurs close to equi-
librium conditions and hence crystals of high perfection
can be grown.

Solution growth is the most widely used method
for the growth of crystals when the starting mater-
ials are unstable or decompose at high temperatures.
This method demands that the materials must crystallize
from solution with prismatic morphology. In general,
this method involves seeded growth from a saturated
solution. The driving force, i. e., the supersaturation,
is achieved either by lowering the temperature or sol-
vent evaporation. This method is widely used to grow
bulk crystals that have high solubility and solubility
variation with temperature. After many modifications
and refinements, the process of solution growth now
yields good-quality crystals for a variety of applications.
Growth of crystals from solution at room tempera-
ture has many advantages over other growth methods,
though the rate of crystallization is slow. Since growth
is carried out close to room temperature, the density
of structural imperfections in solution-grown crystals is
relatively low.

17.2.1 Solution Growth Methods

Low-temperature solution growth can be subdivided
into the following categories: (i) the slow cooling
method, (ii) the slow evaporation method, (iii) the tem-
perature gradient method, and (iv) the chemical/gel
method.

Slow Cooling Method
Slow cooling is the best way to grow crystals by so-
lution technique. The main disadvantage of the slow
cooling method is the need to use a narrow tempera-
ture range. The possible range of temperature is usually
narrow and hence much of the solute remains in the
solution at the end of the growth run. To compensate
for this effect, a large volume of solution is required.
A wide range of temperature may not be desirable be-
cause the properties of the grown crystal may vary with
temperature. Even though this method has the techni-
cal difficulty of requiring a programmable temperature
control, it is widely used with great success. In this
method, growth occurs without any secondary nucle-
ation in the solution, if the supersaturation is fixed

within the metastable zone limit. A large cooling rate
changes the solubility beyond the metastable zone width
and multinucleation occurs at the expense of the seed
crystal. A balance between temperature lowering and
the growth rate has to be maintained. Growth at low
supersaturation prevents strain and dislocation forma-
tion at the interface. Supersaturation can be increased
after initial growth to achieve a reasonable growth
rate.

Slow Evaporation Method
This method is similar to the slow cooling method
in terms of the apparatus requirements. The tem-

CaCl2
solution

Ca-tartrate

Gel and 
tartaric acid

Diffusion
reaction

Fig. 17.3 Schematic diagram of the gel crystal growth
process
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perature is fixed and provision is made for evap-
oration. With nontoxic solvents such as water, it
is permissible to allow evaporation into the atmo-
sphere. Typical growth conditions involve a temper-
ature stabilization of about ±0.05 ◦C and rates of
evaporation of a few mm3/h. The evaporation tech-
nique has the advantage that the crystals grow at
fixed temperature, but inadequacies of the tempera-
ture control system still have a major effect on the
growth rate. This method can be used effectively for
materials with very low temperature coefficient of
solubility.

Temperature Gradient Method
This method involves the transport of materials from
a hot region containing the solute material to be grown
in a cooler region, where the solution is supersaturated
and the crystal grows. The main advantages of this
method are

1. Crystal growth at fixed temperature

2. Insensitivity to changes in temperature, provided
that both the source and growing crystal undergo the
same change

3. Economy of solvent and solute.

On the other hand, a small temperature difference
between the source and the crystal zones has a large
effect on the growth rate.

Chemical/Gel Method
The gel method is exceedingly simple. One procedure
is to prepare a gel using commercial waterglass, ad-
justed to a specific gravity of 1.06 g/cm3. Gel is then
mixed with 1 M tartaric acid and allowed to gel in a test
tube. Once the gel is formed, some other solution can
be placed on top (1 M CaCl2 solution), as shown in
Fig. 17.3. In the course of time, crystals of calcium tar-
trate tetrahydrate are formed in the gel. In a nutshell,
one solution diffuses through the gel and reacts with
the other solution to form crystals of appropriate chem-
icals [17.44].

17.3 Solution Growth by Temperature Lowering

The growth of crystals from low-temperature solutions
occupies a prominent place, especially when materials
are not stable at elevated temperatures. A number of
concepts for solution crystal growth systems can be
found in the literature. One of the best concepts for
growth of both inorganic and organic crystals from solu-
tion is by temperature lowering of a solution, provided
that the material has a positive temperature coefficient
of solubility. In this method, a saturated solution of the
material to be grown is prepared at a chosen tempera-
ture and kept at this temperature for 24 h. Then a seed
holding rod is inserted into the growth chamber and
its rotation is initiated. The growth process is initiated
by lowering the temperature slowly. The temperature of
the solution is lowered at a preprogrammed rate, typi-
cally 0.05–2.0 ◦C/day, depending on the solubility of
the chosen material. The complete crystallization pro-
cess may take from one to several weeks. To terminate
the growth process the grown crystals are taken out of
the solution without thermal shock.

Solution crystal growth is a highly complex process
and depends on various growth parameters such as the
quality of the seed, the growth temperature, the tem-
perature lowering rate, the character of the solution, the
seed rotation speed, and stirring of the solution, besides

other conditions. To grow good-quality crystals, these
parameters have to be optimized for each crystal.

17.3.1 Solvent Selection and Solubility

A solution is a homogeneous mixture of a solute in
a solvent. Generally, the solute is the component present
in a smaller quantity. For a given solute, there may be
different solvents. Apart from high-purity starting ma-
terials, solution growth requires a good solvent. The
solvent must be chosen by taking into account the
factors:

1. High solubility for the given solute
2. Good solubility gradient
3. Low viscosity
4. Low volatility
5. Low corrosion.

If the solubility is too high, it is difficult to grow bulk
single crystals and, if it is too small, solubility restricts
the size and growth rate of the crystals. Solubility data at
various temperatures is essential to determine the level
of supersaturation. Hence, the solubility of the solute
in the chosen solvent must be determined before start-
ing the growth process. If the solubility gradient is very
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Table 17.1 Solubility parameters δ of water and some organic solvents at 25 ◦C

Solvent δ (MPa1/2) Solvent δ (MPa1/2)

Water 47.9 Acetic acid 20.7

Methanol 29.6 1,4-Dioxane 20.5

Ethanol 26.0 Carbondisulfide 20.4

Formamide 39.3 Cyclohexanone 20.3

N-Methyl-formamide 32.9 Acetone 20.2

1,2-Ethanediol 29.9 1,2-Dichloroethane 20.0

Tetrahydrothiophene-1,1-dioxide 27.4 Chlorobenzene 19.4

N ,N-Dimethylformamide 24.8 Chloroform 19.0

Dimethylsulfoxide 24.5 Benzene 18.8

Acetonitrile 24.3 Ethylacetate 18.6

1-Butanol 23.3 Tetrahydrofuran 18.6

Cyclohexanol 23.3 Tetrachloromethane 17.6

Pyridine 21.9 Cyclohexane 16.8

tert-Butanol 21.7 n-Hexane 14.9

Aniline 21.1 Perfluoro-n-heptane 11.9

small, slow evaporation of the solvent is the other op-
tion for crystal growth to maintain supersaturation in
the solution. Growth of crystal from solution is mainly
a diffusion-controlled process; the medium must be less
viscous to enable faster transference of the growth units
from the bulk solution to the growth site by diffusion.
Hence a solvent with lower viscosity is preferable. Most
important single crystals, such as potassium dihydrogen
phosphate (KH2PO4) and l-arginine phosphate mono-
hydrate (LAP), are grown in aqueous solutions or in
solvents that are mixtures of water and miscible organic
solvents. Of all known substances, water was the first
to be considered for use as a solvent because it is non-
toxic, most abundant, and low cost. A proper choice of
solvent based on a knowledge of its chemical reactivity
helps one to avoid undesired reactions between solute
and solvent. Except that, in general, the solubility of
the growth materials in solvents is required to be suf-
ficiently large, the solubility parameter δ can often be
used in estimating the solubility of nonelectrolytes in
organic solvents

δ =
(

ΔU

Vm

)1/2

=
(

ΔH −RT

Vm

)1/2

, (17.15)

where Vm is the molar volume of the solvent, ΔU is
the molar energy, and ΔH is the molar enthalpy; δ is
a solvent property that measures the work necessary to
separate the solvent molecules. Often a mixture of two
solvents, one having a δ value higher than that of a so-
lute and the other lower, is a better solvent than either

of the two solvents separately [17.45]. A selection of
δ-values is given in Table 17.1.

Another property, that is, the dipole moments be-
tween the solute and solvent, may also be considered
for selecting solvent for crystal growth. Most typical
organic solvents have a dipole moment less than about
3 debye. Therefore, in the case of a solute having a sim-
ilar value of dipole moment, a much wider choice of
solvents is possible.

Solubility Determination
Solubility is an important parameter for crystal growth
from solution at low temperature. Before any solution
growth technique can be applied, determination of con-
gruent or incongruent solubility and the establishment
of absence of compound formation with pure or mixed
solvents must be achieved. In the latter cases, a spe-
cial compositional and thermal regime will be necessary
to crystallize the desired phase. A simple apparatus for
solubility studies is shown in Fig. 17.4. Visual inspec-
tion allows the determination of the solubility. Upon
cooling, crystallized material is obtained for solid-phase
analysis. This apparatus is easily fabricated and is very
convenient for measuring solubility. The following is
a description of how this has been achieved. The so-
lute and solvent are weighed into a glass ampoule. The
ampoule is seated and rotated in a bath controlled by
a thermostat, the temperature of which is increased in
steps of 0.5 ◦C every 1–2 h. The final disappearance of
the solute yields the saturation temperature. The accu-
racy of this measurement is within ±0.5 ◦C.
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However, the time needed to reach equilib-
rium for most covalent organic materials is usu-
ally shorter than that of sparingly soluble salts,
although the settling times before analyses may be
longer. In many soluble salts, such as potassium
dihydrogen phosphate, KH2PO4 (KDP), triglycine sul-
fate (NH2CH2COOH)3H2SO4 (TGS), and ethylene
dithiotetrathiafulvalene (CH2NH2)2C2H4O6 (EDT),
the solubility is strongly temperature dependent. On the
other hand, for some soluble salts, such as LiIO3 and
Li2SO4 ·H2O, the solubility is not dependent on tem-
perature and even has a negative slope.

Various techniques for measuring solubility, such
as methods based on the vortex flow caused by con-
centration and optical effects, can be found in the
literature. However, accurate measurement of super-
saturation is usually difficult. Some new methods
such as holographic phase-contrast interferometric mi-
crophotography and trace fluorescent probe have been
developed. Using these techniques, the concentration
distributions and thickness of the boundary layers un-
der different convection conditions can be measured
with greater accuracy. Although these methods still
need more development and refinement to become more
generally applicable, they are promising alternatives
for the determination of supersaturation of easily sol-
uble compounds. Of course, if the solubility is known,
supersaturation can be calculated by measuring the tem-
perature of the solution and its equilibrium temperature.
The problem is that equilibrium temperature measure-
ments are not always easy.

17.3.2 Design of a Crystallizer

When designing a crystallizer for growing crystals from
solution by the temperature lowering method, the fol-
lowing conditions should be met [17.43, 46, 47]:

1. A range of operating temperature from room tem-
perature to 80 ◦C, depending on the solvent

2. The choice of hydrodynamic conditions in the solu-
tion

3. Measurements of growth parameters such a growth
rate

4. Arrangement for taking grown crystals out of the
crystallizer without any thermal shock

5. Arrangement for changing the saturation/temperature
decrease rate

6. The possibility of interchanging different kinds of
seed holders

7. Long-term operating reliability.

Al-cover

Glass container

Oil-bath

Teflon magnetic stirrer

Magnetic stirrer

Temperature Rotation

25 °C ≤ T ≤ 150 °C 

Fig. 17.4 Apparatus for solubility studies as well as equilibration of
feed material and growth solution

Since these types of solution crystallizers are not avail-
able on the market, one has to design and fabricate
one’s own system based on one’s requirements. A de-
scription of a modified crystallizer for growing large
crystals from solutions along with the design of a ver-
satile electronic reciprocating control system to change
and reciprocate the motor speed containing the seed
holding rod for solution growth crystallizer is given
below.

In this system, the rotation rate and number of
revolutions in the clockwise and counterclockwise di-
rection can be adjusted as desired. This electronic
system alleviates the problem of jerky motion of the
seed holder [17.48] during reciprocation as in earlier
electromechanical systems designed by the authors.
Good-quality crystals of important nonlinear opti-
cal materials such as 2-methyl-4-nitroaniline:methyl
-(2,4-dinitrophenyl)-aminopropanoate (MNA:MAP), l-
arginine phosphate (LAP), l-histidine tetrafluoroborate
(LHFB), l-arginine tetrafluoroborate (LAFB), and oth-
ers such as triglycine sulfate and potassium dihydrogen
sulfate have been successfully grown in authors’ labo-
ratory using this system [17.47, 49–54]. The complete
crystallization apparatus along with the electronic cir-
cuit can be easily fabricated in the laboratory with
readily available components.
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Fig. 17.5 Schematic diagram of a new type of crystallizer for grow-
ing organic crystals. (1) Circulating bath, (2) jacked reaction kettle,
(3) RTV/Teflon seal, (4) crystallizer jar, (5) Teflon seed holder,
(6) reversible motor, (7) circuit for reciprocating and controlling the
stirring rate of seed holder, (8) arrangement for pulling the crystal
during growth, (9) Teflon tape cover, (10) solution, (11) seed crystal,
(12) Teflon seal, and (13) glass lid

A Typical Solution Crystal Growth Crystallizer
A schematic diagram of a modified solution crystal
growth system that the authors designed and fabricated
after designing a number of crystallizers [17.48, 55–57]
in our laboratory is shown in Fig. 17.5. It consists of
a 250 ml crystallizer jar (4), which holds the growth
solution that is placed inside a 2.5 l glass-jacketed ket-
tle (2). The linear and reciprocating motion of the
Teflon seed holder (5) is controlled by a rack–pinion
arrangement (8) and electronic circuit (7), respectively.
A reversible motor (6) is used for rotating the seed
holder. The temperature of the growth solution is con-
trolled and programmed by circulating water using
a NesLab bath (1). To prevent evaporation of the sol-
vent, a specially designed oil–Teflon seal (3) and/or
room temperature vulcanizing silicone RTV/Teflon seal
(3) are used. The main advantages of our crystal growth
system are: (i) better temperature stability even with
sudden fluctuations in room temperature, (ii) better
control over evaporation of organic solvents, (iii) a me-
chanical screw-type arrangement for pulling the seed
crystal at a controlled rate, (iv) the possibility of vary-
ing the seed orientation and type, and (v) a versatile

a) b)

Fig. 17.6a,b MNA:MAP seed: (a) with aloe-vera-tree-type
growth and (b) without aloe-vera-tree-type growth

electronic reciprocating control system to change and
reciprocate the motor speed containing the seed hold-
ing rod. Better temperature stability was accomplished
by loading the growth solution into a beaker kept inside
the jacketed vessel.

An air gap provides extra insulation. Moreover,
spontaneous nucleation at the bottom of the growth ves-
sel, which hampers growth and impacts on the crystal
yield, is completely eliminated. By providing an ex-
tra lid on the inside beaker and a Teflon seal over the
jacketed vessel, the evaporation of the solvent was dra-
matically reduced. The inner beaker is filled halfway
with solution rather than three-quarters as is usually
done, and the growing crystal is pulled in a controlled
fashion. Since filling of the inner beaker to three-
quarters is not required, not only is the crystal annealed
in situ but also spurious aloe-vera-tree-like growth near
the seed in some crystals such as MNA:MAP is greatly
reduced or completely eliminated.

Figure 17.6a shows the seed crystal along with
a MNA:MAP crystal grown using the usual technique,
i. e., without pulling the growing crystal. Figure 17.6b
shows the same crystal grown with pulling where aloe-
vera-tree-type growth is avoided. Furthermore, large
crystals can be grown from a smaller amount of ex-
pensive mother liquor when the crystal is pulled while
growing.

Another modified solution growth crystallizer
was also designed in our laboratory, whose three-
dimensional cutout view with reciprocating seed ar-
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rangement and other components is illustrated in
Fig. 17.7. It uses a magnetic stirrer to keep the tem-
perature of the water bath uniform at a particular
temperature. A layer of silicon oil on the surface of
water was found to reduce the evaporation of water to
a minimum, which is a big improvement over earlier
designs.

Besides temperature control, the uniform rotation of
seeds is required so that stagnant regions or recircu-
lating flows are not produced, otherwise inclusions in
the crystals will be formed. To study and achieve uni-
form and optimum transport of solute to the growing
crystals, various seed rotation mechanisms have been
used in the past. Unidirectional rotation of the seed
leads to the formation of cavities in central regions of
a crystal face because of lesser solute transport to this
region than to edges and corner of the growing crys-
tal. Furthermore, nonuniform solute supply favors the
formation of thick layers which subsequently lead to
the trapping of inclusions and the generation of dis-
locations. Periodic rotation of the growing crystal in
opposite directions suppresses edge formation but does
not eliminate the formation of the central cavity. To
avoid these defects and stagnant regions in the solution,
eccentric or clockwise and counterclockwise motion of
the seed holder is used when growing crystals from so-
lutions. Several mechanisms [17.48, 55, 58] have been
used in the past to generate reciprocating motion of
the seed holder, such as electromechanical [17.55] and
rack–pinion methods [17.48]. In the electromechanical
system, a connection of the motor polarity is reversed
mechanically by using a microswitch. In this mechani-
cal system, there is a jerky motion on reversal, which
sometimes causes seeds to fall down. The jerky mo-
tion also creates a turbulent flow in the fluid and hence
nonuniform transfer of solute to the growing faces,
which may lead to the formation of defective crystals.
Also, the microswitch has to be changed frequently due
to mechanical failure. Furthermore, the effect of seed
rotation rates on the growth rate and the quality of the
crystals cannot be systematically studied because the
rotation rate cannot be varied. In the rack–pinion ar-
rangement, there is no jerking motion but one has to
change gears to change rotation and reversal rate, which
is quite an involved process.

To address these drawbacks, in our Crystal Growth
Laboratory at Alabama A&M University, a versatile
solid-state electronic circuit for reciprocating the direc-
tion of the seed holder was designed along with added
features in such a way as to vary the rotation rate and
stopping time on reversal, and control the timing for

Motor

Reciprocating
motor controller

Eurotherm 818
temperature

controller
Silicone
oil layer

Magnetic
stirrer

Solution

Growing
crystals

Thermocouple

Water

Heater

Fig. 17.7 A modified crystallizer with arrangement to stop water
evaporation

clockwise and counterclockwise motion of the crys-
tal/seed holder [17.56]. These design features will allow
crystal growers to study more clearly the effect of seed
rotation rate on the growth and quality of the grown
crystals, thereby optimizing this important parameter
for growing better-quality crystals.

A schematic diagram of the basic electronic circuit
for reciprocating motion control is shown in Fig. 17.8.
In Fig. 17.8, the timer (chip LM 555, U3) produces
a square-wave timing pulse. It may be set to a particular
frequency (POT1) and duty cycle (POT2) in combina-
tion with a timing capacitor (C3) and reset if necessary
by a switch (S2). The timing waveform is divided by the
J–K flip-flop chip 74LS112 (U1) to one-half of the timer
frequency. Parasitic oscillations are suppressed by three
capacitors (C1, C2, and C4). The two waveforms are
combined by a NAND gates chip SN7400 (U2) to turn
on two transistors (Q1 and Q2) alternately to control
the solid-state relays (1 and 2) which connect alternate
sides of the motor capacitor to the 110 VAC return line.
Similarly, the transistors (Q3 or Q4) alternately turn on
the indicator lamps (LED1 and LED2). Current limit-
ing and bias is provided by resistors (R1 through R8).
Motor rotation speed is controlled by a potentiome-
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Fig. 17.8 Diagram of electronic circuit for control of the reciprocating motion of the seed holder for solution crystallizer

ter (POT3). A power supply consisting of a step-down
transformer (T1), a voltage regulator (U4), and an asso-
ciated filtering circuit (D1, D2, C5, and C5), and voltage

a) b)To drive control

Processed
seeds

  Polyhedral
seeds

Fig. 17.9a,b Plexiglas seed holders for solution-growth crystalliz-
ers: (a) with processed seeds and (b) with polyhedral seeds

setting divider (R9 and R10) provides 5 VDC to the cir-
cuit. The operation of the circuit causes the following
sequence of states in the system: during first interval,
the seed holder motor runs counterclockwise; during the
second interval, the motor comes to a stop; during the
third interval, the motor runs clockwise; and during the
fourth interval, the motor again comes to stop. Then the
entire cycle of operation in repeated, and the intervals
can be varied as needed for a particular crystal growth
experiment.

Crystal Seed Holder
In order to ensure the best growth conditions, it is neces-
sary to use a special crystal holder because the success
of an experiment may depend upon its suitability. The
selection of the crystal holder and the method for attach-
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a) b)

Fig. 17.10a,b Photographs of crystals grown at Alabama A&M University: (a) l-histidine tetrafluoroborate and (b) l-
pyroglutamic acid crystals

ing a seed to it are no less important than the selection
of the growth method. A crystal holder should ensure
that a seed is held securely in a desired orientation and
that the seed and therefore the growing crystal can be
moved in any required manner. Also, the crystal holder
should not become deformed at the selected speed and
direction of the motion or by the weight of the final crys-
tal grown on it. The crystal holder material should be
chemically inert in the solution of the substance being
crystallized.

A schematic diagram of two plexiglas seed holders
that were specially designed, fabricated, and success-
fully used by the authors for aqueous solution crystal
growth are shown in Fig. 17.9.

Preparation of the Seed Crystal and Mounting
A seed is a small fragment of a crystal or a whole crys-
tal which is used to start the growth of a larger crystal in
a solution. This seed must meet the following require-
ments:

1. It should be a single crystal free of cracks or
boundaries.

2. It should be free of inclusions.
3. Its surface should be free of any sharp cleaved

edges.
4. It must be grown under the same conditions as those

to be used in growing the desired single crystals.

Following the above requirements in preparing the
seed crystals will result in the growth of high-quality
crystals, if other criteria such as solution preparation
are performed carefully as well. Prior to crystal growth,
seed crystals are mounted on plexiglas rods using
100% silicon rubber Dow Corning Silastic 732 RTV
adhesive.

17.3.3 Solution Preparation
and Starting a Growth Run

For solution preparation it is essential to have the
solubility data of the growth material at different tem-
peratures. Sintered glass filters of different pore sizes
are used for solution filtration. The clear solution, sat-
urated at the desired temperature, is poured into the
growth vessel. For growth by slow cooling, the vessel
is sealed to prevent solvent evaporation. Before starting
the crystal growth process, a small crystal suspended in
the solution is used to test the saturation. By varying
the temperature, a situation is obtained where neither
growth nor dissolution occurs. The test seed is then re-
placed with a good-quality seed. All unwanted nuclei
and the surface damage on the seed are removed by dis-
solving at a temperature slightly above the saturation
point. Growth is initiated after lowering the temperature
to the equilibrium saturation. Controlled solvent evap-
oration can also be used in initiating the growth. The
quality of the grown crystal depends on (a) the nature
of the seed, (b) the cooling rate employed, and (c) the
agitation of the solution.

Various new nonlinear optical crystals which
hold promise for use in optical processing devices
such as l-arginine phosphate, l-histidine tetraflu-
oroborate, l-arginine tetrafluoroborate, 2-methyl-4-
nitroaniline:methyl-(2,4-dinitrophenyl)-aminopropano-
ate (MNA:MAP) and l-pyroglutamic acid have been
successfully grown using the above-mentioned recip-
rocating system in combination with the temperature
lowering technique, as described by the authors [17.47,
49–51]. Some of these crystals are shown in Fig. 17.10.
In the investigators’ observation and experience, there is
significant improvement in the quality of grown crystals
and success rates of the growth runs, as evident from the
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transparency and lower scattering observed using laser
illumination. This electronic system for reciprocal mo-
tion control of solution growth crystallizers has been in
use in our laboratory for several years, and continues to
work satisfactorily.

It is worth mentioning that this simple and versa-
tile crystallization apparatus can be fabricated in any
college, university or scientific laboratory from read-

ily available components. Besides its use in physics
or chemistry laboratory experiments, it can also be
used for doing extensive research on the effect of
important parameters such as seed rotation rate, stop-
ping time of reversal, and number of rotations in
the clockwise or counterclockwise direction on the
quality and growth rate of technologically important
crystals.

17.4 Triglycine Sulfate Crystal Growth: A Case Study

Triglycine sulfate (TGS) is one of the most impor-
tant ferroelectric materials. The ferroelectric nature
of triglycine sulfate, (NH2CH2COOH)3 ·H2SO4, usu-
ally abbreviated as TGS, was discovered by Matthias
et al. and discussed by Jona and Shirane [17.59]. The
crystal structure of TGS was reported by Hoshino,
Okaya, and Pepinsky and discussed in the above ref-
erence. In the ferroelectric phase below the Curie
temperature (TC ≈ 49 ◦C), the symmetry is monoclinic
with space group P21. Above the Curie tempera-
ture, the structure gains an additional set of mirror
planes in the space group P21/m . It has been re-
ported that the lattice parameters are a = 9.42 Å,

m' m'

b

I

II

III

II

I

C N O

Fig. 17.11 Projection of the structure of TGS crystal along
the c-direction: m ′ represents the set of pseudomirror
planes in which glycine I molecules are inverted on fer-
roelectric switching

b = 12.64 Å, c = 5.73 Å, and β = 110◦23′ and that the
structure contains three independent glycine molecules.
One of the structures, designated as glycine II, has
a zwitterion configuration (NH3)+CH2OO−, and the
other two, (NH3)+CH2COOH. TGS may be called
glycine-diglycinium sulfate with chemical formula
((NH3)+CH2COO−) · ((NH+

3 )CH2COOH)2 ·SO2−
4 .

The projection of the structure along the c-direction is
illustrated in Fig. 17.11. Glycine I deviates only slightly
from the plane m ′ at y = 1

4 on which the [SO4]2− tetra-
hedra also lie, whereas glycine II and III are approxi-
mately related by inversion through ( 1

2 , 1
2 , 1

2 ) [17.60].

17.4.1 Growth of Single Crystals
of Triglycine Sulfate

Single crystals of TGS have usually been grown
from aqueous solution by the temperature lowering or
solvent evaporation method. The authors have success-
fully grown TGS crystals using the crystallizer whose
schematic diagram is shown in Fig. 17.12 [17.57]. The
outside water bath, with a capacity of about 12 l, and
the inside smaller cubical growth cell with 1 l capac-
ity were made out of Plexiglas. Temperature control of
the crystallizer was achieved using 250 W immersion
heaters controlled by YSI 72 proportional temperature
controllers to an accuracy of ±0.1 ◦C. Uniformity of the
temperature throughout the bath was achieved with the
help of a fluid circulation pump. The bath temperature is
monitored at two points during the crystal growth using
NIST (National Institute of Standards and Technology)
calibrated thermometers. The crystals were grown by
slow cooling of the solution at any desired rate.

TGS crystals are doped with l-alanine to enhance its
performance and check depoling for their use in infrared
sensor element. A rotating disc technique [17.61] has
been applied to grow uniformly l-alanine-doped TGS
crystals using a large-area seed crystal having large
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Fig. 17.12 Schematic diagram of re-
ciprocating motion crystallizer

(010) face. A conventional crystallizer was modified to
allow growth under suitable hydrodynamic conditions
in order to stabilize growth on the (010) face. Such
a crystallizer is shown in Fig. 17.13. In this crystallizer,
a seed crystal in the form of a disc was held in a circu-
lar holder with the (010) face exposed to the solution.
The disc was attached to the end of a spindle that was
rotated at 340 rpm. This creates a uniform boundary
layer of solution over the crystal’s exposed face. The
container with 30 l capacity was heated by a hot plate
spaced from its bottom surface and regulated to hold the
temperature within ±0.01 ◦C. The solution rises from
the bottom of the vessel but hotter liquid is prevented
from reaching the crystal directly by a plexiglas baffle.
A growth rate of 1 mm/day was maintained by lowering
the temperature uniformity at 0.05 ◦C/day. The result-
ing crystals were found to be visibly of good quality,
without defects propagating from the seed. In addition
to uniform doping and growth of high-quality crystal,
the method has several other useful features such as
short growth time, with decreased cost and reuse of
seeds, and that growth occurs within a narrow tempera-
ture range. Brezina et al. [17.62] designed a crystallizer

for growing l-alanine-doped deuterated triglycine sul-
fate (DTGS) crystals by isothermal evaporation of D2O.
Satapathy et al. [17.63] have described a novel tech-
nique for mounting the TGS seeds and a crystallizer.
Banan [17.64] has also described a crystallizer and
a seed holder for growing pure and doped TGS crystals.

TGS crystals weighing more than 100 g have
been grown from solution with ethyl alcohol addi-
tions [17.65]. When alcohol is mixed in an aqueous
solution of TGS, part of the water in the solution as-
sociates with alcohol, which concentrates the solution.
Thus, the supersaturation can be controlled to a certain
degree, making it easier to grow TGS crystals.

To achieve success in growing crystals from aque-
ous solutions, it is important to prepare a solution
with a well-determined saturation temperature, solubil-
ity profile, and absence of any foreign particles. For our
investigation, TGS solution was prepared using high-
purity crystalline triglycine sulfate from BDH, UK. The
solubility of TGS at various temperature were deter-
mined and compared with information available from
various sources. TGS solution was prepared at 40 ◦C
saturation temperature. To prepare saturated solution,

Part
C

1
7
.4



576 Part C Solution Growth of Crystals

Stainless-steel
support shaft

4 pillars

Clamp

Brass outer
sleeve

Independent
stirrer

Contact
thermometer

and feedback 
bulb

(not shown)
Clamping

rods

Adjustable
supports for

baffle system
Tank

supports Heater
Aluminum
shield

Perspex baffle

Glass cylinder

Glass growth
tank

Rubber
sealant

Thermometer
and test crystal

Perspex seed
holder

Solution level

Motor and
gearbox

Bevel gears

Housing for drive
system

Safety stop

Seed

 Tufnel lid on
rubber gasket
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464 g TGS was weighed and dissolved in 1000 cm3

distilled water. The mixture was heated to 50 ◦C and
mixed thoroughly using a Teflon-coated magnetic stir-
rer. The solution was then filtered through a 5 μm filter
funnel using a vacuum unit. After filtration, this solu-
tion was transferred to the growth chamber. To start the
growth run, the bath temperature was kept at 45 ◦C.
The solution was poured into the growth cell. Then
the temperature was reduced to 41.5 ◦C, 1.5 ◦C above
the saturation temperature and allowed to stabilize over
night. The saturation temperature was again checked by
the technique of crystal insertion into the solution as
well as refractive index measurements. For each satura-
tion point the refractive index was measured at different
temperatures beforehand using an Abbe refractometer.
The starting growth temperature was adjusted based on
the result of this procedure. After this the seed crystal
holder was placed in an oven and heated to 45 ◦C. Prior
to transfer to the growth cell, all precautions were taken
to keep the seeds as well as the holder surface free of
dust and foreign particles. The preheated seed crystals
holder were then inserted into the growth cell and holder
attached to the reciprocating apparatus. The seed crys-
tals were slightly dissolved and the growth run started.

The bath temperature was reduced by 0.1 ◦C/day ini-
tially and at the final stage of growth by 0.2 ◦C/day.
The removal of the grown crystals from the mother
liquor requires some care. Mishandling may induce de-
fects, thus destroying the scientific value of the crystal
or even fracturing it altogether. To avoid cracking the
crystals due to thermal shock, the crystals were wrapped
in a lint-free paper towel maintained at final growth tem-
perature. The crystals were then transferred to an oven
kept at an appropriate temperature. The temperature
of the oven was slowly lowered to room temperature.
Grown crystals can be easily removed from the seed
holder by slight finger force, as RTV 732 adhesive was
used for mounting the seed crystal.

17.4.2 Growth Kinetics
and Habit Modification

Triglycine sulfate crystal normally grows with the habit
shown schematically in Fig. 17.14a. A photograph of
the TGS crystal grown at authors’ laboratory is shown
in Fig. 17.14b. It is observed that the V(010) growth
rate is much faster than V(001). So the (010) face, as
seen in Fig. 17.14, is very small or not present. Both
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Fig. 17.14a,b Normal growth habit of TGS crystal. (a) Normal growth habit of TGS crystal, (b) photograph of as grown
crystal of TGS at Alabama A&M University

growth kinetics and habit modifications of TGS have
been extensively studied over the past few decades. The
work published so far has resulted in a description suf-
ficient for reliable growth of this crystal as described
above. A number of studies of the growth kinetics of
TGS grown from aqueous solution have been reported
in the literature [17.66–71]. Novotny et al. [17.69]
studied the growth of the (110) face of TGS crystals
grown isothermally above the phase transition, at higher
supersaturation (σ > 10−3), and under constant hy-
drodynamically controlled conditions. The researchers
observed that the ratio of growth rates along the indi-
vidual axes is Va : Vb : Vc = 0.67 : 1 : 0.25. On the basis
of the measured dependence of the linear growth rate
on the supersaturation (σ), it was found that the growth
of the (110) face is probably controlled by volume dif-
fusion of TGS molecules towards the surface of the
growing crystal. Increasing the supersaturation caused
a reduction of the number of faces in the prismatic zone
of the crystal and an increase of the dislocation den-
sity in the (110) faces. Measurements of the growth
rates [17.69] of (110) and (001) faces as a function
of supersaturation of the solution were also analyzed
on the basis of the surface diffusion model of Burton,
Cabrera, and Frank (BCF) [17.67]. It was shown that
surface diffusion is responsible for the low growth rates
of (001) faces; in the case of (110) faces, the mechanism
is less important at higher values of supersaturation than
volume diffusion. Rashkovich [17.68] investigated the
growth of (001) faces below the transition tempera-
ture. The results were qualitatively consistent with the
dislocation model of crystal growth, but the growth
at low supersaturation did not agree with the BCF
model [17.67]. Reiss et al. [17.71] studied the growth of
crystals at 33.55 ◦C at relative supersaturations of 0.004

and 0.045. In their study, the BCF law is fitted to the
growth rate data. They also found that qualitative as-
pects of the growth are consistent with the BCF model.

The role of pH, impurities, degree of supersatu-
ration, growth temperature and technical parameters,
including seed preparation and attachment etc. on
growth kinetics has also been quantitatively investigated
by various investigators [17.72–90]. The results are de-
scribed below.

Effect of Seed Crystal
It has been observed that morphology does not change
much for seed crystals obtained at different tem-
peratures [17.80]. However, at higher temperatures
(35–45 ◦C) seeds tend to be elongated in the (001) di-
rection, while seeds grown at lower temperatures are
nearly isometric. Morphological study of the crystals
grown using the above-cited seeds showed dependency
of the crystal habit on the characteristics of the seed.
The grown crystals tended to be elongated when elon-
gated seeds were used. Crystals with large (010) faces
grew when cleaved platelets were used for seeding.
Crystals with high transparency and lower dislocation
densities were obtained when the crystal growth tem-

Table 17.2 Crystal growth data for TGS crystals grown on
poled and unpoled seeds [17.72]

TGS crystals Crystal yield Growth velocity
weight V(010)

(g/(day ◦C)) (mm/(day ◦C))

(010) poled seed 0.618 1.05

(010) unpoled seed 0.621 1.16

(010) poled seed 0.624 1.20

(010) unpoled seed 0.637 1.25
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Fig. 17.15a,b Growth habits of TGS crystals grown on (a) poled and
(b) unpoled seeds

perature was kept the same as that used to grow the seed.
Crystal growth was seriously impaired when cleaved
platelets were used as seeds, because of unwanted nu-
cleation that started growing during the growth process.
Banan et al. [17.82] studied the effect of using poled
seed on the morphology and growth rate of TGS crys-
tals. Table 17.2 summarizes the normalized growth data
for two crystal growth runs using poled and unpoled
seeds, and Fig. 17.15 gives the morphology of result-
ing TGS crystals. A number of interesting effects on the
growth rate and morphology of these crystals were ob-
served. Generally, the growth rate along the (−b-axis)
(010) was faster than along the (01̄0) (+b-axis). The
well-developed (010)/(010) faces, which are generally
not present or less developed in pure TGS crystals, were
prominent and large in crystals grown on poled seed. In
this way, the identification of the ferroelectric axis in
the TGS crystal becomes easier, and cleaving normal to
the ferroelectric axis for preparation of pyroelectric in-
frared (IR) element can be economically accomplished.
It can be inferred from Table 17.2 that growth velocity
along the [010] axis of TGS crystal is affected by using
a poled seed crystal. The decrease in growth rate along
the [010] direction in the case of poled seed helps in the
emergence of larger (010) face.

Effect of Growth Temperature
and Supersaturation

The effect of crystal morphology and quality on growth
temperature using the seed also grown at the same

a) b) c)

Fig. 17.16a–c Change of growth habits of TGS with growth tem-
perature and supersaturation: (a) 32 ◦C, 0.7 × 10−3 (b) 32 ◦C,
3.0 × 10−3, and (c) 52 ◦C, 3.0 × 10−3

Table 17.3 Growth rates of various faces of TGS versus
solution pH [17.76]

pH V(001) V(010) V(100)

(10−3 mm/h) (10−3 mm/h) (10−3 mm/h)

2.70 71.6 291.5 260.9

2.14 49.6 118.2 117.6

1.25 207.0 262.0 109.0

1.00 144.6 156.2 43.9

0.30 109.9 120.9 40.5

growth temperature, and from the same solution, has
also been studied [17.80]. The change in morphology
was not substantial, but the rate of growth in differ-
ent directions changed with temperature, and relative
change in the size of the faces was observed. Extra
nuclei hindered growth at higher temperature (40 ◦C),
and the crystals were of poor quality with low trans-
parency. The change in habit of TGS crystals [17.76] as
a function of temperature and supersaturation is shown
in Fig. 17.16.

Effect of Solution pH
The influence of solution pH on the growth, morphol-
ogy, and quality of TGS crystals has been studied by
a number of workers. It was observed that crystal qual-
ity is not greatly affected by pH variation [17.80]. The
influence of growth solution pH on growth rates of var-
ious faces: {(001), (010), (100)} and habit of TGS was
studied by Tsedrik et al. [17.76].

At pH < 1, diglycine sulfate (DGS) was formed. Ta-
ble 17.3 gives average values of the growth rate V of
(001), (010), and (100) faces of TGS crystals versus pH
of the solution as well as DGS grown at pH 0.3. Values
of V(100) decreased monotonously with lowering pH,
and V(001) and V(100) had a local minima near the pH
value corresponding to the stoichiometric (pH = 2.14)
value and a local maxima around pH = 1.25. The crys-
tal habit is defined by the growth rates of the faces.
Figure 17.17 shows the dependence of crystal habit
on pH [17.76]. The most isometric crystals were ob-
tained at pH = 1.55, when V(100/001) ≈ 1 (Fig. 17.17c).
Almost all crystals at low pH had gaps on the (111)
and (111) faces (Fig. 17.17d,e). The above observed
changes in morphology of TGS single crystals with the
pH of the solution were apparently affected by differ-
ent capture of incidental impurities, which are always
present in the solutions. Chemical (structural) impuri-
ties captured by the crystal faces reduced the growth
rates of the corresponding faces, and mechanical impu-
rities (defects) increased these rates. At low pH values,
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Fig. 17.17a–f Change of habit of TGS
crystals with solution pH: (a) 2.75,
(b) 2.1, (c) 1.55, (d) 1.23, (e) 1.0, and
(f) 0.3 (DTGS)

chemical impurities played the predominant role. Their
entry into the growing crystal was increased with reduc-
ing pH. Table 17.3 clearly shows that the growth rate
of all faces decreased with reducing pH, starting with
pH = 1.25. The gaps on the (111) and (111) faces were
connected with strong hindering of the growth layers
by the adsorbed impurities (Fig. 17.17d,e). At high pH
(> 2) another kind of impurity (mechanical defects) has
a predominant influence on crystal morphology. Their
entry increased with rising pH, so the growth rates of
all faces increased (Table 17.3). At pH = 1.55 the ac-
tion of impurities of both kinds was comparable, and
mostly isometric crystals were formed (Fig. 17.17c).
Recently, it has been shown [17.91] that the growth rate
of (010) face of TGS and l-alanine doped triglycine
sulfo-phosphate (ATGSP) crystals varies with the pH of
the solution.

With the same supersaturation, the growth rate of
TGS crystals was slowest in the neutral solution (pH =
2.25). It grew faster in both acidic (pH = 1.73–2.25)
and alkaline solution (pH = 2.25–2.52). In alkaline
solution, the growth rate of TGS varied faster with
changing pH value. However, if the pH was too high,
then the (010) face capped quickly. The variation
of growth rate of l-alanine-doped triglycine sulfo-
phosphate (ATGSP) with pH was not similar to that
of TGS. The growth rate of ATGSP crystals in a neu-
tral solution (pH = 2.5) was the fastest, and it was
slower in both acidic (pH = 2.20–2.50) and alkaline
(pH = 2.5–2.85) solutions. The above results demon-
strate that, on the basis of the pH of a solution, one can
grow crystals at higher growth rates.

Effect of Impurities on TGS Crystal Growth
The presence of impurities in the process of crystal
growth results in modification of the crystal shape and
growth rates. Various workers have studied the effects

of inorganic and organic impurities on the kinetics of
growth of doping TGS crystals. It was observed that
Ni-doped crystals were very similar in habit to pure
TGS crystals, while in the case of Cu- and Fe-doped
crystals, the numbers of developed faces were strongly
reduced [17.70]. In the presence of Ni, Co, and Cu ions,
the rate of crystallization decreased [17.81]. An odd be-
havior was found while growing Cr-doped crystals. The
addition of Cr with a concentration of 1% changed the
regime of crystallization owing to the high chemical ac-
tivity of these ions. At a concentration of about 3%,
the rate of crystallization became very fast even without
lowering the temperature [17.81]. In Pd-doped crystals,
the ratios of the growth rate along the c-axis to the
growth rate along the a- and b-axes slightly decreased
as the crystal grew larger [17.85]. For medium-sized
crystals (≈ 30 g), the average relative growth rate along
the c-axis was larger by more than an order of magni-
tude in Pd-doped crystals than in pure TGS. Pd-doped
crystals also developed other faces which have not been
observed before. Banan et al. [17.82] studied the effect
of Ce-, Cs-, l-alanine, and l-alanine + Cs on the growth
and morphology of TGS crystals. Table 17.4 shows
the crystal growth data, and Fig. 17.17 shows their
habit. The well-developed (010)/(010) faces, which
were generally not present or less developed in pure
TGS crystals are obtained with l-alanine- or Cs-doped
crystals. Moreover, (101) faces obtained in crystals
doped with l-alanine and in crystals doped with Cs
and l-alanine were more dominant than pure TGS
crystals. Also, the axial velocities, V(001) and V(100),
were affected by doping (Table 17.4). Lower growth
rates were especially obvious in Cs-doped crystals.
The crystals became plate-like for V(010)/V(001) ≈ 28.0;
and the habits was strongly disturbed (Fig. 17.18). l-
Alanine-doped crystals developed a habit which was
asymmetric about the (010) plane. The growth rate in
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Table 17.4 Growth data of doped TGS crystals [17.82]

Crystal yield V(010) V(001) V(010)

(g/(day ◦C)) (mm/(day ◦C)) (mm/(day ◦C)) (mm/(day ◦C))

TGS 0.171 0.88 0.34 2.58

TGS + Ce 0.021 0.079 0.047 1.68

TGS + Cs 0.009 0.198 0.007 28.20

TGS + l-alanine 0.192 0.89 0.44 2.02

TGS + l-alanine + Cs 0.132 0.65 0.063 10.30

the positive b-direction was higher than in the negative
b-direction [17.29]. In d-alanine and l-alanine-doped
TGS crystals, (101) faces developed more prominently
than (001) faces, so the deuterated l-alanine-doped
triglycine sulfate (DLATGS) crystals seemed to be thin-
ner than pure TGS crystals. The (010) faces were more
developed in aniline-doped crystals [17.84]. Recently,
Seif et al. [17.92] studied the dependence of growth
rate of the faces of TGS and KDP crystals on concen-
tration of Cr(III) [17.92]. They proposed the following
hypothesis to explain the effect of impurities on TGS
and KDP crystals. It has long been known that, when
a solute crystallizes from its supersaturated solution,
the presence of impurities can often have a spectacu-
lar effect on the crystal growth kinetics and the habit of
the crystalline phase. The impurities exhibit a marked
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TGS + L-Alanine

TGS + 
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Fig. 17.18
Growth habits
of doped TGS
crystals

specificity in their action as they are absorbed onto
growing crystal surfaces. Adsorption of impurities onto
crystal faces changes the relative surface free energies
of the face and may block sites essential to the in-
corporation of new solute molecules into the crystal
lattice and hence slow down the growth. The habit is
thus determined by slow-growing faces. Furthermore,
in the TGS:Cr(III) system dope with metal ions, metal–
glycine complexes are formed in solution and enter the
crystal lattice in the process of growth. The structure
and type of metal ion complexes formed in the TGS lat-
tice will determine the growth rate and hence the crystal
habit.

It is also worthwhile to describe the effect of the
same impurity on different types of crystals. The growth
kinetic data of TGS and KDP crystals grown in the
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presence of Cr(III) ions are presented in Figs. 17.19
and 17.20. This data show the effect of impurity con-
centration on the growth rate of different faces of
TGS and KDP crystals grown under constant, low su-
persaturation. In the case of KDP crystal, the mean
growth rate along the [001] direction increases while
along the [100] direction it remains almost constant
with an increase in the concentration of Cr(III) in
the solution/crystal with a slight fall below 7000 ppm.
A similar type of effect of Fe(III) on growth rate of
KDP crystal has been reported by Owxzarek and Sang-
wal [17.25]. Cr2(SO4)3 molecules are considered to dis-
solve as an active complex such as [Cr(H2O)2(OH)]2+,
[Cr(H2O)4(OH)2]+ or [Cr2(SO4)2(H2O)7(OH)]+ and
are assumed to become adsorbed on the crystal faces,
thereby suppressing the growth rate. The impurities
adsorbed on the surface of growing crystal at low su-
persaturation impede movements of steps by different
mechanisms depending on the site of adsorption. Mod-
els of different types which describe the adsorption
process and growth reduction have been reported in
the literature [17.26, 27, 36, 93]. The models assume
that the impurity species (ions, molecules or atoms)
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Fig. 17.19 Dependence of growth rate of the faces of KDP
crystals on concentration of Cr(III)

are adsorbed on the crystal surface into kinks, ledges,
and terraces of growing surfaces. As soon as kinks and
steps are occupied by impurity particles, there is a re-
duction in growth rates due to coverage of the crystal
faces. This decrease in the growth rate can be ex-
plained on the basis of a model proposed by Sangwal
and Mielniczek-Brzoska [17.32] based on their recent
studies involving the Cu(II)–ammonium oxalate mono-
hydrate crystal system. As shown in Fig. 17.19, the
decrease in growth rate of (100) face of KDP crystals
should be a kinetic effect involving a reduction in the
value of the kinetic coefficient (β = aν exp(−W/kBT )),
where a is the dimension of growth units perpendic-
ular to the step, ν is the frequency of vibration of
molecules/atoms on the surface (s−1), W is the activa-
tion energy for growth, kB is the Boltzmann constant,
and T is temperature (in Kelvin) for motion of steps on
the surface. Above a certain critical concentration of im-
purity, there is no kinetic effect of impurity on growth
kinetics. This may be due to the fact that all the active
centers for crystallization are blocked, thus reducing the
growth rate to zero. In our study, no growth of the {100}
face was observed with more than 8000 ppm Cr(III) im-

0

1

2

3

4

5

6

7

8

0 500 1000 1500 2000
Cr(III) concentration in crystal

Growth rate (mm/day)

[010]

[001]

Fig. 17.20 Dependence of growth rate of the faces of TGS
crystals on concentration of Cr(III)
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purity in the KDP solution. An increase in growth rate
along the [001] direction of KDP crystals may be caused
by a decrease in the free energy of the face (thermo-
dynamic effect); the surface energy decreases with an
increase in impurity concentration, and hence increase
in the growth rate. The above discussion suggests that
the kinetic or thermodynamic effect depends on the
structure of the crystal face, i. e., atomic arrangement,
besides other factors.

Figure 17.20 shows that in the case of TGS crys-
tals, the growth rate along the [010] direction decreases
with an increase in the concentration of Cr(III) in the
growth solution. This decrease in growth rate is due
to the kinetic effect as explained above for the KDP
crystal system. However, there is a slight increase in
the growth rate along the [001] direction, with maxima
around 1300 ppm Cr(III), and then there is a decrease.
According to layer growth models, the consequence of
a decrease in the edge free energy is an increase in the
growth rate. Additionally, a decrease in the edge free en-

ergy may cause the growth mechanism to change. This
effect of an initial increase followed by a subsequent
decrease in growth rate with increasing concentration of
impurity has been suggested by Davey [17.94], to oppo-
site effects of thermodynamic and kinetic parameters.
Furthermore, that ability of additives to form com-
plexes with adventitious impurities present in a growth
medium cannot be ruled out, as it can alter the atomic
arrangement in crystal faces. To explain the effect of
impurities on growth in more detail, one needs to col-
lect more experimental data, including studies of the
micromorphology of crystal surfaces as well as growth
kinetics.

Effects of various organic dopants such as l-
asparagine, l-tyrosine, l-cystine, guanidine, l-valine,
and other dopants on morphology, growth, mechanical,
and some physical properties of TGS have also been re-
ported in the recent past [17.91, 95–99]. However, no
explanation is given for change in the morphology of
crystals by the authors of these publications.

17.5 Solution Growth of Triglycine Sulfate Crystals in Microgravity

The US National Aeronautics and Space Administration
(NASA) has carried out about 115 Space Transportation
Systems (STS) space flight missions (STS-1 to STS-
127) from 1980 to the present day [17.100].

The authors were associated with two NASA
missions called Spacelab-3 and the International Micro-
gravity Laboratory (IML-1) on which single crystals of
triglycine sulfate were grown from solution in micro-
gravity for a period of 7 days aboard a Space Shuttle.

The general goal of the programs within NASA’s
Microgravity Research Division was to conduct ba-
sic and applied research under microgravity conditions
(10−6 g) that would increase our understanding of
fundamental physical, chemical, and biological pro-
cesses specifically biotechnology, combustion science,
fluid physics, fundamental physics, and materials
science.

The microgravity environment of space provides
a unique opportunity to further our understanding of
various materials phenomena involving the molten, flu-
idic, and gaseous states by reducing or eliminating
buoyancy-driven effects. Microgravity experiments in
space are affected by residual microaccelerations on
the spacecraft deriving from atmospheric drag, reaction
control systems, momentum wheels, gravity gradients,
crew involvement, and other disturbances. Mostly there

is no actual suggestion by the scientific community
as to the microgravity level required for their exper-
iments. The general opinion is that microgravity will
reduce the influence of convection, buoyancy, and sedi-
mentation. Hardly any quantitative estimates have been
made.

The anticipated results of microgravity materials
science research range from establishing baselines for
fundamental materials processes to generating results
with more direct commercial significance. NASA’s ob-
jectives for the microgravity materials science program
include:

• Advancing our knowledge base for all classes of
materials• Designing and facilitating the execution of micro-
gravity experiments that will help achieve this goal• Determining road maps for future microgravity
studies• Contributing to NASA’s Human Exploration and
Development of Space enterprise• Contributing to the national economy by develop-
ing enabling technologies valuable to the US private
sector.

To accomplish these goals, the materials science pro-
gram has tried to expand both its scientific scope and
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research community’s involvement in microgravity re-
search. Based on their requirements for experimental
facilities most of the current materials science micro-
gravity experiments can be divided into four general
categories. The first category involves melt growth
experiments, such as those used for processing mul-
ticomponent alloys from the liquid. The experiments
in this category frequently require high temperatures
and closed containers or crucibles to prevent elemental
losses. The second group includes aqueous or solu-
tion growth experiments for materials such as triglycine
sulfate and zeolite. These experiments usually require
moderate to low temperatures. Hydrothermal process-
ing of inorganic compounds and sol–gel processing also
fit in this category. The third category of experiments
involves vapor or gaseous environments, such as those
used for growing mercury iodide or plasma process-
ing. Unlike the first three categories that use containers
for the parent materials and products, the fourth cate-
gory involves processes and experiments that require
containerless processing environments. Examples of
these experiments include the formation of metallic and
nonmetallic glasses during levitation melting and solidi-
fication, float-zone growth of crystals, and measurement
of thermophysical properties such as diffusion coeffi-
cients and surface tension.

17.5.1 Rationale for Solution Crystal Growth
in Space

In the microgravity environment of space, several phys-
ical phenomena taken for granted on Earth change
dramatically. Convection in solution due to density
differences is greatly reduced. Crystallization and so-
lidification are two processes that can benefit from
microgravity environment. As a part of the US Na-
tional Aeronautics and Space Administration (NASA)
microgravity and applications program, a study of
TGS crystals growth from solution was carried out on
Spacelab-3 (SL-3) and first International Microgravity
Laboratory (IML-1) missions in 1985 and 1992, re-
spectively. Crystals from solution are usually grown in
a closed container of limited volume. Thus, any convec-
tion that is generated tends to lead to a circular to steady
laminar convection, due to buoyancy. The density dif-
ferences in the fluid can arise from both temperature
and concentration variations. On Earth buoyancy-driven
convection may cause microscopic gas/solution inclu-
sions and fluctuating dopants incorporation and other
defects in the crystals. Besides degrading pyroelectric
device performance, the growth yield of useful crys-

tals is also severely impacted due to incorporation of
these types of defects. In a low-gravity environment,
convection is greatly suppressed and diffusion becomes
the predominant mechanism for thermal and mass trans-
port. Thus, growth in microgravity can eliminate these
problems and enhance our knowledge about the science
of crystal growth.

17.5.2 Solution Crystal Growth Method
in Space

Since the ground solution technique could not be used
in the microgravity environment of space, the authors
developed a new method known as the cooled sting
technique to grow crystals in space from solution, as
described below.

Cooled Sting Technique
As the conventional techniques of solution crystal
growth cannot be used for growing crystals in space,
a new technique was proposed and developed [17.100–
102]. On Earth, in the absence of stirring, conventional
techniques of solution crystal growth cause a lowering
of concentration of the solution in the vicinity of the
growing crystal, resulting in an upward flow of solution.
At constant temperature this reduction in concentration
would cause the growth rate to decrease rapidly. In a 1g
environment, most solution growth techniques are di-
rected towards increased convection mass transport by
applying forced convection with very slow programmed
cooling of a saturated solution. However, in the absence
of convection, a change of temperature must move
inward toward the crystal by conduction. The charac-
teristic time for this to occur is T = L2ρCp/k, where
L is the distance over which the heat must be con-
ducted, ρ is the density, Cp is the heat capacity, and
k is the thermal conductivity of solution. For water, it
takes 48 min for a temperature change of 1 ◦C to be felt
at a distance of 2 cm. This is too slow to keep a con-
stant growth rate. So a unique technique was developed
by the authors, which uses programmed cooling of the
seed crystal itself. This is accomplished by using a cold
finger (sting) in direct contact with the seed crystal,
which allows temperature lowering in accordance with
a predetermined polynomial [17.103,104] for maintain-
ing a supersaturated TGS solution near the surface of
the crystal. Because of the L2 dependence of T , it takes
less time for a change of sting temperature to be trans-
mitted through the growing crystal and to be felt at the
surface. The construction of the ground-based cooled
sting and solution growth apparatus [17.103, 104] are
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illustrated in Figs. 17.21 and 17.22, respectively. In
this case, crystals are grown by lowering the sting/seed
and solution temperature, thereby creating a desired
supersaturation.

Flight Hardware
The experiment in space utilizes the fluid experiments
system (FES) and crystals are grown by a new tech-
nique developed by the authors called the cooled sting
technique as described earlier [17.101–103]. This tech-
nique utilizes heat extraction from the seed crystal
through a copper rod (sting), thereby creating the de-
sired supersaturation near the growing crystal. The sting
temperature profile follows a predetermined polynomial
so as to obtain uniform growth. Figure 17.23 shows
a detailed diagram of the flight cell with sting incor-
porated in the experimental module. The FES is an

Aluminum cooling fins

Plexiglas flange

Vacuum jacket

Inner and outer Teflon (T) cylinder

Temperature probe (thermistor)

Temperature probe (thermistor)

T A
ir

A
irT TA
ir

A
irT

Plex

Al

Cu

Cu

Thermoelectric module

Copper rod (0.95 cm diameter)

5.0 cm

3.5 cm

2.54 cm

1.90 cm

9.14 cm

Fig. 17.21 Laboratory version of cooled sting assembly for the proposed crystal growth technique for microgravity

apparatus with the crystal growth cell as an integral part.
It was developed by NASA and fabricated by TRW,
CA.

The cell is designed to allow a variety of holo-
graphic diagnostics and real-time schlieren viewing of
the crystal and the surrounding fluid. Schlieren images
are transmitted down a link as black-and-white video to
reveal flow patterns and variation in fluid density. Holo-
grams that are recorded in space give 3-D information
that leads to quantitative determination of concentration
fields surrounding the crystal and motion of particles,
if present, to determine g-jitters. The modified FES in-
corporates holographic tomography which enables the
taking of optical data through the cell at multiple angles.
During the SL-3 mission, two TGS crystals (named
FES-2 and FES-3) were grown using (001)-oriented
seed-type disc (as shown in Fig. 17.24). The objectives
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of the IML-1 flight experiments were: (a) to grow TGS
crystals, (b) to perform holographic tomography of fluid
field in the test cell in three dimensions, (c) to study
fluid motion due to g-jitter by multiple-exposure holog-
raphy of tracer particles (200, 400, and 600 μm), and
(d) to study the influence of g-jitter on crystal qual-
ity and growth rate. One of the authors (R. B. Lal)
was the principal investigator of the Spacelab-3 and
IML-1 experiments. The coinvestigators were A. K. Ba-
tra, J. Trolinger, and W. R. Wilcox. During the IML-1
flight, due to serious hardware problems, only one

Stirring
motor

Stirring
motor

Aluminum
cooling fins

Digital
thermometer

Air
pump

Thermistor
probe

Sting tip

Silicone adhesive

Seed crystal

Saturated
solution of

TGS

Air Air

Teflon

Cu

Al
Cu
Plex

T T

Plexiglas bath (contains water)

Immersion
heater

Thermistor
probe

Copper rod

Thermoelectric
module

Magnetic
air - driven 
stirrer

Stirrer

Temperature
controller

Fig. 17.22 Schematic dia-
gram of the ground-based
cooled sting solution
growth apparatus

TGS crystal was grown on a (010)-oriented seed crys-
tal. The growth surface of seed crystal was a natural
(010) face (unlike experiments performed in SL-3, in
which processed seeds were used) cut from a polyhe-
dral TGS crystal, with a thickness of about 3.5 mm. In
TGS, the crystal growth rate is fast (maximum) in the
[010] direction. On the ground, good-quality crystals
are grown on (001)-oriented seed because growth on
(010) face is nonuniform and multifaceted. Thus, it was
important to investigate the growth on an (010)-oriented
seed in the absence of buoyancy-driven convection,

Part
C

1
7
.5



586 Part C Solution Growth of Crystals

where growth is expected to be mainly diffusion con-
trolled. This crystal was grown with undercooling of
4 ◦C for about 4 h. The growth rate was estimated to be
about 1.6 mm/day and the quality of the grown crys-
tal was substantially good. This can be attributed to
a smooth transition from dissolution to growth in space
experiment.

Flight Optical System
The fluids experiment system (FES) is a fully in-
strumented space flight chamber that can characterize
the growth process through diagnostics of the crystal
environment. Figure 17.25 shows the layout of opti-
cal system. Optical diagnostic instruments include two
holographic cameras and a schlieren system, the output
of which can be viewed in real time by television (TV)
downlink. The optical and electronic instruments pro-
vide measures of solution concentration, temperature,
convection, growth rate, and crystal properties during
growth.

By recording light passing through the cell as well
as light scattered from the crystal, holography provided
diagnostics of the fluid through holographic interferom-
etry, and particle diagnostics through three-dimensional
particle imaging velocimetry. Figure 17.26 shows the

Fluid pump

Bellows
assembly

Heat
exchanger

Quick
disconnect
water loop

Bladder

Cap

Crystal

Sting tip

TGS
solution

Thermoelectric
cooler

Quick
disconnect
vacuum

Sting assembly Fig. 17.23 Flight crystal growth cell
designed and developed by NASA

layout of the optical system in which a 4 inch diameter,
collimated He-Ne (Spectra Physics 107) laser beam
passes through a double window into the crystal growth
chamber, through the TGS solution, and across the
surface of the crystal, finally emerging from a sec-
ond set of windows. The beam then continues to the
hologram plane, which is approximately 20 cm away,
where it is mixed with a collimated reference wave on
70 mm-format roll film. The film is drawn flat on the
platen by a vacuum in a unique film implementation
of hologram recording for interferometry. In addition
to the use of vacuum platens for recording and recon-
struction, a special reconstruction process, necessary
for holographic interferometry with film, described be-
low, was developed to account for the imperfect optical
quality of the film. A second holocamera views the crys-
tal face directly from a lateral window [17.105]. Four
types of holograms were produced, including singly
exposed and multiply exposed holograms. The back-
lighting of the crystal was accomplished in two different
ways, each with advantages and limitations; one method
employs the direct laser beam and a second employs
a diffuse beam, produced by inserting a diffuser into
the object beam path before the beam enters the first
cell window. The diffuse beam illuminates the field with
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many directions and is convenient for some types of
viewing. However, such illumination is not useful for
interferometry or schlieren in this system. Direct illu-
mination is also used for interferometry and schlieren.
With conventional optics, the direct illumination beam
would provide a single illumination and viewing angle
through the field.

Our previous experience in Spacelab-3 had taught
us that more than one viewing angle is desirable. We
achieved multiple viewing angles in IML-1 through
the use of windows equipped with holographic opti-
cal elements (HOEs). The input window contains HOEs
that convert the single input beam into three beams
that pass over the crystal at angles of 0 and ±23.5◦.
The opposite window contains HOEs that redirect these
beams to the recording film plane so that they can all
be recorded and separated again during reconstruction.

(110)

(110)

(111)

(111)

(100)

(101)

(001)

(010)

(021)

(121)

(121)

(001) Cut

(101)

(001) (010)

(010)
Cut/cleave

Gold - coated
tip TeflonSting

TGS-2 TGS-1

IML-1

Fig. 17.24 TGS
seed crystals
used for growth
runs on NASA’s
first International
Microgravity
Laboratory-1
(IML-1) mission

Consequently, each recording comprises three super-
imposed, but independently viewable, holograms. The
schlieren system is viewed by TV, allowing real-time
viewing both by the crew and by the TV downlink.
A primary use of the schlieren system is to view and
judge the transition of the crystal from a dissolution
phase to a growth phase since control of this transition
is considered to be critical in producing a high-quality
crystal. The knife-edge in the schlieren system was set
so that, when the crystal was dissolving, light rays en-
tering the resulting higher-refractive-index region above
the crystal would be refracted in the direction of the
crystal and be removed by the knife-edge, appearing
dark in the image. When the transition from dissolution
to growth occurred, the region immediately above the
crystal would be depleted of solute, thus reducing the
refractive index and causing the refracted rays to pass
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above the knife edge, causing a bright region to appear
above the crystal within the larger, dark region of higher
concentration. The method proved to be an extremely
sensitive way to identify the transition from dissolution
to growth.

17.5.3 Results and Discussion

The flight TGS crystals were examined with a high-
resolution monochromatic synchrotron x-radiation dif-
fraction technique, both before and after slicing for the
fabrication of infrared detectors to check the lattice

regularity, identify inclusions and dislocations, draw in-
ferences about growth mode and stability, and locate the
interface between the seed and the new growth. The ex-
periments were performed at the National Synchrotron
Light Source at Brookhaven National Laboratory in col-
laboration with B. Steiner of the US National Institute
of Standards and Technology (NIST). The performance
of materials is determined by their structure; in this
performance, irregularity typically plays a leading role.
The growth of crystals in low-g has long been of interest
because of the anticipation that reduction in gravita-
tional forces would strongly affect crystal growth and
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Fig. 17.26 Detailed opti-
cal layout for the fluid
experiment system (FES)
designed and developed by
TRW. HOE 1′: note that ray
emerges at an angle to sim-
plify separation. A – Angle
between optical axis and
space shuttle axis, M – mir-
ror, BS – beamsplitter, C –
crystal, O – lens, D – remov-
able diffusor, F1 – hologram
1, F2 – hologram 2, L – He-
Ne laser underneath, S – side
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Fig. 17.27a–d High-resolution syn-
chrotron x-ray radiation diffraction
imaging of 1g- and microgravity-
grown TGS crystals. (a) Uncut flight
seed crystal, (b) high-resolution (110)
diffraction image of the interior of the
IML-1 crystal, (c) space-grown crys-
tal with polystyrene particles, (d) cut
edge of the IML-1 crystal
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Fig. 17.28 Relevant param-
eters of infrared detectors
fabricated from 1g- and
microgravity-grown TGS
crystals

thereby the nature of resulting irregularities. Many fac-
tors affect crystal growth, and because these can interact
strongly with one another, the understanding of the
structural variation necessary for its effective exploita-
tion has not been fully achieved. Gaining knowledge
of irregularities in space- and Earth-grown crystals, de-
veloped in conjunction with an understanding of their
genesis and detailed effects on properties, is an im-
portant challenge. Such knowledge is also expected
to contribute to dramatically improving single-crystal
production, both in space and on the Earth. The lo-
cal acceptance angle for diffraction from the uncut
flight TGS-1 crystal of 1–2 arcsec (Fig. 17.27) indi-
cates extraordinary crystal quality [17.106]. Polystyrene
particles that had been included in the space-grown
material in IML-1 experiment are observed as small
imperfections in Fig. 17.27b. Also, clearly distinguish-
able in Fig. 17.27b is the faceted growth mode. Two
sets of edge dislocations in the seed, one [101] ori-

ented and the other [001] oriented, were noted as well
in images taken in Laue geometry, but they appear
not to have affected the space growth. Observation
of the cut edge of the crystal (Fig. 17.27d) shows
continuity between the seed at the top and space
grown part. The demarcation between the seed and
the space-grown material is indistinct. High-resolution
imaging of terrestrial crystals has shown that the sur-
face treatment of the seed crystal is critical to growth
perfection. The ground control TGS crystals were of
extremely high perfection. Slice next to many pos-
sible flight seeds were examined by high-resolution
diffraction imaging. The selection of the flight seed was
based on the perfection of the slice next to the seed
crystal.

Infrared detectors from the flight and ground control
crystals were fabricated at EDO/Barnes Engineering
Division, Shelton, CT. The detectivity (D∗) and other
parameters for these infrared detectors are shown in
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Table 17.5 Detector characteristics of space-grown TGS crystals

Crystal (TGS) Noise Responsivity Detectivity f Remarks
(nV/Hz1/2) (V/W) (1000 K, f , 1) ×10−8 (Hz)

SL-3/FES2-TGS (μg grown) 320 510 0.99 100 Area = 0.3 × 3 mm2,

blackened

IML-1TGS seed (1g grown) 418 320 2 100 Area = 1 × 1 mm2,

no window

IML-1TGS (μg grown) 90 400 4.2 100 Area = 1 × 1 mm2

IML-1TGS (1g grown) 98 420 4.5 100 Area = 1 × 1 mm2

IML-1TGS (μg grown) 100 340 3 100 Area = 1 × 1 mm2

Fig. 17.28. The detector characteristics are given in
Table 17.5. The detectivity (D∗) for IR detectors fab-
ricated from the IML-1 crystal shows an improvement
over the ground-grown crystals and crystals grown on
Spacelab-3.

The motion of three different-sized particles were
mapped using techniques described elsewhere [17.105,
107]. The combined effects of fluid convection, particle
interaction, residual gravity, Space Shuttle maneuvers,
and g-jitters have been observed. However, the inter-
ferograms show several noteworthy features. When the
crystal enters a growth phase, the solution in the region
near the crystal is depleted of solute, thus reducing its
refractive index below that of the surrounding fluid, cre-
ating a hemispherical cap of fringes over the crystal, as
shown in Fig. 17.29. The stability of this cloud in the
interferograms confirmed that the crystal was growing
in a diffusion-controlled process. The cloud did show,
however, that the process was not completely axisym-
metric, due to equipment-related problems that were
encountered during the mission.

To sum up, in spite of problems with the operation
of the FES, two important objectives were attained in
the IML-1 experiment: (a) a high-quality TGS crystal
was grown, (b) the particle dynamics experiment was
successful.

In spite of limited time and fast growth, the growth
on the (010) face was substantially uniform over a pe-
riod of 18 h. The growth on the (010) face on ground is
mostly nonuniform. Polystyrene particles of three sizes
that had been occluded by the growing TGS were ob-
served as small imperfections in the grown crystal. The
observations of the cut edge of the flight crystal (TGS-1)
show continuity between the seed at the bottom and
the space growth at the top, indicating a high degree
of epitaxy of the space-grown material. The demarca-
tion between the seed and the space-grown material is
indistinct, indicating a smooth transition from dissolu-

tion to growth so that solvent inclusions are not formed
between the seed and the grown layer. Experiments on
Earth have shown that such inclusions tend to result in
dislocations that propagate through subsequently grown
material and degrade properties. The infrared detectors
fabricated from the TGS-1 flight crystal show improved
detectivity (D∗) compared with ground samples and
even with detectors fabricated from crystals grown on
Spacelab-3. The dielectric loss in the IML-1 crystal is
lower than in ground crystals and in crystals grown in
Spacelab-3.

Earth

Spacelab 3

Fig. 17.29 Interferograms of concentration field in TGS solution on
Earth and in microgravity onboard Spacelab-3
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17.6 Protein Crystal Growth

The human body contains thousands of different pro-
teins, which play essential roles in maintaining life.
A protein’s structure determines the specific role that
it plays in the human body; however, researchers lack
detailed knowledge about the structures of many pro-
teins. The crystallization of proteins has three major
applications: (1) structural biology and drug design,
(2) bioseparations, and (3) controlled drug delivery. In
the first application, protein crystals are used with the
techniques of crystallography to ascertain the three-
dimensional structure of the molecule. This structure
is indispensable for correctly determining the often
complex biological functions of these macromolecules.
The design of drugs is related to this, and involves
designing a molecule that can exactly fit into a bind-
ing site of a macromolecule and block its function
in a disease pathway. Producing better-quality crys-
tals will result in more accurate 3-D protein structure,
which in turn means that the protein’s biological func-
tion can be known more precisely, also resulting in
improved drug design. The second application, biosep-
arations, refer to the downstream processing of the
products of fermentation. Typically, the desired product
of the fermentation process is a protein (e.g., insulin),
which then needs to be separated from biomass. Crys-
tallization is one of the commonly employed techniques
for separation of protein. It has the advantage of be-
ing a benign separation process, that is, it does not
cause the protein to unfold and lose its activity. The
other application of protein, controlled drug delivery,
is also very important. Most drugs are cleared by the
body rapidly following administration, making it diffi-
cult to achieve a constant desired level over a period
of time. When the drug is a protein such as insulin
or α-interferon, administrating the drug in the crys-
talline form shows promise of achieving such controlled
delivery. The challenge is to produce crystals of rel-
atively uniform size so that dosage can be correctly
prescribed.

17.6.1 Protein Crystal Growth Methods

Protein crystallization is inherently difficult because
of the fragile nature of protein crystals. Proteins have
irregularly shaped surfaces, which result in the for-
mation of large channels within any protein crystal.
Therefore, the noncovalent bonds that hold the lattice
together must often be formed through several layers
of solvent molecules. In addition, to overcoming the

inherent fragility of protein crystals, successful pro-
duction of x-ray-worthy crystals is dependent upon
a number of environmental factors because so much
variation exists among proteins, with each one requiring
unique conditions for successful crystallization. There-
fore, attempting to crystallize a protein without a proven
protocol can be very tedious. Some factors that re-
quire consideration are protein purity, pH, concentration
of protein, temperature, and the precipitants. In or-
der to initiate crystallization the protein solution has
to be brought to a thermodynamically unstable state
of supersaturation. The solution can be brought back
to the stable equilibrium state through precipitation of
the protein, which is the most frequent process, or
through crystallization. The supersaturation state can
be achieved by several techniques: evaporation of sol-
vent molecules, change of ionic strength, change of
pH, change of temperature or change of some other
parameter.

Two of the most commonly used methods for pro-
tein crystallization fall under the category of vapor
diffusion [17.108–110]:

1. Hanging drop method
2. Sitting drop method.

Both of these methods entail the use of a droplet
containing purified protein, buffer, and precipitants in
higher concentration. Initially, the droplet of protein
solution contains an insufficient concentration of pre-
cipitant for crystallization, but as water vaporizes from
the drop and transfers to the reservoir, the precipitant
concentration increases to a level optimal for crys-
tallization. Since the system is in equilibrium, these
optimum conditions are maintained until the crystal-
lization is complete. Figures 17.30 and 17.31 depict

Coverslip with protein
solution

High-vacuum
grease

Reservoir with
precipitant

Fig. 17.30 Schematic diagram of the hanging drop method
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Coverslip

High-vacuum
grease

Reservoir solution

Protein solution

Fig. 17.31 Schematic diagram of the sitting drop method

the hanging drop and sitting drop systems, respectively.
The hanging drop method differs from the sitting drop
method in the vertical orientation of the protein solution
drop within the system. It is important to mention that
both methods require a closed system, that is, the sys-
tem must be sealed off from outside using an airtight
container. It is worth mentioning that the reservoir solu-
tion usually contains buffer and precipitant. The protein
solution contains the same compounds, but in lower
concentrations. The protein solution may also contain
trace metals or ions necessary for precipitation; for in-
stance, insulin is known to require trace amounts of zinc
for crystallization.

17.6.2 Protein Crystal Growth Mechanisms

From the presence of well-defined facets on most pro-
tein crystals one can unambiguously conclude that
growth occurs via the spreading of layers from growth
step sources such as dislocations and 2-D nuclei. This
has been confirmed on a molecular level. Ex situ
electron microscopy observations have resolved in-
dividual growth steps on (010) and (110) faces of
tetragonal lysozyme [17.111] that, contrary to recent
claims [17.112, 113], are of monomolecular height.
In situ atomic force microscopy of lysozyme has pro-
duced particularly instructive images of growth step
generation at screw dislocations outcrops and of 2-D
nucleation-induced islands.

Most recent atomic force microscopy observa-
tions on a larger number of other proteins and
viruses [17.114] have reproduced the whole body
of growth morphology and kinetics scenarios known
for inorganic solution growth. These include layer
spreading from dislocations and 2-D nuclei, interaction
between growth steps from sources of different activ-

ities, and impediment of step propagation by foreign
particles. Particle engulfment was observed to often re-
sult in dislocation formation. Crystallites that impinged
on the interface became either epitaxially aligned with
main crystal, or remained misaligned and caused vari-
ous defects during further growth. There even appears
to be some indication of kinetic roughening on certain
facets of some proteins [17.115].

17.6.3 Protein Crystal Growth
in Microgravity

The microgravity environment aboard spacecraft in low
Earth orbit provides a convection- and sedimentation-
free environment for the study and applications of
fluid-based systems. With the advent of the US Space
Shuttle, scientists had regular access to such environ-
ments and many experiments were initiated, including
those in protein crystallization. After many trials it be-
came clear that, for several proteins, crystallization in
microgravity environment resulted in bigger and bet-
ter crystals. In some instances, crystals that could not
be crystallized at all on the ground were found to crys-
tallize in space. Conversely, for numerous proteins the
space environment was found to be no better or was
worse than ground-based conditions. As a result of these
observations, NASA has become one of the leading
federal agencies in prompting and funding protein crys-
tallization research. Efforts are directed at both utilizing
the space environment to improve the crystallization of
novel proteins and at fundamental studies of the causes
(if any) of the improvement in protein crystals pro-
duced in microgravity. The results from flying more,
and studying in more detail, have significantly altered
attitudes towards space-based protein crystal growth.
Persuasive explanations have emerged, and a strong the-
oretical model has emerged to explain why space-based
growth is better.

Since the inception of protein crystal growth in mi-
crogravity research by Littke and John [17.116], several
research groups have developed microgravity hardware
and experiments [17.116–121]. Some of those are listed
below:

1. Handheld protein crystallization apparatus for mi-
crogravity (HH-PCAM) [17.122]

2. Diffusion-controlled crystallization apparatus for
microgravity (DCAM) [17.123]

3. High-density protein crystal growth system
(HDPCG) [17.124]

4. Protein crystal growth facility (PCF) [17.125]
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5. A multiuser facility-based protein crystallization ap-
paratus for microgravity (PCAM) [17.122]

6. Advanced protein crystallization facility
(APCF) [17.123].

Several thousand individual protein crystal growth
experiments have been flown using the PCAM facility
hardware aboard the US Space Shuttle. According to
the developer of this facility, this hardware represents
a pioneering development in design and deployment
of space flight hardware based on disposable inter-
face elements [17.122]. Furthermore, it has resulted
in an ultrahigh-resolution structure and first exam-
ple of neutron diffraction achieved as a result of
protein crystal growth in microgravity [17.125–127].
Additionally, using this facility, fundamental differ-
ences in protein partitioning in microgravity have
been documented, which represent the first direct ex-

perimental observation of the factors contributing to
quality improvements in the growth of protein crys-
tals in microgravity [17.128]. The other important
hardware, referred to as the diffusion-controlled crys-
tallization apparatus for microgravity (DCAM), utilizes
the dialysis method and allows the equilibration rate
of each individual experiment to be passively con-
trolled from several days to several months. It is worth
mentioning that precision control rate of supersatu-
ration has routinely produced macrocrystals of size
5 mm to 1.25 cm for a variety of protein in this hard-
ware. Analysis of serum albumin, ferritin, lysozyme,
bacteriorhodopsin, and nucleosome core particles ex-
hibit superior diffraction properties as compared with
ground-based controls [17.123]. Further improvements
of the hardware is ongoing for the International Space
Station, where x-ray analysis can be done aboard the
Space Station [17.124].

17.7 Concluding Remarks

Bulk high-quality single crystals are required for use
in fabricating devices for various technological appli-
cations. Since crystal growth is a complicated process
that depends on many parameters that can interact,
the complete process is not well understood. This is
one of the reasons to grow crystals in microgravity
of space, to separate omnipresent convection on Earth
and have only diffusion-controlled growth. The au-
thors have attempted to give a comprehensive overview
of the various problems encountered in the solution
growth of single crystals on Earth and in space ex-
periment based on their experience over almost three
decades. The solutions of the various problems en-
countered during growth on ground and in spaceflight
experiments are described. This chapter will serve as
a foundation for those who desire to initiate a re-
search program in the growth of bulk single crystals
of technological importance that can be grown from
low-temperature solution technique. A brief review of
crystal growth fundamentals is presented, including key

techniques for solution crystal growth such as solubility
determination and the design of various crystal growth
systems including mechanical and electronic crystal
motor reciprocating arrangements. Three generations of
modifications to solution crystallizers designed and fab-
ricated in the laboratory and a crystallizer for space
growth based on the cooled sting technique advanced
by the authors are described. A number of solution-
grown crystals grown at Alabama A&M University are
shown. A detailed description of the crystal growth ex-
periments on an important infrared material, triglycine
sulfate, and the difficulties encountered in the space
crystal growth experiment aboard the Space Shuttle in
the NASA Spacelab-3 and first International Micro-
gravity Laboratory (IML-1) missions are given. Since
basic principles of solution growth technique are shared
by protein crystal growth, basic techniques of protein
crystal growth are briefly mentioned and efforts to-
wards protein crystal growth in microgravity are also
discussed.
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Hydrothermal18. Hydrothermal Growth of Polyscale Crystals

Kullaiah Byrappa

In this chapter, the importance of the hydrother-
mal technique for growth of polyscale crystals is
discussed with reference to its efficiency in syn-
thesizing high-quality crystals of various sizes for
modern technological applications. The histori-
cal development of the hydrothermal technique
is briefly discussed, to show its evolution over
time. Also some of the important types of ap-
paratus used in routine hydrothermal research,
including the continuous production of nano-
size crystals, are discussed. The latest trends
in the hydrothermal growth of crystals, such
as thermodynamic modeling and understand-
ing of the solution chemistry, are elucidated
with appropriate examples. The growth of some
selected bulk, fine, and nanosized crystals of cur-
rent technological significance, such as quartz,
aluminum and gallium berlinites, calcite, gem-
stones, rare-earth vanadates, electroceramic
titanates, and carbon polymorphs, is discussed
in detail. Future trends in the hydrothermal
technique, required to meet the challenges of
fast-growing demand for materials in various
technological fields, are described. At the end
of this chapter, an Appendix 18.A containing
a more or less complete list of the characteristic
families of crystals synthesized by the hydrother-
mal technique is given with the solvent and
pressure–temperature (PT) conditions used in their
synthesis.

Crystals are the unacknowledged pillars of
modern technology owing to their ever-increasing
applications in various technologies such as
electronics, microelectronics, magnetics, op-
tics, nonlinear optics, photonics, optoelectronics,
magnetoelectronics, biomedicine, biophotonics,
biotechnology, nanotechnology, etc. Accordingly
the size and quality of crystals control their appli-
cation potential, as the properties also vary greatly
with size, i. e., from bulk crystals to nanocrystals,
due to the quantization effect. Hence, a new ter-

minology (polyscale crystals) has become more
appropriate in recent years for contributions like
this devoted to the hydrothermal growth of crys-
tals of different compositions and sizes. When the
hydrothermal technique was initiated in the mid
19th century, the focus was essentially on mineral
synthesis, also in the form of bulk single crys-
tals. During World War II the importance of the
hydrothermal technique was realized with the
tremendous success in the growth of larger-size
quartz crystals, and the focus shifted to the design
of different types of autoclaves which could hold
fluids under high-pressure and high-temperature
conditions over a longer period. A greater va-
riety of crystals hitherto unknown or without
natural counterparts was synthesized during the
1960s and 1970s. Although there was a slight
decline in the popularity of the hydrothermal
technique during the 1980s, it has now picked up
as one of the best methods to grow not only bulk
crystals, but also fine and nanocrystals with de-
sired shape, size, and properties. Hence, there
has been a sudden surge in activities related to
hydrothermal research in the last decade, be-
cause of the high-quality crystals of different
sizes that can be grown well under hydrother-
mal conditions. This is further supported by the
overwhelming success in the field of thermody-
namic modeling and solution chemistry under
hydrothermal conditions, which have drastically
reduced the PT conditions required for crystal
growth.

18.1 History of Hydrothermal Growth
of Crystals ............................................ 603

18.2 Thermodynamic Basis
of the Hydrothermal Growth of Crystals .. 606
18.2.1 Hydrodynamic Principles

of the Hydrothermal Growth
of Crystals .................................. 606
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The term hydrothermal is purely of geological ori-
gin. It was first used by the British geologist Sir
Roderick Murchison (1792–1871) to describe the ac-
tion of water at elevated temperature and pressure,
in bringing about changes in the Earth’s crust lead-
ing to the formation of various rocks and minerals. It
is well known that the largest single crystal formed
in nature (a beryl crystal of > 1000 kg) and some
of the largest quantities of single crystals created by
man in one experimental run (quartz crystals of sev-
eral 1000 kg) are both of hydrothermal origin [18.4].
The technique is very important for its technologi-
cal efficiency in developing high-quality crystals of
different sizes. The term polyscale is relatively new
and refers to different sizes of crystals, covering

Table 18.1 Different terminologies used in the hydrothermal technique

Conventional
hydrothermal

Solvothermal Supercritical
hydrothermal

Related
terminologies

Multi-energy
hydrothermal

Aqueous solvent;
Refers to con-
ditions above
atmospheric tem-
perature and
pressure;
Suitable for high
quality;
Bulk, fine nano-
crystals [18.1]

Nonaqueous
solvents;
Low to high
temperature
conditions;
Suitable for good
quality;
Bulk, fine nano-
crystals [18.1, 2]

Critical to
supercritical
conditions;
Both aqueous
and nonaqueous
solvents;
Suitable for
fine and
nanocrystals;
Rapid [18.3]

Ammonothermal,
glycothermal,
lyothermal,
alcothermal, car-
bonothermal, etc.
depending upon
the specific solvent
used;
Spray pyrolysis;
Suitable for fine to
nanocrystals and
thin films [18.1, 2]

Hydrothermal in com-
bination with extra
energy likesuch as
microwave, elec-
trochemical, sonar,
mechanochemical,
biomolecular, sol–gel,
etc.
Extremely efficient
for thin films, fine to
nanocrystals;
Epitaxy, etc.
Very fast
processing [18.2]

bulk single crystals, small crystals, and micrometer to
nanosize crystals [18.5]. This concept becomes more
relevant with the progress achieved in nanotechnol-
ogy, wherein the quantization size effect explains the
changes in the physical properties of the crystalline
materials with size. The hydrothermal technique is be-
coming one of the most important tools for advanced
materials processing, particularly owing to its advan-
tages in the processing of nanostructural materials for
a wide variety of technological applications such as
electronics, optoelectronics, catalysis, ceramics, mag-
netic data storage, biomedicine, biophotonics, etc. The
hydrothermal technique greatly helps in processing
monodispersed and highly homogeneous nanocrys-
tals [18.6]. The hydrothermal technique refers to any
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homogeneous (nanocrystals) or heterogeneous (bulk
single crystals) reaction in the presence of aqueous
solvents or mineralizers under high-pressure and high-
temperature conditions to dissolve and recrystallize
(recover) materials that are relatively insoluble under
ordinary conditions. Byrappa and Yoshimura define
hydrothermal as any homogeneous or heterogeneous
chemical reaction in the presence of a solvent “(whether
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Fig. 18.1 Hydrothermal tree showing different branches of science and technology (after [18.6])

aqueous or nonaqueous) above the room temperature
and at pressure greater than 1 atm in a closed sys-
tem” [18.1, 2]. However, chemists prefer to use the
term solvothermal, meaning “any chemical reaction in
the presence of a nonaqueous solvent or solvent in su-
percritical or near-supercritical conditions”. Table 18.1
gives different terminologies used by different special-
ists for hydrothermal technology.
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In recent years, the addition of energy into
the hydrothermal process, such as in hydrothermal-
electrochemical, hydrothermal-mechanochemical, hy-
drothermal-microwave, hydrothermal-sonar, hydrother-
mal-sol–gel, hydrothermal-biomolecular, etc., methods
has made the process extremely effective and fast. It
also leads us to a new concept of chemistry at the
speed of light [18.2, 6]. However, this new process is
only suitable for the preparation of fine to nanosize
crystals, and thin films with high crystallinity and de-
sired properties. In recent years, capping agents, organic
molecules, surfactants, etc., have become popular for
use in crystal growth in order to achieve growth in
the desired crystallographic direction and stunt growth
in the undesired crystallographic directions under hy-
drothermal conditions. Such developments have made
the hydrothermal technique unique in terms of its abil-
ity to fabricate functional products with in situ control
over their growth. All these recent developments in the
last 10 years have completely changed the concept of
hydrothermal growth of crystals. Earlier, researchers
had always considered hydrothermal growth of crystals
to be a high-temperature and high-pressure technique
that was very expensive and slow in terms of growth
rate. However, a new generation of hydrothermal re-
searchers now consider it to be a simple technique
that requires mild to low temperature/pressure, which
is not expensive, and which is fast with a maximum
product yield. Thus hydrothermal technique is being
popularly employed by physicists, chemists, ceramists,
hydrometallurgists, material scientists, biologists, engi-
neers, geologists, technologists, and so on. Figure 18.1
shows the various branches of science either emerg-
ing from the hydrothermal technique or closely linked
with it. One could firmly say that this family tree will
keep expanding its branches and roots in the years to
come.

Here, the author uses the term hydrothermal only
in a broad sense covering a set of all the above-
mentioned variations given in Table 18.1 to describe
chemical reactions taking place in the presence of
a solvent – aqueous or nonaqueous – under subcrit-
ical or supercritical conditions in a closed system.
Similarly, the hydrothermal method has been widely
accepted since the 1960s and practically all inorganic
species, from native elements to the most complex sil-
icates, germinates, phosphates, and others, have been
obtained by this method. The technique is being em-
ployed on an industrial scale to prepare bulk to nanosize
crystals for piezoelectric, optoelectronic, magnetic, ce-
ramic, photonic, etc., applications. It offers several

advantages over the conventional techniques of crystal
growth in terms of purity, homogeneity, crystal symme-
try, metastable-phase formation, reproducibility, lower
crystallization temperature, single-step processing, sim-
ple equipment, lower energy requirements, fast reaction
times, desired polymorphic modifications, growth of
ultralow-solubility materials, etc.. For example, it is
the only method that has been successfully employed
to produce large-size single crystals of α-quartz on an
industrial scale. Similarly compounds with elements
in oxidation states that are difficult to obtain (espe-
cially transitional-metal compounds) by other ordinary
methods can be synthesized well under hydrothermal
conditions, for example, ferromagnetic chromium(IV)
oxide. The synthesis of metastable phases such as
subiodides of tellurium (Te2I) can be carried out more
easily under hydrothermal conditions [18.7]. The scope
of the present chapter has been limited to the hy-
drothermal growth of crystals – bulk single crystals to
selected nanocrystals – instead of describing the ap-
plication of the entire hydrothermal technology that
deals with the hydrothermal reactions, hydrothermal
treatment of various organic and inorganic materials
including recycling, frequently employed on a large
scale. Also it is impossible to discuss the growth of
each and every crystalline compound available in the
literature, as they exceeds several hundred; the focus
is limited to selected crystals of current interest and
also some exceptionally major works of the past. The
following aspects have been covered in the present
chapter:

1. The history of hydrothermal growth of crystals
2. The thermodynamic basis of the hydrothermal

growth of crystals
3. Hydrothermal apparatus and safety measures to be

adopted
4. Hydrothermal growth of selected crystals:

a) Bulk crystals
b) Small crystals
c) Nanocrystals

5. Future trends in the hydrothermal growth of
crystals.

The theory of hydrothermal growth of crystals deal-
ing with the growth mechanism is a recent subject;
hence more emphasis is placed on the experimental as-
pects of crystal growth under hydrothermal conditions.
However, the growth mechanism is briefly discussed
for those compounds where this is available in the
literature.
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18.1 History of Hydrothermal Growth of Crystals

The history of hydrothermal growth of crystals has
been elaborated in several works by Byrappa and
co-workers [18.1, 2, 6, 7]. Here, the history of the
hydrothermal growth of crystals is discussed briefly.
The hydrothermal technique was initiated by Earth
scientists during the middle of the 19th century to
understand the genesis of rocks and minerals by sim-
ulating the natural conditions existing under the Earth’s
crust and crystallizing them in the laboratory. The first
hydrothermal experiment was carried out by Schafthaul
in 1845 to synthesize quartz crystals upon transfor-
mation of freshly precipitated silicic acid in Papin’s
digester [18.8]. Followed by this there were quite a few
works by French and German mineralogists on the hy-
drothermal synthesis of minerals [18.9–12]. However,
the size of the crystals obtained in general did not ex-
ceed thousands or hundreds of a millimeter. Thus, it was
well known that the majority of the early hydrother-
mal experiments carried out during the 1840s to the
early 1900s mainly dealt with fine to nanocrystalline
products, which were discarded as failures due to the
lack of sophisticated electron microscopic techniques
available during that time to observe such small-sized
products. Many times, when the bulk crystals or single
crystals of several millimeter sizes were not obtained
in the products, the experiments were considered as
failures and the materials were washed away. Perhaps
the greatest contribution during the 19th century in
the field of hydrothermal synthesis of crystals was by
De Senarmount, the founder of hydrothermal synthe-
sis in geoscience. He synthesized mineral carbonates,
sulfates, sulfides, and fluorides using glass liners in au-
toclaves [18.11]. Bunsen first used thick-walled glass
tubes to contain high-temperature high-pressure liquids
and prepare strontium and barium carbonates [18.9].
Although Saint-Claire Deville attempted to transform
bauxite into corundum under hydrothermal conditions
using NaOH as a mineralizer, the experimental results
were not definite; perhaps he was the first to use a min-
eralizer other than water [18.13]. Von Chrustschoff first
proposed the noble-metal lining of autoclaves to pre-
vent corrosion [18.14]. Before this the glass tubes that
were used were frequently attacked under hydrothermal
conditions, and earlier researchers do not mention any-
thing about the precautions taken in this regard. With
the introduction of steel autoclaves and noble-metal lin-
ings, the tendency to reach higher-pressure/temperature
conditions began. However, the majority of works up to
1880 continue to pertain to quartz, feldspar, and related

silicates. Hannay claimed to have synthesized artifi-
cial diamond by the hydrothermal technique [18.15].
Similarly, Moissan also claimed to have synthesized
diamond as large as 0.5 mm artificially from char-
coal [18.16]. Though, the success of these experiments
was treated as dubious, they certainly provided a fur-
ther stimulus for hydrothermal research, particularly
the development of high-pressure techniques. Perhaps
the first large crystals obtained using this technique in
the 19th century were by Friedel and Sarasin (1881),
who synthesized hydrated potassium silicate, 2–3 mm
long [18.17]. Then, in 1891 Friedel obtained corun-
dum crystals by heating a solution of NaOH with
excess Al2O3 at a high temperature for that time:
530–535 ◦C [18.18].

Towards the end of the 19th century, Spezia from the
Torino Academy of Science began his classical work on
the seeded growth of quartz. His contribution to the field
of hydrothermal growth of crystals is remembered even
today. Spezia (1896) found that plates of quartz kept
at 27 ◦C for several months with water under a pres-
sure of 1750–1850 atm did not lose their weight and
also showed no etch figures; thus, he concluded that
pressure alone has no influence on the solubility of
quartz [18.19]. Spezia studied the solubility of quartz in
such great detail that the growth of bulk single crystals
of quartz became possible [18.20]. So before the end of
the 19th century, a large number of minerals had been
synthesized, and experiments had been carried out on
a wide variety of geological phenomenon ranging from
the origin of ore deposits to the origin of meteorites.
According to Morey and Niggli, around 150 mineral
species including diamond had been synthesized by
1900 [18.21]. Morey quotes a horrible experience of one
of the earliest hydrothermal experiments in which, after
reacting a mixture of colloidal silicon, colloidal ferric
hydroxide, colloidal ferrous oxide, lime water, magne-
sium hydroxide, and potassium hydroxide in glass for
3 months at 550 ◦C, some fine crystals of hornblende
were obtained, which had no bearing on the petrogene-
sis or the phase equilibria of the mineral system [18.22].
This was definitely due to lack of knowledge in ar-
eas of solvent chemistry, thermodynamics, kinetics, and
compound solubility.

The entire activity on the hydrothermal research was
concentrated in Europe, and there was no activity in
North America or Asia, including Japan, China, India,
and Taiwan, which are included today in the top ten
countries actively engaged in hydrothermal research.
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Perhaps the first published work from North American
on hydrothermal research was by Barus, who essen-
tially worked on the impregnation of glass with water to
such an extent that it melted below 200 ◦C by using steel
autoclaves [18.23]. Following this, Allen published his
classic work on the growth of quartz crystals 2 mm
long using steel autoclaves with copper sealing. The
first commercialization of the hydrothermal technique
took place in the early 20th century to leach bauxite,
an aluminum ore, by Bayer’s process. However, this
is not related to crystal growth. The establishment of
the Geophysical Laboratory at the Carnegie Institute of
Washington in 1907 probably marked the most impor-
tant milestone in the history of hydrothermal research.
The credit goes to pioneers such as Bridgman, Co-
hen, Morey, Niggli, Fenner, and Bowen in the early
20th century, who changed the scenario of hydrother-
mal research. They carried out an impressive amount of
basic research, along with their European counterparts.
However, the total research effort was small and the
study passed into a period of dormancy except for phase
equilibria studies in some systems relevant to natural
systems. This was connected with the need for materials
with a combination of high strength and corrosion re-
sistance at high temperatures. Although, a great deal of
research was carried out during the 20th century, the fa-
cilities for large-scale hydrothermal research before the
end of World War II were virtually nonexistent, with the
exception of at the University of Chicago and Harvard
University. This situation changed dramatically with the
development of test-tube-type pressure vessels by Tut-
tle, later modified by Roy. These test-tube-type pressure
vessels are some of the most versatile autoclaves used
worldwide today; also popularly known as batch reac-

Fig. 18.2 The first manmade large-size crystals of quartz, obtained
by Nacken [18.24]

tors, that could hold temperatures up to 1150 ◦C at lower
pressures and pressure up to 10 kbar at lower temper-
atures (the modified titanium zirconium molybdenum
(TZM) autoclaves).

The actual impetus for hydrothermal growth of crys-
tals began during World War II with the growth of
quartz. Here, in contrast to the very slow growth rate
achieved by earlier workers such as De Senarmount
and Spezia, captured German reports show that Nacken,
using natural α-quartz as seed crystals and vitreous sil-
ica as the nutrient, had grown quartz crystals in an
isothermal system and succeeded in obtaining a large
quartz crystal from a small seed [18.25, 26]. Nacken
(1884–1971) worked on the synthesis of various crys-
tals from 1916 onwards, but left this field. In 1927
or 1928, he started working only on the hydrother-
mal growth of quartz crystals. On Nacken’s work,
Sawyer writes (cited by Bertaut and Pauthenet, 1957)
that, “. . . Nacken made quartz crystals of 1′′ diameter
by using hydrothermal method and the conditions are
given as . . . ” followed by some biographical data. Sim-
ilarly, Nacken’s emphasis on quartz growth has also
been documented by Sawyer. Almost at the same time,
Nacken made emerald single crystals by the hydrother-
mal method and also beryl or corundum crystals for
watch bearings. He prepared a large number of synthetic
emeralds by using a trace of chromium to produce color
and could obtain hexagonal prisms of emerald weigh-
ing about 0.2 mg in a few days [18.27]. Figure 18.2
shows the first large-size manmade quartz crystals ob-
tained by Nacken [18.24]. At almost this time, Russian
researchers were producing bulk quartz crystals using
old discarded cannon barrels as autoclaves. Unfortu-
nately, these works were not published. However, the
author of this chapter had an opportunity to interact on
several occasions with the late Prof. Shternberg, from
the Institute of Crystallography, Academy of Sciences
(erstwhile USSR), who was mainly responsible for such
great and unpublished Russian work [18.28].

With the publication of Nacken’s work in 1950,
several laboratories around the world began working
on large-scale production of quartz crystals. During
the 1960s, interest in the hydrothermal method was
boosted in connection with the industrial growth of
good-quality quartz single crystals and the successful
growth of most complex inorganic compounds. Per-
haps this is the beginning of the growth of crystals
which did not have natural analogues. During the 1970s,
there was a question about the search for and growth
of hitherto unknown compounds of photosemiconduc-
tors, ferromagnets, lasers, and piezo- and ferroelectrics,
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and the hydrothermal method attracted great attention.
Several established laboratories in the world began to
study systematically various aspects of the hydrother-
mal growth of crystals such as the physicochemical
principles, kinetics, designing new apparatus, grow-
ing new compounds, and so on. Specific aspects of
the hydrothermal method as a modeling tool to un-
derstand the natural processes of mineral formation
changed dramatically into an important method char-
acteristic for inorganic chemistry. During the 1980s,
a new sealing method for large-size autoclaves was
designed, viz. Grey-Loc sealing, which facilitates the
construction of very large-size autoclaves with a vol-
ume of 5000 l [18.29]. Toyo Electric Co., Japan, houses
the world’s largest autoclave for the growth of quartz
crystals.

Towards the end of the 1970s, on the whole, the hy-
drothermal field experienced a declining trend for two
reasons: there was no major scope for further work
on the growth of large-size single crystals of quartz
on the one hand, and on the other hand, large-scale
attempts to grow larger crystals of other compounds
investigated during the 1960s and 1970s failed miser-
ably. It was unanimously decided that the hydrothermal
technique was not suitable for the growth of large
crystals other than quartz. The focus at this time was
on Czochralski, molecular chemical vapor deposition
(MOCVD), and molecular-beam epitaxy (MBE). This
is mainly connected to the general approach of the
hydrothermal researchers to grow large single crys-
tals without looking into the hydrothermal solvent
chemistry and the kinetics of the crystallization pro-
cess. However, the Nobel Symposium organized by
the Swedish Academy of Sciences, during Septem-
ber 17–21, 1979, on The Chemistry and Geochemistry
of Solutions at High Temperatures and Pressures is
remembered as an eye-opener. The presence of pio-
neers in the field of hydrothermal physical chemistry
such as Franck, Seeward, Helgeson, Pitzer, and so
on, drew the attention of hydrothermal crystal growers
and a new trend was set to look into the hydrother-
mal solvent chemistry and the physical chemistry
of the hydrothermal systems [18.30–33]. Following
this, Prof. Somiya, Japan, organized the first ever In-
ternational Symposium on Hydrothermal Reactions,
in 1982, which was attended largely by specialists
from different branches of science such as physi-
cal chemistry, inorganic chemistry, solid-state physics,
material scientists, organic chemists, hydrometallur-
gists, hydrothermal engineers, etc. [18.34]. This was
the dawn of modern hydrothermal research, and since

then new avenues in the field of hydrothermal re-
search are being explored. As evident from the recent
literature data, the hydrothermal technique is one
of the most efficient techniques for the growth of
high-quality crystals of GaN, ZnO, GaPO4, etc. as
well as traditional quartz crystals. Obviously there
is a surge in the activities related to hydrother-
mal growth of crystals. This is greatly supported by
developments in thermodynamic modeling and also un-
derstanding of the fluid dynamics in autoclaves through
simulation.

There is a great difference between the hydrother-
mal research carried out during the previous century
and the early 21st century. During the mid-20th cen-
tury the hydrothermal technique was at its peak and the
focus was mainly on the high-temperature and high-
pressure regime of crystal growth, because of lack of
knowledge on the solubility of several compounds and
also on the selection of an appropriate solvent. The
First International Hydrothermal Symposium (1982)
held at the Tokyo Institute of Technology, Japan,
brought together specialists from the interdisciplinary
branches of science [18.34]. Since then knowledge
on the physical chemistry and the PVT relationship
in hydrothermal systems has greatly improved, which
helped in drastically reducing the temperature and
pressure conditions required for crystal growth. Sim-
ilarly solvothermal and supercritical processing have
been developed, which use a variety of other sol-
vents such as organic and organometallic complexes in
the synthesis, thereby moving this technique towards
“green” chemistry. Table 18.2 presents trends in the hy-
drothermal growth of crystals, taking the hydrothermal

Table 18.2 Current trends in hydrothermal technology
[18.5]

Crystal Earlier works Present Author

Li2B4O7 T = 500–700 ◦C T = 240 ◦C

p = 500–1500 bar p ≤ 100 bar

Li3B5O8(OH)2 T = 450 ◦C T = 240 ◦C

p = 1000 bar p = 80 bar

NaR(WO4)2 T = 700–900 ◦C T = 200 ◦C

R = La, Ce, Nd p = 2000–3000 bar p ≤ 100 bar

R:MVO4 Melting point T = 100 ◦C

R = Nd, Eu, Tm; > 1800 ◦C p ≤ 30 bar

M = Y,Gd

LaPO4 Synthesized at T < 120 ◦C

> 1200 ◦C p < 40 bar

Zoisite T = 500 ◦C T = 250 ◦C

p = 5 kbar p ≤ 100 bar
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technique towards green technology for sustained hu-
man development, since it consumes less energy, no or
little solid/liquid waste, no recovery treatment, no haz-
ardous processing materials, high selectivity, a closed

processing system, etc. [18.5]. Hydrothermal chem-
istry has to be understood precisely in order to grow
crystals under soft and environmentally benign condi-
tions.

18.2 Thermodynamic Basis of the Hydrothermal Growth of Crystals

The thermodynamic basis of the hydrothermal growth
of crystals is perhaps the least explored aspect in
the literature. As such, there is no major review or
book dealing with this aspect, although some signif-
icant developments have occurred in this area since
the Nobel Symposium organized by the Royal Swedish
Academy of Sciences in 1978, followed by the First
International Symposium on Hydrothermal Reactions,
organized by the Tokyo Institute of Technology in 1982,
helped in setting a new trend in hydrothermal technol-
ogy by attracting physical chemists in large numbers.
Hydrothermal physical chemistry today has enriched
our knowledge greatly through a proper understand-
ing of hydrothermal solution chemistry. The behavior
of the solvent under hydrothermal conditions dealing
with aspects such as structure at critical, supercritical,
and subcritical conditions, dielectric constant, pH varia-
tion, viscosity, coefficient of expansion, density, etc., are
to be understood with respect to pressure and temper-
ature. Similarly, thermodynamic studies have yielded
rich information on the behavior of solutions at various
pressure–temperature conditions. Since most hydrother-
mal crystal growth experiments are carried out under
conditions with temperature gradients in standard au-
toclaves, growth occurs due to the recrystallization
of the solid substance, including dissolution in the
liquid phase and convective mass transfer of the dis-
solved part of the substance to the growth zone or
seed, and also through the dissolution of the mix-
ture of the nutrient components with the help of their
convective mass transport into the growth zone and
interaction of the dissolved components on the seed
surface. However, there are several macro- and mi-
croprocesses occurring at the interface boundary of
the solution and the crystal/seed. Therefore, the com-
position and concentration of the solution, and the
temperature, pressure, and hydrodynamic conditions
and surface contact of the phases are some of the ba-
sic physical and chemical parameters that determine the
regime and rate of dissolution of the nutrient, the mass
transport, and the possibility of the formation of new
phases.

18.2.1 Hydrodynamic Principles
of the Hydrothermal Growth
of Crystals

The hydrodynamic principles of growth of crystals
under hydrothermal conditions have been studied by
several groups since the 1990s using numerical mod-
eling to understand the fluid flow in an autoclave.
There are quite a few publications on this aspect. In
order to grow good-quality crystals with minimum
possible defects, one has to understand the flow dy-
namics. Laudise and Nielsen were perhaps the first
to draw the attention of hydrothermal crystal grow-
ers to the thermal conditions during growth, which
lead to strong buoyancy-driven flow carrying nutri-
ent from the lower dissolution chamber to the upper
growth chamber [18.35]. Then Klipov and Shmakov
studied the shape and morphology of the surfaces, the
growth rate, the macroscopic defects, and the inclusion
density of hydrothermally grown quartz crystals, and
found a strong correlation with the fluid flow around
the crystals [18.36]. Ezersky et al. have studied the
hydrodynamics under hydrothermal conditions using
a shadowgraph technique [18.37, 38]. This helped the
authors to understand the spatiotemporal structure of
hydrothermal waves in Marangoni convection. Roux
et al. have developed both two-dimensional (2-D) ax-
isymmetric and three-dimensional (3-D) models for
hydrothermal crystal growth, by focusing on the bulk
flow pattern in an autoclave [18.39]. Their 2-D ax-
isymmetric model gave an unrealistic nonaxisymmetric
flow pattern, while their 3-D model considers a square
cross-section for the container instead of a circular or
cylindrical one actually used in hydrothermal experi-
ments. However, the results obtained were based on
very low Rayleigh numbers (up to 6 × 104), correspond-
ing to very small autoclaves, which cannot be applied to
the larger autoclaves used for bulk or commercial crys-
tal growth. Chen et al. [18.40, 41] have studied the flow
dynamics by using a numerical model with a higher
Rayleigh numbers and developed a comprehensive 3-D
model for the hydrothermal growth of crystals. The
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significant aspect of their work is the introduction of
a fluid-superposed porous raw material bed in the lower
dissolution chamber of the autoclave. This model pre-
dicts a strong 3-D flow in the autoclave and a strong
temperature fluctuation. However, the best works to date
on the numerical modeling of flow pattern dynamics
comes from Evans and group [18.42–45]. Their 3-D
modeling is based on industrial-scale hydrothermal au-
toclaves with various aspect ratios with nonuniform
heating conditions. The nonuniform heating is intro-
duced on the surface of the lower dissolving chamber
and the upper growing chamber of an autoclave with or
without a baffle at the middle height. It was found that
the circumferentially nonuniform surface temperature
has dramatic effects on the fluid flow and therefore the
temperature distribution in the bulk fluid. With a tem-
perature deviation, the flow is three dimensional. When
only the dissolving chamber is subjected to circum-
ferentially nonuniform heating, a baffle is essential to
create a uniform growth environment in the growth
chamber. It is evident from their work that, in order
to obtain high-quality single crystals, wall-temperature
control on the growth chamber wall is more impor-
tant than on the dissolving chamber wall. Figure 18.3
shows the velocity distributions and temperature con-
tours for an autoclave without a baffle and with a 15%
baffle, respectively. The velocity field is much stronger
in the case without a baffle than that with a baffle.
The numerical study of the effects of various baffles
(with 2–25% opening) on the fluid flow and temperature
fields have been investigated by these authors. Accord-
ingly a smaller opening leads to a weaker flow field and
a more uniform temperature profile. A multihole baf-
fle establishes a more uniform temperature in the upper
chamber than does a single-hole baffle of the same area
opening. The number of holes in the multihole baffle has
significant effects, while the hole arrangements affect
the thermal condition only near the baffle.

The flow pattern, with a high flow velocity in the up-
per growing chamber, could have a significant negative
effect on solute transport from the solution to the seed
crystals and therefore on the crystal growth rate and
quality. The strong flow also leads to strong distortion of
the temperature field. A nonuniform temperature field in
the growth region is not desirable for growing uniform
high-quality crystals. A significant development in the
field of numerical modeling of heat transfer processes
and flow fields under hydrothermal conditions is the
work related to the crystal growth of beryl, AlPO4, and
GaPO4 [18.46, 47]. These studies have yielded some
insight into the flow pattern under hydrothermal con-
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Fig. 18.3a,b Velocity pattern and isotherms in the symmetry plane.
ΔT = 10 ◦C. On the lower chamber ΔT = 0.1 ◦C only. (a) Without
baffle; and (b) with a 15% area baffle opening at the median plane

ditions. For example, the influence of a rotating solid
crystal or a seed crystal inside the autoclave has also
been considered in such numerical modeling.

However, most of these models on numerical flow
patterns are based on several assumptions and are ap-
plied mainly to simple or single-phase systems. Also,
the nature of the fluid is important and the flow dynam-
ics will vary with the type of fluid; and 3-D simulation
models of the flow in the autoclave show that the
turbulent flow is not in fact 3-D. The effect of the simul-
taneous existence of the crystals and the raw materials
has not been considered in most of these models. Thus
there is an incomplete picture on the whole with respect
to the flow dynamics. A lot more experimental and theo-
retical investigations are needed to clarify and complete
the description of the hydrothermal flow dynamics.

During the late 1980s to early 1990s a good number
of publications appeared on the physicochemical foun-
dation of crystal growth under hydrothermal conditions.
Balitsky and Bublikova carried out detailed physic-
ochemical investigations on malachite bulk crystal
growth. Similarly Kuznetsov has reviewed the physi-
cal chemistry of hydrothermal crystal growth of II–VI
compounds. Further, Popolitov has reviewed the physi-
cal chemistry of the hydrothermal growth of tellurium
dioxide crystals. The reader can get more valuable
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information in the book Hydrothermal Growth of Crys-
tals [18.4]. However, all these studies are again based on
several assumptions and indirect approaches with less
bearing on the thermodynamic modeling principles.

18.2.2 Thermodynamic Modeling
of the Hydrothermal Growth
of Crystals

A key limitation to the conventional hydrothermal
method has been the need for time-consuming empirical
trial-and-error methods as a means of process devel-
opment. Currently, research is being focused on the
development of an overall rational-engineering-based
approach that will speed up process development. The
rational approach involves four steps:

1. Computation of thermodynamic equilibria as a func-
tion of chemical processing variables

2. Generation of equilibrium diagrams to map the pro-
cess variable space for the phases of interest

3. Design of hydrothermal experiments to test and val-
idate the computed diagrams

4. Utilization of the processing variables to explore
opportunities for controlling reactions and crystal-
lization kinetics.

Hydrothermal crystallization is only one of the areas
where our fundamental understanding of hydrothermal
kinetics is lacking due to the absence of data related
to the intermediate phases forming in solution. Thus
our fundamental understanding of hydrothermal crys-
tallization kinetics is in the early stage, although the
importance of studies of the kinetics of crystalliza-
tion was realized with the commercialization of the
synthesis of zeolites during the 1950s and 1960s. In
the absence of predictive models, we must empirically
define the fundamental role of temperature, pressure,
precursor, and time on the crystallization kinetics of
various compounds. Insight into this would enable us
to understand how to control the formation of solution
species, solid phases, and the rate of their formation.
In recent years, thermochemical modeling of chemical
reactions under hydrothermal conditions has become
very popular. The resulting thermochemical computa-
tion data helps in the intelligent engineering of the
hydrothermal processing of advanced materials. The
modeling can be successfully applied to very com-
plex aqueous electrolyte and nonaqueous systems over
wide ranges of temperature and concentration and is
widely used in both industry and academy. For exam-
ple, OLI Systems Inc., USA, provides software for such

thermochemical modeling, and using such a package,
aqueous systems can be studied within the tempera-
ture range −50–300 ◦C, pressure ranging from 0 to
1500 bar, and concentration 0–30 M in molal ionic
strength; for nonaqueous systems the temperature range
covered is 0–1200 ◦C and pressure from 0 to 1500 bar,
with species concentration from 0 to 1.0 mol fraction.

Such a rational approach has been used quite suc-
cessfully to predict the optimal synthesis conditions for
controlling phase purity, particle size, size distribution,
and particle morphology of lead zirconium titanates
(PZT), hydroxyapatite (HA), and other related sys-
tems [18.48–50]. The software algorithm considers the
standard state properties of all system species as well
as a comprehensive activity coefficient model for the
solute species. Table 18.3 gives an example of thermo-
dynamic calculations and the yield of solid and liquid
species outflows at T = 298 K, p = 1 atm, I = 0.049 M,
and pH = 12.4.

Using such a modeling approach, theoretical sta-
bility field diagrams (also popularly known as yield
diagrams) are constructed to obtain 100% yield. Assum-
ing that the product is phase-pure, the yield Y can be
expressed as

Yi = 100
mip

i −meq
i

mip
i

% , (18.1)

where mip and meq are the input and equilibrium molal
concentrations, respectively, and the subscript i indi-
cates the designated atom. Figures 18.4 and 18.5 show
stability field diagrams for the PZT and HA systems.

From Fig. 18.4 it is observed that the region shaded
represents 99% yield of PZT, although the PZT forms
within a wide range of KOH and Ti concentrations. The
figure clearly illustrates the region where all the solute
species transform towards 100% product yield. Simi-

Table 18.3 Thermodynamic calculations for the HAp sys-
tem

Species Inflows Outflows

name (mol) Liquid/mol Solid/mol

H2O 55.51 55.51 8.1 × 10−2

Ca(OH)2 0.1 7.2 × 10−6

CaO

Ca2+ 1.5 × 10−2

Ca(OH)+ 4 × 10−3

H+ 4.45 × 10−13

OH− 3.41 × 10−2

Total 55.61 55.56 8.1 × 10−2
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Fig. 18.4 Calculated stability field diagram for the PZT
system at 180 ◦C with KOH as the mineralizer (af-
ter [18.48])

larly, from Fig. 18.5, it is observed that all the Ca species
participate in the reaction to form HA, thus leading to
100% yield of HA in the region denoted by a black
square. Thick dotted lines indicate the boundary above
which 99% Ca precipitates as HA. The other regions
mark mixed-phase precipitation such as hydroxyapatite,
monatite, and other calcium phosphate phases.

Such thermodynamic studies help to intelligently
engineer the hydrothermal process and also to obtain
a maximum yield for a given system. This area of
research has great potential for application in crys-
tal growth, including of nanocrystals. However, in the
majority of cases, the conventional and nonconven-
tional (composition diagrams) phase diagrams are still
constructed based on phase equilibria studies carried
out under hydrothermal conditions for systems of in-
terest. Nonconventional phase diagrams (composition
diagrams) plotted for equilibrium conditions are pop-
ular, especially among Russian workers, and are known
as NC diagrams or TC diagrams, where N stands for
the nutrient composition, T stands for experimental
temperature, and C stands for solvent concentration.
There are hundreds of such diagrams in the literature.
Figure 18.6 represents an NC diagram for the system
Na2O–RE2O3–SiO20–H2O, showing the distribution of
silicon–oxygen radical groups in the rare-earth sili-
cates under hydrothermal conditions with fixed pressure
and temperature conditions [18.51]. The solid lines in-
dicate the regions of monophase crystallization, and
dashed lines indicate the beginning of crystallization
of the excess component. Similarly there is one more
type of composition diagrams used routinely in crys-
tal growth to select the conditions of crystallization of
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Fig. 18.5 Calculated stability field diagram for the HAp
system at 200 ◦C and 25 bar with Ca : P ratio of 1.24 (af-
ter [18.50])

various phases in a given system. Figure 18.7 repre-
sents the concentration versus temperature diagram for
the system K2O–La2O3–P2O5–H2O [18.52]. This dia-
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Fig. 18.6 NC diagram for the system Na2O–RE2O3–
SiO2–H2O giving the distribution of silicon–oxygen rad-
ical groups in the rare-earth silicates under hydrothermal
conditions with fixed pressure and temperature conditions
(after [18.51])
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gram helps in selecting the experimental temperature
for the growth of rare-earth orthophosphate crystals.
These nonconventional phase diagrams are relatively
easy to obtain and are highly useful for the growth
of single crystals as they clearly depict the growth
conditions.

In addition to such unconventional phase diagrams,
researchers frequently use standard phase diagrams
such that shown in Fig. 18.8 for the potassium titanyl
phosphate (KTP) system [18.53]. This type of phase di-
agram occurs in the thousands for various compounds,
and is commonly used in crystal growth. Such phase
diagrams give in general the phase boundaries and the
phase formation within a given system under fixed PT
conditions, and help to select the conditions for crystal
growth.

18.2.3 Solutions, Solubility,
and Kinetics of Crystallization
under Hydrothermal Conditions

This is one of the most important aspects of the hy-
drothermal growth of crystals. Initial failures in the
hydrothermal growth of a specific compound are usu-
ally the result of lack of proper data on the type of
solvents, the solubility, and the solvent–solute interac-
tion. A hydrothermal solution is generally considered
as a thermodynamically ideal one, yet in the case of
strong and specific interaction between the solute and
the solvent, or among the components of the soluble
substance in them, significant deviations from Raoult’s
law occur. Consequently, real hydrothermal solutions
differ from ideal solutions and their understanding re-
quires knowledge of the influence of the solvent in
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Fig. 18.7 Concentration versus temperature diagram for the system
K2O–La2O3–P2O5–H2O (after [18.52])
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the process of dissolution and crystallization of vari-
ous compounds. Obviously, as shown in most of the
experiments, the type of solvent and its concentra-
tion determine a specific hydrothermal process and its
important characteristics such as the solubility of the
starting materials, the quantity of the phases, their com-
position, and the output of the phases, kinetics, and
growth mechanism of single crystals.

At the moment there is no theory which can ex-
plain and estimate solubility in real solutions. However
many of the problems connected with solubility can be
explained on the basis of overall physicochemical prin-
ciples or laws.

In some cases, it is always better to use the empirical
rule that solubility becomes high in solvents with higher
dielectric constant (ε) and for types of chemical bond
which are close to those of the solute substance. De-
viation from this takes place when specific interactions
between the solid substance and solvent occur.

The synthesis and recrystallization of a specific
compound and the growth of single crystals on the seed
are all carried out using different solvents on the basis
of physicochemical considerations.

The following conditions are adopted in selecting
the most suitable mineralizers:

1. Congruence of the dissolution of the test compounds
2. A fairly sharp change in the solubility of the com-

pounds with changing temperature or pressure
3. A specific quantitative value of the absolute solubil-

ity of the compound being crystallized
4. The formation of readily soluble mobile complexes

in the solution
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5. A specific redox potential of the medium, ensuring
the existence of ions of the required valence.

Additionally the solvent should have the desired vis-
cosity, insignificant toxicity, and very weak corrosion
activity with respect to the apparatus. These factors
fulfill the requirements of the hydrothermal mineral-
izer (solvent) in addition to determining the values of
solubility of the compound under investigation. Some
of the basic properties of the hydrothermal medium,
such as viscosity, dielectric constant, compressibility,
and coefficient of expansion, are discussed here briefly
in the context of crystal growth. Since diffusion is
inversely proportional to solvent viscosity, one can ex-
pect very rapid diffusion in hydrothermal growth. This
leads to the growth of perfect single crystals with well-
developed morphology. We can expect higher growth
rates, a narrower diffusion zone close to the growing
interface, and less likelihood of constitutional super-
cooling and dendritic growth. It is thus no wonder that
quartz growth rates as high as 2.5 mm/day without
faults or dendritic growth have been observed [18.54].

Let us consider briefly the role of water as a solvent
in the hydrothermal growth of crystals. Water is always
the major component of hydrothermal solutions, with
various chemical compositions in the laboratory and na-
ture. All solutions used in hydrothermal experiments
vary from one another in their properties, their ability
to dissolve and crystallize, and the nature of the linking
between water and electrolyte. Moreover, the properties
of each solution depend upon physicochemical aspects
and the structure of the pure water. The formation
of associates and complexes in the aqueous solutions
of electrolytes is possible because of the presence of
structural water, i. e., water molecules with directional
hydrogen bonding. Several chemical changes arise from
changes in ionic dissociation of the solution. There-
fore, it is better to understand the characteristics of the
pure water under hydrothermal conditions. The hydro-
gen ions show an influence on the solubility of various
compounds under hydrothermal conditions. Figure 18.9
shows the viscosity of water as a function of den-
sity and temperature [18.55]. It has been demonstrated
that the mineralizer solutions (typically 1 M NaOH,
Na2CO3, NH4F, K2HPO4, etc.) have properties quite
close to those of water. For 1 M NaOH at room temper-
ature, ηsolution/ηwater = 1.25 [18.56] and one can expect
that the viscosity of hydrothermal solutions can be as
much as two orders of magnitude lower than ordinary
solutions. The mobility of molecules and ions in the
supercritical range is much higher than under normal

conditions. Also electrolytes which are completely dis-
sociated under normal conditions tend to associate with
rising temperature [18.57].

Hasted et al. (1948) observed that the dielectric con-
stant of electrolyte solutions (ε) can be regarded as
a linear function of molarity up to 1–2 M, depending
on the electrolyte [18.58]. Franck [18.55] discussed ion-
ization under hydrothermal conditions and made careful
and complete conductivity studies, showing that the
conductance of hydrothermal solutions remains high
despite the decrease in ε, because this effect is more
than compensated for by an increase in the ion mo-
bility brought about by the decreased viscosity under
hydrothermal conditions. Figure 18.10 shows the di-
electric constant of water [18.59]. Thermodynamic and
transport properties of supercritical water are remark-
ably different from those of ambient water. Supercritical
water is unique as a medium for chemical processes.
The solubility of nonpolar species increases, whereas
that of ionic and polar compounds decreases as a result
of the drop of the solvent polarity, and the molecu-
lar mobility increases due to a decrease in the solvent
viscosity (η). Drastic changes of ionic hydration are
brought about by the decrease in the dielectric constant
(ε) and density (ρ). Largely as a consequence of the dra-
matic decrease in the dielectric constant of water with
increasing temperature at constant pressure and/or de-
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Fig. 18.9 Viscosity of water as a function of density and tempera-
ture (after [18.55])

Part
C

1
8
.2



612 Part C Solution Growth of Crystals

0 10

Saturation curve

390°C
400°C

450°C
500°C

20 30 40

ε

p (MPa)

30

20

10

0

Fig. 18.10 Dielectric constant of water around the critical
point (after [18.59])

creasing pressure at constant temperature, completely
dissociated electrolytes at low temperatures and pres-
sures may become highly associated in the supercritical
region.

Water is an environmentally safe material and
cheaper than other solvents, and it can act as a cat-
alyst for the transformation of desired materials by
tuning temperature and pressure. Studies of the struc-
ture dynamics and reactivity of supercritical water
have led to a better understanding of how compli-
cated compounds are adaptively evolved from simple
ones in hydrothermal reactions. It is important to
elucidate how the structure and dynamics of supercriti-
cal water are controlled by intermolecular interactions
(ρ) as well as kinetic energies (T ). This is a new
frontier of solution chemistry. The PVT data for wa-
ter up to 1000 ◦C and 10 kbar is known accurately
enough (to within 1% error) [18.60, 62, 63]. At very
high-PT conditions (1000 ◦C and 100 kbar), water is
completely dissociated into H3O+ and OH−, behav-
ing like a molten salt, and has a higher density of
the order of 1.7–1.9 g/cm3. Figure 18.11 shows the
temperature–density diagram of water, with pressure as
a parameter [18.60].

In hydrothermal crystal growth, the PVT diagram
of water proposed by Kennedy is very important even
today for reasons of simplicity (Fig. 18.12), although
there are several recent diagrams available with greater
accuracy [18.61]. Usually, in most routine hydrothermal
experiments, the pressure prevailing under the work-
ing conditions is determined by the degree of filling
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Fig. 18.11 Temperature–density diagram of water with
pressure as a parameter (after [18.60])

and the temperature. When concentrated solutions are
used, the critical temperature can be several hundred
degrees above that of pure water. The critical temper-
atures are not known for the, usually complex, solutions
at hand; hence one cannot distinguish between sub-
and supercritical systems for reactions below 800 ◦C.
Although the temperature in the growth zone and the
actual vapor pressure are not known to 100% accuracy,
the PVT diagram of Kennedy is routinely used by most
hydrothermal crystal growers. The PVT relations for
several other systems, such as AlPO4 and SiO2, have
been reviewed in [18.52, 64, 65].
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Fig. 18.12 PVT diagram of water (after [18.61])
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Solubility
Solubility is one of the most important aspects of hy-
drothermal crystal growth. The early failures in the
growth of bulk crystals using the hydrothermal tech-
nique were mainly due to the lack of solubility data on
those compounds. This topic was almost neglected un-
til the works of Spezia, who studied the solubility of
quartz in detail and gave a new direction to hydrother-
mal growth of crystals. During the 1960s, new methods
of investigating the solubility and the new experimental
setup for the determination of solubility under hy-
drothermal conditions were proposed [18.66,67]. There
are two basic methods of determining the solubility
under hydrothermal conditions: (a) the sampling tech-
nique, and (b) the weight loss method [18.68, 69]. Both
methods have their merits and demerits. In many cases
the solubility obeys the van’t Hoff equation and is lin-
early dependent on solution density [18.70]. The ratio of
solubility to mineralizer concentration often gives clues
to the species present [18.71]. Some dedicated equip-
ment have been designed and fabricated for solubility
studies under hydrothermal conditions [18.72]. Herein
we describe the different types of solubility under
hydrothermal conditions by selecting appropriate exam-
ples such as quartz, berlinite, gallium orthophosphate,
and potassium titanyl phosphate, because of their con-
trasting solubilities. As mentioned earlier (Sect. 18.1)
the earliest hydrothermal researchers used only water
as the solvent. Today we use a great variety of min-
eralizers, both aqueous and nonaqueous solvents, and
also mixed solvents in many cases. However, Hannay
and Hogarth used alcohol as the solvent [18.73], al-
though that work did not draw the attention of scientists
until recently. Although water can be a good solvent
under very high-pressure and high-temperature condi-
tions, the use of acids, salts, bases, and mixtures of
them considerably reduces the PT conditions required
for crystallization. The commonly used nonaqueous
solvents are NH3, HF, HCl, HBr, Br2, S2Cl2, S2Br2,
SeBr2, H2S+N(C2H5)3, NH4Cl, C2H5OH, CS2, CCl4,
C6H6, CH3NH2, etc. In the last 15 years, the growth
conditions for a variety of crystals have been further re-
duced with the use of some high-molar acid solvents
such as HCl, H2SO4, H3PO4, HNO3, HCOOH, etc.
which has reduced the growth temperature to below
300 ◦C. This reduction in the growth temperature con-
siderably reduces the working pressure, which in turn
helps in the use of simple apparatus. Even silica auto-
claves can be used, which facilitates direct visibility of
the growth medium just as in any other low-temperature
solution growth. This has greatly attracted the atten-

tion of crystal growers in the last decade, and a great
variety of compounds which hitherto were produced
only at high temperature and pressure have been today
obtained at lower-PT conditions. Hence the mineral-
izer plays an important role in the hydrothermal growth
of crystals and has given a new perspective to the
method.

Solubility of Quartz. The first systematic study of the
solubility of quartz was carried out by Spezia, which
opened up the trend for the growth of bulk crystals
on the whole using the hydrothermal method [18.20].
The solubility of quartz in pure water was found to be
too low for crystal growth (0.1–0.3 wt %), but the sol-
ubility could be markedly increased by the addition of
OH−, Cl−, F−, Br−, I−, and acid media, which act as
mineralizers. For example, the reactions

SiO2 +2OH− → SiO2−
3 +H2O ,

2OH− +3SiO2 → Si3O2−
7 +H2O ,

show the formation of various complexes or species dur-
ing the hydrothermal crystallization of quartz. Hosaka
and Taki have used Raman spectra to identify and quan-
tify such species [18.74].

In pure aqueous solutions (even at 400 ◦C and
25 000 psi), the solubility of quartz is too low to allow
growth to take place in any reasonable time. Alkaline
additions, such as NaOH, Na2CO3, KOH, and K2CO3,
are all effective as mineralizers in this pressure and
temperature range. However, higher molarity of the al-
kaline solutions introduce other alkali silicates along
with quartz. Therefore, a moderate molarity and espe-
cially mixed mineralizers are more effective to achieve
higher growth rate. Laudise and Ballman have measured
the solubility of quartz in 0.5 M NaOH as a function of
temperature [18.75] and even today the classical work
carried out by Laudise and group remains the standard
one as far as quartz growth under hydrothermal condi-
tions is considered. Figure 18.13 shows the solubility
curve for quartz in 0.5 M NaOH as a function of temper-
ature and percentage fill [18.75]. An important result of
solubility determinations is the delineation of the pres-
sure, temperature, and composition regions where the
temperature coefficient of solubility is negative. These
regions are to be avoided in the growth of quartz, since it
requires a different setup to avoid the loss of seed crys-
tals. In recent years, for quartz crystal growth, mixed
solvents are used in most cases.

Solubility of Berlinite. The solubility of berlinite was
first determined by John and Kordes in orthophosphoric
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Fig. 18.13 Quartz solubility dependence on percentage fill
(after [18.75])

acid above 300 ◦C and was found to be positive [18.76].
Subsequently Stanley reported a negative solubility for
berlinite in 6.1 M H3PO4 [18.77]. The solubility of
AlPO4 varies widely with the type of solvent used.
Some authors claim that solubility of AlPO4 in HCl
is similar to that in H3PO4. The most important differ-
ence is the higher solubility at comparable mineralizer
concentration. The authors of [18.78] have studied the
solubility of AlPO4 in some new solvents such as
HCOOH, NH4Cl, Na2CO3, NH4H2PO4, NaF, KF, and
LiF. The solubility of AlPO4 (in wt %) as a function of
temperature and at a pressure of 2 kpsi, in 2 M HCOOH
solution is shown in Fig. 18.14.

Solubility of Gallium Orthophosphate. Gallium or-
thophosphate has been studied extensively for the past
12 years owing to its excellent piezoelectric proper-
ties, which are much better than those of conventional
α-quartz. The solubility of gallium orthophosphate is
quite interesting, although it is isostructural and iso-
electronic with α-quartz and berlinite. Several studies
exist on the solubility of GaPO4 [18.79–82]. GaPO4
shows a negative coefficient of solubility, like berli-
nite, with some significant differences between the
two. Figure 18.15 shows a more precise solubility
curve for GaPO4 crystals [18.82]. The solubility of
another very important crystal, ZnO, has been dis-
cussed in detail by M. J. Callahan et al. in this
Handbook.

100 200 300

p = 2 kpsi
2M HCOOH

400

Solubility of AlPO4 (wt%)

Temperature (°C)

10

8

6

4

2

0

Fig. 18.14 Solubility of AlPO4 (in wt %) as a function of
temperature at a pressure of 2 kpsi, in 2 M HCOOH solu-
tion (after [18.78])

Kinetics of Crystallization
under Hydrothermal Conditions

Studies related to the kinetics of crystallization under
hydrothermal conditions began during the 1950s and
1960s with the commercialization of the synthesis of
zeolites, and the large-scale growth of bulk crystals
of quartz. Subsequently, several other crystals, such as
GaPO4, AlPO4, malachite, ZnO, calcite, and ruby, were
studied in detail. The anisotropy in the rate of growth of
different faces during growth on the seed, if understood
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Fig. 18.15 Solubility curve of GaPO4 under hydrothermal
conditions in 15 M phosphoric acid: and correspond to
the crystallization data; and correspond to the dissolu-
tion data ( , after [18.79]; , after [18.80])
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clearly, can allow the orientation of the seeds in such
a way that the fastest growth can be achieved within
a short time without compromising crystal quality. The
crystallization kinetics of ZnO crystals under hydrother-
mal conditions have been discussed in this Handbook by
the other authors (Callahan et al., Chap. 19). However,
the crystallization kinetics are discussed in general for
one or two selected compounds in this section. Various
general laws characterizing the relationship between the
anisotropy of the rates of growth of the faces and the
chemical nature of the solvent have been studied by
several workers.

The high activation energies of the growth of the
faces, combined with other factors – the anisotropy of
the rates of growth of the faces, the marked dependence
of the rate of crystallization on the composition of the
solution, etc. – provide strong evidence in support of
the suggestion that, in hydrothermal crystallization un-
der conditions of excess mass transfer, a primary role
is played by surface processes taking place directly
at the crystal–solution interface. It should be remem-
bered that the activation energy of diffusion in solutions
usually does not exceed 4–5 kcal/mol [18.83], while
the activation energies of dissolution rarely exceed
≈ 10 kcal/mol. These values are much lower than the
activation energies of growth, indicating that diffusion
in the solution and dissolution of the charge do not
limit the rate of crystallization with increase in the con-
centration of the solution. The rate of crystallization
can increase in two ways. For crystals which do not
contain components of the solvent, the rate increases
sharply at low concentrations and remains practically
unchanged at high concentrations. Similarly, in some
cases, an increase in the rate of growth of the faces

with increase in pressure has been observed. Pressure
apparently does not have any significant direct effect
on the rate of growth crystals, but it may have an in-
fluence through other parameters: mass transfer and
solubility.

Kuznetsov reported the effects of temperature, seed
orientation, filling, and temperature gradient (ΔT ) on
the growth kinetics of corundum crystals [18.84]. The
activation energies calculated were 32 kcal/mol for the
(1011) face and 17.5 kcal/mol for the (1120) face.
Kaneko and Imoto have investigated the effects of
pressure, temperature, time, and Ba:Ti ratio on the
kinetics of a hydrothermal reaction between barium
hydroxide and titania gels to produce barium titanate
powders [18.85]. Ovramenko et al. conducted kinet-
ics studies to compute the activation energy (Ea) of
21 kJ/mol [18.86]. In contrast, Hertl calculated an ac-
tivation energy of 105.5 kJ/mol [18.87]. Riman and
group have investigated the crystallization kinetics of
various perovskite-type oxides using the computation
modeling under hydrothermal conditions, and were
able to construct speciation and yield diagrams [18.88,
89].

Thermodynamic modeling, solubility studies, and
kinetics of crystallization under hydrothermal condi-
tions is still an attractive field of research in the
hydrothermal growth of crystals. During the 1980s
and 1990s, external energy such as microwave, sonar,
mechanochemical, and electrochemical, was employed
to enhance the crystallization kinetics under hydrother-
mal conditions, especially in the preparation of fine
crystals; and now in the last half-decade, the processes
have been better understood to prepare crystalline par-
ticles with desired shape and size [18.90, 91].

18.3 Apparatus Used in the Hydrothermal Growth of Crystals

Designing an ideal hydrothermal apparatus, popularly
known as an autoclave, is the most difficult task and
perhaps impossible to define, because each project has
different objectives and tolerances. Obviously several
autoclave designs exist to meet requirements for a spe-
cific objective such as the study of phase equilibria,
solubility, growth of bulk or small crystals, continu-
ous production of nanocrystals, etc. However, an ideal
hydrothermal autoclave should have the following char-
acteristics irrespective of the goal:

1. Inertness to acids, bases, and oxidizing agents
2. Ease of assembly and disassembly

3. Sufficient length to obtain a desired temperature
gradient

4. Leakproof, with unlimited resistance to the required
temperature and pressure

5. Rugged enough to bear high-pressure and high-
temperature experiments for long duration, so that
no machining or treatment is needed after each ex-
perimental run.

The most commonly used autoclaves in hydrother-
mal research are listed in Table 18.4. The last four types
listed are useful for the preparation of nanocrystals
and powders under extreme conditions. When selecting
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a suitable autoclave, the first and foremost parameter
is the experimental temperature and pressure conditions
and its corrosion resistance in that pressure tempera-
ture range for a given solvent or hydrothermal fluid.
If the reaction is taking place directly in the vessel,
the corrosion resistance is of course a prime factor in
the choice of autoclave material. The most successful
materials are corrosion-resistant high-strength alloys,
such as 300-series (austenitic) stainless steel, iron,
nickel, cobalt-based superalloys, and titanium and its
alloys. However, the hydrothermal experimenter should
pay special attention to systems containing hydrogen,
nickel, etc., which can be dangerous under high-PT con-
ditions in the presence of some solvents. Therefore,
selection of autoclaves, PT conditions, and the chem-
ical media under hydrothermal conditions are extremely
important to know before running actual experiments.
Glass autoclaves were used in the 19th century for
lower-PT conditions. In recent days in some laborato-
ries thick quartz tubes are used for lower-temperature
experiments [18.92]. Autoclaves are usually provided
with liners made of various materials depending upon
the type and purpose of the crystals to be grown. For
example, quartz growth can be carried out in regular
stainless-steel autoclaves without any lining or liners.
If high-quality and high-purity quartz crystals are de-

Table 18.5 Materials used as reactor linings

Material T (◦C) Solutions Remarks

Titanium 550 Chlorides Corrosion in >25% NaOH solution

Hydroxides in >10% NH4Cl solution (at 400 ◦C)

Sulfates

Sulfides

Armco iron 450 Hydroxides Gradual oxidation producing magnetite

Silver 600 Hydroxides Gradual recrystallization and partial dissolution

Platinum 700 Hydroxides Blackening in chlorides in the presence of sulfur ions

Chlorides Partial dissolution in hydroxides

Sulfates

Teflon 300 Chlorides Poor thermal conduction

Hydroxides

Tantalum 500 Chlorides Begins to corrode in 78% NH4Cl solution

Pyrex 300 Chlorides

Copper 450 Hydroxides Corrosion reduced in the presence of fluoride ions

and organic compounds

Graphite 450 Sulfates Pyrolytic graphite most suitable for linings

Nickel 300 Hydroxides

Quartz 300 Chlorides

Gold 700 Hydroxides Partial dissolution in hydroxides

Sulfates

Table 18.4 Autoclaves

Type Characteristic data

Pyrex tube 5 mm i.d., 6 bar at 250 ◦C

2 mm wall thickness

Quartz tube 5 mm i.d., 6 bar at 300 ◦C

2 mm wall thickness

Flat plate seal, Morey type 400 bar at 400 ◦C

Welded Walker-Buehler 2000 bar at 480 ◦C

closure 2600 bar at 350 ◦C

Delta ring, unsupported area 2300 bar at 400 ◦C

Modified Bridgman, 3700 bar at 500 ◦C

unsupported area

Full Bridgman, unsupported area 3700 bar at 750 ◦C

Cold-cone seal, Tuttle–Roy type 5000 bar at 750 ◦C

Piston cylinder 40 kbar, 1000 ◦C

Belt apparatus 100 kbar, > 1500 ◦C

Opposed anvil 200 kbar, > 1500 ◦C

Opposed diamond anvil Up to 500 kbar

> 2000 ◦C

sired then platinum or gold liners should be used. Even
glass, copper, silver, Teflon, etc., tubes can be used, de-
pending upon the PT conditions and the hydrothermal
media. Autoclave lining is not new and in fact began
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Fig. 18.16a,b The internal liner as-
sembly. (a) Berlinite with negative
temperature coefficient of solubility
has the seed crystals (growth zone) at
the bottom and nutrient (dissolution
zone) at the top [18.78]. (b) Quartz
with positive temperature coefficient
of solubility has the nutrient (disso-
lution zone) at the bottom and the
seed crystals (growth zone) in the top
(courtesy of Laudise [18.94])

during the 19th century. Table 18.5 gives a list of the
materials used as linings [18.93].

The internal assembly of the liners in hydrother-
mal experiments varies with the type of compounds to
be grown and their solubility. For example, quartz and
berlinite have contrasting solubility, and accordingly
their crystal growth insists upon a completely different
experimental setup, as shown in Fig. 18.16.

Here, only the standard designs used in hydrother-
mal research related to phase equilibria studies, solu-
bility, kinetics, and crystal growth will be discussed,
since the number of autoclave designs available in the
literature exceeds more than 100.

18.3.1 Morey Autoclave

This autoclave was designed in 1913 by Morey with
a simple sealing gasket; its volume is generally
25–100 ml [18.21]. It is widely used in hydrothermal
research and a cross-section of a typical Morey auto-
clave is shown in Fig. 18.17. The usual dimensions of
are 10–20 cm length and 2.5 cm inner diameter. The
closure is made by a Bridgman unsupported area seal
gasket made of copper, silver or teflon. Therefore it
is also called a flat plate closure autoclave. The auto-
clave generates an autogeneous pressure depending on
the degree of filling, the fluid, and the temperature. The
autoclave is limited to ≈ 450 ◦C and 2 kbar in routine
use. In later versions, the pressure can be directly meas-
ured and adjusted during an experiment by providing an
axial hole through the closure nut, but this sometimes
causes compositional changes as the material is trans-
ported to the cooler region. A thermocouple is inserted
in the well close to the sample and the vessel is placed

inside a suitable furnace so that the entire Morey auto-
clave and closure lie within the element of the furnace.
At the end of the run the vessel is quenched in a jet of
air followed by dipping in water and the closure seal is
broken.

18.3.2 Tuttle–Roy Cold-Cone Seal
Autoclaves

This consists of a longer vessel in which the open end
and seal are outside the furnace, hence the term cold-
cone seal (although in fact the seal is far from being
cold). Pressure is transmitted to the sample, which is
contained in a sealed capsule, through a hole in the clo-

Plunger

Cover

Seal disc

Shoulder

Liner

Casing

Fig. 18.17 Cross-section of a typical Morey autoclave
[18.21]
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sure. The capsules are normally made of noble metals
(platinum, gold or silver). These vessels may be oper-
ated closure up, closure down, or horizontally. The ratio
of the vessel diameter to the wall diameter determines
the strength of the vessel. In most standard Tuttle ves-
sels this ratio is 4%. Using steallite 25, experiments can
be carried out at 900 ◦C and 1 kbar or 750 ◦C and 3 kbar
for long-term use (from hours to weeks). Roy and Tuttle
made many hydrothermal experimental runs for several
months in the late 1950s. Moreover, the reaction could
be quenched by lowering the furnace quickly and sur-
rounding the bomb with a container of water [18.95].
Figure 18.18 shows the cross section of a Tuttle–Roy
autoclave [18.95].

Around 1950, Roy and Osborn [18.96] also de-
signed a simple universal pressure intensifier for
compressing (virtually) all gases (H2, N2, CO2,
and NH3) or liquids such as H2O from the com-
pressed gas tank pressures of about 100–200 bar
to 5 kbar. From 1950 onwards test-tube racks of
hydrothermal vessels including such compressors
were used worldwide for hydrothermal research,
mainly in the geochemical community. Figure 18.19
shows the advertisement of Leco Company, Tem-
Press Research (Bellefonte, USA), which was set
up by Tuttle, Roy, and Licastro to make these key

Plug
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Thermocouple

Welded or pinched

Platinum or
gold capsule
length 1.8–7.5 cm

¼" diameter chamber

g" To pump

Cone seat
closure

Pressure
tubing

Cone seat
closure

Fig. 18.18 Cross-section of the Tuttle–Roy autoclaves [18.95]

tools for hydrothermal research available worldwide.
This continues to the present day, mainly due to
the overriding convenience and simplicity of the
design.

These autoclaves are highly useful for hydrothermal
researchers to carry out phase equilibria studies, solubil-
ity, high-temperature/pressure synthesis, nanocrystals
synthesis, etc. Today they are also called batch reac-
tors by several researchers and are popularly used for
nanomaterials synthesis. The advent of new materials,
particulary molybdenum-based alloys, has extended the
temperature capabilities of cold-seal vessels to about
1150 ◦C at pressure above 4 kbar (so-called TZM ves-
sels). The prospects of new refractory alloys extending
up to this range are encouraging. These cold-seal ves-
sels are safe, inexpensive, simple, and operationally
routine. Unlike the Morey type of autoclaves, in the
Tuttle cold-seal vessel the pressure is built up by an ex-
ternal pump and the pressure medium is usually distilled
water with a little glycol added to inhibit corrosion.
For higher fluid pressure, a hydraulic intensifier or air-
driven pump is used with argon or nitrogen as the
pressure medium. Normally, several vessels run from
a single pump, where each vessel is connected to a high-
pressure line by a valve and T-junction. The (two-way)
valve isolates the vessels from the line. Each vessel is
connected to a separate Bourdon gauge with a safety
glass dial and blowout block. An autocontroller is nor-
mally used. The types of pressure tubing, valves, and
fittings used depend on the operating pressures. Nor-
mally stainless-steel alloy is used up to 13 kbar, and
size is recommended to be 1.4 inch outer diameter
and 1/16 inch inner diameter. Although there has been
rather little evolution in the basic design of cold-seal
pressure vessels, marked changes have occurred in the
controllers and pumps.

18.3.3 General-Purpose Autoclaves
and Others

Other autoclaves, such as welded closures and modi-
fied Bridgman autoclaves, were used as the workhorses
during the 1950s to 1980s; now their usage has
reduced significantly because handling of them is
quite cumbersome. However, these autoclaves con-
tributed enormously to the development of both the
hydrothermal technique itself and the growth of bulk
crystals.

For the synthesis of crystals under hydrothermal
conditions, these days very simple general-purpose au-
toclaves are used. Such autoclaves are commercially
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Fig. 18.19 Various test-tube-type cold-cone closure autoclaves (after [18.95])

available from many sources. Also several laboratories
fabricate such autoclaves in their laboratories. Fig-
ure 18.20 shows the general-purpose autoclave used at
the author’s laboratory.

Many other designs are available today to meet
the specific requirements, such as stirred autoclaves
(Fig. 18.21), which are very useful to stir the mixture
during the hydrothermal synthesis, to extract the con-
tents from inside the reactor during the experiments, and
also to pump in the desired gas into the reactor at any
given time. The internal pressure can be read directly.
The products can be quenched readily by the circula-
tion of chilled water through the cooling coils running
inside the autoclave. These additional advantages have
helped greatly to understand the hydrothermal crystal-
lization mechanism, kinetics, and the metastable phases
more precisely.

In the last two decades the use of continuous-flow
reactors has become very popular to synthesize small,
micrometer-sized crystals to nanocrystals with a high
degree of control over the shape and size of the crystals.

Fig. 18.20 General-purpose autoclaves popularly used for
hydrothermal synthesis

These reactors operate at or above the supercritical con-
ditions of the solvents – both aqueous and nonaqueous
in nature. The method is also popularly known as the
supercritical fluid (SCF) technology. With the invention
of green chemistry in the early 1990s, there was a surge
in the popularity of SCF technology. Today SCF tech-
nology has replaced organic solvents for the fabrication
of a number of nanocrystals. Also it is emerging as an
alternate to most existing techniques for designing and
crystallizing new drug molecules.

Several designs and variations are available to-
day for continuous-flow reactors to generate small to
nanocrystals within the shortest possible time. The sol-
ubility of the materials has no major role to play in
these flow systems. The use of capping agents and
surfactants helps to control the size and shape of the
nanocrystals and also to modify the surface character-
istics of the crystals produced. By this method a great
variety of crystals starting from metal oxides to sili-
cates, vanadates, phosphates, germanates, titanates, etc.,
are produced for a wide range of modern technolog-
ical applications within a few seconds. Hence, this
technique is highly suitable for the commercial produc-
tion of nanocrystals. The technique has been reviewed
extensively and the reader can find additional informa-
tion in several works [18.97–99]. Figure 18.22 shows
a continuous-flow semi-pilot-scale reactor used in the
crystallization of nanocrystals.

There are many more reactor designs for special
purposes, such as rocking autoclaves, PVT appara-
tus, multichamber autoclaves, fluid sampling auto-
claves, micro-autoclaves, autoclaves for visual exami-
nation, hydrothermal hot-pressing, vertical autoclaves,
continuous-flow reactors, hydrothermal-electrochemical
autoclaves, autoclaves for solubility measurements,
autoclaves for kinetic study, pendulum autoclave, hor-
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Start 200
Basic

Fig. 18.21 Commercially available stirred autoclaves [18.100]

izontal autoclaves for controlled diffusion study, and
so on. The reader can find details of the construction
and working mechanism of these autoclaves from the
source [18.1].

Safety and maintenance of autoclaves is the prime
factor one has to bear in mind while carrying out exper-
iments under hydrothermal conditions. It is estimated
that for a 100 cm3 vessel at 20 000 psi, the stored en-
ergy is about 15 000 lbf/in2. Figure 18.23 shows the
autoclaves ruptured because of pressure surges.

Hydrothermal solutions – either acidic or alkaline
– at high temperatures are hazardous to human beings
if the autoclave explodes. Therefore, the vessels should

Fig. 18.22 The semi-pilot plant scale continuous-flow re-
actor used in the crystallization of nanocrystals [18.6]

have rupture discs calibrated to burst above a given pres-
sure. Such rupture discs are commercially available for
various ranges of bursting pressure. The most impor-
tant arrangement is that provision should be made for
venting the live volatiles in the event of rupture. Proper
shielding of the autoclave should be given to divert the
corrosive volatiles away from personnel. In the case
of a large autoclave, the vessels are to be placed with
proper shielding in a pit.

18.4 Hydrothermal Growth of Some Selected Crystals

As mentioned earlier, in this chapter only the growth
of some selected crystals of current technological sig-
nificance will be discussed. However, a more or less
complete list of the compounds obtained under hy-
drothermal conditions is given in the form of a table at
the end of this chapter, as Appendix 18.A.

18.4.1 Quartz

Advances in the hydrothermal method of growing crys-
tals have been linked very closely with the progress
achieved in the field of quartz growth ever since the
technique was discovered. Quartz (SiO2) exists in both
crystalline and amorphous forms in nature. The crys-
talline form has over 22 polymorphic modifications.
Among them, α-quartz is the most important one, which
transforms into β-quartz above 573 ◦C. In order to
grow this low-temperature modification of quartz, only
the hydrothermal technique is suitable. α-quartz, as

a piezoelectric crystal, has the ability to convert electric
waves into mechanical waves and vice versa. Because
of this property α-quartz is widely used in the elec-
tronics industries. In recent years, quartz for tuning
forks has become essential for timing functions in elec-
tronic watches and in timing circuits for computers and
telecommunications.

The principal source of electronics-grade natural
quartz is Brazil. Today, the electronics industries are
largely inclined to use synthetic quartz, because nat-
ural quartz crystals are generally irregular in shape,
automatic cutting is cumbersome, and the yield is low.
Many countries in the world, such as the USA, Japan,
the UK, Germany, Russia, Poland, China, Belgium, and
Taiwan, have entered the world market. Over 3000 t of
quartz is produced annually for a variety of applica-
tions. The production of high-quality defect-free quartz
has a large potential market among all electronic ma-
terials. Japan alone produces more than 50% of the
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world’s production, followed by the USA and China.
More recently several other Japanese companies such as
Kyocera, Shin-Etsu, Asahi Glass Co., etc. have started
producing quartz for highly specialized applications.
Perhaps Toyo is the largest single company in the world
producing quartz. About 50% of the quartz produced
goes into devices in the automotive industries, 30% of
production goes into frequency control-devices, and the
remaining 20% goes into optical devices. The total cost
involved in the production of quartz is:

End users: ≈ US$ 1 000 000 000 000
Equipment: ≈ US$ 5 000 000 000
Components: ≈ US$ 100 000 000.

Thus, quartz takes the first place in value and quan-
tity of single-crystal piezoelectric materials produced.
Much of the research related to quartz today is confined
to industry, while only scant publications emerge from
research laboratories on new applications of quartz and
the preparation of nanoscale silica particles. Otherwise,
it is mainly research and development (R&D)-based in-
dustries that carry out research on the production of
high-quality quartz and its applications, and these re-
sults are not published.

After the successful growth of quartz (Fig. 18.2)
by Nacken in the 1940s, Walker synthesized large-size
crystals of quartz (Fig. 18.24), much bigger than the size
of the crystals produced by Nacken [18.101]. Subse-
quently major research activity was initiated at AT&T
Bell Labs, and the most important contributions to the
quartz growth came from the workers such as Ballman,
Laudise, Kolb, and Shtenberg during the 1970s. Fig-
ure 18.25 shows the quartz crystals obtained at AT&T
Bell Labs during the 1970s, the biggest crystals of that
period. Each autoclave could produce around 70 kg of
quartz crystals during the 1970s. In contrast, today in
Japan, in one experimental run, about 4000–4500 kg
of quartz is produced using the world’s largest auto-
clave with a volume of 5000 l. Figure 18.26 shows the
growth of quartz crystals in the world’s largest autoclave
at Toyo Communications Ltd., Japan. The early suc-
cess in producing commercial quartz crystals in Japan
during the post-war period paved the way for the entry
of several others into the field. Some of the prominent
contributors were Professor Noda, Doimon, Kiyoora,
Dr. Itoh, and Dr. Taki. Today Japan is the world’s largest
producer of synthetic quartz for a variety of applica-
tions, followed by China.

In recent years mixed solvents are being used in
the growth of quartz. High-quality quartz crystals have
been obtained in NaCl and KCl solutions, NaOH, and

a)

b)

Fig. 18.23a,b Ruptured autoclaves. (a) General-purpose
autoclaves, (b) Tuttle–Roy autoclaves

Fig. 18.24 Quartz crystals obtained by Walker [18.101]

Na2CO3 solutions (10%) [18.102, 103]. It has been ob-
served that the high-frequency applications of α-quartz
require sheets with small thickness, of the same order of
size as the defects (such as inclusions, etch pits, and dis-
locations). Thus the pressure can promote new solvents
viable for hydrothermal growth, especially by reduc-
ing their concentrations. The recent experimental results
have shown the following enthalpy values calculated for
α-quartz

ΔHT =2395±5 cal/mol , for NaOH (1 M) ,

200 MPa ≤ p ≤ 350 MPa ;
ΔHT =4001±2 cal/mol , for Na2CO3 (1 M) ,

150 MPa ≤ p ≤ 350 MPa .

In the growth of α-quartz, available nutrient material,
such as small-particle-size α-quartz, silica glass, high-

Part
C

1
8
.4



622 Part C Solution Growth of Crystals

Fig. 18.25 Quartz crystals obtained at AT&T Bell Labs
during the 1970s [18.102]

quality silica sand or silica gel, is placed in a liner
made of iron or silver with a suitable baffle and
a frame holding the seed plates. A mineralizer solu-
tion with a definite molarity is poured into the liner
to achieve the required percentage fill. The increased
solubility in the presence of mineralizer increases the
supersaturation without spontaneous nucleation and
consequently allows more rapid growth rates on the
seeds. Figure 18.16b shows a cross-section of a mod-
ified Bridgman autoclave used in the growth of quartz
crystals.

The commercial autoclaves used have 10 inch inner
diameter, and are 10 ft long unlined. These auto-
claves can work at conditions up to 30 000 psi and
400 ◦C. Most of these experiments are carried out for
25–90 days to obtain full-size crystals of 4 cm in the
z-direction and 12.5–15 cm in the y-direction. The tem-
perature gradient is varied according to the nutrient
used. About 1 N NaOH or Na2CO3 is the most com-
monly used mineralizer. The solubility change with
temperature is smaller in NaOH and slightly larger in
Na2CO3. The temperature of the autoclave at the nu-
trient zone is usually kept at 355–369 ◦C and, in the
growth zone, kept at 350 ◦C. The addition of lithium im-
proves the growth rate, and small amounts of Li salts are
routinely added to the solution [18.104].

The solubility is also, to some extent, a function of
increasing pressure. The pressure is controlled by the
percentage fill of the autoclave and is usually about 80%
for hydroxyl mineralizer (20 000 psi internal pressure).

In most experiments the percentage opening of the baf-
fle is 20%, although lower values are used by several
workers. However, the actual percentage opening of the
baffle area and its geometry are not disclosed, especially
by commercial growers.

The optimum growth conditions for synthesis
of quartz based on the work in Bell Laboratories
are [18.105, 106]:

Dissolution temperature: 425 ◦C
Growth temperature: 375 ◦C
Pressure: 15 000–25 000 psi.
Mineralizer concentration: 0.5–1.0 M NaOH
Temperature gradient (ΔT ): 50 ◦C
% fill: 78–85%
Growth rate in (0001): 1.0–1.25 mm/day.

The quality of the grown crystals is also a function
of the seed orientation and its quality. Strained seeds
generally produce strained growth regions [18.107].
The seeds are polished to a very fine finish before use.
Most high-quality crystals are grown using seeds with
the surface perpendicular to the z-direction, since this
region has the lowest aluminum concentration. Though
most quartz production consists of y bar crystals, that
is, small crystals (z = 20–25 mm, 64 mm seed) capa-
ble of several y bar per crystal, pure z bars are also
produced, representing 10–20% of production. How-
ever, for medium- and high-quality grades we notice
a rise in demand for crystals of very large dimensions
and upper–medium quality, especially in the USA, for
manufacturing wafers used in surface wave applica-
tions [18.108]. Earlier, most seeds used were natural
quartz cut in a definite orientation, but in recent years
this practice is only used when a high-quality crystal is
desired.

The growth of quartz crystals has been understood
precisely with reference to the growth temperature, tem-
perature gradient, percentage fill, solubility, percentage
of baffle opening, orientation and nature of seed, and
type of nutrient. Also many kinetic studies have been
carried out [18.35,109]. Figure 18.27 shows the growth
rate of quartz as a function of seed orientation [18.109].
The solubility of quartz has been studied as a function
of temperature, and the growth rate as a function of
seed orientation and percentage fill. Figure 18.28 shows
hydrothermally grown quartz crystals.

The type of crystal to be grown depends on the ap-
plication, as different properties are required in each
case. For optical use, high uniformity, low strain, and
low inclusion counts are needed, since all of these
can affect transparency. For surface acoustic wave de-
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Fig. 18.26 Growth of quartz crystals in the world’s largest
autoclave at Toyo Communications Ltd., Japan (courtesy
of S. Taki). Dissolution temperature: 425 ◦C; growth tem-
perature: 375 ◦C; pressure: 15 000–25 000 psi; mineralizer
concentration: 0.5–1.0 M NaOH; temperature gradient
(ΔT ): 50 ◦C; percentage fill: 78–85%; growth rate of
(0001): 1.0–1.25 mm/day

vices, large pieces that can take a very high-quality
surface finish are needed. The quality of the material
required for resonators used in time and frequency de-
vices varies with the application. The more precise the
need, the more stringent the requirements. For most ap-
plications, a truly high-quality material is not needed.
For high-precision uses, such as in navigational devices
and satellites, a very high-quality material must be used.
Most recent research on quartz growth is for improved
resonator performance, which requires the growth of
high-quality low-dislocation quartz. Figure 18.29 shows
the fabrication of resonators from a single crystal.

Several criteria are used to evaluate the quality of
quartz crystals. The most commonly used criterion is
the Q value or quality factor, which is a measure of
the acoustic loss of the material. It is important for
a resonator to have high electrical Q value and superior
frequency–temperature characteristics. In a piezoelec-
tric resonator, electrical energy and mechanical energy
are interconvertible. In such a case, Q is expressed as

Q = [X]
R

, (18.2)

where X is the inductive or capacitive reactance at res-
onance and R is the resistance.
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Fig. 18.27 Growth rate of quartz as a function of seed orienta-
tion [18.109]

Fig. 18.28 Hydrothermally grown quartz crystals

Fig. 18.29 Fabrication of resonators from a single crystal
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The acoustic Q for natural α-quartz crystal varies in
the range 1 to 3 × 106, while for synthetic quartz crystals
the value drops to 2 × 105 to 1 × 106. Thus in the last
two decades, the main objective among quartz crystal
growers has been to improve Q, which in turn leads to
a low concentration of physicochemical and structural
defects.

The growth rate is determined by the ratio of in-
crease in thickness of the seed and the duration of the
run. The growth rate along the main crystallographic
axes Rc is determined by dividing the thickness of the
layer grown on the seed, (h1 − h0)/2, by the run dura-
tion t, and is expressed in millimeters per day. It has
also been known for quite some time that, qualitatively,
acoustic Q is inversely proportional to growth rate and
directly related to chemical impurities. The internal fric-
tion (the inverse of the mechanical Q) is dependent on
the growth rate of synthetic quartz crystals. Martin and
Armington have studied the effect of growth rate on the
aluminum content at low growth rates [18.110]. Al3+
and H+ are the most deleterious impurities in quartz
used for frequency and timing applications, and they
also influence the growth rates. Similarly the percent-
age fill and pressure strongly influence the growth rate
of quartz.

For any crystal growth, seed crystals play a vital
role in controlling the quality, growth rate, and mor-
phology of the grown crystals. Usually, in the case
of quartz for higher-frequency applications, a smaller
x-axis dimension is needed. z-Growth material is de-
sired for resonators, as it has been shown that this
material has about an order of magnitude lower alu-
minum concentration. In the majority of crystal growth
experiments, in general the thickness of the seed crystal
is usually 1–2 mm. Until recently, it was necessary to
use natural seeds for the preparation of low-dislocation
crystals. However, most crystals grown from synthetic
seeds contain large numbers of dislocations, of the order
of several hundred per square centimeters. These re-
sults in the formation of etch channels in the resonator,
which weaken it mechanically and can be a problem
when electronic devices are deposited on the surface.
When a seed perpendicular to the z-axis (but from the
x-growth region) is used, the dislocation density can be
reduced to below ten and sometimes to zero disloca-
tions per square centimeter [18.111]. The purity of the
crystals produced using seeds cut from the x-region is
as good as that from crystals produced from the usual
z-seed.

In the growth of quartz crystals, the nutrient has
a profound effect on the quality of the grown crystal.

It is well known that most of the impurities and in turn
the defects in the grown crystals come from the nutrient
and only to some extent from the autoclave walls. Nu-
trient selection is one of the attractive research topics in
crystal growth on the whole. Even in the 19th century,
researchers tried the use of several varieties of nutrient
to obtain quartz under hydrothermal conditions. There
are several reasons for using varieties of nutrients, in-
cluding: to obtain high-purity crystal, to obtain higher
solubility in the desired PT conditions for a given sol-
vent, to achieve higher growth rate, to obtain higher
yield, and to lower the PT conditions for growth. In
the case of quartz, to obtain high-quality crystals, even
α-cristobalite has been used as a nutrient [18.112].

Tables 18.6 and 18.7 show the distribution of im-
purities in different sectors of synthetic quartz. Hence,
attention has to be paid to the solvent, nutrient, seed ori-
entation, and seed quality in order to obtain high-quality
crystals, as well as the experimental PT conditions.

In the growth of α-quartz for high-frequency de-
vice applications (24–100 MHz or more), the existence
of defects, either physicochemical or structural, in
synthetic quartz crystals leads to critical modifica-
tions of devices. Low-defect, high-purity synthetic
quartz should have the characteristics given in Ta-
ble 18.8 [18.113]. Sweeping is one of the most
popularly used techniques in recent years to enhance
the performance of quartz resonators. Sweeping, or
solid-state electrolysis or electrodiffusion, is generally
performed under vacuum, air, hydrogen or a desired at-
mosphere. During sweeping, the crystal is placed in an
electric field and heated. Then, migration of the impu-
rities and some modifications are induced within the

Table 18.6 Impurities in different sectors in synthetic
quartz

Sector Al Na Li

Z 5 1 0.5

+X 31 9 5

−X 122 40 5

S 85 26 16

Table 18.7 Dislocation density in different seeds

Seed Mineralizer Etch channel

density

Z Hydroxide 253

Z Carbonate 247

X+ Hydroxide 1

X+ (reused) Hydroxide 14
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Table 18.8 Desirable and achieved parameters in synthetic
quartz [18.113]

Parameter Desirable So far

achieved

Etch channel density < 10/cm2 < 86

Inclusion density < 10/bar

Impurity concentration (ppb)

Al < 200 700

Li < 300 300

Na < 500 1640

K < 40 300

Fe < 100 1800

Q (3500/3800 cm−1) < 2.5 × 106 < 2.5 × 106

Strain None Variable

Fringe distorion < 0.05 RMS Variable

crystal. Sweeping reduces the formation of etch tunnels.
The effect of sweeping is to remove lithium and sodium
deposited interstitially in the lattice during the growth.
These ions are usually trapped along an angstrom-wide
tunnel, which is parallel to the z-axis in the quartz crys-
tal lattice. These ions, in an interstitial position, interact
with substitutional aluminum impurities in the lattice
to form Al-Li centers, which have been shown to be
weakly bonded and are the cause of low radiation tol-
erance in a resonator. In the sweeping process, these
are replaced by Al–OH or Al–hole centers, which have
a much higher radiation tolerance. The sweeping is car-
ried out at 500–550 ◦C usually for a period of 7 days
or even more to remove alkalies. However, it should
be remembered that sweeping cannot become a rou-
tine process even if the same experimental conditions
are always applied.

There are several other techniques employed for the
fabrication of piezoelectric high- to ultrahigh-frequency
devices based on quartz resonators. The important ones
are: chemical polishing, ion beam etching (IBE). The
reverse thermodynamic relations are employed for the
refinement of chemical polishing. Several solvents such
as HF and NH4HF2, NaOH, KOH · xH2O, and NaOH ·
xH2O are employed [18.114].

Similarly, the industrial chemical etching process is
specially dedicated for large thickness removals with-
out damaging the blank surface texture. This is most
useful for frequency applications of quartz, because
the mechanical grinding and lapping introduce surface
stresses. Fluoride media is the most popular for this
type of chemical polishing [18.115]. Recently, Cambon
et al. tried industrial chemical etching successfully in

the temperature range 150–180 ◦C using concentrated
NaOH solvents [18.116]. During the chemical etching
process, several factors influence the process: kinet-
ics, etching temperature, etching time, plate orientation,
SiO2 concentration, solvent concentration, wafer car-
rier geometry, and so on. By using this process about
3200 quartz plates can be processed in a single run. The
resonators manufactured by this process have demon-
strated a high level of performance, even higher than
that of plates obtained by mechanical means.

In recent years there has been growing interest in
morphological variations, growth-rate monitoring us-
ing various seed orientations, and computer simulation
for the precise calculation of growth rates of vari-
ous faces [18.117–119]. These studies greatly help in
understanding the growth technology for commercial
production of defect-free and economic quartz crystals.

The growth of bulk single crystals of quartz is still
an attractive field of research, especially the growth of
defect-free quartz crystals for space-grade applications.
Understanding of solubility and the growth mechanism
is still incomplete, although laser Raman spectroscopy
and other advanced techniques such as computer sim-
ulation are yielding rich information about how to
intelligently engineer the growth processes, thereby
minimizing growth defects.

The preparation of quartz for other applications,
such as photomask substrates for lithography, poly-Si
thin-film transistor liquid-crystal displays (TFT-LCDs),
and high-purity and high-precision polishing devices, is
a new trend in science. For example, Shin-Etsu Chem-
ical (Japan), Asahi Glass Co. (Japan), NDK America
(USA), and APC International Ltd. (USA) are engaged
in such research and development, whereas compa-
nies such as Sawyer Research Inc., General Electric
(GE), Philips, and Toyo Communication are engaged
in production of bulk crystals of quartz for oscillators,
frequency devices, etc.

18.4.2 Aluminum and Gallium Berlinites

Berlinite (AlPO4) and gallium berlinite (GaPO4) are the
two most important crystals that are isoelectronic and
isostructural with α-quartz. These compounds are used
to replace quartz in electronic devices because of their
larger mechanical coupling factors than α-quartz, and
because their resonant frequency is nearly independent
of temperature for certain orientations [18.120–122].
Table 18.9 gives a comparison of some piezoelectric
characteristics of these materials [18.123]. The growth
of berlinite and gallium berlinite does not differ much
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between the two materials because they both have a neg-
ative temperature coefficient of solubility, and hence
a similar experimental arrangement is used for both.
During the 1980s the growth of berlinite was studied
extensively, and it was considered at one time as a re-
placement for α-quartz [18.124]. However, results were
not encouraging for bulk crystal growth of berlinite on
a par with that of α-quartz. Although the growth of gal-
lium berlinite began sometime during the late 1980s,
momentum picked up during 1995. It is important to
discuss the growth of these crystals from a scientific
point of view in order to learn about the hydrother-
mal technique in general, as these crystals – although
isoelectronic and isostructural with α-quartz – have
a completely contrasting experimental setup for their
crystal growth.

John and Kordes were the first to grow berlinite
crystals successfully, followed by Stanley using com-
pletely different conditions [18.76, 77]. The greatest
disadvantage in the growth of these berlinites is their
negative temperature coefficient of solubility, which de-
mands a special experimental setup. Although much
progress has been achieved in the growth of these berli-
nite crystals, our knowledge on the growth of AlPO4
and GaPO4 is still comparable to that of quartz some
50 years ago, particularly with reference to size, crystal
perfection, reproducibility, etc. The highly corrosive na-
ture of the solvent is the major hindrance in the growth
of bulk crystals of these berlinites.

The solubility of these berlinites has been discussed
earlier. Although several reports have appeared on solu-
bility measurements as a function of various parameters,
there is still no unanimity in these results.

Berlinites could be best grown using the hydrother-
mal technique. α-Berlinite is stable up to 584 ◦C, and
below 150 ◦C the hydrates and AlPO4 ·H2O are stable.
Therefore, the growth temperatures should be greater
than 150 ◦C but less than 584 ◦C. However, solubility
and PVT studies have clearly shown that crystal growth

Table 18.9 Comparison of some piezoelectric characteris-
tics (* AT cut)

Parameter Quartz Berlinite Gallium

berlinite

Coupling 8.5 11.0 > 16.0

coefficient K (%)*

Surtension 3 × 106 106 > 5 × 104

coefficient Q*

α–β phase 573 584 No

transition (◦C)

must be carried out at less than 300 ◦C because of the
reverse solubility. Several versions of the hydrothermal
growth of berlinite single crystals have been tried to
suit the solubility. In contrast to aluminum berlinite,
gallium berlinite has no phase transitions, and there-
fore some researchers have even synthesized this crystal
using the flux growth method [18.125]. However, the
quality of these flux-grown gallium berlinite crystals is
far inferior to that of hydrothermally grown crystals.
In the hydrothermal growth of these berlinites, usually
acid mineralizers are used at various concentrations.
Mixed acid mineralizers such as HCl, H3PO4, H2SO4,
HCOOH, etc. are much more widely used in practice.
However, other mineralizers such as NaOH, Na3PO4,
Na2HPO4, NaHCO3, NaF, KF, LiF, NH4HF2, NaCl,
Na2CO3, etc. have also been tried. More details can be
found in [18.126].

Small crystals of both aluminum berlinite and gal-
lium berlinite can be obtained through hydrothermal
reactions of H3PO4 with various chemicals containing
Al and Ga [18.94, 126, 127]

M2O3 +2H3PO4 → 2MPO4 +3H2O .

These fine crystals of berlinite can in turn be used as
the nutrient to grow bigger bulk single crystals. Since
the solubility of these compounds is negative, the seed
is placed in the hotter zone in the bottom, while nutrient
is placed in the upper cooler region. The most important
modifications suggested from time to time in the growth
of berlinite crystals are:

1. Crystal growth by slow heating method
2. Crystal growth by composite gradient method
3. Crystal growth by temperature gradient
4. Growth on seeds.

The crystal growth by slow heating method was
mainly used for improving the quality of seeds and to
enhance the size of the crystal, with conditions simi-
lar to those used for nucleation. A major drawback of
this method is the impossibility of obtaining crystals
of sufficient size in one operation due to the limited
quantity of metal phosphate available in the solution.
Usually Morey autoclaves are used to carry out crys-
tal growth by the slow heating method (T ≤ 250 ◦C;
p = 100–1000 atm). The size of the crystals obtained
through spontaneous nucleation is usually 0.1–4 mm,
depending upon the experimental conditions.

The crystal growth by composite gradient method
gives more flexibility in adjusting the growth rates and
avoids the preliminary work of crystal growth or nutri-
ent preparation.
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The crystal growth with reverse temperature gradi-
ent method is much more versatile for these compounds
in general. In this approach, the nutrient (either crys-
talline powder or fine grains of AlPO4 usually obtained
from the slow heating method) is kept in a gasket at the
upper portion of the autoclave, which is cooler than the
bottom of the liner that is kept at slightly higher temper-
ature, forming the crystallization zone (Fig. 18.16a).

The crystal growth on seeds method uses sponta-
neously nucleated seeds and oriented seeds cut from
grown crystals, usually mounted on a platinum frame
placed in the bottom (hotter) region of an autoclave, and
the nutrient (≈ 60 mesh particle size prepared by other
methods) is placed above in a platinum gasket in the
upper region (or in a Teflon gasket). Thus, the seeds are
in the warmer, supersaturated region at the bottom of
the autoclave and the temperature gradient achieved by
cooling the top allows proper convection.

Figure 18.30 shows aluminum berlinite crystals
grown by the hydrothermal method. The orientation of
the seed is important, as in the case of quartz, because
the growth rate and crystal quality depend upon the seed
orientation. The following growth rates are shown for
seeds whose faces are indicated below:

(0001) (basal plane): 0.25–0.50 mm/day
(1021̄) (x-cut): 0.23–0.30 mm/day
(1010) (y-cut): 0.12–0.15 mm/day
(0111̄) (minor rhombohedral face): 0.12 mm/day
(1011̄) (major rhombohedral face): 0.15 mm/day.

The relative growth rates are in general agreement with
the morphology of the equilibrium form, as judged from
observing spontaneously nucleated crystals which are
bounded by small prism faces and terminated by mi-
nor and major rhombohedral faces. The dissolution rate
of aluminophosphate glass charge is three times greater
than that of the crystalline charge [18.128].

The morphology of spontaneously crystallized alu-
minum berlinite crystals varies greatly, depending upon
the type of solvent, its concentration, and the exper-
imental temperature. The most commonly observed
morphologies are hexagonal, rhombohedral, rods, nee-
dles, and equidimensional crystals. Impurities also play
a prominent role in controlling the crystal morphology.
In the growth of aluminum berlinite the typical experi-
mental conditions used are:

Growth temperature: 240 ◦C
Pressure: 15–35 MPa
Solvents: Mixed acid mineralizers

Nutrient: Powdered nutrient, preferably
aluminum phosphate glass

Filling: 80%
ΔT : 5 ◦C < T < 30 ◦C
Growth rate: 0.35 to 0.50 mm/day in H3PO4

0.35 to 0.45 mm/day in HCl
0.25 to 0.35 mm/day in HNO3
0.2 to 0.3 mm/day in H2SO4.

It is interesting to note that the berlinite crystals show
internal structural defects on x-ray Lang topography. No
fundamental differences were found by x-ray topogra-
phy between the horizontal gradient, vertical gradient,
and slow heating methods. The two principal imperfec-
tions readily observable in berlinite are crevice flawing
and cracks. Although crystals appear quite transparent
from the outside, they contain many internal defects.
A combination of optimum growth conditions, reducing
the water content, and using heat treatment to control
the water distribution could be of great interest for im-
proving the piezoelectric device potential of aluminum
berlinite.

During the 1980s and early 1990s work on alu-
minum berlinite was at its peak, and then activity
suddenly dropped, because of several difficulties asso-
ciated with its growth as bulk crystal. However, crystal
growth of gallium berlinite, which began during the late
1980s, is still an attractive field, and several research
groups are actively engaged in bulk crystal growth
of gallium berlinite. The solubility and crystal growth
kinetics of gallium phosphate have been extensively
studied by various groups [18.129–131] and basically
resemble those of aluminum berlinite. The necessary
conditions for crystal growth are:

1. Solubility of GaPO4 nutrient is sufficient for crystal
growth.

2. Convection of saturated fluids is intensive and not
varying during the crystal growth cycle.

3. No formation of spontaneous crystallites.
4. Saturation of an initial solvent slowly appears, si-

multaneously. with the end of seed etching (very
soft restart conditions).

The typical growth conditions are:

Experimental temperature: 280 ◦C
Experimental pressure: 8 MPa
Mineralizer: H3PO4 +H2SO4

(pH = 3−4 under ambient
conditions).
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The biggest disadvantage is that, in the case of seeded
growth under retrograde solubility, it is often accom-
panied by precipitation of spontaneous crystals or
degradation of growth surfaces because of the irre-
versible character of the mass transportation (high or
low relation of ΔS to growth kinetic parameters).

Figure 18.31 shows gallium berlinite crystals ob-
tained under hydrothermal conditions. The commonly
appearing faces are (101̄1), (011̄1), (101̄0), and (101̄2).
The growth rates along various crystallographic direc-
tions decrease in the sequence

γ (0001) � γ (011̄2) > γ (101̄0) > γ (011̄1)

> γ (101̄2) > γ (101̄1) .

The common twins observed in GaPO4 obey the
Dauphiné, Brazil, and Laydolt’s twinning laws.

The crystallization process, dissolution process, rate
of crystallization (i. e., the amount of GaPO4 crystal
formed per unit time), action of solvent, its concen-
tration and temperature regime, etc. have been studied
in detail for GaPO4 crystal growth by several work-
ers [18.127, 132, 133]. Also characterization of defects
has been carried out in detail [18.134–136].

Although the first stage of GaPO4 crystal growth
began with epitaxy of GaPO4 on AlPO4 seeds, the sub-

1cm

Fig. 18.30 Hydrothermally grown aluminum berlinite crystals
(courtesy of Dr. Y. Toudic)

40 mm

m
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π

Fig. 18.31 Characteristic photographs of GaPO4 crystals obtained
by the hydrothermal method (courtesy of Prof. L. N. Demianets)

ject still remains popular. Several substrates including
quartz have been used to grow GaPO4 crystal.

If the size of the GaPO4 crystals grown by the hy-
drothermal technique is increased sufficiently, it would
become the best piezoelectric material replacing quartz.

18.4.3 Calcite

Calcite (Ca2CO3) is an important carbonate mineral.
Pure and optically clear calcite is called Iceland spar.
Calcite single crystals form an important optical ma-
terial owing to its large birefringence and transparency
over a wide range of wavelengths. These properties
make it a significant material for polarized devices such
as optical isolators and Q-switches. It also exhibits an-
tiferromagnetic properties. Although there are many
deposits of calcite in the world, the optically clear qual-
ity calcite, Iceland spar, has been depleted in recent
years, leading to its shortage in nature. However, the
demand for optically clear calcite single crystals is in-
creasing greatly with the development of laser devices
such as the optical isolator [18.137, 138]. Many re-
searchers have tried to grow calcite single crystals at
relatively low temperatures, since calcite crystals dis-
sociate to form CaO and CO2 above 900 ◦C under
atmospheric pressure. Various solvents have been used
for hydrothermal growth of calcite, but none of them
has been found to be the best to grow large single
crystals.

The solubility of calcite is very interesting. The
solubility is positive for increasing CO2 pressure and
negative for increasing temperature. This behavior of
calcite has posed a real problem in the search for
a suitable solvent to optimize the growth rate. Despite
a large number of reports concerning calcite growth,
hydrothermal reactions of calcite in chloride and other
chloride solutions have appeared, because natural cal-
cite crystals are formed in both chloride and carbonate
hydrothermal solutions and these chloride solutions are
almost analogous to natural carbonate thermal springs.
Ikornikova has done extensive work on aspects of sol-
ubility, designing an apparatus to grow calcite crystals
with changing CO2 concentration as the pressure is re-
duced at constant temperature, crystal growth kinetics,
and mechanism [18.139]. The following groups have
carried out extensive studies on the solubility of calcite:

1. Ikornikova, Russia, during the 1960s and 1970s, us-
ing chloride solutions

2. Belt, USA, during the 1970s using carbonate solu-
tions
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3. Hirano, Japan, during the 1980s and early 1990s
using nitrate solutions

4. Kodaira, Japan, during the 1990s using H2O/CO2
5. Yamasaki, Japan, during the 1990s using ammo-

nium acetate and other organic solvents.

Each of the last three groups claims superiority of their
solvents over the others. Figure 18.32 shows solubil-
ity curves for calcite in different solvents. Yanagisawa
et al. have studied the effect of pH of CH3COONH4
on the growth of calcite [18.142]. When as-cleaved
seeds are used, the calcite crystals obtained are usu-
ally opaque or not transparent and the surfaces show
a greater degree of defects such as growth hillocks,
a lot of small secondary grown crystals, and strains.
In contrast, crystals grown on etched seed crystals are
usually transparent and their surfaces are very smooth.
Figure 18.33 shows a characteristic photograph of cal-
cite single crystal grown in NH4NO3 solution using
as-cleaved and etched seeds. Earlier experiments on
calcite single-crystal growth were carried out under
higher-PT conditions. For example, Kinloch et al. car-
ried out calcite crystal growth at temperature greater
than 435 ◦C with 1.72 kbar pressure using platinum lin-
ers and achieved about 50 μm/day growth rate for the
{1011} face [18.137]. However, in recent years crystal
growth has been carried out using lower-PT conditions
using Teflon liners (below 250 ◦C), and a growth rate of
> 120 μm/day has been achieved. Also several types of
nutrients such as natural limestone, natural Iceland spar,
reagent-grade carbonates, etc., have been attempted in
recent years to obtain high-quality calcite single crys-
tals [18.143].

There are several works in the literature on
the growth of other carbonates such as MnCO3
(rhodochrosite), FeCO3 (siderite), CdCO3 (otavit),
NiCO3, etc., using alkali chloride and carbonate solu-
tions in the temperature range 300–500 ◦C and pressure
up to 1 kbar with a temperature gradient [18.139].

Calcite

Fig. 18.33 Characteristic photographs of calcite single
crystal grown in NH4NO3 solution

100 150 200

a)  S (g l–1)

T (°C)

10

5

350

100 MPa

100 MPa

a

b

a

b

400 450 500

b)  S (g l–1)

T (°C)

4

3

2

1

0

15 MPa
30 MPa
45 MPa
60 MPa

c)  S (g l–1)

T (°C)

5

0
1.2 1.3 1.4 1.5

d)  In S

1/T (10–3K–1)

1

0

–1

140 160 180 200

Fig. 18.32a–d Solubility curves for calcite in different solvents:
(a) in 1 M NH4NO3; (b) in 1.5 M Ca(NO3)2 (a), 3 M NaCl (b);
(c) in 3 M NH4NO3; (d) in 1.5 M Ca(NO3)2 (a), 3 M NaCl (b)
(after [18.140, 141])

18.4.4 Gemstones

The hydrothermal method has been popularly used from
the third quarter of the 19th century for the growth of
gemstones such as corundum, ruby, emerald, and gar-
net [18.15, 16, 18]. During the 1960s and 1970s work
on hydrothermal growth of gemstones reached its peak,
when successful and high-quality crystals of emerald,
colored quartz, amethyst, ruby, corundum, malachite,
silicon nitride, garnet, etc. were obtained. However,
today, like quartz, much of the research on the hy-
drothermal growth of gemstones is commercial and
hence few publications appear from research labora-
tories. However, some publications appear periodically
on the growth of new gemstones, for example, zeosite.
As the sources of natural colored gemstones continue
to shrink and the population of the world continues to
grow, one could expect increased demand for mater-
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ials such as synthetic emerald (tempered, however, by
occasional reverses in the world economy). Here, in
order to understand the hydrothermal growth of crys-
tals in general, knowledge on the growth of gemstones
is also essential. Therefore, a few selected gemstones
grown using this hydrothermal technique will be dis-
cussed below.

Corundum
Corundum (Al2O3) is stable under hydrothermal con-
ditions at T > 400 ◦C [18.146, 147] and is soluble
in alkali and carbonate solutions. The hydrothermal
growth of corundum is achieved using a metastable-
phase technique because of its very low solubility.
Gibbsite (Al(OH)3) is used as a nutrient, α-Al2O3 as
a seed, and an alkaline solution as a solvent. A higher
growth rate is obtained in KOH or K2CO3 solution than
in NaOH or Na2CO3 solution. The solubility is lower
in KOH or K2CO3, but the interaction between the
impurity absorbed beforehand onto the crystal surface
and K+ ions existing in the solution acts as a fac-
tor to augment the growth rate. As the pH of solution
is lowered, thickness of the growth layer increases
along the c-axis. The growth of corundum is extremely
low in 6 N HCl. Kashkurov et al. have studied the
growth of large corundum crystals at pressures of up
to 2000 atm and temperatures of up to 550 ◦C in alkali
solutions of various concentrations. Crystals weighing
up to 1 kg were prepared by the hydrothermal tech-
nique, and the imperfect state of these crystals was
apparently associated with internal stresses and the mo-
saic structure of seed crystals, which were prepared by
Varneuil technique [18.148]. Figure 18.34 shows the
solubility of corundum in potassium carbonate aqueous
solutions.
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Fig. 18.34 Dependence of solubility of corundum in
K2CO3 aqueous solutions (after [18.144])

The ideal experimental conditions for the growth of
good-quality corundum crystals are:

Temperature: 480 ◦C
Pressure: 1.33 kbar
Mineralizer: 4 M K2CO3
Fill: 85%
ΔT : 30 ◦C.

Using these experimental conditions colorless and
transparent crystals with (211), (311), and (111)
faces were obtained. Increasing the temperature yields
a higher growth rate in the temperature interval
400–500 ◦C.

Ruby and Sapphire
Ruby and sapphire crystals are grown using the hy-
drothermal method, with appropriate dopants added to
experimental conditions similar to those described for
corundum crystal growth. Sapphire was probably the
second material after quartz to be grown in any size by
the hydrothermal method. Similarly large ruby crystals
could be grown using carbonate solutions. The solu-
bilities of sapphire and ruby are the same as that of
corundum and increase with temperature. Oxides of
chromium and iron taken in the nutrient along with
Na2CO3 solution strongly influence the crystallization
of these two varieties of crystals than K2CO3 solution.
However, when the concentration of these components
in the nutrient is > 1.6% in 10% Na2CO3 solution, crys-
tals barely grow. Figure 18.35 shows the growth rate of
the (1011) face versus Cr2O3 concentration in the initial
charge (10% Na2CO3 solution, 550 ◦C, autoclave 60%
filled). In carbonate and bicarbonate solutions, chromic
oxide and aluminum oxide have substantially different
solubilities and rates of dissolution.
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Fig. 18.35 Growth rate of (1011) face versus Cr2O3 con-
centration in the initial charge (after [18.145])
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Fig. 18.36 Hydrothermally grown ruby crystals (courtesy
of Prof. V. S. Balitskii)

Monchamp et al. have carried out very large-scale
growth of sapphire and ruby with considerable suc-
cess [18.149, 150]. Figure 18.36 shows hydrothermally
grown ruby crystal [18.151]. Green crystals containing
iron have been grown by carrying out the crystallization
in welded liners directly, and essentially pure color-
less crystals have been prepared by the use of silver
tubes [18.150]. The overall features are similar to those
for the growth of corundum crystals.

Emerald
Among the other gemstones grown popularly under
hydrothermal conditions, emerald is one of the most
important ones. It is also used as an effective tun-
able laser medium. The presence of Cr+3 in beryl
(Be3Al2(SiO3)6) gives a green-colored emerald. The
bluish-green variety is known as aquamarine. Gems that
are greenish/yellow to iron-yellow and honey-yellow
are called golden beryl. The rose-colored variety is
called morganite or vorobyevite. Alkali elements such
as Na+, Li+, and Cs+ are sometimes present, re-
placing the beryllium at 0.25–5%. Artificial growth
of beryl crystals began in the previous century itself.
Hautefeuille and Perrey were the first to synthesize
beryl crystals artificially [18.152]. Probably the ear-
liest best work on hydrothermal growth of emerald
was by Nacken. He made larger numbers of synthetic
emeralds, using a trace of chromium to produce the
color. Hexagonal prisms weighing about 0.2 g were
grown in a few days. Several workers have reviewed the
hydrothermal growth of emerald [18.153, 154]. Lech-
leitner of Innsbruck, Austria, released the first and not
completely satisfactory product into the market during
the 1960s and 1970s [18.155–157]. He used faceted

beryl gemstones as the seed and grew a thin layer of
hydrothermal emerald on the surface, which was sub-
sequently given a light polish (not necessarily on all
faces). Such stones were marketed for a short time under
the names Emerita and Symerald. The first completely
synthetic hydrothermal emerald was put on the market
by the Linde Division of the Union Carbide Corpora-
tion in 1965. The first patent on beryl revealed that
it could be grown in a neutral to alkali medium (pH
of 7–12.5) using mineralizers such as alkali or am-
monium halides (e.g., NH4F + NH4OH or KF), and
that Fe, Ni, or Nd could be used as dopants [18.158].
The second patent dealt with the analogous growth of
beryl in an acid medium (pH 0.2–4.5), using simi-
lar halide mineralizers but with an acid reaction (e.g.,
8 N NH4Cl) or with extra acid added [18.159]. Typi-
cal emerald growth conditions included a pressure of
10 000–20 000 psi at temperatures of 500–600 ◦C re-
sulting from a 62% fill. A small temperature gradient
of 10–25 ◦C was employed. The Al was supplied from
gibbsite Al(OH)3, Be from Be(OH)2, Si from crushed
crystals of quartz, and Cr from CrCl3 ·6H2O. Growth
rates as high as 0.33 mm/day could be attained. The
pressure vessel was lined with gold.

Biron Mineral (Pvt.) Ltd., Australia, produces com-
mercially popular Biron synthetic emerald, but the
growth conditions remain unknown. However, chlorine,
chromium, vanadium, some water, and also tiny gold
crystals have been detected in these crystals [18.160,
161]. Today Russia produces the largest quantities of
synthetic emerald in the world. Also there are several re-
cent publications from Russian laboratories on synthetic
emerald. This activity began in 1965 and the growth
conditions used are:

Growth temperature: 590–620 ◦C
Temperature gradient: 45 ◦C 20–100 ◦C 70–130 ◦C
Pressure: 790–1481 atm
Solvent: Acidic solution or flourine bear-

ing solutions of complex compo-
nents

Nutrient: Natural beryl or oxides of Be,
Al, and Si

Vessel: Stainless steel (200–800 ml)
Seed: Plate cut parallel to (5510).

Cr3+, Fe2+, Fe3+, Ni3+, and Cu2+ have been detected
through chemical analysis as color-associated transi-
tion elements. Fe2+ and Cu2+ ions were assigned to
the tetrahedral sites, and Ni3+, Cr3+, and Fe3+ ions
to the octahedral sites [18.162]. Evolution of ions
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Fig. 18.37 As-grown crystals of regency emerald

from the inner wall of the autoclave is possible. It is,
therefore, unknown which ions were added during the
process of growth. The length of the crystal is 6.1 cm,
width 1 cm, and thickness 0.7 cm. The solubility of
emerald has been restudied recently using H2SO4 aque-
ous solution [18.163]. Also there are several works
related to defect formation and zoning in emerald crys-
tals obtained under hydrothermal conditions [18.164].
Figure 18.37 shows hydrothermally prepared regency
emerald.

Colored Quartz
Throughout history, quartz has been the common
chameleon of gemstones, standing in for more expen-
sive gemstones ranging from diamond to jade. However,
the incredible variety of quartz is now beginning to be
appreciated for its own sake. Purple to violet amethyst
and yellow to orange citrine are jewelry staples that
continue to increase in popularity.

Ametrine combines the appeal of both amethyst
and citrine as well as both the purple and yellow in
one bicolored gemstone. Other major colors include
the brownish smoky quartz, pink rose quartz, and col-
orless rock crystal quartz. Different colors and types
of chalcedony, including agate, bloodstone, chryso-
prase, and black onyx, have grown in popularity with
growing appreciation for carved gemstones and art cut-
ting and carving. Unusual quartz specialties such as
drossy quartz, with its surface covered by tiny spark-
ing crystals, and rutilated quartz, which has a landscape
of shining gold needles inside, are adding variety
and nature’s artistry to unusual one-of-a-kind jewelry.
The hydrothermal growth of colored quartz is a ma-
jor activity today owing to its commercial value. No
colored synthetic quartz producing company has ever
published the exact recipe of the growth of colored
quartz.

The synthesis of amethyst was first described by
Tsinobar and Chentsova [18.165]. After the growth
of quartz on positive (r) and negative (z) seeds in an
iron-containing alkaline solution, an amethystine color
is produced by irradiation. The color intensity is high
from the (z) to the (r) directions. This is due to the
difference of growth rates between the positive and
negative rhombohedra. This phenomenon has been ex-
ploited by a large group of researchers in growing
a wide range of bicolored, color-zoned quartz crystals,
which are very attractive as gemstones, for example,
ametrine (amethyst-citrine) [18.166]. In alkaline solu-
tions the growth rate of the positive rhombohedron is
lower than that of the negative rhombohedron. So, the
content of entrapped iron is higher in the positive than in
the negative rhombohedron. This color inhomogeneity
with the amount of entrapped iron is distinctly discerned
at areas where Dauphiné twin quartz exists. A brown or
green color is emitted from the basal surface of crystals,
which is caused by nontrapping of structural iron in the
basal surface and also a cut surface close to the basal
surface [18.167]. The credit for hydrothermal growth of
gem-quality colored quartz goes to pioneers such as Tsi-
nobar, Nassau, and Balitsky. At present Balitsky is still
very active in this area of research.

Purple-colored quartz has been synthesized under
the following conditions [18.168]:

Growth temperature: 400–450 ◦C
ΔT : 25–50 ◦C
Pressure: 774–1260 atm
Solvent: 10 wt % NaCl; 10 wt % KCl,
Dopant: Fe in the form of a metal;

α-Fe2O3 in the form of a powder
Vessel: Platinum-lined (16.5 ml)
Irradiation: 2−15 × 106 R (Röntgen) (60Co)

When the amount of impurities exceeds a certain level
the growth is inhibited and pits or crevice flaws are
induced in the crystal. Also, the type of dopant and
its concentration controls the degree of growth inhi-
bition. Faint-pink-colored quartz can be obtained in
the presence of iron and titanium ions. The type and
concentration of impurity ions used by the industries
producing these colored quartz crystals commercially
are not exactly known. However, these synthetic colored
quartz crystals are even called poor man’s diamond,
emerald, ruby, etc., because of their beauty and close-
ness to those expensive natural gemstones. Readers
can find more extensive information on this subject
in [18.151, 169].
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Zoisite
The commercial name for zoisite is tanzanite, a calcium
aluminum silicate hydroxide (Ca2Al3Si3O12(OH)) hav-
ing a very high commercial value that poses a real
challenge to crystal growers to grow it as bulk single
crystals. There are several groups throughout the world
working on this, but the PT conditions involved are
extreme. The special chatoyancy phenomena with vit-
reous luster observed in this crystal has made it a highly
valuable gemstone. There are several imitations on the
market as well.

Byrappa et al. have reported the synthesis of zoisite
using mild hydrothermal conditions with sillimanite
(Al2SiO5), calcium carbonate (CaCO3), and quartz
(SiO2) in the ratio 3 : 4 : 3 [18.170]. Sillimanite gel
was prepared using commercially available corundum
(Al2O3) and quartz (SiO2) gels. The advantages of
gels as starting material is that numerous and com-
plex phases can be intimately mixed. The experiments
were carried out in general-purpose autoclaves using
Teflon liners in the temperature range 10–250 ◦C with
pressure of 60–80 bar in a desired solvent. The exper-
imental temperature was raised slowly at the rate of
20 ◦C/h. Several mineralizers such as HCl, CH3COOH,
C2H5OH, glycol, methanol, NaOH, etc. have been tried,
but only HCOOH and n-butanol were found to be the
most suitable mineralizers to synthesize zoisite crys-
tal. The probable reaction for zoisite synthesis when
HCOOH is used as a mineralizer is as follows:

3Al2SiO5 +4CaCO3 +3SiO2 +HCOOH

→ 2Ca2Al3Si3O12(OH)+5CO2 .

The usual pH conditions to obtain zoisite is between
1.6 and 1.8. The crystals were obtained through sponta-
neous nucleation in the size range 0.5–2 mm.

18.4.5 Rare-Earth Vanadates

R:MVO4 (where R = Nd, Er, Eu; M = Y, Gd) form an
important group of highly efficient laser-diode pumped
microlasers, efficient phosphors, polarizer materials,
and low-threshold laser hosts [18.171–174]. These
crystals offer many advantages over the conventional
Nd:YAG crystal, with larger absorption coefficient and
gain cross section. Rare-earth vanadates are known as
high-melting materials (> 1800 ◦C) with low solubility,
and obviously their synthesis by any technique usu-
ally requires higher-temperature conditions. In spite of
its excellent physical properties, high-tech applications
have not been realized due to crystal growth difficul-
ties. One of the major problems encountered in the

growth of RVO4 crystals is the presence of oxygen im-
perfections (color centers and inclusions), which are
introduced during the crystal growth processes. Al-
though YVO4 melts congruently [18.175], vanadium
oxides vaporize incongruently, causing changes in Y/V
ratio and oxygen stoichiometry in the melt. These un-
desired effects could generate additional phases and
oxygen defects in the YVO4 crystals grown, especially
from the melt [18.176]. Efforts to eliminate these de-
fects did not yield significant success with the flux and
melt techniques. The instability of pentavalent vana-
dium at higher temperatures and the loss of oxygen
through surface encrustation by the reaction of the melt
with the crucible material further complicate the growth
processes. In order to overcome most of the difficulties
encountered in the melt and high-temperature solution
techniques, the hydrothermal technique has been pro-
posed as a solution [18.177–181]. Since the experiments
are carried out in a closed system, the loss of oxygen
can be readily prevented. The experiments are usually
carried out in the temperature range of 240–400 ◦C at
pressure of 40 bar to 1 kbar. The starting materials (ox-
ides of rare earths and V2O5 with a desired solvent in
a particular concentration) are held in Teflon or plat-
inum liners depending upon the PT conditions of the
experiments, and the Morey or Tuttle type of autoclaves
are used. The solubility of rare-earth vanadates is shown
in Fig. 18.38 and is found to be negative. It increases
with the concentration of the solvent. Both acid and
basic mineralizers are used in the growth of these vana-
dates. However, acid mineralizers are more effective,
especially the mixed acid mineralizers (HCl+HNO3 in
a particular molar ratio).

The morphology of these crystals can be tuned to
a desired shape using appropriate starting materials and

1M HCl Nd:YVO4

1M HNO3 Nd:YVO4

1M H2SO4 Nd:YVO4

1M HCl Nd:GdVO4

1M HNO3 Nd:GdVO4
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Fig. 18.38 Solubility of Nd:MVO4 in different solvents
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Fig. 18.39 Morphology variation with pH for Nd:YVO4

crystals obtained from presintered nutrient in 1.5 M HCl
+ 3 M HNO3 mineralizer (courtesy of K. Byrappa)

experimental conditions. Figure 18.39 shows the mor-
phology of rare-earth vanadates and growth rate with
pH of the medium. Both the chemical-reagent-grade nu-
trient and the presintered Nd:YVO4 nutrient are used in
the growth of rare-earth vanadates. In fact, the presin-
tered nutrient gives better results. The most interesting
part of this work is the need of an oxidizing agent
such as hydrogen peroxide in the system, otherwise
the crystals appear dark and opaque (Fig. 18.40). Often
the crystals show twinning, depending upon the growth

300µm 300µm

300µm 360µm

280µm

300µm

Fig. 18.40 Characteristic pho-
tographs of Nd:YVO4 crystals
(courtesy of K. Byrappa)

conditions. Some attempts at in situ morphology control
of these vanadates have been made. The readers can re-
fer to the works of the present author [18.174,177,178].

On the whole there is a slow decline in activity
on bulk growth of other materials such as potassium
titanyl phosphate, potassium titanyl arsenate, mixed-
framework rare-earth silicates, germinates, rare-earth
tungstates, borates, phosphates, oxides of various metal
like tellurium, zirconium, hafnium, and a variety of sul-
fides of lead, copper, mercury, silver, cadmium, etc. The
growth of these crystals was extremely popular from
the 1960s to the 1980s. Readers can obtain more in-
formation on the growth of these crystals in earlier
publications [18.1, 2, 4, 7]. The trend in hydrothermal
research shifted towards the growth of fine crystals
of various compounds, especially a large family of
piezoelectric ceramic crystals such as lead zirconium ti-
tanates (PZT), ferrites, hydroxyapatites, etc., during the
1990s and towards the turn of the 20th century focus
shifted to the growth of nanocrystals. Hence, the growth
of selected fine and nanocrystals is now discussed.
Accordingly the chapter refers to polyscale crystals, be-
cause it covers bulk crystals to nanocrystals. It should
be noted that bulk growth of other important current
technological materials such as ZnO, GaN, etc. has been
discussed separately by Callaghan et al. in Chap. 19 of
this handbook.

18.5 Hydrothermal Growth of Fine Crystals

The growth of fine crystals under hydrothermal condi-
tions has been known since hydrothermal technology
was born. The majority of early hydrothermal exper-
iments carried out during the 1840s to early 1900s
mainly dealt with fine to nanocrystalline products,
which were discarded as failures due to the lack of so-

phisticated tools to examine the fine products except
some chemical techniques [18.6]. During this period
many experiments were carried out on the synthe-
sis of fine crystals of zeolites, clays, some silicates,
hydroxides, etc. [18.22]. When Barrer reported the hy-
drothermal synthesis of fine particles of zeolites during
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the 1940s, it opened a new branch of science, viz. mo-
lecular sieve technology. During the late 1960s and
1970s, attempts were made to synthesize fine crystals of
metal oxides using the hydrothermal method. This was
a very popular field of research at that time [18.4, 182,
183]. Hydrothermal research during the 1990s marked
the beginning of work on processing of fine to ultrafine
crystals with controlled size and morphology. Today,
it has evolved to be one of the most efficient methods
of soft chemistry for the preparation of advanced ma-
terials such as fine to nanocrystals with controlled size
and shape. Currently, the annual market value of elec-
tronic ceramics is over US$ 1 billion, and the market for
nanocrystals processing (US$ 120 billion in 2002) is in-
creasing at 15% annually, to reach US$ 370 billion by
2010, and will jump to become a trillion-dollar indus-
try by 2015, according to National Science Foundation
(NSF) predictions.

Of all the ceramics, the PZT family has been stud-
ied most extensively using the hydrothermal technique.
Since the early 1980s several thousands of reports have
appeared on the preparation of these ceramics. Thermo-
dynamic calculation and kinetics of these systems have
been studied extensively (Figs. 18.4 and 18.5) [18.48,
50]. Several new variants/approaches to the processing
of these electronic ceramic crystals have been reported
to enhance the kinetics, shorten the processing time,
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Fig. 18.41 A new preparative chemical approach for precursor preparation (courtesy of Prof. M. Yoshimura)

control the size and shape, maintain the homogeneity
of the phases, and achieve reproducibility. A great va-
riety of precursors and solvents have been attempted in
the processing of these fine crystals. Similarly fine film
formation of these on an appropriate substrate has been
accomplished by several workers [18.184, 185]. Here
only some selected crystals such as PZT and HAP will
be discussed.

The important step in the synthesis of fine crystals of
advanced materials is the use of surfactants and chelates
to control the nucleation of a desired phase, such that the
desired phase homogeneity, size, shape, and dispersibil-
ity can be achieved during the crystallization of these
fine crystals. This marked the beginning of the study
of precursor preparation for different systems, surface
interactions with capping agents or surfactants, and
polymerized complexes. The surfaces of the crystals
can be altered to become hydrophobic or hydrophilic,
depending upon the applications [18.186, 187]. To-
day this approach is playing a key role in preparing
highly dispersed, oriented, and self-assembled fine to
nanocrystals. Figure 18.41 shows the new chemical ap-
proach for preparation of precursors. Using such an
approach a wide range of advanced materials such as the
PZT family of ceramics, ferrites, phosphates, sulfides,
oxides, hydroxyapatites, etc., as well as composites
have been prepared as fine crystals for technological ap-
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plications with preferred morphology such as whiskers,
rods, needles, plates, spheres, etc., depending upon their
application. This precursor-based chemical approach to
hydrothermal synthesis has made tremendous progress
in recent years and has also drastically reduced the tem-
perature and pressure conditions required for crystal
growth.

Riman and group have done extensive work on intel-
ligent engineering of fine crystals of the PZT family and
HA based on the thermodynamic modeling approach,
and also calculated their crystallization kinetics in de-
tail. Such studies not only helped in the hydrothermal
synthesis of these fine crystals, but also in controlling
their precise shape and size as per application require-
ments. Figures 18.42 and 18.43 show designer fine
crystals of PZT, LiMn2O4, HA, etc., prepared under
hydrothermal conditions.

The majority of the PZT systems incorporate intol-
erable amounts of alkaline metals, which are introduced
in the form of mineralizers. In recent years organic min-
eralizers have become popular with a large number of
workers. For example, Riman and group have found
that tetramethylammonium hydroxide [N(CH3)4OH]
is a favorable substitute for alkaline metal hydrox-
ide mineralizer in producing phase-pure PZT [18.89].
Phase-pure MeTiO3 (Me = Ca, Sr, Ba) can be obtained
at input molalities of Ba, Sr, and Ca greater than
7 × 10−5, 10−6, and 5 × 10−5 M respectively. Otherwise,
the relative location of the 99.995% yield regions for
the three titanates will be similar to the pattern noted
in the stability diagrams. In concentrated solutions, the
consumption of OH− ions is caused by the predominant

5 µm 5 µm

1µm 2 µm

a) b)

c) d)

Fig. 18.42a–d Hydrothermally synthesized fine crystals: (a) PZT;
(b) LiMn2O4; (c) PbTiO3; (d) BaTiO3 (courtesy of Prof. Richard
E. Riman)

20 µm

Fig. 18.43 SEM photograph of HAp crystals (courtesy of
Dr. W. Suchanek)

reaction

Me2+ +TiO2 +2OH− → MeTiO3 +H2O .

Such an approach to understand the crystallization
mechanism of the PZT family of crystals has been made
by several workers and there are many commercial pro-
ducers of these ceramic crystals, especially in the USA,
Japan, and Europe.

Gersten has extensively reviewed the processing
parameters for the synthesis of fine ferroelectric per-
ovskite crystals by the hydrothermal method [18.49].
Accordingly, the first step in the growth of these fine
particles is thermodynamic verification of the correct
processing conditions for the reaction of the desired
product. The chemical purity of the precursors should
be high, and the pH adjusters or other additives should
be decomposable at the calcination temperature. The
supersaturation is influenced by the initial reagent
concentration, pH, experimental temperature, stirring
rate, type of mineralizer, and time. An increase in
the supersaturation will result in a decrease in crystal
size.

In recent years interest in fine HA crystals with de-
sired size and shape has resulted in a rapid increase in
the number of publications on HAp. Starting chemi-
cals such as H3PO4, Ca(OH)2, and lactic acid or other
solvents are taken in a Teflon beaker, inserted into an au-
toclave, and hydrothermally treated in the temperature
range 150–200 ◦C for a few hours under autogenous
pressure. The molar ratios of solvent/Ca and Ca/P are
adjusted appropriately to get the desired phase of cal-
cium phosphate. The morphology of the resultant HA
can be controlled through the initial precursors and their
ratios, besides the experimental temperature and dura-
tion. Even stirring influences the morphology of the
crystals. For example, the diameter of the grains in-
creases with increasing Ca/P molar ratio in the starting
solution and is generally larger for high lactic acid/Ca
molar ratios. The aspect ratio of HAp crystals is in the

Part
C

1
8
.5



Hydrothermal Growth of Polyscale Crystals 18.6 Hydrothermal Growth of Nanocrystals 637

range of 5–20. It decreases with increasing Ca/P ratio
and is lower in the case of high lactic acid/Ca ratios.
When the lactic acid/Ca and Ca/P starting ratios are
low, crystals have the shape of whiskers, whereas in
other cases large, elongated grains form [18.188].

There is a steady flow of publications relating to the
growth of fine crystals of oxides, silicates, vanadates,
phosphates, tungstates, titanates, etc., for various ap-
plications. The interesting aspect of their growth is the

adaptability of the hydrothermal technique for all these
compounds, which can be synthesized through sponta-
neous nucleation without many complications as in the
case of bulk crystal growth. The reaction mixtures can
be stirred at different rates and the crystals can also
be produced continuously with the use of a flow re-
actor. There are many publications related to the use
of flow reactors for continuous production of such fine
crystals [18.97, 98].

18.6 Hydrothermal Growth of Nanocrystals

The hydrothermal technique is becoming one of the
most important tools to synthesize nanocrystals for
a wide variety of technological applications such as
electronics, optoelectronics, catalysis, ceramics, mag-
netic data storage, biomedicine, biophotonics, etc. On
the whole 21st century hydrothermal technology is
more inclined towards nanotechnology owing to its
advantages in obtaining high-quality, monodispersed,
homogeneous nanocrystals with controlled size and
shape, as well as the lower-PT conditions of the synthe-
sis, simple apparatus, shorter duration, and lower cost
of production. The most important advantage is that
nanocrystals with desired physicochemical characteris-
tics can be prepared, and desired surface charge can be
introduced onto the nanocrystals in situ with the help of
surface modifiers, capping agents, etc.

Hundreds of types of nanocrystals have been
synthesized using hydrothermal technique, with over
10 000 publications in the last 8 years. The number of
publications is increasing year by year and covers all
groups of advanced materials such as metals, metal
oxides, semiconductors including II–VI and III–V
compounds, silicates, sulfides, hydroxides, tungstates,
titanates, carbon, zeolites, etc. It is not possible to
discuss the synthesis of all these nanocrystals using hy-
drothermal technology. Instead, the synthesis of some
representative and technologically important nanocrys-
tals will be discussed.

In recent years noble-metal particles (such as Au,
Ag, Pt, etc.), magnetic metals (such as Co, Ni, and Fe),
metal alloys (such as FePt, CoPt), multilayers (such as
Cu/Co, Co/Pt), etc. have attracted the attention of re-
searchers owing to their new interesting fundamental
properties and potential applications as advanced ma-
terials with electronic, magnetic, optical, thermal, and
catalytic properties [18.189–192]. The intrinsic prop-
erties of noble-metal nanoparticles strongly depend

upon their morphology and structure. The synthesis and
study of these metals have implications for the funda-
mental study of the crystal growth process and shape
control. The majority of the nanostructures of these
metal alloys and multilayers form under conditions far
from equilibrium [18.193]. Among these metals, alloys,
and multilayers, shape anisotropy exhibits interesting
properties. Both the hydrothermal and hydrothermal su-
percritical water techniques have been extensively used
in the preparation of these nanoparticles.

The synthesis of metal oxide nanocrystals under
hydrothermal conditions is important because of its ad-
vantages in the preparation of highly monodispersed
nanocrystals with control over size and morphology.
There are thousands of reports in the literature, which
also include a vast number of publications on super-
critical water (SCW) technology for the preparation
of metal oxides. The most popular among these metal
oxides are TiO2, ZnO, CeO2, ZrO2, CuO, Al2O3,
Dy2O3, In2O3, Co3O4, NiO, etc. Metal oxide nanocrys-
tals are of practical interest in a variety of applications,
including high-density information storage, magnetic
resonance imaging, targeted drug delivery, bio-imaging,
cancer therapy, hyperthermia, neutron capture therapy,
photocatalytic, luminescent, electronic, catalytic, op-
tical, etc. The majority of these applications require
nanocrystals of predetermined size and narrow size dis-
tribution with high dispersibility. Hence, a great variety
of modifications are used in the hydrothermal tech-
nique.

Al’myasheva et al. and Jiao et al. have reviewed
the hydrothermal synthesis of corundum nanocrystals
under hydrothermal conditions [18.194, 195]. A high
specific surface area corundum has been synthesized
through the conversion of diaspore to corundum un-
der hydrothermal conditions. This nanosized alumina
has great application potential. The authors were able
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to develop a new transitional alumina reaction se-
quence that gave rise to an intermediate alpha structure,
α′-Al2O3, with a very high surface area. Also they
have investigated the thermodynamic basis and equi-
librium relationships for the nanocrystalline phases.
Qian and his group has studied extensively low tem-
perature hydrothermal synthesis of a large variety of
metal oxides under hydrothermal and solvothermal
conditions [18.196]. Among the nanocrystals of the
metal oxides, TiO2 and ZnO occupy a unique place.
Since the preparation of ZnO has been discussed in
Chap. 19, only the synthesis of TiO2 nanocrystals is
discussed here. The synthesis of TiO2 is usually car-
ried out in small autoclaves of Morey type, provided
with Teflon liners. The conditions selected for the syn-
thesis of TiO2 particles are: T ≤ 200 ◦C, p < 100 bar.
Such pressure/temperature conditions facilitate the use
of autoclaves of simple design provided with Teflon
liners. The use of Teflon liners helps to obtain pure
and homogeneous TiO2 particles. Though the experi-
mental temperature is low (≈ 150 ◦C), TiO2 particles
with a high degree of crystallinity and desired size
and shape could be achieved through a systematic
understanding of the hydrothermal chemistry of the
media [18.197]. A variety of surfactants are used to
produce nanocrystals of the desired shape and size.
Figure 18.44 shows TiO2 nanocrystals obtained under
supercritical hydrothermal conditions (400 ◦C and pres-
sure 30 MPa) in the presence of hexaldehyde.

Adschiri and co-workers [18.198, 199] have worked
out in detail a continuous synthesis of fine metal ox-

50 nm

Fig. 18.44 TiO2 nanocrystals prepared at 400 ◦C and
30 MPa pressure using hexaldehyde as the surface modifier
(courtesy of Prof. T. Adschiri)

ide particles using supercritical water as the reaction
medium. They have shown that fine metal oxide par-
ticles are formed when a variety of metal nitrates are
contacted with supercritical water in a flow system.
They postulated that the fine particles were produced
because supercritical water causes the metal hydrox-
ides to rapidly dehydrate before significant growth takes
place. The two overall reactions that lead from metal
salts to metal oxides are hydrolysis and dehydration

M(NO3)2 + xH2O →M(OH)x + xHNO3 ,

M(OH)x →MOx/2 + 1
2 xH2O .

Processing in SCW increases the rate of dehydration
such that this step occurs while the particle size is small
and the reaction rate is less affected by diffusion through
the particle. Furthermore, the gas-like viscosity and
diffusivity of water in the critical region lead to a negli-
gible mass-transfer limitation. The net effect is that the
overall synthesis rate is very large. The high tempera-
ture also contributes to the high reaction rate. Several
metal oxides, including α-Fe2O3, Fe3O4, Co3O4, NiO,
ZrO2, CeO2, LiCoO2, α-NiFe2O4, Ce1−xZrxO2, etc.,
have been prepared by this technique.

Hydrothermal synthesis of sulfides of various di-
valent, trivalent, and pentavalent metals constitutes an
important group of materials for a variety of technologi-
cal applications. They popularly form II–VI, III–VI, and
V–VI group semiconductors, which are being studied
extensively with respect to their different morpholo-
gies and particle size, which in turn greatly influence
their properties. There are several hundred reports on
these sulfides, such as CdS, PbS, ZnS, CuS, NiS, NiS2,
NiS7, Bi2S3, AgIn5S8, MoS, FeS2, InS, and Ag2S, pre-
pared through hydrothermal or solvothermal routes with
or without capping agents/surfactants/additives to alter
their morphologies and sizes as desired.

Among II–VI group semiconductor nanocrystals,
AX (A = Cd, Pb, Zn, X = S, Se, Te), CdS is an im-
portant one. These AX nanocrystals have important
applications in solar cells, light-emitting diodes, non-
linear optical materials, optoelectronic and electronic
devices, biological labeling, thermoelectric coolers,
thermoelectronic and optical recording materials, etc.
Furthermore, these compounds can exhibit varying
structures such as zincblende, wurtzite, halite, etc. Sev-
eral papers have been published recently reporting
the synthesis of chalcogenides by the hydrothermal
method [18.200–203]. On the whole, for crystallization
of sulfides, nonaqueous solvents are found to be more
favorable, also in terms of decreasing the PT conditions
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b)a)

d)c)

0.0672 nm

[0001]

Fig. 18.45a–d TEM and SEM images of CdS products ob-
tained at 180 ◦C for 5 h in mixed solvents with different
volume ratios: (a) 5% ethylene, TEM image with SEM im-
age as inset; (b) 15%, TEM image with SEM image as
inset; (c) 65%, TEM image; (d) 100%, SEM image with the
upper right inset showing a magnified picture of the hexag-
onal ends of the long rods, and the lower left inset showing
the high-resolution TEM (HRTEM) image of a nanorod.
The scale bars in the TEM and SEM images all repre-
sent 100 nm. The scale bar in the HRTEM image is 5 nm
(courtesy of Prof. Yan Li)

required for crystallization. Qian’s group has reported
the hydrothermal synthesis (using nonaqueous solvents)
of nanocrystalline CdS in some coordinating solvents
such as ethylenediamine and pyridine [18.204–206]. Li
et al. have used thioacetamide as the sulfide source, as it
easily releases sulfide ions, a process which is beneficial
for lowering the reaction temperature and shortening
the reaction period [18.207]. The hydrothermal route is
more popular than all the other methods reported in the
literature because of the lower temperature, shorter du-
ration, and control over the size and morphology. The
experiments are usually carried out in the temperature
range 150–200 ◦C. Figure 18.45 shows transmission
electron microscopy (TEM) and scanning electron mi-
croscopy (SEM) images of CdS nanocrystals.

The synthesis of various carbon polymorphs such as
graphite, diamond or diamond-like carbon, fullerenes,
etc., has attracted considerable interest for a long time
because of their importance in science and technology.

There are uncertainties about the phase stabilities of
these polymorphs, as some of them do not find a place
in the carbon pressure–temperature (PT) diagram and
are also known for their contrasting physical proper-
ties. The exact physicochemical phenomena responsible
for their formation are yet to be understood. Attempts
to synthesize these forms under various conditions and
with various techniques, sometimes even violating ther-
modynamic principles, have met with a fair amount
of success. The stabilities of graphite and diamond
in nature were mainly controlled by p–T– fO2 in the
C–O–H system [18.208–211]. The role of C–O–H flu-
ids [18.212, 213], as well as the hydrothermal and
organic origin of these polymorphs, especially with ref-
erence to diamond genesis, prompted material scientists
to explore the possibility of synthesizing them at fairly
low-pressure/temperature conditions. The hydrothermal
technique is highly promising for reactions involving
volatiles, as they attain the supercritical fluid state, and
supercritical fluids are known for their greater ability
to dissolve nonvolatile solids [18.214]. Silicon carbide
powder has been used for the synthesis of carbon poly-
morphs [18.215, 216], and Gogotsi et al. [18.217] have
reported decomposition of silicon carbide in super-
critical water and discussed the formation of various
carbon polymorphs. Basavalingu et al. have explored
the possibilities of producing carbon polymorphs un-
der hydrothermal conditions through decomposition of
silicon carbide in the presence of organic compounds
instead of pure water [18.218]. The organic compounds
decompose into various C–O–H fluids; the main com-
ponents are CO, OH, CO2, and C1Hx radicals. It is very
well known that these fluids play a significant role in
creating a highly reducing environment in the system
and also assist in the dissociation of silicon carbide and
precipitation of the carbon phase. The study of solid
and gaseous inclusions in diamond also indicated the
C–O–H fluids as the source for nucleation and growth
of diamonds in nature [18.211].

Fig. 18.46 SEM images of diamond nanocrystals with
well-developed octahedral facets adhered to the inner walls
of the broken spherical particles (courtesy of K. Byrappa)
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b)a)
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Fig. 18.47a,b SEM images of LaPO4 and Nd:LaPO4. (a) LaPO4

synthesized at 120 ◦C for about 16 h; (b) LaPO4 synthesized at
120 ◦C for 30 h

The experiments were carried out in the pressure
temperature range of 200–300 MPa and 600–800 ◦C
using externally heated Roy–Tuttle test-tube-type au-
toclaves. Figure 18.46 shows SEM images of diamond
nanocrystals with well-developed octahedral facets ad-
hered to the inner walls of the broken spherical
particles.

Very recently, great efforts have been made to de-
velop new phosphor systems for white-LED, FED,
and programmed data processor (PDP) applications
based on rare-earth phosphate systems. Several authors
have reported the synthesis of rare-earth phosphate
compounds via different methods. However, the hy-
drothermal method has distinct advantages over the
other methods for the preparation of these rare-
earth orthophosphates as good-quality nanocrystals.
The present author’s laboratory has prepared LaPO4
and Nd3+-doped LaPO4 under hydrothermal condi-
tions. The effect of experimental temperature, solvents,
the ratio of the starting materials, stirring, and ex-
perimental duration has been studied in great detail
with respect to crystal size, morphology, and the crys-
tallinity of the resultant products in order to find the

optimum experimental conditions for preparation of
biophotonic materials. The experiments were carried
out using Teflon-lined Morey autoclaves, Tuttle–Roy
autoclaves, and stirred autoclaves. In a typical prepara-
tion, La2O3 and H3PO4 were taken in 1 : 1.2 molar ratio
in a beaker containing water (14 ml) to prepare LaPO4,
and Nd2O3 (1–6 mol %) was added for the preparation
of Nd3+:LaPO4. The pH of the solution was adjusted to
1.4–2 using ethanol. Usually the experimental duration
was from 12 to 16 h. Figure 18.47 shows nanocrystals of
rare-earth orthophosphates prepared under hydrother-
mal conditions.

There are hundreds of reports on the hydrothermal
preparation of nanocrystals for various applications:
to mention a few, the preparation of AlPO4, ferrites,
phosphors such as Eu:Y2Sn2O7, Nd:YAlO3, GaN, GaP,
Ga3P, vanadates, fluorides, carbonates, garnets, C3N4,
hydroxides, etc. using both hydrothermal and solvother-
mal routes [18.219–225]. On the whole, solvothermal
routes or the use of nonaqueous solutions is becoming
more popular even for ultra-high-melting compounds
such as GaN and diamond. Furthermore, the solvother-
mal route can minimize the entry of undesired carbonate
or hydroxyl molecules into the final compounds. Sim-
ilarly, the stoichiometry of the starting materials, and
in some cases the change in valency of the metals, can
be well controlled when using both the hydrothermal
and solvothermal routes. However, the experimenter
has to bear in mind that, though nonaqueous solvents
show very high reactivity, one has to understand the
exothermic and endothermic reactions taking place in-
side the autoclave, the pressure surge, and the release or
formation of highly dangerous components with high
volatility. If these things are checked in advance then
the method can be well suited to advanced nanomaterial
synthesis.

18.7 Concluding Remarks

The hydrothermal technique has evolved into one of
the most efficient methods to grow crystals of dif-
ferent size with desired properties. The importance
of the hydrothermal technique for the preparation of
highly strategic materials such as GaN and ZnO has
been realized in recent years. Numerical modeling
has contributed greatly to understand the hydrody-
namic conditions, which in turn assists in improving
the quality of the crystals without any macro- or mi-
crodefects even for an industrial-scale autoclave. The

recent progress in the thermodynamic modeling and
also the solution chemistry of the hydrothermal me-
dia has greatly contributed to the drastic reduction in
the PT conditions of the growth of crystals, even with
ultralow solubility and high melting temperature. The
generation of yield diagrams or stability field diagrams
helps in the intelligent engineering of the crystal growth
process, so that the yield is almost 100%, i. e., all the
solute is converted into the product without any loss
of the nutrient. The study of solubility in the success-
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ful growth of crystals under hydrothermal conditions
is essential, as is the kinetics of crystallization, which
helps greatly in enhancing the growth rate. The appli-
cation of additional energy such as microwave, sonar,
mechanochemical, electrochemistry, biomolecules, etc.
takes us into a different field of chemistry at the speed
of light, because of the increased growth kinetics. The
stirring of the precursor during the crystal growth un-
der hydrothermal conditions also contributes to the size
and shape of the crystals, especially in the case of fine
crystal growth. In recent years, organic molecules, cap-
ping agents, and surfactants have been extensively used
to introduce a desired surface charge to the crystal sur-
face, and also the properties of the crystal surface can
be altered to either hydrophobic or hydrophilic. Sim-
ilarly the crystal size and shape can be altered with
the help of such organic agents. This area of in situ
crystal growth process is fast growing and making the

hydrothermal technique into one of the most efficient
methods in crystal growth. However, our knowledge to-
day on the growth of crystals such as diamond, gallium
nitride, gallium berlinite, etc., is comparable to that of
quartz some 60 years ago. Therefore, a collective mul-
tidisciplinary approach is essential to understand the
hydrothermal technique in order to grow crystals of
desired shape, size, and properties. Knowledge on the
hydrothermal phase equilibrium is also essential and
has to be supported by thermodynamic modeling and
computation techniques. Although much of the recent
work on the hydrothermal growth of bulk crystals such
as quartz, gemstones, gallium nitride, etc., is treated as
classified, there is still enormous scope for the applica-
tion of this technique to grow crystals of technological
significance. The number of publications on this impor-
tant tool of materials processing is also increasing year
by year.

18.A Appendix

Table 18.10 List of the polycrystals prepared under hydrothermal conditions. Auts. = autogenous pressure

Compound Mineralizer(s) Temperature (◦C) Pressure (kbar) References

Native elements

Au, Ag, Pt, Co, Ni, NaOH, KOH, HCl, 400–600 > 0.60 [18.189–192]

Te, As, Bi, C HI, HBR [18.218, 226]

Se NaOH, KOH – – [18.227]

Cd NaOH, KOH – – [18.228]

Pb, Cu NaOH, KOH 450–550 > 0.05 [18.229]

Oxides

CuO, Cu2O NaOH, KOH 350–450 0.65–0.8 [18.230]

BeO NaOH, KOH 450–550 0.8 [18.231]

ZnO NaOH, KOH, NH4Cl 350–600 0.78–1.0 [18.232]

CdO NaOH, Na2CO3, 250–500 0.3–2.0 [18.233]

(NH4)2SO4

NiO NH4Cl 300 0.3 [18.234]

HgO NaOH 200–300 0.1 [18.235]

PbO LiOH 450 0.6 [18.236]

Al2O3, emerald NaOH, KOH, Na2CO3, 300–620 0.5–0.7 [18.27, 194, 195]

K2CO3

RE2O3 H2O > 500 0.2–0.9 [18.237]

In2O3 NaOH, NH4Cl 350–600 0.4–3.0 [18.238]

V2O3 NaOH 550–700 1.3 [18.239]

Sb2O3 KF, Na2CO3 460–600 1.0–1.5 [18.240]

Bi2O3 NaOH, KOH 360–600 0.4–1.2 [18.241]

Au2O3 Na2CO3 300 3.0 [18.242]
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Table 18.10 (continued)

Compound Mineralizer(s) Temperature (◦C) Pressure (kbar) References

Fe3O4 NaOH 350–405 0.75–0.8 [18.243]

MnO2 NaOH 450 0.75–0.8 [18.244]

TiO2 KF, NaF, NH4F, NaOH, 100–700 0.5–3.0 [18.197]

KOH

ZrO2, HfO2 NaF, KF, NH4F 520–690 1.0 [18.2, 34]

SnO2 NaOH, KOH 450–600 0.7 [18.245]

TeO2 HCl, HF, HI, HBr, HNO3 250–385 0.05–0.8 [18.246]

PbO2 NH4OH 230–290 0.5 [18.247]

CrO2 HCLO4, HIO4, NH4ClO4 350–400 2.0 [18.248]

SiO2, quartz NaOH+Na2CO3, 350–370 1.5 [18.35]

NaCl+KCl

Amethyst NH4F 210–450 – [18.167]

GeO2 NaOH, KOH 350 1.0 [18.249]

K2Te4O9 ·3H2O K3PO4 +H2O 380 – [18.250]

Y3Fe5O12 KOH 420 2.0 [18.251]

Y3Al5O12 K2CO3, Na2CO3, NaOH 350 2.0 [18.252]

ABi12O20 (A = Ti, Si, Ge) NaOH 500–570 1.5–2.0 [18.253]

NiFe2O3 NH4Cl 475 – [18.109]

Hydroxide

M(OH)2 (M = Be, Mg, NaOH, H2O) 100–550 0.6–4.0 [18.254]

Ca, Cd, Mn, Ni, Co

RE(OH)3 (RE = La−Gd, NaOH 350–450 0.6 [18.254]

Dy, Er, Yb)

M(OH)3 (M = Cr, In) NaOH 300–450 0.4–1.5 [18.254]

Al(OH)3 H2O < 150 0.04 [18.255]

MOOH, MOOD, In(OD)3 H2O, D2O 180–600 0.02–1.4 [18.256]

M = In, Cr, Gd, Sn

α-ScOOH, β-ScOOH H2O 162–350 0.006–0.17 [18.257]

Sr3Cr2(OH)12 H2O 150–200 – [18.258]

Malachite, azurite – – – [18.259]

Garnets

A3B2Si3O12 CaCl2, CdCl2, NH4Cl 400–900 0.4–30.0 [18.260, 261]

(A = Mn, Ca, Fe, Cd;

B = Al, Fe, In, V, Cr)

Silicates

Li2SiO3 LiOH 450 0.15 [18.262]

KHSiO2O5 KOH 300 – [18.263]

Al2SiO5 H2O 900 20.0 [18.264]

CaBSiO4(OOH) CaCl2 +HCl 300–400 0.3–0.35 [18.264]

Zn2SiO4 HCl 400–500 0.4 [18.265]

Zn2SiO4:Mn2+ Ethanol 220 Auts. [18.266]

R2Si2O7 H2O 700 2.5 [18.267]

(R = La−Lu, Sc, Y, Cd)

Na2Fe5TiSiO20 H2O 500–700 0.5 [18.268]

Na2R6Si6O24(OH)2 H2O 500–700 2.0 [18.269]

(R = La, Y)
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Table 18.10 (continued)

Compound Mineralizer(s) Temperature (◦C) Pressure (kbar) References

M4R6Si6O24(OH)2 H2O 500–700 2.0 [18.269]

(M = Ba, Ca, Sr, Pb, Mn;

R = La, Nd, Sm, Gd, Dy, Y)

MPbSiO4 (M = Mn, Fe, Co, Ni, H2O 300–500 2.0 [18.270]

Zn, Mg, Cd, Be)

MBe2Si2O7 (M = Ba, Sr, Pb) H2O 450–750 1.5–3.0 [18.271]

Na2Be2Si6O14 NaOH 400–600 1.5–3.0 [18.272]

Na2BeSi2O6 NaOH, H2O 400–600 – [18.272]

Ca2MgSi2O7 H2O 798 4.06 [18.273]

Na2TiZnSiO7 NaOH 350–550 > 3.0 [18.274]

Ba2TiSi2O8 Ba(OH)2 200–500 > 2.0 [18.275]

Li4Sn2Si12O30 LaOH 500–600 > 2.0 [18.276]

K2SnSi3O9 KOH 400–650 > 1.5 [18.277]

RbFeSi3O8 RbOH 480 1.6 [18.278]

K2CeSi6O15 KOH 450 2.0 [18.279]

K3NdSi6O15 KOH+K2CO3 400–600 2.0 [18.280]

K(Mn,Fe)2(Zn,Mn)3Si12O30 KOH+KCl 580–600 0.8 [18.281]

K2Mn2Zn2Si4O15 KOH+KCl+MnCl2 580–600 0.8 [18.282]

FeMgAl4Si2O10(OH)4 H2O 650 9.2 [18.283]

Na2MnZn(SiO3OH)2(OH)2 NaOH 450 > 0.5 [18.284]

Na4Fe10Ti2Si12O40 H2O 700 1.0 [18.285]

Na3CaMg2Si8O22(OH)2 Na2CO3 400–970 0.1–0.8 [18.286]

LiAlSi2O6 ·H2O H2O 300–350 2.0 [18.287]

Na8SnSi6O18 NaOH 600 1.0 [18.288]

K2ZrSi2O7 KOH 310 0.5–1.0 [18.289]

RERE′SiO5 NaOH+HCl 135–700 1.0 [18.290]

(RE = La, Ce, Pr, Sm)

K2ZrSi3O8 KOH 350–450 0.5 [18.291]

(Na2Ca)ZrSi3O9 ·H2O Na2CO3 350–530 – [18.292]

PbCa2Si3O9 H2O 350 2.0 [18.293]

KLi2AlSi4O10F2 H2O 400–670 2.0–5.0 [18.294]

K3Li3Al3Si6O20(F,OH)4 H2O 400–670 2.0–5.0 [18.295]

Sodalite

Mica KOH, K2CO3, KHCO3 – –

Na8Al6Si6O24(OH)2 ·nH2O NaOH 200–450 0.5 [18.296]

Na2MgSiO4 NaOH 700 3.0 [18.297]

Na4Zr2Si3O12 NaOH 600 3.0 [18.298]

NaAlSiO4, Na2Zn2Si2O7, NaOH, NaOH+Na2CO3 375–450 1.0–2.0 [18.299]

Na2ZnSi3O8, Na2ZnSiO4,

Na2Mn2Si2O7

Germanates

MGeO4 (M = Zr, Hf, U) H2O 150–300 1.0 [18.300]

Al2GeO5 H2O 400–700 0.5 [18.301]

Pb3GeO5 KOH 450–500 0.6–1.2 [18.302]

Sb2Ge2O7 KF 400–550 0.6–1.2 [18.303]

Sb4Ge3O12 K2CO3 450–550 0.6–1.2 [18.304]

Part
C

1
8
.A



644 Part C Solution Growth of Crystals

Table 18.10 (continued)

Compound Mineralizer(s) Temperature (◦C) Pressure (kbar) References

Bi4Ge3O12 NaOH 350–450 0.6–0.8 [18.305]

CaGeO3 H2O 150–450 0.8–1.8 [18.306]

SrGeO3 NaOH 300–600 > 1.0 [18.307]

Mg5GeO6(OH)2 H2O 470–570 > 0.3 [18.308]

Y2GeO6(OH,F)4 KF 450 1.5 [18.309]

Yb4Ge3O9(OH,F)4 KF 450 1.0 [18.310]

Er4Ge3O9(OH,F)4 CsF 450 0.6 [18.311]

M6Ge4O10(OH)4 H2O 180–500 0.1 [18.312]

(M = Na, Li, Rb, K, Cs)

Na2LaGe4(OH) NaOH 450 1.0 [18.313]

Na2TiGeO5, Na2Zn2TiGeO7 NaOH 400–550 [18.314]

Na3ZrHGe2O8 NaOH 500 1.2–2.0 [18.315]

Na2ZrGeO5, Na2ZrGe2O7, NaOH 450–500 1.0 [18.316]

Na4Zr2Ge3O12, Na2BeSiO2

KAlGe2O6, NaFeGe2O6 KOH, NaOH 450 1.0 [18.317]

NaAlGe3O9 H2O 800 10.0 [18.318]

AgAlGe3O8 H2O+O2 600 1.5 [18.319]

TiAlGe3O8 H2O 1000 2.5 [18.319]

MAlGe3O8 (M = Li, Na, K, H2O 800–900 13.0–25.0 [18.319]

Rb, Cs)

Na6Sn4Ge5O20(OH)2 450 1.0 [18.320]

Na2SnGe2O6(OH)2 450 0.5 [18.321]

Na3REGe2O7 (RE = La, Nd, Eu) 800 1.5 [18.322]

Y7Ge2O12(F,OH)5, KF, CsOH, RbOH, NaOH 450–500 1.5–2.0 [18.323]

Sm4Ge3O9(OH)6,

Y4GeO6(OH,F)4,

Nd4GeO8, Yb2Ge2O7,

RE3GeO5(OH)3

(RE = Gd, Sm, Dy, Er)

Phosphates

AlPO4 H3PO4, H2SO4, HCl, 150–300 0.03–0.2 [18.324]

HCOOH

ABO4 (A = Fe, Bi, Mn, Cr, NaOH, H3PO4 200–900 0.03–50.0 [18.325, 326]

Al, B; B = P, V, As)

Ce(HPO4)2 ·33H2O H3PO4 160 – [18.327]

CuTi2(PO4)3 H3PO4 500 3.0 [18.328]

RbNbOPO4 H3PO4 600 1.8 [18.329]

Cu3(PO4)2 ·H2O H3PO4 +H2O 220 – [18.330]

NH4Zr2(PO4)3 NH4Cl 250–300 0.1 [18.331]

(H3O)Zr2(PO4)3 H2O 200 < 0.1 [18.332]

KMnO2 ·O(PO4)(H3PO4) H2O 400 3.0 [18.333]

NdP5O14, TmP5O14 H3PO4, HCl+H3PO4 240–300 0.05–0.1 [18.334]

MREP4O12 (M = Le, Na, K, H3PO4 300–500 0.1–0.5 [18.335]

Rb, Cs; RE = La–Nd)

(Na2/3Zr1/3)2P2O7 H3PO4 +HCl 250 < 0.01 [18.336]

Na2H3Al(P2O7)2 H3PO4 200–250 0.01 [18.337]
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Table 18.10 (continued)

Compound Mineralizer(s) Temperature (◦C) Pressure (kbar) References

NaHMP2O7 (M = Ni, Co) H3PO4 200–250 0.01 [18.338]

KH2MoPO7 H3PO4 180 < 0.01 [18.339]

NaH2(MoO)2(PO4)3 · 1
2 H2O H3PO4 600 1.8 [18.340]

KTP K2HPO4 +KPO3 425–600 10 kpsi [18.53]

Vanadates

TMAV3O7, TMAV4O10 TMAOH, LiOH 200 Auts. [18.174, 341–343]

TMAV8O10 – –

LixV2−δO4−δ – –

R:MVO4 (R = Nd, Er, Eu; – –

M = Y, Gd)

γ -LiV2O5 – –

Borates

Zn4B6O12 NaOH 500 2.4 [18.344]

Li2B4O7 HCl 250 0.12 [18.345]

Li3B5O8(OH)2 – – – [18.346]

REBO3 1.4 Butanediol 315 Auts. [18.347]

(RE = Sm, Er, Gd, Eu, Tm, Yb)

LiBO2, LiZnBO3 NaOH, KOH > 300 1.0 [18.344]

LiH2B5O9 HCOOH > 240 0.01 [18.348]

Carbonates

MCO3 (M = Ca, Mg, Sr, Ba) NH4Cl, LiCl, H2CO3, 200–450 0.6–0.8 [18.139]

HNO3

Chalcogenides

Cu9S5, Ag2S 180–343 0.01–0.15 [18.349]

Cu2S 312 0.01 [18.350]

α-MnS Thiourea, benzene 100–200 – [18.351]

PbS Toluene 220 Auts. [18.352]

MoS2 C2H4NS+NH3 160–195 Auts. [18.353]

Ag2Se 180–343 0.01–0.5 [18.354]

MSe (M = Zn, Cd, Hg, Co, Pb) 180–500 0.01–1.5 [18.355]

MTe (M = Zn, Cd, Pb, Hg, Co) 180–400 0.05–2.0 [18.356]

MS (M = Cu, Zn, Hg, Pb, Fe, 190–640 0.05–2.0 [18.357]

Cd, Mn, Co, Ni)

Bi2Se, Sb2Se 180–343 0.01–1.4 [18.355]

Sb2Si3, In2Si3, Bi2S3 180–343 0.01–0.15 [18.358]

Bi2Fe3Sb2Te3 180–343 0.01–0.15 [18.359]

AgMS2 (M = Bi, Ga, In, Sb, Be) 180–343 0.01–0.15 [18.358]

CuMS2 (M = Ga, In, Fe) – –

Cu8MS6, M = Ge, Sb 312 0.1 [18.350]

CuInTe2 265–343 0.05–0.15 [18.360]

Cu6ZnAs2S7, Cu6FeAs2S7 180–343 0.01–0.05 [18.361]

AX (A = Cd, Pb, Zn, In; Ethylenediamine 150–200 Auts. [18.204–206]

X = S, Se, Te)

Titanates

PbTiO3, PbTi3O7, PbZrO3 KF 450–700 0.8–3.0 [18.362]

MTiO3 NaOH, KOH, KF 200–700 0.3–2.0

(M = Ca, Co, Mn, Ba, Sr)
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Table 18.10 (continued)

Compound Mineralizer(s) Temperature (◦C) Pressure (kbar) References

Na2Ti2O5, Na2Ti6O13, NaOH, HCl, HCOOH 200–500 0.08–3.0 [18.363, 364]

Na2Ti3O7, Na2Ti3O7 ·H2O

Molybdates

MMoO4 (M = Cd, Sr, Pb, Ba) NH4Cl, NaOH, KOH 350–500 – [18.365]

KLn(MoO4)2 (Ln = La−Yb) K2MoO4 525–600 – [18.366]

K5Ln(MoO4) (Ln = La−Yb) – –

Ln2MoO6 (Ln = Pr−Er) – –

Tunstates

MWO4 (M = Ba, Sr, Cd) NH4Cl 450 – [18.365]

Li2Fe(WO4)2 LiCl+Na2WO4 575–600 1.0–1.5 [18.367]

MLn(WO4)2 LiCl, KCl, NH4Cl 400–720 1.2–1.7 [18.368, 369]

LnWO4 ·OH (M = Li, Na, K, LiCl+NH4Cl – – [18.366]

NH4; Ln = Ce, Pr, Nd)

Niobates, tantalates, arsenates, gallates, etc.

ABO4 (A = Al, Fe, Ga, B, Bi; NaOH, NaF, KF, HBr, HI > 500 2.0 [18.370]

B = P, V, As)

LiNbO3 LiOH 650 2.0 [18.371]

LiGaO2 NaOH 360–420 – [18.372]

Gd3Ga5O12 NaOH, Na2CO3, K2CO3 350–605 1.5 [18.252]

Potassium titanyl arsenate (KTA) KOH 590 1.8 [18.373]

Chlorides, bromides, fluorides

Fe6O11Cl2, TeOCl2, CuBr, HCl, HBr, HI 100–200 0.1 [18.370]

PbBr,

AREF4, AREF6, A2REF5 KF, H2O 450–500 Auts. [18.374]

(A = Li, Na, K, Rb, Cs;

RE = Nd, Sm, Eu, Gd, Tb, Yb,

Ho, Y)

Nitrides

AlN, GaN, InN Toluene, THF, 265–290 Auts.

trioctylamine

NH3 +NH4Cl, 360–550 1.4 [18.375, 376]

NH3 +NH4Br,

NH3 +NH4I,

(or admixture of all)

Miscellaneous

α-ZrP H3PO4, H2O 120–280 Auts. [18.377]

β-TiP H3PO4 300 Auts. [18.378]
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Hydrothermal19. Hydrothermal and Ammonothermal Growth
of ZnO and GaN

Michael J. Callahan, Qi-Sheng Chen

Zinc oxide (ZnO) and gallium nitride (GaN) are
wide-bandgap semiconductors with a wide array
of applications in optoelectronic and electron-
ics. The lack of low-cost, low-defect ZnO and GaN
substrates has slowed development and ham-
pered performance of devices based on these
two materials. Their anisotropic crystal structure
allows the polar solvents, water and ammo-
nia, to dissolve and crystallize ZnO and GaN at
high pressure. Applying the techniques used for
hydrothermal production of industrial single-
crystal quartz to ZnO and GaN opens a pathway
for the inexpensive growth of relatively larger
crystals that can be processed into semicon-
ductor wafers. This chapter will focus on the
specifics of the hydrothermal growth of ZnO and
the ammonothermal growth of GaN, empha-
sizing requirements for industrial scale growth
of large crystals. Phase stability and solubility
of hydrothermal ZnO and ammonothermal GaN
is covered. Modeling of thermal and fluid flow
gradients is discussed and simulations of ther-
mal and temperature profiles in research-grade
pressure systems are shown. Growth kinet-
ics for ZnO and GaN respectively are reviewed
with special interest in the effects of crystalline
anisotropy on thermodynamics and kinetics. Fi-
nally, the incorporation of dopants and impurities
in ZnO and GaN and how their incorporation
modifies electrical and optical properties are
discussed.
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Gallium nitride (GaN) and zinc oxide (ZnO) are emerg-
ing semiconductor materials that will have an enormous
impact in electronics and optoelectronics. GaN and
ZnO both have the anisotropic wurtzite crystal struc-
ture (space group P63mc) as their thermodynamically
stable phase. This anisotropy, along with a large ionic
component in their chemical bonds, accounts for the
high spontaneous and piezoelectric polarization found
in both GaN and ZnO [19.1]. GaN and ZnO also have
large saturation velocities, high mobilities, large radi-
ation resistance, nonlinear optical properties, and are
chemically and thermally robust. They both have di-
rect bandgaps in the ultraviolet (UV) region (GaN,
Eg = 3.42 eV at 300 K; ZnO, Eg = 3.37 eV at 300 K)
and have the ability to form direct-bandgap alloys for
the fabrication of quantum wells (AlN and InN with
GaN and MgO and CdO with ZnO) [19.2–5].

Devices based on the GaN [19.2, 3] and ZnO
[19.4, 5] material systems are currently or will be pro-
duced in the future for a myriad of applications includ-
ing solid-state lighting, power electronics, high-power
radio-frequency (RF) monolithic microwave integrated
circuit (MMIC) arrays, terahertz detection, high-density
optical storage, and UV–infrared (IR) detection. GaN-
devices have seen rapid development in the last 10 years
due to the overcoming of major technological hurdles
in the early 1990s [19.6]. A multibillion-dollar market
now exists for GaN green–violet light-emitting diodes
(LEDs) and the overall GaN-device market is forecasted
to increase by the tens of billions of dollars in the next
several decades. GaN-based blue and violet laser diodes
are in high demand for high-definition digital versa-
tile disk (DVD) drives. ZnO-based devices have not
seen penetration into the semiconductor marketplace
because of its own set of technical hurdles yet to be
overcome (P-doping, contacts, low-defect active layers,
etc.) [19.7], but an intense research and development
effort for commercial ZnO-based devices is currently
progressing.

Semiconductor devices have typically been manu-
factured on native substrates that have nearly identical
crystalline structure to the active device layers manufac-
tured on them. Semiconductor substrates are normally
cut from large single boules that have been grown
by melt techniques, with variations of the Czochral-
ski and Bridgman growth methods being the most
common [19.8]. The melt techniques are generally pre-
ferred over vapor or solution methods for the growth of
large single crystals, owing to the higher growth rates,
which allow for lower costs and rapid scaling of boule
diameters.

There is an important class of semiconductor mater-
ials where growth of large single crystals is problematic.
These materials have different and in many cases
superior electrical, optical, and structural properties
compared with traditional semiconductors such as Si.
ZnO and the group III nitrides: AlN, GaN, and InN are
in this class of semiconductors, which also include SiC
and diamond. The reactivity of molten ZnO and the rel-
atively high oxygen overpressure (≈ 50 atm) required
to melt ZnO makes the melt growth of large single-
crystal ZnO boules difficult [19.9]. GaN also cannot be
grown by traditional melt techniques due to the extreme
pressures and temperatures required to prevent the dis-
association of GaN to form molten GaN [19.10]. In fact,
all of the group III nitrides decompose into their cor-
responding group III metal and N2 well before their
melting points when heated at atmospheric pressure.

Techniques for growing nitride thin films on Si,
sapphire (Al2O3), and silicon carbide (SiC) substrates
were developed in the 1980s and 1990s due to the
lack of GaN substrates [19.6]. GaN thin-film growth on
nonnative substrates such as sapphire produces a large
number of threading dislocations and other defects
caused by the large lattice and thermal expansion mis-
match between GaN and the nonnative substrate. These
defects are deleterious to device reliability and per-
formance. Low-cost commercial GaN substrates would
enable enhanced performance, increased yields, and
allow rapid market penetration of nitride-based de-
vices. Therefore, there has been a considerable amount
of research in producing GaN wafers grown by non-
molten techniques. The most widely developed is the
hydride vapor-phase epitaxy (HVPE) technique. Sev-
eral research institutes have demonstrated GaN-based
devices, processed on HVPE GaN wafers with im-
proved device metrics compared with nitride devices
fabricated on SiC and sapphire wafers. Although an
improvement over heteroepitaxy, GaN HVPE wafers
are inferior in structural quality compared with Si or
GaAs wafers. GaN-based laser diodes manufactured
on HVPE GaN substrates have extremely low yields
and reduced performance compared with the red diodes
grown on low-defect GaAs substrates. HVPE GaN sub-
strates are available only in limited quantities and are
extremely expensive. Several other techniques such as
high-pressure Ga flux and alkali fluxes have been inves-
tigated for the growth of large GaN crystals but have
not produced the scale and quality that is required for
high-volume low-cost GaN semiconductor wafers.

Large zinc oxide single crystals were first produced
in the 1960s due to the interest in using single-crystal
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ZnO for piezoelectric transducers and surface acous-
tical wave (SAW) devices. Renewed interest arose
because of ZnO’s potential as an isostructural, nearly
lattice-matched substrate for group III nitride semi-
conductor device structures. Advances in fabricating
ZnO and ZnMgO quantum wells on sapphire that ex-
hibit strong optically stimulated UV emissions have
further driven demand for development of ZnO sub-
strates [19.11]. Zinc oxide boules up to 2 inch in
diameter and 1 cm thick have been grown by vapor-
phase transport [19.12], and melt-grown wafers of 2 in
diameter are now also available [19.9]. Both processes
typically yield wafers with dislocation densities of
104 –105 cm−2. Recently, the most promising method
for the growth of inexpensive, large, low-defect ZnO
boules is the hydrothermal method [19.13].

The similarity of water and ammonia as polar sol-
vents allows GaN crystals to be grown in ammonia
solvents (ammonothermal growth) similar to the hy-
drothermal growth of oxides crystals in high-pressure

water solutions. Large quantities of low-cost ZnO and
GaN wafers could theoretically be manufactured by
applying the same scaling techniques used for quartz
growth to the hydrothermal growth of ZnO and am-
monothermal growth of GaN.

This chapter will focus on the specifics of hy-
drothermal growth of large single crystals of zinc oxide
(ZnO) and ammonothermal growth of gallium nitride
(GaN). Ammonia and water will be compared as sol-
vents and a brief overview of the temperature gradient
method, which is the predominant technique employed
for large-scale hydrothermal growth of single crystals,
will be presented. Phase stability, adequate solubility,
and optimization of thermal and fluid flow gradients
in hydrothermal systems through modeling and sim-
ulation will be reviewed. Finally, growth kinetics for
hydrothermal ZnO and ammonothermal GaN and how
the incorporation of dopants and impurities influence
the electrical and optical properties on these two impor-
tant semiconductor materials will be discussed.

19.1 Overview of Hydrothermal and Ammonothermal Growth
of Large Crystals

19.1.1 Comparison of Ammonia
and Water as Solvents

Water’s abundance, low toxicity, high purity, liquid
phase at room temperature and atmospheric pres-
sure, high dielectric constant, and its amphoteric
properties make it the most widely used solvent.
Several large crystals have been grown in water at
ambient conditions such as aluminum potassium sul-
fate (ALUM) and potassium dihydrogen phosphate
(KDP), but many compounds need higher tempera-
tures to obtain the high solubility and kinetics for
the growth of large crystals. Hundreds of different
crystalline compounds have been grown by the hy-
drothermal technique, but only quartz crystals have
been produced in the size and quantities that are
required for semiconductor substrates. Ammonia is
the most common anhydrous solvent because of
the many similarities with water, as shown in Ta-
ble 19.1. Ammonia is readily available, with 109 000
metric tons produced worldwide in 2004 [19.14].
Costs for ultrahigh-purity anhydrous ammonia have
been driven down due to its use in the synthe-
sis of Si2N3 during complementary metal–oxide–
semiconductor (CMOS) processing, and in the produc-
tion of GaN LEDs.

Like water, ammonia is a polar molecule. Polar
molecules have a nonuniform or anisotropic structure
that causes positive and negative charges to form in
opposite parts of the molecule. The old alchemist’s

Table 19.1 Physical properties of ammonia and water

Property Ammonia Water
Boiling point (◦C) −33.4 100

Freezing point (◦C) −77.7 0

Critical temperature (◦C) 132.5 374.2
Critical pressure (bar) 113 221

Density (g cm−3) 0.68 (−33 ◦C) 0.96 (100 ◦C)

Ionic product ≈ 10−29 10−14

Heat of vaporization 5.58 9.72

(kcal/mol)
Heat of fusion 1.35 2.0

(kcal/mol)

Viscosity of liquid 0.135 0.891

at 25 ◦C (cP)
Dielectric constant 22 (−33 ◦C) 80 (0 ◦C)

Dipole moment (D) 1.46 1.84

Polarizability 2.25 1.49

(cm3) (×1024)

Specific conductance 4 × 10−10 4 × 10−8

(Ω−1cm−1) (−15 ◦C)
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adage: similia similibus solvuntur (i.e., like dissolves
like), a basic rule of solution growth, holds for polar
solvents, which tend to dissolve ionic and polar solids.
Ammonia has a lower, but still relatively high, dielec-
tric constant and lower dipole moment than water (the
dielectric constant and dipole moment are measures of
the degree of polarization of a molecule), and there-
fore has less ability to dissolve highly ionic compounds
than water, but a greater ability to dissolve organic
molecules. Thus, ammonia-based solutions have been
used predominately for chemical synthesis of fertilizers,
pharmaceutical products, and plastics. Water and am-
monia are also both protic solvents, which means they
can donate a hydrogen bond to a solvated compound.
Ammonia has a slightly higher proton affinity than that
of water, and thus is a more basic solvent than water and
enhances the acidity of many compounds. Table 19.1
lists some of the physical properties of ammonia and
water.

Byrappa and Yoshimura define hydrothermal growth
as [19.15]

any heterogeneous chemical reaction in the pres-
ence of a solvent (whether aqueous or nonaqueous)
above room temperature at a pressure greater than
1 atm in a closed system.

The term solvothermal growth has also been used
generically when discussing both aqueous and nonaque-
ous solvents at above ambient conditions, but recently
has been used more specifically when discussing the use
of organic solvents at above ambient temperatures and
pressures. The term hydrothermal is more commonly
used when discussing aqueous (water-based) solvents,
and the term ammonothermal has been recently adopted
for discussing ammoniated (ammonia-based) solvents.
Here we will define hydrothermal and ammonother-
mal as subclasses of the generic term of solvothermal
growth as shown in Fig. 19.1 to avoid confusion while
discussing differences and similarities of aqueous and
ammoniated solvents.

Solvothermal growth
(growth in any solvent

above ambient conditions)

Ammonothermal
(ammoniated solvents)

Hydrothermal
(aqueous solvents)

Glycothermal
(glycerinated solvents)

Fig. 19.1 Several subclasses of solvothermal growth

Solvothermal crystal growth offers several advan-
tages over better known methods such as melt growth.
Solvothermal growth is a low-temperature process,
which often makes possible the growth of materials that
are difficult or impossible to melt, or materials which,
on solidifying from a melt and cooling down, would un-
dergo phase changes (because of such changes, α-quartz
cannot be grown from the melt). Low-temperature
solvothermal growth can also minimize or eliminate the
incidence of temperature-induced point defects, as illus-
trated by the hydrothermal growth of Bi12SiO20 [19.16],
and can produce large amounts of material by simul-
taneous growth on multiple seeds (over 4000 kg of
single-crystal quartz has been produced in a single
run [19.15]). Only a small amount of user intervention
and monitoring is required during growth because of
the extremely uniform temperature gradients that can be
maintained and the absence of moving parts. Some dis-
advantages of solvothermal growth are the low growth
rates and initial capital equipment costs, but these are
offset by the ability to grow multiple crystals in a single
run and the extended lifetimes of the autoclaves.

The autoclaves are made out of high-strength steels
or special alloys. The vessel must be corrosion resistant
and able to withstand the temperature and pressure re-
quirements for long periods of time. Corrosive solutions
employing concentrated acids and bases are sometimes
required to increase the solubility to obtain accept-
able growth rates. Therefore, to protect the autoclave,
a noble-metal liner (e.g., silver, gold, platinum or Teflon
depending upon the pressure and temperature (PT) con-
ditions and the solvent medium) is used in this case. Su-
perstrong high-content-nickel alloy autoclaves are used
for ammonothermal growth of GaN due to the higher
temperatures and pressures required for the growth of
large crystals of GaN. These autoclaves currently have
small volumes, but should be easily scalable to larger
sizes, albeit at greater expense than current industrial-
scale autoclaves. Four centimeter-diameter autoclaves
have recently been used to grow GaN crystals [19.17].

Additional tasks must be preformed when ammo-
nia is being used as a high-pressure solvent. Ammonia,
which is a vapor at ambient temperatures and pressures,
can be condensed at room temperature and atmospheric
pressure into an autoclave immersed in a chilled alco-
hol bath, pumped into an autoclave using high-pressure
pumps, or chilled and poured into an autoclave. Precau-
tions have to be taken, such as the use of glove boxes
and vacuum apparatus, for any reactants or products that
are air or moisture sensitive, e.g., alkali metals and their
amides and azides used as mineralizers. Ammonia is
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also toxic, so autoclaves with internal volumes greater
than 50 cm3 should be run inside chemical exhaust cab-
inets in case of a seal leak or rupture. There are several
publications that cover specific details of the apparatus
and autoclaves used in both hydrothermal [19.15, 18]
and ammonothermal reactions [19.19, 20].

19.1.2 Growth of Large Crystals
by the Transport Growth Model

Solvothermal growth is typically performed for two rea-
sons:

1. The desired material is not thermodynamically fa-
vorable at ambient conditions;

2. The kinetics is such that the growth rate of the
desired material is extremely slow at ambient con-
ditions.

The transport growth model (also called the
temperature-differential or dissolution–crystallization
model) is predominately used for solvothermal growth
of large single crystals, due to the low growth rate
of quartz and many other technologically important
materials grown in high-pressure solvents. Table 19.2
shows the dissolution–crystallization mechanism which
is kinetically enhanced by the addition of mineralizers.
Ammonia, like water, is amphoteric and can be made ei-
ther acidic or alkaline depending on which compounds
or complexing agents are combined with it. These com-
plexing agents, or mineralizers, ionize in the solvent; it
is these cations (acidic ions) or anions (alkaline ions)
that promote the high solubility of many solid-phase
compounds at low temperature. Source material is dis-
solved to form an intermediate species (left to right
flow in the reversible chemical reactions in Table 19.2).
Subsequently, the intermediate species becomes super-
saturated by an external force and crystallizes out as
single-crystal deposits (right to left flow in reactions in
Table 19.2).

The transport growth model and all solvothermal
growth mechanisms are based on supersaturation. Fig-

Table 19.2 Comparison of dissolution–crystallization cycle of the hydrothermal and ammonothermal techniques

Hydrothermal: oxides Ammonothermal: nitrides

Water: 2H2O → H3O+ +OH− Ammonia: 2NH3 → NH+
4 +NH−

2

ZnO in alkali water solution GaN in ammonobasic solution

ZnO+2H2O+4OH− ↔ Zn(H2O)2(OH)−4 GaN+ (x −3)NH−
2 +2NH3 ↔ Ga(NH2)3−x

x

Mineralizers Mineralizers

Acids: HNO3, HCl, HI Acids: NH4Cl, NH4I, HI

Bases: KOH, NaOH, LiOH Bases: KNH2, NaNH2, LiNH2

Higher %
solubility

Lower %
solubility

T1

T2

T1 < T2

Seed

Nutrient

Baffle

Fig. 19.2 Schematic of solvothermal crystal growth by the
transport growth model (after [19.18])

ure 19.2 shows a schematic of the model. A temperature
zone is established where the lower half of the au-
toclave, called the dissolution zone (T2 in Fig. 19.2),
is at a higher temperature than the upper half of
the autoclave, called the crystallization zone (T1 in
Fig. 19.2). A baffle is placed between the two zones
to help establish near-isothermal conditions in each
zone. The solvent at the bottom of the vessel dis-
solves the nutrient until it reaches saturation. The
solvated species is transported by the lower density
fluid in the warmer dissolution zone, through natu-
ral fluid convection, to the cooler crystallization zone.
Because of the lower temperature at the seed the sol-
vated species becomes supersaturated, comes out of
solution, and deposits on the seed (normal saturation
conditions). Fluid convection returns the higher-density
depleted solution to the lower-density fluid in the dis-
solution zone, where additional nutrient is dissolved.
The cycle repeats as long as there is nutrient in the
lower zone. Quartz [19.15], zinc oxide [19.21–27],
GaN [19.20], and many other inorganic crystals have
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660 Part C Solution Growth of Crystals

Table 19.3 Status of technology, ca. 2006, for solvothermal growth of SiO2, ZnO, and GaN crystals (after [19.28])

Parameter SiO2 ZnO GaN

Autoclave inner diameter 0.65 m ≤ 0.2 m ≤ 0.03 m

Autoclave inner length 14 m ≤ 3 m 0.2–0.7 m

Volume 4.6 m3 ≤ 0.2 m3 ≤ 5 × 10−4 m3

Seed size 70 × 45 × 230 mm3 ≈ 50 mm diameter ≤ 25 mm diameter

Seeds per batch 1400 112 1–4

Weight of crystal 1700 g 320 g; 20 mm thick Few gram

Total yield per batch 2300 kg 36 kg Few gram

Growth rate (c-axis) 25 μm/h 10 μm/h ≤ 2 μm/h

3-Run-per-year yield 6900 kg 108 kg 0.12 kg

been grown solvothermally by the transport growth
model.

A recent publication by Fukuda and Ehren-
traut [19.28] gives an outlook of industrial growth of
hydrothermal ZnO crystals and ammonothermal GaN
by projecting their current and future development path
with that of quartz growth. Table 19.3 shows the current
status of hydrothermal quartz, hydrothermal zinc oxide,
and ammonothermal gallium nitride. Even with the slow
growth rates of zinc oxide and gallium nitride (20–40%
and 5–20% of the growth rate of quartz, respectively)
under current solvothermal conditions it is theoretically
possible to grow hundreds of kilograms of zinc oxide or
gallium nitride in a single autoclave.

Hydrothermal zinc oxide crystals of several hun-
dred grams have been grown with batch sizes in the
tens of kilograms in small production autoclaves as
shown in Table 19.3. An industrial-scale 500 l auto-
clave was recently used to grow 200 ZnO crystals
at a growth temperature of 330 ◦C. The run lasted

1 10

Melt growth

Vapor growth

Solvothermal growth
Ammono GaN

ZnO

GaAs

InP

SiC

GaN

SiO2

102 103 104 105

Growth rate (mm/h)

Price (Yen/cm2)

102

10

1

10–1

10–2

10–3

Fig. 19.4 Growth rates and cost of large-area single crystals (pro-
jected cost for ZnO and GaN) (after [19.28])

a)

b) c)

Fig. 19.3 (a) Two inch-size ZnO crystals produced during
single growth run; (b) 3 inch ZnO crystal viewed down c-
axis; (c) 3 inch (0001) ZnO wafer (after [19.13])

for 100 days and the weight of the crystals varied in
the range 100–250 g [19.29]. If there is a large de-
mand for ZnO wafers, economies of scale will allow
for price reductions (200–400 US$ /cm2 in 2006), as
there is no reason ZnO crystals could not be grown
in large industrial-scale autoclaves currently used to
grown single-crystal quartz. Figure 19.3a shows 2 inch-
diameter ZnO crystals grown in an autoclave with the
equivalent dimensions as the ZnO autoclave listed in
Table 19.3 [19.13]. Figures 19.3b and 19.3c show the
largest current ZnO crystal and corresponding 3 inch-
diameter wafer cut from the crystal.

Fukuda and Ehrentraut go on to apply SiO2 quartz
development to future ZnO and GaN development in or-
der to project the cost of ZnO and GaN wafers when
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their development cycle fully matures. The authors
claim that hydrothermal ZnO and ammonothermal GaN
wafers will be cost-competitive with tradition com-
pound semiconductor wafers such as GaAs and InP in

the future. This comparison is shown in Fig. 19.4, which
shows the potential of applying solvothermal growth
techniques for industrial production of semiconductor
wafers.

19.2 Requirements for Growth of Large, Low-Defect Crystals

19.2.1 Thermodynamics:
Solubility and Phase Stability

In solvothermal growth of large crystals a nutrient, often
the compound one intends to crystallize out as a single
crystal, is dissolved in the solvent. The dissolved com-
pound may form intermediate complexes or species in
solution. In solvothermal growth, convective circulation
and/or diffusion of these species throughout the solvent
provides the primary mechanism for synthesizing crys-
talline compounds. A solvothermal growth system is
designed to bring the soluble species into a region of
the solvent medium where a change in conditions – e.g.,
in temperature, solvent composition, pH, or pressure –
promotes crystal growth. Ideally, this change of condi-
tions puts the soluble species in supersaturation, so the
species must come out of solution – hopefully as the de-
sired compound (e.g., ZnO, GaN) – until an equilibrium
state (saturation) is achieved.

Thus, there are four fundamental thermodynamic
requirements for the growth of high numbers of
low-defect crystals by the hydrothermal/solvothermal
method:

1. The desired material must have an adequate solubil-
ity at a given set of conditions (solvent, dissolution
temperature, and pressure);

2. The solubility of the desired material must have
adequate temperature dependence between the dis-
solution zone and crystallization zone;

3. The desired material must be the thermodynami-
cally preferred material in the crystallization zone
for a given set of conditions (solvent, crystallization
temperature, and pressure);

4. The solvent must be thermodynamically stable at
the temperatures and pressure needed to fulfill re-
quirements 1–3 over long periods of time.

Low solubility will result in low growth rates; ex-
cessively high solubility will result in polycrystalline
growth or spontaneous nucleation, which may be de-
sirable for solvothermal powder synthesis, but prohibits

growth of low-defect-density single crystals. Typically,
the nutrient should be 1–10 wt.% soluble in the sol-
vent. Solubility can be increased by adding a proper
complexing agent (mineralizer). Most mineralizers used
in solvothermal growth change the pH of the solvent,
making the solvent either acidic or alkaline, i. e., in-
creasing the number of cations (H3O+ in water, NH+

4
in ammonia) or anions (OH− in water, NH− or NH2−

2
in ammonia) that attack the nutrient material in ionic
solutions. For zinc oxide and gallium nitride, a solubil-
ity of approximately 5% by weight in alkaline solution
yields high-quality single crystals at reasonable growth
rates.

Because temperature is used to create supersatura-
tion for large crystals, solubility of the compound must
have temperature dependence. Natural convection al-
lows solute to transport to the seed interface, where
varying the temperature gradient between the nutrient
and seed controls crystal growth kinetics.

The third requirement above can be difficult to
achieve because of the multicomponent nature of
solvothermal growth. If an oxide such as zinc oxide is
desired, the hydride, hydroxide or hydrate should not be
thermodynamically favored for the specific mineralizer,
temperature, and pressure conditions employed. Also,
chemical elements that are components in the mineral-
izer must not contribute to the formation of undesirable
solid compounds at the growth interface.

The final requirement is not readily apparent in
hydrothermal growth. Water is stable as a liquid or su-
percritical fluid to temperatures above the maximum
operating conditions of even small super-high-pressure
research autoclaves. Ammonia however starts decom-
posing well below 500 ◦C at atmospheric pressure, and
even under 3–4 kbar of pressure a significant percent-
age of ammonia will decompose above 500 ◦C [19.19].
This has two deleterious effects, first the change in
solvent composition by ammonia decomposition over
long periods of time will change the kinetic and possi-
bly the thermodynamics of the growing GaN crystals,
and secondly, hydrogen could have adverse effects
on the autoclave vessels through hydrogen embrit-
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tlement. The decomposition of ammonia is therefore
one of the main issues that must be addressed for
the growth of large crystals by the ammonothermal
method.

The solubility and phase stability of ZnO in
hydrothermal solvents and GaN in ammonothermal sol-
vents are presented here.

Solubility of Hydrothermal ZnO
The solubility of hydrothermal zinc oxide in an OH−
alkaline medium is shown in Fig. 19.5 [19.23]. Note
that solubility increases with temperature. This is called
normal or forward-grade solubility.

Zinc oxide is an amphoteric oxide, meaning it acts
as an acid in alkaline solutions and as a base in acidic
solutions. It is possible to grow hydrothermal zinc ox-
ide in acidic solutions as well as the alkaline solutions
shown in Fig. 19.6. McCandlish and Uhrin recently
studied the solubility of ZnO in an acidic medium and
grew ZnO at 100–250 ◦C, with growth rates up to
0.25 mm/day [19.30]. Figure 19.6 illustrates the sol-
ubility in acidic regimes. The squares signify 2 molal
aqueous nitric acid and the circles signify a propri-
etary acidic solution. Note that the nitric acid solution
exhibits normal solubility, whereas the proprietary so-
lution exhibits decreasing solubility with increasing
temperature (retrograde or reverse-grade solubility). To
grow ZnO crystals under conditions of normal solubility
the seed is placed in a colder region than the source ma-
terial (Fig. 19.2); to grow under conditions of retrograde
solubility, the seed is placed in the hotter region.

150 200 250 300 350 400

9.07 m KOH
6.24 m NaOH

6.47 m KOH

450 500

Solubility (wt %)

Temperature (°C)

7

6

5

4

3

0

1380 bar
270 bar
Other points at
550 bar

Fig. 19.5 Solubility of ZnO versus T in aqueous NaOH
and KOH solutions (after [19.23])

0 50 100 150 200 250

ZnO solubility limit (molal)

Temperature (°C)

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0

Fig. 19.6 Normal solubility of ZnO in 2 molal nitric acid
(squares), and retrograde solubility of ZnO in a proprietary
acid solution (circles) (after [19.30])

Phase Equilibrium of ZnO
in Hydrothermal Solvents

Hüttig and Möldner studied the phase equilibrium of
the ZnO–H2O system to 40 ◦C and found zinc oxide to
be the stable solid phase at pressures above 50 torr and
temperatures above 35 ◦C [19.31]. Lu and Yeh experi-
mentally showed that zinc oxide is the stable product
up to pH = 12.5 in an aqueous ammonia solution at
100 ◦C [19.32]. Laudise and Ballman grew large zinc
oxide crystals in alkaline media and found zinc ox-
ide to be the stable product at 200–400 ◦C in 1.0 M
NaOH [19.33]; subsequently it was found that zinc ox-
ide can be grown in hydroxide solutions up to 10 M at
temperatures exceeding 300 ◦C [19.27].

Recent advances in thermodynamic modeling of
aqueous solution chemistry can aid in choosing con-
ditions that achieve crystal growth of zinc oxide and
other materials. A thermodynamic model of aqueous-
based chemistry has been developed that computes the
stability of zinc oxide in different aqueous regimes.
The model uses commercial software (OLI Systems
Inc., Morris Plains) and is detailed in several pub-
lications [19.34–36]. McCandlish and Uhrin initially
modeled zinc oxide in the hydroxide system to vali-
date the model against experimental data. Subsequently,
a thermodynamic model was created for the growth of
zinc oxide in acidic environments. Figure 19.7 shows
the computed stability of ZnO at 150 ◦C as a function
of pH with HNO3 as the mineralizer [19.30].
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T = 150 °C Yield = 0.99
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Fig. 19.7 Yield diagram for the precipitation of ZnO
in 2 molal nitric acid at 150 ◦C as a function of pH;
log [n(2NO)] signifies the log of the molar concentration
of nitric acid in solution; ZNION, ZNCHION, ZNCHSION
and ZNOHSION signifies the basic atomic chemical com-
position of the ionic compounds in solution for a given pH:
Zn ion, ZnCH ion, ZnCHS ion, ZnOHS ion; ZnOPPT sig-
nifies ZnO crystallites that participated out of solution for
a given pH (after [19.30])

Solubility of Ammonothermal GaN
Ammonothermal growth of GaN has retrograde sol-
ubility in alkaline solutions and normal solubility
in acidic solutions. Figure 19.8 shows the solubil-
ity of polycrystalline GaN after a series of runs in
the KNH2–NH3 system (±10% variability in filling
and molarity) [19.42]. The KNH2 concentration is
about 3.5±0.5 M, the temperature gradient is around
10 ◦C/cm, and the pressure is 1.3–2.4 kbar. The sol-
ubility of GaN in solutions of greater than 1 molal
NaN3-NH3, KN3–NH3, KNH2–NH3, and NaNH2–NH3

Table 19.4 Growth conditions of ammonothermal synthesis of GaN microcrystals

Investigators Mineralizers Temperature (◦C) Pressure (kbar) Growth rate and habit

Dwilinski et al. [19.37] KNH2 550 1–5 Hexagonal microcrystals

Purdy [19.38] NH4Cl, NH4Br 250–500 0.7 Mixed cubic and hexagonal

or NH4I microcrystals

Ketchum and Kolis [19.39] KNH2/KI 400 2.4 Hexagonal submillimeter-

size plates

Yoshikawa et al. [19.40] NH4Cl 500 1.2 Hexagonal needle shape

0.02–0.03 mm/day

Lan et al. [19.41] NH4F, NH4Cl, 450–600 1–2 Hexagonal microcrystals

NH4Br or NH4I

400 420 440 460 480 500 520 540 560 580 600

Solubility (% g GaN/g NH3)

Seeds/
crystal

Nutrient
basket

Average temperature of the autoclave (°C)

9

8

7

6

5

4

3

2

1

0

Fig. 19.8 Solubility of GaN polycrystalline in KNH2-NH3 system,
3.5±0.5 M KNH2 concentration (after [19.42])

has similar tendencies: a negative solubility coefficient
and rather high solubility, in the range of 1–10% be-
tween 400 ◦C and 600 ◦C.

Using acidic mineralizers such as 0.4 M NH4Cl,
GaN has a normal solubility in ammonia [19.43]. The
acidic conditions required the use of a Pt inner liner to
protect the autoclave from corrosion. A growth rate of
0.02–0.03 mm/day can be achieved at a temperature of
550 ◦C and a pressure of less than 1.5 kbar. Normal sol-
ubility has also been claimed using other ammonium
halide mineralizers [19.41, 43].

Phase Equilibrium of GaN
in Ammonothermal Solvents

The early work on ammonothermal synthesis of nitride
powders was performed by Jacobs and Schmidt [19.19].
They synthesized several novel nitrogen-based com-
pounds and designed apparatus specifically for am-
monothermal powder synthesis. Later Peters [19.44]
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Fig. 19.9 Phase diagram of GaN in the GaN−KNH2−NH3

system (after [19.45]) (curves based on experiments
between 0.3–2.4 kbar (5–35 kpsi); below 0.3 kbar the ten-
dency is estimated).

and Dwilinski et al. [19.37] were the first to synthesize
AlN and GaN microcrystals ammonothermally. The
work on ammonothermal microcrystalline synthesis is
summarized in Table 19.4.

Dwilinski et al. [19.37] obtained microcrystals of
BN, AlN, and GaN by the ammonothermal method
using lithium or potassium amide as mineralizer at pres-
sures in the range 1–5 kbar and temperatures up to
550 ◦C. Ketchum and Kolis [19.39] grew ammonother-
mal single crystals of gallium nitride in supercritical
ammonia at 400 ◦C and 2.4 kbar by using potassium
amide (KNH2) and potassium iodide (KI) as mineral-
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Fig. 19.10 (a) Ammonothermal cubic GaN formed under acidic
conditions with the addition of lithium (after [19.46]); (b) temper-
ature and mineralizer effect on phase stability of gallium nitride
synthesized under acidic ammonothermal conditions (after [19.47])
(h – hexagonal, c – cubic)

izers. Hexagonal GaN crystals of 0.5 × 0.2 × 0.1 mm3

were obtained. They also used potassium azide (KN3)
or sodium azide (NaN3) to increase the solubility of
GaN in ammonia [19.48].

The phase diagram of GaN in the GaN–KNH2–NH3
system is shown in Fig. 19.9 [19.45]. Unlike hydrother-
mal ZnO, high temperatures are needed to precipitate
GaN out of an ammonothermal solution. The reaction
KGa(NH2)4 ↔ KNH2 +GaN+2NH3 did not produce
GaN at temperatures below 400 ◦C. Pressure varia-
tions had little effect on the thermodynamics of GaN
formation.

GaN has a metastable cubic phase that has been
formed ammonothermally. Purdy et al. synthesized both
cubic and hexagonal GaN by ammonothermal reac-
tions of gallium metal or GaI3 under acidic (NH4Cl,
NH4Br or NH4I) conditions [19.38, 49]. The reaction
temperatures were 250–500 ◦C and pressures were up
to 10 000 psi (0.6895 kbar).

Figure 19.10a shows well-defined cubic crystals
grown in ammonia with the addition of lithium chloride
to an acidic solution [19.46]. Hashimoto et al. [19.50]
have shown that the ammonium halides (acidic miner-
alizer) and the alkali halide (neutral mineralizer) can
form mixed cubic and hexagonal phases of GaN. Ehren-
traut et al. [19.47] showed that pure hexagonal phases
can be obtained in acidic ammonia solutions. Fig-
ure 19.10b shows that hexagonal formation is favored at
lower temperatures in solutions for successively smaller
halide cations. Pure phase hexagonal GaN was ob-
tained at ≥ 470 ◦C for NH4Cl mineralizer, ≥ 500 ◦C
for NH4Br mineralizer, and ≥ 550 ◦C for NH4I miner-
alizer. If one takes into account the metastable nature
of cubic GaN (Purdy [19.51] showed a correlation
between cubic GaN formation and short-duration ex-
periments), a phase conversion of the metastable cubic
GaN to the stable hexagonal GaN could be possible in
long-duration experiments as performed by Ehrentraut
et al. [19.47].

19.2.2 Environmental Effects on Growth
Kinetics and Structure Perfection
(Extended and Point Defects)

The stable phase of ZnO and GaN has the wurtzite crys-
tal structure, which is hexagonal with a space group
of P63mc. The noncentrosymmetric structure of the
wurtzite structure produces an anisotropy in which the
opposite sides of a basal plane wafer have different
atomic arrangements at their surfaces. This anisotropy
in hexagonal GaN and ZnO also causes a nonsymmet-
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Fig. 19.11 Electronic charge distribution of zinc oxide
basal faces (GaN has the same crystal structure as ZnO)
(after [19.21, 52])

rical charge state due to its anisotropic crystal structure.
The C+ side of the basal plane is comprised of a Zn-
rich layer for ZnO or a Ga-rich layer for GaN, and the
C− is comprised of an O-rich layer for ZnO or a N-rich
layer for GaN, as illustrated in Fig. 19.11 (a zinc ox-
ide crystal is shown; gallium nitride has the exact same
configuration).

The C+ plane has a net positive surface charge be-
cause of the greater number of positive dangling bonds
(Zn or Ga) on its surface, in contrast to the C− plane,
which has a net negative surface charge due to the
greater number of negative dangling bonds (O or N).
The resulting distribution of electric charge causes dis-
parities, among the various growth planes, in growth
rates, as well as in impurity incorporation, chemical
etching, and optical and electrical properties.

Many anisotropic or polar crystals including in-
organic and organic materials have been grown from
solutions. When growing polar crystals from solutions,
especially a highly polarized solution such as water
or ammonia, investigations into the surface chemistry
of the crystals and the composition of the growth
medium need to be taken into consideration. Typically
the solvent, the intermediate species in solution, and the
crystal itself all have surface charge states. The inter-
mediate species can be broken down into fundamental
growth units that react with the crystal’s growth facets.
The structure of these growth units determines growth
kinetics on the various polar faces of the crystal due in
large part to the charge state of these faces in relation to
the charge states of the fundamental growth units.

Impurities in solutions cause changes in molecular
diffusion and atomic absorption on advancing crystal
surfaces, which in turn, influences the growth kinetics
of the crystal. Because ZnO and GaN have anisotropic
crystal structures, impurities, even at small levels, can
effect a change in growth rates along specific crys-
tallographic axes which induce point and line defects.
In addition, the concentrations of impurities incorpo-
rated in the various growth sectors of a polar crystal
can vary. ZnO and GaN grown on their positive polar
surfaces have different impurity concentrations, growth
rates, and morphologies than material grown on the neg-
ative polar surfaces. In short, the growth characteristics
(growth morphology, impurities distribution, and crys-
tal quality) are influenced by the anisotropic nature of
polar crystals. The influence of impurities on hydrother-
mal ZnO and ammonothermal GaN will be discussed in
Sects. 19.4 and 19.5, respectively.

19.2.3 Doping and Alloying

Semiconductor wafers ideally should be conducting or
insulating. The previous section discusses how impu-
rities can dramatically influence the growth kinetics.
Therefore, great care must be taken while applying
doping in a solvothermal medium. The majority of
dopants slow down growth rates because they block
the diffusion and/or absorption of the matrix atoms to
the lattice sites of the various surfaces of the crystal.
Dopants can have different segregation coefficients in
solution growth, similar to impurities in molten solid-
ification. It is difficult to control growth morphology
in anisotropic crystals grown from solution with high
levels of impurities or dopants. As in any semiconduc-
tor crystal growth process, impurities must be reduced
to the lowest possible levels. This will allow for the
smallest levels of dopants introduced for the synthesis
of semiconductor boules with the desired conductivity
levels. Finally solvothermal has several advantages over
molten techniques for the growth of alloy wafers, such
as solid sources and low temperature gradients. Prelim-
inary experiments of hydrothermal ZnMgO [19.53] and
solvothermal AlGaN [19.54] have been conducted.

Fluid flow and optimization of temperature zones
are extremely important for the formation of low-
defect crystals. The next two sections will discuss how
to model fluid velocity and temperature gradient in
a solvothermal system.
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666 Part C Solution Growth of Crystals

19.3 Physical and Mathematical Models

19.3.1 Flow and Heat Transfer

The hydrothermal and ammonothermal growth pro-
cesses employ aqueous and ammoniated solvents under
high temperatures and high pressures to dissolve and
recrystallize materials that are relatively insoluble un-
der ordinary conditions. After the system is pressurized,
the solvent occupies most of the volume. The convec-
tion system for hydrothermal/ammonothermal growth
consists of a porous bed whose height changes with
the growth, a fluid layer overlying this porous bed,
a metal baffle with holes (which lies above the porous
bed), and solid seed plates whose size increase with the
growth. Figure 19.12 shows the schematic of growth
system that has been used experimentally to synthesize
GaN [19.39]. The autoclave has an internal diameter of
0.932 cm, external diameter of 3.5 cm, internal height
of 18.4 cm, and external height of 20.3 cm (Tem-Press
MRA 138R with a volume of 12.5 ml). The thicknesses
of the sidewall and bottom of the autoclave are 1.28 cm.
The charge height is 1 cm, and the gap between the baf-
fle and charge bed is 2 cm. A baffle made from 0.28 mm
Ag foil is used to divide the autoclave into two parts:
the upper and lower portions.

Hence the upper portion can be considered as
a fluid layer with the assumption of incompressible flow

Seed crystal

Reagent

Baffle
2 cm

1 cm

z

TH

TL

0.932 cm

20.3 cm18.4 cm

3.5 cm

Fig. 19.12 Schematic of an ammonothermal growth system
(after [19.55])

and the Boussinesq approximation [19.56, 57], and the
Navier–Stokes equations can be used in the fluid layer.
Suppose that the density has a linear temperature depen-
dence of the form

ρ = ρ0[1−β(T − T0)] , (19.1)

where ρ, β, and T are density, isobaric coefficient of
expansion, and temperature, and ρ0 and T0 are con-
stant reference values for the density and temperature,
respectively.

In the solid region which comprises the autoclave
walls, the baffle, and the seeds, only conductive heat
transfer is considered. In the fluid region, convective
heat transfer is considered.

19.3.2 Porous-Media-Based Transport
Model

The nutrient particles (e.g., ZnO or GaN) in the bottom
of the autoclave can be considered as a porous medium.
In this case, the Darcy–Brinkman–Forchheimer model
can be employed in the porous layer [19.58, 59]. The
dimensionless parameters of the system are listed as
follows

A = H/R, Gr = gβR3ΔT/ν2, Pr = ν/α,

Da = K/R2, Fs = b/R ,

where A, Gr, Pr, Da, and Fs denote the aspect ra-
tio, Grashof number, Prandtl number, Darcy number,
and Forchheimer number, respectively. H is the inter-
nal height of the autoclave, R is the internal radius
of the autoclave, g is acceleration due to gravity, ΔT
is the maximum temperature difference on the side-
wall of the autoclave, ν is kinematic viscosity, α is
thermal diffusivity, the permeability of porous matrix
K = d2

pε3/[150(1−ε)2] with dp as the average diameter
of the nutrient particles, and the Forchheimer coefficient
b = 1.75K0.5/(

√
150ε1.5).

The governing equations in the porous and fluid
layers can be combined by defining a binary param-
eter B as: B = 0 in the fluid layer and B = 1 in the
porous layer, respectively. The porosity is ε = 0 in
solid, 0 < ε < 1 in porous layer, and ε = 1 in fluid
layer, respectively. The combined governing equations
in a cylindrical coordinate system are

∂(ερf)

∂t
+∇ · (ρfu) = 0 , (19.2a)
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ρf

ε

∂u
∂t

+ ρf

ε
(u ·∇)

u
ε

= −∇ p−ρfβ(T − T0)g

+∇ · (μe∇u)− B

[(
μf

K
+ ρfb

K
|u|

)
u
]

, (19.2b)

(ρcp)e
∂T

∂t
+ (ρcp)f[(u ·∇)T ] = ∇ · (ke∇T ) , (19.2c)

where μ, k, and cp denote dynamic viscosity, thermal
conductivity, and specific heat, respectively, and g is
the gravity vector. Subscripts f and e denote fluid and
effective, respectively.

The following scales are used to nondimensionalize
the governing equations: length, R; velocity, u0 = ν/R;
time, t0 = R2/ν; pressure, ρν2/R2; temperature, TH −
TL. TH and TL are the high and low temperature ap-
plied on the sidewall of the autoclave, respectively. The
resulting nondimensionalized equations are

∂ερ̄

∂t
+ 1

r

∂

∂r
(rρ̄u)+ ∂

∂z
(ρ̄w) = 0 , (19.3a)

∂

∂t

(
1

ε
ρ̄u

)
+ 1

r

∂

∂r

(
1

ε2 rρ̄uu

)
+ ∂

∂z

(
1

ε2 ρ̄wu

)

= μ̄

[
1

r

∂

∂r

(
r
∂u

∂r

)
+ ∂2u

∂z2 − u

r2

]
− ∂p

∂r

− B

(
1

ReDa
+ Fs

Da
|u|

)
u , (19.3b)

∂

∂t

(
1

ε
ρ̄w

)
+ 1

r

∂

∂r

(
1

ε2 rρ̄uw

)
+ ∂

∂z

(
1

ε2 ρ̄ww

)

= μ̄

[
1

r

∂

∂r

(
r
∂w

∂r

)
+ ∂2w

∂z2

]
− ∂p

∂z
+GrΘ

− B

(
1

ReDa
+ Fs

Da
|u|

)
w , (19.3c)

ρ̄c̄p
∂Θ

∂t
+ 1

r

∂

∂r
(rρ̄uΘ)+ ∂

∂z
(ρ̄wΘ)

= 1

Pr
k̄

[
1

r

∂

∂r

(
r
∂Θ

∂r

)
+ ∂

∂z

(
∂Θ

∂z

)]
, (19.3d)

where ρ̄ = ρe
ρf

, μ̄ = μe
μf

, c̄p = cpe
cpf

, k̄ = ke
kf

.

19.3.3 Numerical Scheme

The momentum equations (19.3b,c) and energy equa-
tion (19.3d) are solved using an in-house-developed
finite-volume algorithm [19.60, 61]. The above con-
servation equations (19.3b–d) can be written in the

following general form

∂

∂t
(rcρ̄φ)+ 1

r

∂

∂r
(drρ̄uφ)+ ∂

∂z
(dρ̄wφ)

= ∂

∂r

(
rΓ

∂φ

∂r

)
+ ∂

∂z

(
rΓ

∂φ

∂z

)
+ r(SC + Spφ) ,

(19.4)

where φ is the generalized variable, Γ is the diffusion
coefficient, and SC is the volumetric source. The coeffi-
cients are defined as

c = 1

ε
, d = 1

ε2
, Γ = μ̄, SC = −∂p

∂r
,

and

Sp = −B

(
1

ReDa
+ Fs

Da
|u|

)
− 1

r2
for (19.3b)

(φ = u) ;
c = 1

ε
, d = 1

ε2 , Γ = μ̄, SC = −∂p

∂z
+GrΘ ,

and

Sp = −B

(
1

ReDa
+ Fs

Da
|u|

)
for (19.3c) (φ = w) ;

c = ρ̄c̄p, d = 1, Γ = k̄

Pr
, SC = 0 ,

and

Sp = 0 for (19.3d) (φ = Θ) .

The grid used for this task is a structured trapezoidal
mesh. For a typical primary point, the discretized form
of the continuity (19.3a) in a generalized coordinate
system (ξ, η) is then written as

ερ̄ − ε0ρ̄0

Δt
r JaΔξΔη

+ [
(rρ̄αξuξ )e − (rρ̄αξuξ )w

]
Δη

+ [
(rρ̄αηuη)n − (rρ̄αηuη)s

]
Δξ

= SNOΔξΔη , (19.5)

where Δt is the time step, the curvature source term
arising from the nonorthogonal grid SNO= [(rρ̄βξuη)e −
(rρ̄βξuη)w]×Δη+[(rρ̄βηuξ )n − (rρ̄βηuξ )s]Δξ , αξ and
βξ are the primary area and the secondary area over the
control-volume face, which is represented by ξ = const,
e.g., u · eξhη = αξuξ −βξuη, where eξ is the con-
travariant base vector, and hη is the scale factor. So,
αξ = hξh2

η/(Ja) and βξ = hξh2
η(eξ ·eη)/(Ja) [19.60,61].

Part
C

1
9
.3



668 Part C Solution Growth of Crystals

The momentum equations (19.3b,c) can be written
as

(rcρ̄φJa − rcρ̄0φ0 Ja0)PΔξΔη

Δt
+[(rαξ Jξ )e − (rαξ Jξ )w]Δη

+[(rαη Jη)n − (rαη Jη)s]Δξ

= [r(SC + Spφ)Ja + Sφ]ΔξΔη , (19.6)

where the curvature source term Sφ arises from the
nonorthogonal grid, and is given by Sφ = [(rβξ Jη)e −
(rβξ Jη)w]Δη+[(rβη Jξ )n − (rβη Jξ )s]Δξ . The flux com-
ponents in the ξ and η directions are Jξ = dρ̄uξφ−
1

hξ
Γ

∂φ
∂ξ

and Jη = dρ̄uηφ− 1
hη

Γ
∂φ
∂η

, respectively.
Multiplying (19.5) by dφ, subtracting it from (19.6),

and multiplying the resulting equation by (1+ i) yields
the discretized equation for u and v in the control vol-
ume [19.55, 61]

aPφP = aEφE +aWφW +aNφN +aSφS

− (aE +aW +aN +aS)convφP + Sφ

−dSNOφ+b , (19.7)

where

ap = (1+ i)rcρ̄Ja
1

Δt
− (1+ i)rJaSp

+ (aE +aW +aN +aS)cond ,

b = (1+ i)rcρ̄0 Ja0 1

Δt
φ0

p + (1+ i)rJaSc+ iSconv ,

and

Sconv = aEφ0
E +aWφ0

W +aNφ0
N +aSφ0

S

− (aE +aW +aN +aS)φ0
P + S0

φ −dSNOφ0 .

The subscripts conv and cond indicate convective and
conductive terms, respectively. The discretization in
time is first order when i = 0 and second order when
i = 1.

The momentum equations can be written as

APuP = (Hu)P − (1+ i)
∂p

∂r
, (19.8a)

APwP = (Hw)P − (1+ i)
∂p

∂z
, (19.8b)

where the subscript P represents the central point of
a finite volume

A = (1+ i)cρ̄
1

Δt
− (1+ i)Sp

+ [
(aE +aw +aN +aS)cond

]
/(rJa) ,

(Hu)P = [
aEuE +aWuW +aNuN +aSuS

− (aE +aW +aN +aS)convφP + Sφ

−dSNOφ+b′]/(rJa) ,

and b′ represents b without the pressure term. The ve-
locity component and pressure gradient in ξ direction
are, respectively,

uξ = r ′
ξu + z′

ξw

hξ

, (19.9a)

∂p

∂ξ
= ∂p

∂r
r ′
ξ + ∂p

∂z
z′
ξ , (19.9b)

where the prime denotes the differential. By setting
(1+ i)p as p, combining (19.8a,b), and using the pro-
cedures for pressure treatment as in [19.55, 62], we
obtain

(uξ )P =
(Hu − APuP)r ′

ξ + (Hw − APwP)z′
ξ −

(
∂p
∂ξ

)
P

hξ AP

+ (uξ )0
P , (19.10)

and

(ρ̄uξαξ )P =
[

(Hu − APuP)r ′
ξ + (Hw − APwP)z′

ξ

−
(

∂p

∂ξ

)
P

]
ρ̄αξ/(hξ AP)+ (ρ̄uξαξ )0

P .

(19.11)

Substituting the above into the continuity equation, we
obtain the pressure equation as

aP pP = aE pE +aW pW +aN pN +aS pS +b , (19.12)

where

aE = DeΔη ,

aP = aE +aW +aN +aS ,

De = [ρ̄αξ/(hξ A)]e ,

b = −{[(Hξ − Auξ )hξ ]e De + (ρuξαξ )0
e}Δη

+{[(Hξ − Auξ )hξ ]w Dw + (ρuξαξ )0
w}Δη

−{[(Hη − Auη)hη]n Dn + (ρuηαη)0
n}Δξ

+{[(Hη − Auη)hη]s Ds + (ρuηαη)0
s }Δξ

+ SNO ,

and

Hξ = Hur ′
ξ + Hwz′

ξ

hξ

.

For the temperature equation, profiled temperature
boundary conditions are applied on the outer surfaces
of the autoclave. The temperature profile set on the
sidewall of the autoclave is T = TH, z < HB − 0.5δT;
T = TH − (TH − TL)(z − HB +0.5δT)/δT; HB −0.5δT ≤
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z < HB +0.5δT; T = TL, z > HB +0.5δT, where HB is
the height of the baffle and δT is the length of the portion
of the wall where the temperature changes from TH to
TL. The top and bottom of the autoclave are considered
adiabatic. The temperature distribution is considered
axisymmetric, ∂T/∂r = 0, at r = 0.

For solving the momentum equations and the pres-
sure equation inside the autoclave, the fluid boundaries
were searched inside the autoclave in the r and z direc-

tions, respectively [19.55]. For example, when solving
the equations using the tridiagonal matrix algorithm
(TDMA) method, the fluid boundaries were searched in
the r or z direction separately, and the equations were
solved in different intervals of fluid space in this direc-
tion. In this way, the fluid field was obtained inside the
autoclave that contains different shapes of baffles and
seeds. A mesh size of 302 × 77 was used in the simula-
tion, and the nondimensional time step was Δt = 10−6.

19.4 Process Simulations

19.4.1 Typical Flow Pattern
and Growth Mechanism

For the solubility curve with a positive coefficient of
temperature, the growth zone is maintained at a lower
temperature than that in the dissolving zone, thus the
nutrient becomes supersaturated in the growth zone.
The critical properties of ammonia are Tc = 405.5 K
and Pc = 112.8 bar. The reduced pressure and re-
duced temperature at 2 kbar and 250 ◦C for the growth
condition in [19.39] are Pr = 2000/112.8 = 17.7 and
Tr = 523/405.5 = 1.3. For Pr = 10 and Tr = 1.3, the
viscosity and conductivity of ammonia are μ/μ1 = 4.3
and k/k1 = 5.0, where μ1 and k1 are the dynamic
viscosity and the thermal conductivity at 250 ◦C and
atmospheric pressure [19.63].

Solubility data of GaN for mineralizers of KN3,
KNH2/KI were obtained in [19.39,55]. The solubility of
GaN for mineralizer of 1.6 M KN3 is high in the temper-
ature range of 300–450 ◦C. It seems that, by using azide
as mineralizer, a high solubility of GaN can be obtained
at low growth temperatures. For 0.8 M KNH2/KI, the
solubility is low in the range of 350–550 ◦C. Mineral-
izer of 2–6 M KNH2 or NaNH2 was used to increase
the solubility of GaN [19.55].

For charge particle size of 0.6 mm, TH − TL ap-
plied on the sidewall of 50 K, and δT = 1 cm, the
aspect ratio, Grashof number, Prandtl number, Darcy
number, and Forchheimer number for the system
in [19.39] are A = 40, Gr = 4.46 × 106, Pr = 0.73,
Da = 2.2 × 10−5, and Fs = 2.6 × 10−3, respectively. The
baffle has an opening of 30% in the cross-sectional
area, including the central opening of 20% and a gap
between the baffle and autoclave of 10% in the cross-
sectional area. The reference velocity and time scale are
u0 = 3.5 × 10−5 m/s and t0 = 131 s, respectively.

The flow pattern is shown in Fig. 19.13a. There
are two flow cells rotating in different directions un-

der the baffle. The flow goes up along the sidewall
driven by the buoyancy, which is caused by the high
temperature applied on the lower part of the side-
wall. Some flow penetrates through the gap between
the baffle and the sidewall of the autoclave, and some
flow goes inward along the baffle and then down-
ward near the central opening of the baffle. The flow
in the porous layer is much weaker than that in the
fluid layer. The modified Grashof number can be used
to measure the flow strength in the porous charge,
Gr∗ = Gr ·Da. In this case, the modified Grashof num-
ber is Gr∗ = 98.2. The fluid flow cannot penetrate
the porous layer, and heat and mass transfer in the
porous layer are mainly by conduction and diffusion,
respectively.
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Fig. 19.13 (a) Fluid flow and (b) temperature distribution in an auto-
clave with internal diameter of 0.932 cm, internal height of 18.4 cm,
particle size of 0.6 mm, and ΔT = 50 K (after [19.55])
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670 Part C Solution Growth of Crystals

The temperature distribution is shown in Fig. 19.13b.
The temperatures in the porous charge are almost the
same as the high temperature TH applied on the lower
part of the sidewall of the autoclave. A large temper-
ature gradient occurs near the fluid–charge interface.
The aspect ratio in this case is 40 and the temperatures
at z > 20 within the autoclave are almost the same as
the low temperature TL applied on the upper part of the
sidewall of the autoclave.

19.4.2 Effect of Permeability
on the Porous Bed

The optimum precursor sizes found in the ZnO growth
experiments have been confirmed by numerical simula-
tions [19.55]. When the charge particle size is increased
from 0.6 mm to 3 mm, the Darcy number in the charge
increases by 25 times and the modified Grashof number
is Gr∗ = 2455. Figures 19.14a and 19.14b show the flow
pattern and temperature distribution in the autoclave,
respectively. Significant convective effects are seen oc-
curring in the charge (Fig. 19.14a), and the velocity is
large in the porous layer. There are again two flow cells
below the baffle. The flow moves upward through the
gap between the baffle and the sidewall, and fluid flow is
oscillating in the central hole. The flow structure above
the baffle is complex and oscillating.
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Fig. 19.14 (a) Fluid flow and (b) temperature distribution in
a growth system with particle size of 3 mm and ΔT = 50 K. The
autoclave has an internal diameter of 0.932 cm and internal height
of 18.4 cm (after [19.55])

As can be seen from Fig. 19.14b, the temperature
distribution in the charge is in the convection mode, and
large temperature gradients appear near the interface
between the charge and the sidewall of the autoclave.
It is obvious that the particle size is an important fac-
tor to consider for successful growth of GaN by the
ammonothermal method.

The constraints for ammonothermal growth include
dissolving of the charge, nucleation on the sidewall,
transfer of nutrient from charge to seed, and growth
kinetics. Mass transfer between the charge and the
fluid layer is important for successful growth. The flow
strength in the fluid layer depends on the Grashof num-
ber, which is proportional to the temperature difference
on the sidewall and the cube of the internal radius of
the autoclave. Flow in the charge layer depends on
the product of the Grashof and Darcy numbers, which
is proportional to the square of the average diameter
of particles. The flow strength in the porous layer is
increased by increasing the size of the particles, or
by putting particles in bundles as in the hydrothermal
growth.

19.4.3 Baffle Design Effect on Flow
and Temperature Patterns

The optimization of the baffle design has been per-
formed numerically in [19.62] for the growth sys-
tem used in [19.64] which has an internal diameter
of 0.875 inch (2.22 cm), external diameter of 3 inch
(7.62 cm), internal height of 14 inch (35.56 cm), and ex-
ternal height of 15 inch (38.10 cm) (Tem-Press MRA
378R with a volume of 134 ml) [19.64]. The thick-
ness of the sidewall of the autoclave is 1 inch (2.54 cm).
The baffle is located at a distance of 6 inch (15.24 cm)
from the bottom of the autoclave. The charge particle
size is 0.6 mm. ΔT = 50 K is applied on the sidewall
and the baffle thickness is 0.28 mm. The aspect ra-
tio, Grashof number, Prandtl number, Darcy number,
and Forchheimer number are, A = 16, Gr = 6.0 × 107,
Pr = 0.73, Da = 3.8 × 10−6, and Fs = 1.1 × 10−3, re-
spectively. The reference velocity and time scale are
u0 = 1.4 × 10−5 m/s and t0 = 748 s, respectively.

Figure 19.15a shows the flow pattern for a system
with a baffle opening of 15% in the cross-sectional
area, e.g., 10% in the central hole and 5% in the ring
opening between the baffle and the sidewall of the au-
toclave. The flow is very weak in the porous layer, and
the flow in the fluid layer is much stronger. The modi-
fied Grashof number, which is used to measure the flow
strength in the porous charge, is Gr∗ = 228. Thus, heat
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Fig. 19.15 (a) Fluid flow and (b) tem-
perature field in a system with a baffle
opening of 15% in the cross-sectional
area (central opening of 10% and ring
opening of 5%) (after [19.62])

and mass transfer in the porous layer is mainly by con-
duction and diffusion. This will constrain the nutrient
transport between the charge and fluid layer, and cause
nutrient deposition on the sidewall of the autoclave near
the fluid–charge interface, as observed in experiments.

The temperature distribution is shown in Fig. 19.15b.
The charge has a temperature of TH as applied on
the lower part of the autoclave. A large temperature
gradient exists at the fluid–charge interface and the
fluid–autoclave interface. Supersaturation in the fluid is
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Fig. 19.16a,b Changes of the vertical velocity with time at the center of the central hole opening for baffle with
(a) opening of 15% in the cross-sectional area, and (b) opening of 20% (after [19.62])

related to the temperature difference between the charge
and the fluid layer. A large temperature gradient at the
fluid–charge interface may cause a large supersatura-
tion, and subsequently nucleation near the fluid–charge
interface.

The mixing of flow across the baffle has been inves-
tigated. Figure 19.16 shows the changes of the vertical
velocity at the center of the central hole opening in
certain time period. The patterns of oscillations of ve-
locity are repeatable for a longer time period than that
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672 Part C Solution Growth of Crystals

shown in Fig. 19.16. The heating on the bottom and
cooling on the top promote Bénard-type convection in
the fluid layer, which interacts with the vertical temper-
ature boundary layer near the sidewall of the autoclave,
causing the unsteady and oscillatory flow. For a long
time period, it is observed that the amplitude of veloc-
ity oscillation in the center of the central hole is larger
in the case of the 15% opening (Fig. 19.16a) than in the
case of the 20% opening (Fig. 19.16b). The vertical ve-
locity in the center of the central hole changes direction
over time in the case of the 15% opening, while it is
negative most of the time in the case of the 20% open-
ing. In the case of the 20% opening, the fluid can go up
through the ring opening of 10% in the cross-sectional
area and return back through the central opening of the
same size as the ring opening, so the flow is mixed more
thoroughly across the baffle. Oscillation of the vertical
velocity in the central hole can be decreased by reducing
the difference between the sizes of the central opening
and ring opening.

19.4.4 Effect of Porous Bed Height
on the Flow Pattern

The influence of the height of the porous bed on
transport phenomena in a hydrothermal system was in-
vestigated in [19.59]. Since the hydrothermal growth
is a very slow process, it can be considered as qua-
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Fig. 19.17 (a) Fluid flow and (b) temperature distribution in a ver-
tical cross-section of the autoclave; A = 3, η = 0.4, Pr = 1,
Da = 10−4, and Gr = 105 (Gr* = 10) (after [19.59])

sisteady, and the flow and temperature fields for given
porous bed height under steady-state condition were ob-
tained in [19.59]. Note that the height of the porous bed
decreases as the polycrystalline charge dissolves and
the solute moves up for deposition on the seed. Evi-
dently the flow and temperature patterns will change
with the porous bed height. Chen et al. [19.59] exam-
ined the effect of decreasing height in a case with A = 3,
η = 0.4, Pr = 1, Da = 10−4, and Gr = 105, where η de-
notes the ratio of the porous bed height and the overall
height.

As shown in Fig. 19.17a, a small portion of the hot
surface lies in the fluid region, which promotes a lo-
cal recirculation on top of the porous layer because of
the increased buoyancy effect in this region. The small
cell now acts as a buffer restricting the fluid moving
from the porous region to the fluid region. It gains fluid
from both of the stronger cells and feeds back to them.
When the Grashof number is low, the flow may show an
axisymmetric pattern with two strong convective rolls
and one weak cell. However, the axisymmetric nature of
the flow field is completely destroyed at higher Grashof
number. A convective roll may then appear in the cen-
tral region directly above the porous bed and, depending
on its location, the large convective rolls in the fluid
region may shift. As can be expected, this does not in-
fluence the flow and temperature fields in the porous
region in any appreciable manner as long as the Darcy
number or permeability is low. From growth considera-
tions, a change in flow pattern in the porous bed has no
special meaning. However, a major shift in flow char-
acteristics in the fluid region can significantly change
the growth dynamics and quality of the crystal. The
isotherm pattern is shown in Fig. 19.17b, which is dis-
torted accordingly even though in the central region of
the system.

19.4.5 Simulation
of Reverse-Grade Soluble Systems

For the ammonothermal growth of GaN with a ret-
rograde solubility, the predetermined amount of GaN
particles is loaded above the baffle inside an autoclave
(Fig. 19.18). GaN seeds are hung on a wire below the
baffle. In this case, the solubility of GaN has a nega-
tive coefficient with respect to temperature, so that the
growth zone in the lower part is maintained at a higher
temperature than that in the upper part. The baffle open-
ing is used to control the mixing of nutrients in two
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Seed

Charge
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2.5 cm

15.2 cm
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7.6 cm

45.7 cm35.5 cm

Fig. 19.18 Schematic of an ammonothermal growth sys-
tem with retrograde solubility (after [19.65])

zones, and cause the transfer of nutrient from the upper
part to the lower part.

By using a mineralizer of 2–3 M KNH2, GaN has
a retrograde solubility in ammonia as in [19.64]. The
solubility of GaN in ammonia changes from 10% by
weight to 2% if temperature increases from 350 ◦C
to 600 ◦C. With a fill of 60–85% and temperature of
600 ◦C, pressure is in the range of 25–45 kpsi. A typical
run takes 14–21 days and deposition can be observed
both on the seeds and on walls of the autoclave.

Numerical studies were performed for an autoclave
used in [19.64]. The baffle is located at a distance of
6 inch (15.24 cm) from the bottom of the autoclave. The
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Fig. 19.19 (a) Fluid flow and
(b) temperature distribution in an
ammonothermal system with a ret-
rograde solubility. Baffle opening is
chosen as 15% in cross-sectional area
(central opening of 10% and ring
opening of 5%) (after [19.65])

charge of 4 inch in height is put 1 inch above the baf-
fle, and the charge particle size is 0.6 mm. ΔT = 50 K
is applied on the sidewall and the baffle thickness is
0.28 mm.

Figure 19.19a shows the flow pattern for the growth
system with retrograde solubility. The baffle openings
are 15% of the cross-sectional area, including 10% in
the central hole and 5% in the ring opening between the
baffle and the sidewall of the autoclave. Since the GaN
charge is put above the baffle, the flow is much stronger
below the baffle, as shown in Fig. 19.19a. Highly os-
cillatory flow is observed across the central hole in the
baffle. The flow in the central hole first moves down-
wards, sending nutrient to the growth zone at the bottom
of the autoclave, then the flow moves upwards, send-
ing exhausted fluid back to the dissolving zone in the
porous layer. This process repeats with time. The open-
ing of 15% causes very large flow oscillation across the
baffle in this case.

The temperature distribution in the case of the
retrograde solubility is shown in Fig. 19.19b. The tem-
perature difference between the dissolving zone and
growth zone is smaller than the temperature difference
applied on the sidewall of the autoclave. A larger baf-
fle opening means more fluid mixing across the baffle
and less temperature difference between the two zones.
In this case, the temperature across the baffle oscillates
with time, and the magnitude of the oscillation of tem-
perature is very large for baffle opening of 15%.
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674 Part C Solution Growth of Crystals

19.5 Hydrothermal Growth of ZnO Crystals

19.5.1 Growth Kinetics and Morphology

Figure 19.20 shows the growth planes for hydrothermal
zinc oxide crystals. Hydrothermal crystals are highly
faceted due to the slow growth rates and lack of con-
finement during growth. Because each facet has an
associated free energy, crystal growth rates can differ
for different facets. Hydrothermal ZnO in an alkaline
medium grows with the following facets: (0001) and
(0001̄) monohedra (C+ and C− planes, respectively)
and the six (101̄0) prismatic faces (M planes). The
six (101̄1) pyramid faces (P planes) also can form
under certain conditions, which will be describe in
Sect. 19.5.2. Laudise and Ballman first observed the
anisotropic growth rate on both spontaneous crystallites
and crystals grown on seeds in 1 M NaOH [19.33]. ZnO
crystals grown on a C-plane seed and a M-plane seed
are shown in Fig. 19.20.

Growth on the C+ face is always faster than on
the C− face in hydroxide solutions above 1 M. Typ-
ical growth rates for 6 M KOH and 1 M LiOH are

C+ sector
(≈ 2× thickness of C– sector)

C– sector

a)

b) d)

c)

A-axis

C-axis

+c

+c

– c

– c

+p

– p

m
M sectorsSeed

m

5 mm

Fig. 19.20a–d Hydrothermal ZnO: (a) schematic and
(b) crystal formed by growth on C-plane seed (af-
ter [19.13]), (c) schematic and (d) crystal formed by growth
on M-plane seed (after [19.66])
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Fig. 19.21 Growth rates of the faces of the monohedra and
the {101̄0} prism of ZnO single crystals in alkaline so-
lutions as a function of temperature: (1) 5 M KOH and
(2–7) 5.15 M KOH + 1.2 M LiOH as functions of tempera-
ture. Solid lines correspond to Δt = 75 ◦C; dashed lines to
Δt = 50 ◦C (after [19.67])

0.45 mm/day in the C+ direction, and 0.22 mm/day in
the C− direction for growth on C-plane seeds [19.24].
Growth rates on M-plane seeds average 0.2 mm/day in
the direction normal to the M-plane [19.33]. Demianets
et al. measured the growth kinetics on the different crys-
tallographic faces by varying the type and concentration
mineralizer, growth temperature, and temperature dif-
ference between the dissolution and crystallization
zones [19.67]. Figure 19.21 shows more detailed kinet-
ics of ZnO growth as a function of temperature. Note
the effect that the addition of lithium, which improves
the perfection of the ZnO crystal, has in decreasing the
growth rate.

The authors went on to determine the elementary
surface layers for the possible growth facets of ZnO.
The elementary surface layers were then used to de-
termine the relative theoretical growth velocities under
ideal conditions (the absence of any additional com-
ponents in the crystallization medium) for the different
crystallographic faces of ZnO. The relationships of the
velocities are

V (101̄0) < V (0001̄) ∼ V (0001)

< V (101̄1) < V (101̄2) < V (11̄20) .

The sequence would be reversed to characterize the
prevalence of the faces in the formed crystal. The ideal
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velocities above would form simple shapes such as
monohedra and prisms but water, a polar solvent, adds
a great deal of complexity to the kinetics of crystal
growth.

The anisotropy of the growth rates for the vari-
ous crystal facets is related to the charge distribution
on the facets and the charge of the ions in solu-
tion. Several researchers have studied the solubility and
thermodynamic parameters of aqueous Zn species for
natural hydrothermal systems. Khodakovsky and Yelkin
concluded that Zn(OH)2−

4 is the dominant species in
alkaline solution at the high temperatures and high
pH values at which bulk crystals are grown [19.70].
Bénézeth et al. investigated solubility of zinc oxide
in 0.03–1.0 M sodium trifluoromethanesulfonate solu-
tions to determine thermodynamic properties of the
transport species in dilute acidic and alkaline solu-
tions solutions [19.60, 71]. The Gibbs free energy
of formation, entropy, and enthalpy at 25 ◦C and
1 atm were determined for Zn2+, Zn(OH+), Zn(OH)0

2,
and Zn(OH)−3 by employing a hydrogen electrode
concentration cell and periodic sampling of cell poten-
tials. Solubility data at temperatures up to 200 ◦C for
Zn(OH+), Zn(OH)0

2, and Zn(OH)−3 , and at temperatures
up to 290 ◦C for Zn2+, were also obtained. The authors
concluded that Zn(OH)2−

4 was the predominant species
in OH− solutions above 0.1 M NaOH. Wang and Li
et al. performed systematic studies of the morphology
and growth rates of zinc oxide powder in alkaline so-
lutions [19.68, 69, 72]. Starting with Zn(OH)2 colloids
as nutrient, they investigated morphological changes as
a function of pH (Fig. 19.22).

The studies assumed that Zn(OH)2−
4 growth units

were the predominant species in solution when hydrox-
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Fig. 19.22 Morphological changes of ZnO crystallites with
increasing pH of the growth solution (after [19.68])
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Fig. 19.23 ZnO crystal structure image represented in the
form of the coordination tetrahedron along the x-direction
(C− surface made up of flat faces at top) (after [19.69])

ide colloids were dissolved. These growth units have
a tetrahedral form and charge distribution similar to
those of ZnO, which itself is a series of tetrahedra
(Fig. 19.23). The corner (point) of a zinc oxide tetra-
hedron can bind with three hydroxide growth units, the
edge with two growth units, and the face of the tetra-
hedron with only one growth unit. The viscosity of the
hydrothermal growth solution is low, so the crystal in-
terface structure plays a large role in kinetics. Thus
analysis of Fig. 19.23 would predict the following rel-
ative growth rates under ideal conditions

V 〈0001〉 > V 〈011̄1̄〉 > V 〈01̄10〉
> V 〈011̄1〉 > V 〈0001̄〉 .

The hydroxide growth units cluster together by de-
hydration. In strong alkali solution these clusters are
shielded by ions such as Na•O−, shielding the growth
units and slowing down growth. Wang et al. contend
that these mechanisms account for the growth rates and
shape of bulk zinc oxide crystals in strong alkali so-
lutions. Demianets and Kostomarov proposed a similar
mechanism, but argued that Zn(OH)2−

4 dissociates into
ZnO2−

2 +2H+, and that the ZnO2−
2 concentration in-

creases with increasing pH [19.26]. Reaction of one
ZnO2−

2 with the zinc surface of the crystal allows two
ZnO units to form, whereas reaction on the oxygen
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surface allows only one ZnO unit because of charge
compensation.

Addition of lithium to the solution, as hydroxide or
carbonate, improves the quality of the bulk zinc ox-
ide crystals but also reduces the growth rate in the
(0001) facet while increasing the rate on the (101̄0)
facets [19.67, 73]. This may be due to the shielding
mechanism mentioned above. Kuz’mina et al. grew
ZnO crystals grown in KOH solutions that had higher
structural quality but more highly faceted than those
grown in NaOH solutions [19.27]. Suscavage et al.
used a 3 M NaOH:1 N KOH:0.1–0.5 N Li2CO3 so-
lution which produced ZnO crystals with low defect
densities and less P-plane faceting than KOH-grown
crystals [19.21]. The mixed NaOH–KOH solvent had
the added benefit of being less corrosive than KOH
solutions. The crystal shown on the left-hand side in
Fig. 19.20 [19.13] has negligible P-plane faceting and
fits the kinetic models of Wang and Demainets dis-
cussed before. The low impurity levels in these crystals,
high levels of lithium, and growth on fully faceted
C-plane seeds may have suppressed formation of the
P-plane in these crystals.

Sakagami found that hydrothermal zinc oxide crys-
tals have tens of ppm excess zinc [19.25]. He therefore
added H2O2 as an oxidizer; excess zinc was reduced to
1–2 ppm. The addition of an oxidizer such as hydrogen
peroxide slows the growth rate on all faces, especially
the C− facet [19.27]. Manganese and nickel had no ef-
fect on the kinetics but did color the crystals red and
green, respectively. No effect of these dopants on the
electrical resistance could be discerned [19.27]. Addi-
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Fig. 19.24a–e Impurity effects on
morphology of hydrothermal ZnO
crystals (a) Li+, (b,c) Fe+, (d) Mn2+,
(e) In3+ (after [19.67])

tion of NH+
4 increased the growth rate on the (101̄0)

facets, but crystal quality was degraded [19.27]. Demi-
anets et al. published a more detailed paper on the
effect of Li+ and several of the divalent and trivalent
metals (Co2+, Fe2+, Mn2+, Fe3+, Mn3+, Sc3+, In3+)
on growth kinetics and morphology of hydrothermal
ZnO [19.67]. Figure 19.20 shows that, as metallic impu-
rities are increased in the ZnO growth medium, P-plane
facets are formed and C-axis growth rates decreases.
The decrease in growth rates can be explained by the
shielding effects impurities can have on the matrix com-
pound (i. e. ZnO) as discussed in Sect. 19.2.

19.5.2 Structural Perfection – Extended
Imperfections
(Dislocations, Voids, etc.)

Because hydrothermal zinc oxide and quartz are both
amphoteric single-component oxides, many insights
into zinc oxide hydrothermal can be obtained from
studies on hydrothermal quartz growth, which has
been intensely investigated during the last 50 years.
Laudise and Barnes [19.74] and Armington [19.75]
have published excellent reviews on the growth of
high-perfection quartz and on dislocation mechanisms.
Extended imperfections that can be formed in both zinc
oxide and quartz include the following:

• Seed veils and etch channels – small holes or chan-
nels filled with voids, water vapor or liquid, caused
by etch tracks that form on seeds during initial
growth
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Fig. 19.25 (a) Reflection x-ray topograph of 2 inch ZnO wafer in C-axis projection. (b) (002) reciprocal-space map of
corresponding wafer (after [19.13])

• Voids – small holes filled with air, water vapor or li-
quid; can occur whenever growth conditions change
abruptly at the growth surface (impurity clusters,
cracks, or crystalline particles from nutrient brought
to growth interface by fluid flow)• Crevice flaws – equivalent to dendritic growth in
metals. Uneven or rough growth caused by a change
of surface kinetics on growth faces. In extreme cases
can cause gaps, cracks, and large numbers of dislo-
cations• Dislocations – equivalent to those in melt-grown
bulk crystals. Strain-induced, because of impurity
incorporation or intersection of growth planes, dis-
locations often propagate from seed into crystal• Vertical etch channels – equivalent to micropipes
that form in vapor-grown crystals. Dislocations dec-
orated with impurities causing cylindrical voids that
can reach from the seed to the surface of the crystal

All these imperfections have been observed in
hydrothermal zinc oxide bulk crystals. Laudise and
Barnes [19.74] stated that very small nutrient particle
size resulted in low growth rates and flawed growth,
and an optimal particle of several millimeters was de-
termined, which was confirmed by Chen et al. [19.55]
by numerical simulation. Addition of lithium, use of
low dislocation-density seeds, and use of high pu-
rity nutrient also reduces the concentrations of most
imperfections. Lithium may reduce imperfections by
decreasing the surface free energy when lithium ions

incorporate at the growth interface. Lithium may also
limit the incorporation of H2O and OH− into the crystal
lattice at the growth interface [19.76–78].

Figure 19.25 shows a reflection x-ray topograph and
the (002) reflection reciprocal-space map for a low-
defect commercial 2 inch-diameter (0001) ZnO wafer.
Both measurements demonstrate very low defect con-
centrations in the wafer analyzed [19.13]. Commercial
hydrothermal ZnO wafers have measured etch pit den-
sities in the range of 100 cm−2 and the full-width
half-maximum (FWHM) of the rocking curve below
20 arcsec, another indication of the high crystallinity of
hydrothermal ZnO wafers.

Synchrotron white-beam x-ray topography
(SWBXT) in Laue configuration was performed on a se-
ries of crystals grown at AFRL-Hanscom [19.79]. To
trace the growth history of the crystal, (101̄0) crystal
plates containing both the seed crystal and the bulk
region were imaged. One set of topographs showed
the usual propagation of edge dislocations from the
seeds (Fig. 19.26). The growth sector (GS) boundary
can also clearly be seen, marking a change of growth
morphology.

On several other crystals the topographs revealed
a capping phenomenon similar to that observed in
KDP [19.80]. Figure 19.26b shows that the dislocation
density is very high near the seed–crystal interface, re-
vealing strain associated with growth initiation rather
than dislocations propagating from the seed into the
bulk. A growth band, possibly because of a fluctuation
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Fig. 19.26a,b Synchrotron white-beam x-ray topographs
of ZnO seed–crystal interfaces (after [19.79]): (a) normal
seed interface (D – dislocations, GS – growth sector bound-
ary); (b) ZnO microcapped region, exhibiting microcavities
and low dislocation generation above microcapped region
in the C+ direction

in the growth conditions, stops many of these dislo-
cations. In some cases microcavities originating at the
seed–crystal interface were observed; the cavities heal
during subsequent growth, nucleating dislocations.

The cause of microcapping has not been established.
One possible mechanism is seed etch-back during initial
growth, due to fluctuations in the temperature gra-
dient coupled with seed misalignment from C-plane
orientation.

Surface studies on hydrothermal crystals showed
the C+ surface to be smooth and specular, with spi-
ral hexagonal growth pyramids [19.27]. The C− surface
is more three-dimensional, with layer-like growth. The
M-planes also have layered growth; the P-planes have
a series of terraces. No in-depth study has addressed the
mechanisms responsible for these various morphologies
on the growth surfaces.

19.5.3 Impurities, Doping,
and Electrical Properties

Generally the impurity concentrations in hydrothermal
ZnO depend not only upon the purity of starting ma-
terials, but also upon the growth conditions (solution
chemistry, growth temperature, etc.). Fe, Ag, Si, Na,
Li, K, and Al are the primary impurities found in
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Fig. 19.27 Discharge mass spectroscopy (DMS) data for
ZnO wafers sliced along the C− and C+ growth directions
of a commercial 2 inch-diameter boule (after [19.13])

hydrothermal ZnO crystals. Sekiguchi et al. reported
impurity concentration variations among crystals that
were grown under various conditions of temperature
and pressure but that otherwise were nominally iden-
tical [19.66]. Nonetheless, low-ppm impurity and sub-
1016 cm−3 donor/acceptor concentrations have been
achieved [19.13, 21], demonstrating that hydrothermal
ZnO crystals can have purities that rival or exceed the
purities of bulk ZnO grown by other methods – purities,
in fact, that rival or exceed those of III–V semiconduc-
tors such as InP and GaN. Figure 19.27 shows glow
discharge mass spectroscopy (GDMS) data for ZnO
wafers sliced along the C− and C+ growth directions
of a commercial 2 inch-diameter boule [19.13]. High
levels of lithium were incorporated in the crystal for
growth in both the C− and C+ directions. The divalent
and trivalent metals levels are two orders of magnitude
lower in the wafers grown in the C+ (Zn-terminated)
growth direction.

The resistivity over a 2 inch hydrothermal wafer cut
from the C+ sector (Zn-terminated growth) was meas-
ured to be 380 Ω cm±15% [19.13].

Lithium is often added to hydrothermal solutions as
hydroxide or carbonate because it improves crystallinity
and morphology, as stated in the previous section. Li
can therefore occur in concentrations of >10 ppm in
hydrothermal ZnO [19.13, 21, 25, 66]; it has been em-
ployed to achieve resistivities as high as 1010 Ωcm by
compensating native donors [19.18]. Lithium is anath-
ema to most electronic and optical device fabricators,
who fear that Li – typically a fast diffuser – will incor-
porate into devices and thereby poison them. This may
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not be an insurmountable obstacle for device applica-
tions, as Li apparently can be removed from ZnO by
annealing in a zinc atmosphere [19.77]. Also, using ap-
propriate mineralizer solutions, it is possible to obtain
high-quality as-grown hydrothermal ZnO crystals that
have sub-ppm Li concentrations [19.21].

In, Ga, and Al are shallow donors in ZnO [19.82,
83]. As mentioned above, Li occupying the Zn site
is believed to be an acceptor (interstitial Li is be-
lieved to be a donor [19.77]); addition of Li or Cu
increases the resistivity of ZnO after annealing in air or
Zn [19.22,24,76,77], probably by compensating donors.
The donor/acceptor properties of Fe2+ and Fe3+ in
ZnO are not known. The role of hydrogen in ZnO is
controversial: recent theoretical calculations predict it
should be a shallow donor [19.84], in overall agree-
ment with experimental measurements performed in the
1950s that associated increases in electrical conductiv-
ity with hydrogen incorporation (reviewed in [19.85]);
however, in recent work on MOCVD-grown ZnO films,
the conductivity increase was attributed to passivation
of acceptors [19.86]. Hydrothermal growth of ZnO in
an effective overpressure of H2 was achieved by adding
Zn powder to the growth solution; unfortunately only
the carrier concentrations after annealing in vacuum or
air (2–5 × 1015 cm−3), not carrier concentrations in as-
grown ZnO, were reported [19.77].

Native defects such as oxygen vacancies or zinc in-
terstitials have long been regarded as donor centers in
ZnO (see, e.g., [19.84, 87] and references therein). In
many cases, they may constitute the most numerous
donor sites. Sakagami’s observation that the ZnO elec-
trical resistance increased when an oxidizing agent was
added to the hydrothermal growth solution (equivalent
to growth in an oxygen overpressure) [19.25] is indirect
evidence that many donor defects result from imperfect
zinc–oxygen stoichiometry.

Semi-insulating behavior in hydrothermal ZnO
has, as already noted, been achieved through lithium
doping [19.83] and growth in an effective oxy-
gen overpressure [19.25]. Semi-insulating behavior,
with a net room-temperature free electron concen-
tration of ≈ 2 × 1012 cm−3, and electron mobility of
≈ 175 cm2/V s, was observed [19.21]. The cause of
this behavior was found to be a donor center located
340 meV below the conduction band; the microscopic
nature of this donor is not understood.

The presence of large growth facets on hydrother-
mal ZnO crystals facilitates study of electronic prop-
erties as a function of crystallographic orientation and
surface polarity. Urbieta et al. employed scanning
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Fig. 19.28 Hall-effect data for indium-doped ZnO wafer (af-
ter [19.81])

tunneling microscopy and found clear differences in
surface electronic structure that distinguished the C+
(zinc-surface), C− (oxygen-surface), and m (nonpolar
surfaces) [19.88]. Sakagami et al. measured I–V and
C–V characteristics on the crystallographic C+, C−,
and m faces [19.89]. Along all crystallographic axes
studied, they observed nearly ohmic behavior when
surfaces were zinc-rich and rectifying behavior when
surfaces were oxygen rich. The authors’ judgment that
m-sectors are more suitable than c+ and c− sectors for
making electrical contacts, if confirmed, has potential
significance for device fabrication that could stimulate
interest in ZnO crystal growth on nonbasal plane.

Hydrothermal conducting indium-doped ZnO was
grown using sintered zinc oxide powder that was mixed
with a small percentage indium oxide [19.81]. As pre-
viously stated, growth rates were dramatically reduced
in the C-axis (Fig. 19.23c). Conductivity measurements
for a 5 × 5 mm2 In:ZnO sample is shown in Fig. 19.28.
The conductivity achieved is adequate for most semi-
conductor device applications that would benefit from
conducting substrates.

19.5.4 Optical Properties

The most sensitive indications of crystal quality often
come from optical measurements at near-liquid-helium
temperatures, where excitonic and other bands indicate
the underlying quality (or lack thereof) of the material.
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Fig. 19.29 Low-temperature broadband photolumines-
cence spectrum (after [19.13])

Broadband spectra at both high and low temperatures
can provide useful information about impurities and na-
tive defects.

The broadband low-temperature photoluminescence
(PL) spectrum of a 2 inch ZnO wafer is shown in
Fig. 19.29. In addition to the UV band (excitonic
and donor–acceptor bands at energies above 3 eV),
there is a broad band centered at ≈ 2.3 eV. Similar
broad extrinsic orange and green bands have been re-
ported in several PL [19.90] and cathodoluminescence
(CL) [19.91, 92] measurements of hydrothermal grown
ZnO. Several authors have shown that the intensity of
the UV band compared with the intensity of the broad-
band can provide qualitative information on the crystal
quality of hydrothermal ZnO [19.92, 93].

Conflicting mechanisms have been advanced for
the origin of the green band. Reynolds et al. com-
pared the ZnO green band to the yellow band in GaN
(a wurtzitic crystal having a bandgap similar to that of
ZnO), whose origin remains a matter of debate, and con-
cluded that both bands arise from a transition between
a shallow donor and a deep level [19.94]. However,
Garces et al. concluded, from electron paramagnetic
resonance (EPR) and PL spectra of unannealed and an-
nealed vapor-phase-grown ZnO, that ZnO green bands
are caused by emission from Cu+ and Cu2+ ions, re-
spectively [19.82].

Orange and green CL has been observed in the m,
c, and p sectors of hydrothermal ZnO crystals. Strong
green emission (in addition to near-band-edge emis-
sion, which is ignore for the purposes of this discussion)

was observed from C+ (Zn-terminated) surfaces, and
weak orange emission from C− (oxygen-terminated)
surfaces; green emission was observed from P− sur-
faces (Zn-terminated) and orange emission from P+
(oxygen terminated) surfaces; and there was weak or-
ange emission from the (nonpolar) M face [19.66].
Combining these and related observations with the
growth kinetic models, Sekiguchi et al. [19.66] and Ur-
bieta et al. [19.95,96] associated the occurrence of ZnO
green and orange CL bands with impurity incorpora-
tion efficiencies (during crystal growth) that the growth
model attributes to the polarization state of ZnO sectors
(c+, c−, m, etc.); similarly, UV and broadband lumi-
nescence efficiencies were associated with presumed
incorporation rates of nonradiative recombination cen-
ters. In this vein, Sekiguchi et al. noted that orange
emission was strongest in their sample that had the high-
est Li concentration and lower in a flux-grown crystal
that contained virtually no Li; they also noted that use
of H2O2 in the hydrothermal growth solution, which
presumably lowered the concentration of oxygen vacan-
cies, significantly reduced the orange emission [19.66].
An overview of visible luminescence in ZnO has more
comprehensive information of the possible mechanisms

1.4 1.7 2 2.5 33 50 100

Transmission (%)

Wavelength (µm)

c+ sector

1 in

c– sector

75.58

0

Slice 1, clear c+ sector

Slice 3, dark c– sector

Fig. 19.30 IR transmission spectra of ZnO slices cut
from c+ and c− growth sectors of a ZnO crystal (af-
ter [19.21])
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of broadband emission in ZnO bulk crystals and thin
films [19.97].

We complete our summary of the optical proper-
ties of hydrothermal ZnO by considering transmission
spectra (Fig. 19.30) [19.98]. Insulating ZnO is trans-
parent from the near-ultraviolet almost to 10 μm (the
spectrum in Fig. 19.30 labeled clear c+ sector). Elec-

trically conducting samples (e.g., the spectrum labeled
dark c− sector) exhibit a long-wavelength free-carrier
absorption tail. The optical transparency shown in
Fig. 19.30, together with the high laser breakdown
strength of ZnO [19.98], have made ZnO the lead-
ing candidate for transparent conducting electrodes for
high-power near-IR laser beam steering devices [19.99].

19.6 Ammonothermal GaN

19.6.1 Alkaline Seeded Growth

Callahan et al. [19.64] synthesized and grew GaN crys-
tals in a retrograde configuration (Fig. 19.8) with 2–3 M
KNH2 concentration. Seeded growth experiments em-
ployed autoclaves with 2.2 cm internal diameter and
140 ml volume. Both sets of autoclaves are capable of
sustained operation at 600 ◦C and pressures up to 4 kbar.

Polycrystalline GaN, synthesized by an in-house
vapor process [19.100], was suspended in a scaffold
near the bottom of the autoclave to obtain solubil-
ity data. Single-crystal free-standing gallium nitride up
to 200 μm thick with a surface area of 1 cm2 grown
by hydride vapor-phase epitaxy (HVPE) was used as
seeds and suspended by a wire scaffold near the bottom
(warmer portion) of the autoclave. Seeded growth ex-
periments were carried out for 5–30 days. Transported
material nucleates on the walls of the autoclave, the wire
scaffold, and on the GaN HVPE seeds. The mass of
heterogeneously nucleated materials recovered from the

Sample ID
Ga face
N face

C
1.2E+17
2.5E+16

O
5.6E+20
2.5E+20

Si
3.5E+18
7.9E+17

K
1E+20
3E+16

Co
<8E+15
2E+16

Fe
2E+17
4E+16

Ni
<8E+15
<8E+15

Pt
5E+15

<5E+16

Bulk concentrations (atoms/cm3) in GaN

Nitrogen face

Nitrogen face

Gallium face

Gallium face

HVPE seed (240 µm thick)

a)

b)

d)

c)Nickel wire track

100 µm 100 µm

100 µm40 kV

40 kV 40 kV

Fig. 19.31a–d Thick ammonothermal
GaN growth (after [19.64]) (a) SEM
image of nitrogen polar face. (b) SEM
image of gallium polar face. (c) SEM
image of a cleaved cross-section of
gallium nitride grown on HVPE seed.
(d) Impurity concentrations of Ga and
nitrogen faces measured by secondary
ion mass spectrometry (SIMS)

lower walls (crystallization zone) is often eight to ten
times the weight gain of the seeds.

Single-crystal growth on the seeds occurred at a rate
of up to 40 μm per day. Growth approaching 1 mm in
thickness was achieved on multiple seeds. Etching stud-
ies were conducted to determine the polarity of the
crystalline surfaces. Previous work [19.101] indicates
that the C+ face (gallium face) when exposed to phos-
phoric acid etchants shows little erosion of the bulk
material. The nitrogen polar face (Fig. 19.31a) has flat-
ter surface than the gallium polar face (Fig. 19.31b).
A cleaved cross-section of as-grown gallium nitride is
shown in Fig. 19.31c. Growth in the C+ and C− di-
rections (gallium face and nitrogen face, respectively)
exhibits a columnar-type growth, with much more pro-
nounced grain boundaries seen in the growth on the
gallium face. Under different experimental conditions
growth rates of the C+ and C− planes differ, but are ap-
proximately equal. Substantial growth in the a-direction
has also been observed.

Part
C

1
9
.6



682 Part C Solution Growth of Crystals

Secondary ion mass spectrometry (SIMS) were
performed on as-grown ammonothermal gallium ni-
tride crystal samples. The results from a characteristic
sample are shown in Fig. 19.31d. Impurities do not
incorporate into the bulk crystal homogeneously. Con-
centrations of impurities were different between the
gallium and nitrogen surfaces of the bulk crystal. In
general metallic impurities incorporated less on the ni-
trogen face than the gallium face. Figure 19.31d shows
that the impurity levels for oxygen and hydrogen are
above 1019 atoms per cm3 for both faces. Potassium
impurities for the mineralizer were 1019 cm3 atoms per
cm3 on the gallium face and mid 1018 cm3 atoms per
cm3 on the nitrogen face.

The reciprocal-space maps and reflection to-
pographs are shown in Fig. 19.32 for an ammonother-
mal crystal grown under similar conditions as those in
Fig. 19.31 [19.102].
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Fig. 19.32a–d Reciprocal-space
maps and reflection topographs for
ammonothermal GaN and HVPE
seed grown with KNH2 mineralizer
(after [19.102])

It is evident that the ammonothermal growth has
higher defects levels than the HVPE seed. When a thin-
ner film of ≈ 50 μ was grown [19.103] there was less
columnar growth. The levels of impurities in the crys-
tals and the nonuniform crystallinity of the HVPE seeds
make quantitative analysis difficult.

The ammonothermal growth of 1 inch-size (0001)
GaN crystal in a cylindrical high-pressure autoclave
having an internal diameter of 40 mm was reported by
Hashimoto et al. [19.17, 104]. About 15 μm-thick GaN
films were uniformly grown on each side of the GaN
seed, which has an oval shape of 3 × 4 cm2. The applied
temperature and pressure were 625–675 ◦C and about
2.14 kbar. Basic mineralizers were used, resulting in ret-
rograde solubility of GaN in supercritical ammonobasic
solutions. The nutrient was placed in the colder region
(upper region) and free-standing C-plane HVPE GaN
seed crystals were placed in the hotter region (lower
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Fig. 19.33 Ammonothermal growth on 40×30 mm2 HVPE
seed (after [19.17, 104])

region). A baffle divides the reactor into an upper re-
gion and a lower region to set a temperature difference
between the dissolving region and the crystallization re-
gion. Uniform growth of GaN films on an over-1 inch
oval-shaped seed crystal was achieved through fluid
transport of Ga nutrient. Ga nutrient was transformed
to GaN on the crucible wall, resulting in abrupt drop of
the growth rate in about a day. The crystal is shown in
Fig. 19.33.

Polycrystalline GaN nutrient and higher mineralizer
concentration was used for longer growth runs. Due
to thick wall of the autoclave, the temperature differ-
ence between the upper and lower regions of the fluid
is estimated to be less than 50 ◦C. The resulting ammo-
nia pressure was about 1.8–1.9 kbar. The growth rates
along C+ (Ga face), C− (N face) and M direction were
0.8, 3.6, and 6 μm/day. The authors showed a defective
growth interface with numerous voids and defects; as
growth progressed the structure improved [19.106].

Dwilinski et al. recently reported on GaN crystals
grown in alkaline ammonia with a dislocation den-
sity on the order of 5 × 103 cm−2 [19.107], which is
several orders of magnitude lower than what has pre-
viously been reported. An x-ray rocking curve FWHM
of 17 arcsec was measured on a 1 inch substrate cut
from one of the GaN crystals and subsequently pol-
ished. There was no evidence of mosaicity or low-angle
grain boundaries. X-ray rocking curves under 20 arcsec
and radius of curvature on the order of 102 –103 me-
ters were measured on various crystals from separate
growth runs. The authors did not disclose how the supe-
rior crystallinity of the GaN crystals was obtained.

Figure 19.34 is unpublished data [19.105] that
shows photoluminescence (PL) of an alkaline ammonia
sample, rack, and wall nucleation. The PL is improved
over previous experiments. The broadband emission is
reduced over previous runs [19.103] and there is no ev-

1.5 2

1.8 K PL

Deep level

Free wall

Free rack

(D0–A0) (D0,X)

Top B

Ammonothermal GaN
#L1–4

2.5 3 3.5

Intensity (arb. units)

Energy (eV)

Fig. 19.34 Photoluminescence spectra of ammonothermal
GaN (note the difference in broadband emission) (af-
ter [19.105])

idence of a PL signature at 3.4 eV that was identified as
stacking-fault-related emission [19.108]. The wall nu-
cleation has a greater number of broadband emissions.
This might be evidence of impurities leaching from the
autoclave.

19.6.2 Acidic Seeded Growth

Due to the corrosive nature of acidic solvents a platinum
or silver liner must be used to contain the experiment.
Figure 19.35 shows a scanning electron microscopy
(SEM) image of acidic ammonothermal growth at a rel-
atively low pressure of ≤ 170 MPa and temperature
in the range 500–550 ◦C. The film was grown in
standard configuration (forward-grade solubility). The
authors increase the temperature and obtained columnar
growth.

GaN filmGaN film

HVPE GaNHVPE GaN
substratesubstrate

20 µm

Fig. 19.35 Cross-sectional SEM image of 21 μm of am-
monothermal growth on a HVPE seed using NH4Cl as
a mineralizer (after [19.43])
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a)

b)

c)

C-plane

Lateral

HVPE seed

<100 cm–2 ~106–107 cm–2

~107–108 cm–2

~ (100–1010 cm–2)

HPAT-grown GaN

Fig. 19.36a–c GaN grown in high-pressure anvil cell
at 700 ◦C; (a) schematic of growth; (b) SEM of low-
defect/high-defect seed interface in the m-plane direction;
(c) picture of large HVPE seed with ammonothermal
growth showing smooth morphology (after [19.109])

Figure 19.36 shows a GaN crystal grown in a sealed
capsule that is placed in a high-pressure cell with a solid
pressure medium [19.109]. The cell is similar to the
type used for piston-press and belt-press synthesis of
diamond. The cell was heated between 600–1000 ◦C
with a pressure in the range 5–20 kbar. The authors
show a standard forward-grade solubility configuration
for growth. The higher pressure and temperatures that
this system can withstand allow for much higher growth
rates than those that can be obtained in autoclaves. Fig-
ure 19.36a shows a schematic of the dislocation density
of a crystal grown by the high-pressure ammonothermal
technique (HPAT). Growth in the direction perpendicu-
lar to the HVPE seed was almost free of dislocations

and other defects. This shows the advantage of using
the ammonothermal technique to obtain very low-defect
material. The impurities in the crystals grown were re-
duced by two orders of magnitude (1020 –1018) from
a previous publication. The authors fabricated a func-
tional laser diode on one of the HPAT substrates.

19.6.3 Doping, Alloying, and Challenges

There has been synthesis of InGaN nanocrystals
[19.110], polycrystalline AlN [19.111], and GaN mi-
crocrystals doped with transition-metal ions (Mn, Fe,
and Cr) for dilute magnetic semiconductor applica-
tions [19.112]. Transition metals could also be used
to increase resistance in GaN wafers. Finally, AlGaN
microcrystalline balls were synthesized ammonother-
mally [19.54]. The Al metal nutrient was depleted
before the end of the run. The result was two different
compositions of AlGaN in the inner and outer por-
tions of the ball, as seen in Fig. 19.37. It is surmised
that an AlGaN alloy liquid droplets formed during the
heating process and the AlGaN crystallized around the
droplets.

Several challenges need to be overcome with am-
monothermal technology in order to bring GaN-based
crystal growth from research into full production.
High-quality seeds, nutrient, equipment, and a com-
plete understanding of the chemistry are required.
Ammonothermal growth will leverage other growth
technologies such as flux growth and HVPE growth
for sources of seeds and nutrient. Electrical and
optical characterization will proceed as large-area am-
monothermal GaN crystals become available. Denis
et al. published an excellent review of GaN bulk
growth [19.113]. This technology is still in its infancy
and there are many unique avenues to be explored.

1

2

Fig. 19.37 Ammonothermal AlGaN balls (after [19.54]): 1
– Al0.5Ga0.5N; 2 – Al0.25Ga0.75N; nutrient – molar ratio of
Al : Ga = 3 : 7 (Al nutrient was depleted during course of
experiment)
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19.7 Conclusion

Hydrothermal growth has produced very high-quality
zinc oxide crystals. Nearly dislocation-free growth can
be produced in zinc-terminated growth sectors and on
nonpolar prism faces. Semi-insulating and conducting
crystals have been grown, as well as crystals exhibiting
superior low-temperature PL characteristics.

The various crystallographic faces of hydrother-
mal ZnO exhibit pronounced differences not only in
the growth rates, but also in structural, electrical, and
optical properties. The growth mechanisms, the incor-
poration of impurities, and the generation of native
defects are (at least in part) connected to the polarity of
the growth surfaces; however, the precise mechanisms
– and especially the properties of impurities and native
defects – have not been fully elucidated. Exploiting the
faceted morphology of hydrothermal crystals may facil-
itate studies of these phenomena, many of which surely
have counterparts in ZnO thin-film growth and ZnO
bulk growth by other methods. Hydrothermal ZnO tech-
nology has progressed rapidly in the last 5 years with
the capability to produce hundreds of wafers in a single
run. Therefore economical growth of large, low-defect-
density ZnO crystals is waiting for innovative strategies
in ZnO device design and fabrication to spur demand
for large-scale commercialization of ZnO-based devices
and therefore ZnO substrates.

Significant progress has been made in acidic and
alkaline ammonothermal growth of GaN. Forward sol-
ubility in ammonia has been determined when using
acidic mineralizers such as NH4Cl, in contrast with
alkaline mineralizers such as KNH2, where a retro-
grade solubility was discovered. Several groups have

demonstrated that low-defect-density GaN can be pro-
duced using the ammonothermal technique, and growth
on 1–2 inch-diameter GaN HVPE templates has been
shown.

Process modeling and simulation based on physics
are necessary in the scale-up of solvothermal systems.
Forward solubility has been simulated for an auto-
clave with an internal diameter of 0.932 cm and internal
height of 18.4 cm. The optimum precursor sizes found
in the GaN growth experiments have been confirmed
by numerical simulations. The fluid field can be sig-
nificantly increased by an increase of the particle size
from 0.6 mm to 3 mm. The optimization of the baffle
design has been performed numerically and needs to be
carefully selected to achieve a predefined temperature
difference across the baffle, to achieve the necessary su-
persaturations required for the crystallization of single
crystals at elevated growth rates.

Ammonothermal technology is a fertile ground for
the production of many nitrogenated compounds that
are difficult to synthesize by other techniques. The
production of gallium nitride by the ammonothermal
method requires a large amount of further investigation
just as the production of quartz did in the early 20th
century. In-depth phase, solubility, growth kinetics, and
fluid dynamics studies need to be completed for a mul-
tiplicity of mineralizers, and high-strength vessels must
be designed for the increased pressure requirements of
supercritical ammonia. The cost advantages afforded by
growing on multiple seeds simultaneously make this
technique an attractive means for meeting the demand
for high-quality gallium nitride substrates.
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Stoichiometry20. Stoichiometry and Domain Structure
of KTP-Type Nonlinear Optical Crystals

Michael Roth

In recent years the growth technologies of only
a few inorganic oxide crystals, such as BBO
(BaB2O4), LBO (LiB3O5), and the KTP (KTiOPO4) group
of isomorphic compounds, have matured to a de-
gree allowing their extensive integration into
commercial laser systems in the form of nonlin-
ear optical (NLO) and electrooptic (EO) devices.
The KTP-type crystals are ferroelectrics at room
temperature. They are also well known for their
large birefringence, high NLO and EO coefficients,
wide acceptance angles, thermally stable phase-
matching properties, and relatively high damage
threshold. These properties make them especially
useful for high-power wavelength-conversion
applications, such as the second-harmonic gen-
eration (SHG) and optical parametric oscillations
(OPO), as well as for electrooptic phase modula-
tion and Q-switching. Lately, a great deal of effort
has been put into the development of periodically
poled KTP (PPKTP) devices based on quasi-phase-
matched (QPM) wavelength conversion. However,
both birefringent and QPM properties of KTP crys-
tals depend on their structural characteristics,
such as morphology, chemical composition, point
defect distribution (stoichiometric and impuri-
ties), and particularly the ferroelectric domain
structure, which are closely related to the spe-
cific crystal growth parameters. Current research
includes studies of nonstoichiometry and dis-
tribution of point defects, e.g., vacancies and
impurities, as well as the basic mechanisms un-
derlying ferroelectric domain formation during
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KTP crystal growth and cool-down. By controlling
the stoichiometry and achieving single-domain
growth of bulk crystals it is also possible to create
as-grown periodic domain structures useful for
nonlinear QPM applications.

20.1 Background

Potassium titanyl phosphate (KTP) belongs to the fam-
ily of isomorphic compounds with generic composition
of MTiOXO4, where X = {P or As} and M = {K, Rb, Tl,

NH4 or Cs (for X = As only)} [20.1]. All crystals of this
family, including their solid solutions, are orthorhombic
and belong to the noncentrosymmetric point group mm2
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Table 20.1 Selected physical properties of KTP-family crystals

Crystal KTP RTP KTA RTA CTA References

Optical transparency (μm) 0.35–4.3 0.35–4.3 0.35–5.3 0.35–5.3 0.35–5.3 [20.2–4]

Birefringence, nz −nx at 1.064 μm 0.0921 0.0884 0.0863 0.0782 0.0700 [20.4–8]

NLO susceptibilities (pm/V) at 1.064 μm

d33 16.9 17.1 16.2 15.8 18.1 [20.9, 10]

d32 4.4 4.1 4.2 3.8 3.4

d31 2.5 3.3 2.8 2.3 2.1

d24 3.6 – 3.2 – –

d15 1.9 – 2.3 – –

deff for type-II SHG 3.35 2.51 – – – [20.4, 11]

SHG cutoff (μm) along

x-direction 1.082 1.147 1.134 1.243 1.548 [20.11]

y-direction 0.994 1.038 1.074 1.138 1.280

EO coefficients (pm/V) at 0.633 μm

r33 36.3 39.6 37.5 40.5 38.0 [20.10, 12]

r23 15.7 17.1 15.4 17.5 18.5

r13 9.5 12.5 11.5 13.5 14.2

at room temperature. The unique ferroelectric, EO, and
NLO properties of the KTP-family crystals are stipu-
lated by this specific structure. Table 20.1 gives a partial
list of the important physical properties exhibited by
the five more extensively studied KTP group mem-
bers: KTiOPO4 (KTP), RbTiOPO4 (RTP), KTiOAsO4
(KTA), RbTiOAsO4 (RTA), and CsTiOAsO4 (CTA).

All these crystals exhibit a broad optical trans-
parency range allowing for NLO [20.13] and EO [20.14]
interactions from the visible to the near- and mid-
infrared. The larger birefringence and suitable disper-
sion of the orthophosphates, KTP and RTP, brings
their phase-matching directions into the x–y plane
for efficient second-harmonic generation (SHG) of the
principal Nd:YAG laser radiation at 1.064 μm. Al-
though not suitable for frequency doubling into the
green, CTA includes the 1.32 μm line of the Nd:YAG
laser in its phase-matchable wavelength interval within
the x–y plane [20.9] allowing doubling into the red.
In general, the transparency range of the orthoarse-
nates extends by 1 μm further into the mid-infrared
(Table 20.1) and contains no orthophosphate over-
tone absorption at wavelengths shorter than 3.5 μm,
which makes them particularly attractive for noncrit-
ically phase-matched (NCPM) eye-safe OPO (signal
at ≈ 1.5 μm) with negligible absorption of the idler
radiation at ≈ 3.3 μm [20.15]. It is noteworthy that
a more detailed insight into the idler absorption prob-
lem in KTP, namely its reduced value for z-polarization,
demonstrates that orthophosphates may also gener-

ate high-average-power eye-safe OPO [20.16]. All
KTP-family crystals also feature large EO coefficients
necessary for electrooptic modulation and switch-
ing [20.14], but mainly KTP, and especially RTP, are
widely used for these applications [20.17,18]. This may
be associated with the fact that the orthoarsenates are
apt to ferroelectric multidomain formation [20.19, 20],
and their crystal growth is a costly process [20.21].
Therefore, the more technologically important KTP
and RTP materials will be primarily discussed in
terms of their defect structure and the structure–
properties relationships versus the main processing
parameters.

20.1.1 KTP Crystal Structure

The five KTP-family members identified above have
identical crystal structures at room temperature. The
orthorhombic structure (a �= b �= c, α = β = γ = 90◦)
of KTP belongs to the space group Pna21, as initially
determined by Tordjman et al. in 1974 [20.22]. There
are 64 atoms in a unit cell in the KTP-type lattice.
This 64-atom group separates into four subgroups of 16
atoms each, and within each such subgroup there are
two inequivalent K (Rb) sites, two inequivalent titanium
sites, two inequivalent P (As) sites, and ten inequivalent
oxygen sites. Two of the latter oxygen sites represent
bridging ions located between titanium ions, while the
other eight are contained in PO4 (AsO4) groups where
they link one Ti and one P (As) ion.
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Table 20.2 Crystal lattice parameters of KTP-family crystals

Lattice constants () KTP [20.23] RTP [20.24] KTA [20.25] RTA [20.26] CTA [20.27]

a 12.819 12.952 13.125 13.264 13.486

b 6.399 6.4925 6.5716 6.682 6.682

c 10.584 10.555 10.786 10.7697 10.688

Lattice Parameters and Site Occupation
The room-temperature lattice constants of KTP-family
crystals are given in Table 20.2. They change relatively
little in going from KTP even to CTA. The values for
KTP and RTP are very close, thus verifying that the PO4
tetrahedra have much more influence on the lattice con-
stants than the monovalent cations K and Rb. In KTA,
the a and b lattice constants are approximately 1.2%
larger than in KTP and the c lattice constant is about
2.1% larger than in KTP, thus reflecting the slightly
larger size of the AsO4 tetrahedron compared with PO4.
One 16-atom subgroup can be transformed into one of
the other three subgroups by simple transformations
within the unit cell. The [001] projection of the KTP
structure is shown in Fig. 20.1.

The physical structure of the KTP-type crystal
contains helical chains of distorted TiO6 octahedra
running parallel to the 〈011〉 crystallographic direc-
tions and forming a two-dimensional network in the
b–c plane. The TiO6 octahedra are linked at two cor-
ners by alternately changing long and short Ti(1)−O
bonds which are commonly assumed as primarily re-
sponsible for the optical nonlinearity [20.28]. Other
sources of optical nonlinearities have been invoked as
well. Bond-polarizability calculations of KTP [20.29]
show that the nonlinearity derives from the various
K−O bonds and P(2)O4 groups rather than from the
TiO6 groups. Nuclear magnetic resonance (NMR) stud-
ies of KTP [20.30] suggest that the large electric
field gradients at the Ti sites and associated charge-
transfer mechanisms are important factors establishing
the necessary conditions for high nonlinear response.
However, very recent stimulated Raman measurements
show that, in KTP, the strongest vibrations occur in
the direction collinear with the distortion of TiO6 oc-
tahedra [20.31]. The other four oxygen ions around
a titanium ion are parts of the PO4 (or AsO4) tetra-
hedra. These tetrahedra bond the −Ti−O−Ti−O−
networks into a three-dimensional covalent (TiOPO4)
framework. The crystal structure is completed by potas-
sium (or rubidium) ions occupying cavities, or cages,
within this framework. These monovalent ions are
either 8- or 9-coordinated with respect to oxygen,
and they are denoted as K(1) and K(2), respec-

K(2)

h(1)

h(2)

Ti(2)

Ti(1)

Ti O KP

P(2)

P(1)

b

a

K(1)

Fig. 20.1 A view of the KTP crystal structure along the c-axis di-
rection

tively, in Fig. 20.1 representing the KTP structure. Each
K atom is asymmetrically coordinated by O atoms
in the two inequivalent sites, and at a short dis-
tance along the b-direction from each K atom there
is a void similar in size and coordination to the
K site. The voids are termed hole sites, h(1) and
h(2) [20.32], and they are pseudosymmetrically related
to the K(2) and K(1) sites respectively, as is appar-
ent from Fig. 20.1. At high temperatures, above the
transition to the ferroelectric (Pna21) to paraelectric
(centrosymmetric) Pnan phase, the K(1) and h(1) as
well as K(2) and h(2) sites merge along the b-direction
into positions halfway between the room-temperature
K sites and their associated holes sites. More refined
studies of the crystallographically unique K(1) and
K(2) sites reveal additional subsplittings of their po-
sitions [20.33, 34]. Also, the K(1) cage has a volume
25% smaller than the K(2) cage [20.35]. This may ex-
plain why the larger Rb atoms substituting for K atoms
in mixed KxRb1−xTiOPO4 crystals occupy preferen-
tially the larger K(2) sites, independently of the Rb
incorporation mechanism, by crystal growth or ion ex-
change [20.36].
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Ionic Conductivity
Finally, we refer again to Fig. 20.1 and conclude that
there are additional consequences to the quite differ-
ent environments for the K(1) and K(2) atoms. The
K(2)O9 cage forms a channel, parallel to the c-axis,
which runs through the entire crystal structure and
along which the K(2) atoms are expected to move rel-
atively freely. On the other hand, the K(1) atom is
constrained from a similar motion by the confinement
of the P(1)O4−Ti(2)O6 chain which restricts its move-
ment along the c-axis. Although the K(1)O8 cage forms
a channel along the a-axis, the K(1) atom does not show
any significant movement along this axis even at high
pressures [20.35]. Therefore, when KTP is described as
a quasi-one-dimensional superionic conductor [20.37],
with the conductivity σ33 being about three orders of
magnitude higher than σ11 and σ22 [20.38], mainly
K(2) ions can diffuse through cavities combined into
channels along the c-axis direction via a vacancy mech-
anism [20.39]. Similar ionic conductivity anisotropy is
valid also for KTA [20.2]. In RTP and RTA, σ33 is rel-
atively smaller, since the activation energy for hopping
of larger ions is higher [20.40,41]. The concentration of
potassium/rubidium vacancies, or the degree of devia-
tion from stoichiometry, depends on the crystal growth
method and on specific growth parameters that will be
discussed throughout the chapter.

20.1.2 Crystal Growth

KTP-family crystals decompose before melting (e.g.,
KTP decomposes at 1172 and 1158 ◦C in air and ar-
gon atmospheres, respectively [20.42]) and may be
thus grown only from solutions. Relatively small but
high-quality crystals can be grown from aqueous so-
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Fig. 20.2 Typical habit of an immersion-seeded KTP crys-
tal

lutions by the hydrothermal process. Larger crystals,
yet requiring meticulous quality control, can be grown
from high-temperature tungstate and molybdate fluxes
or self-fluxes. All these methods are being used for
commercial production of KTP-family crystal in their
seeded versions, although unseeded small crystals are
occasionally processed for research purposes. The typ-
ical morphology of a KTP crystal [20.43, 44] grown on
a seed fully immersed into the solution (by either of the
methods mentioned above) is shown in Fig. 20.2.

The crystal exhibits 14 facets belonging to four fam-
ilies of crystallographic planes, namely: {100}, {110},
{011} and {201}. Accordingly, 14 growth sectors de-
velop simultaneously on the submerged seed. The
morphology can be altered depending also on the seed
shape and the solution composition [20.45, 46].

Hydrothermal Growth
A detailed description of the first attempts to grow
a few millimeter-sized optical-quality KTP-family crys-
tals hydrothermally was given by Bierlein and Gier
in the patent literature [20.47, 48]. Typically, the hy-
drothermal process involved growing the crystal in an
autoclave having a growth region and a nutrient region,
and an aqueous mineralizer solution was employed.
For example, Laudise et al. [20.49] used a Pt-lined
low-carbon steel autoclave (75% filled) at a constant
pressure of about 1360 atm with baffle-separated flux-
grown KTP crystals as a nutrient (at 435 ◦C) and
a (2 M K2HPO4 + 0.5 M KPO3) mineralizer and TiO2
to grow KTP crystals at around 400 ◦C. Better quality
crystals were obtained by growing on (201)- and (010)-
oriented seeds at ≈ 0.07–0.14 mm/day rates. A typical
commercial production of KTP crystals uses a potas-
sium phosphate mineralizer at temperatures in the range
of about 520–560 ◦C and pressures in the range of about
1700–2000 atm [20.50]. The relatively high tempera-
tures and pressures employed in this process makes
scale-up difficult and expensive, yet the use of more
moderate conditions can lead to a problem of anatase
(TiO2) coprecipitation [20.51], making the process less
useful. In principle, it has been shown that growth
temperatures (< 500 ◦C) and pressure (< 1000 atm)
can be reduced while using potassium-rich mineral-
izer solutions, but the growth rate becomes limited
(< 0.13 mm/day) due to the relatively low solubility of
KTiOPO4 in the mineralizer [20.52].

Other types of mineralizers adopted for the hy-
drothermal growth of KTP involve the use of KF
solutions, as suggested by Jia et al. [20.53, 54]. By uti-
lizing KF as a mineralizer, relatively lower temperature
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and pressure (≈ 1000 atm) can be employed for a hy-
drothermal KTP crystal growth process. In addition,
the use of pure KF mineralizer provides a solubility
of about 2% under the stated growth conditions, but
like the process described by Laudise et al. [20.49],
the higher solubility occurs near the phase-stability
boundary (with respect to temperature, pressure, and
mineralizer concentration), so the possibility of co-
precipitation of an undesirable non-KTP phase exists.
To avoid this disadvantage, Cheng [20.55] suggested
complex aqueous solutions as mineralizers comprising
both KF and potassium (rubidium) phosphates (ar-
senates) for hydrothermal production of KTP-family
crystals, in amounts effective to assure solubility of
the KTP-type crystals of at least about 1% by weight.
Although grown under higher temperatures and pres-
sures, optical-quality KTP and KTA crystals of at least
1 mm3 volume could be recovered after a few hours
rather than days and weeks. In the most recent re-
port on hydrothermal KTP growth a process utilizing
a (2 M K2HPO4 +0.1 M KH2PO4 +1 wt % H2O2) solu-
tion as a mineralizer and crushed flux-grown KTP
crystals as a nutrient was described [20.56]. Crys-
tals with dimensions up to 14.5 × 28 × 17 mm3 have
been grown on (011) and spherical seeds at a rate of
0.15 mm/day in the 400–540 ◦C temperature range and
1200–1500 atm pressure range. They exhibited an ex-
ceptionally high (for KTP) optical damage threshold of
9.5 GW/cm2.

Growth from Low-Viscosity Melts
In the early days of optical-grade KTP development, the
only commercial process reported was the hydrothermal
crystal growth technique requiring cumbersome high-
pressure vessels with noble-metal liners and yielding
relatively small crystals. Initial attempts to grow KTP
crystals from phosphate fluxes at atmospheric pressure
conditions [20.42] seemed to encounter the problem of
high melt viscosity. Ballman et al. [20.57] were the
first to report on the growth of up to 1 cm3 KTP single
crystals from a low-melting low-viscosity water-soluble
tungstate flux. Tungstic anhydride was added to the
potassium phosphate-titanium oxide melt, and KTP as
a single stable phase formed according to the following
reaction

4K2HPO4 +2TiO2 +3WO3
1000 ◦C−−−−−→

2KTiOPO4 +3K2WO4 ·P2O5 +2H2O . (20.1)

Iliev et al. [20.58] found that with a K2O : P2O5 ratio
of 0.9 : 0.1 and 40 mol % WO3 in the melt, the flux

viscosity was as low as 10–15 cP in the 1050–850 ◦C
temperature range. High-optical-quality KTP crystals
up to 30 × 20 × 20 mm3 in size could be grown from
the K2O-P2O5-TiO2-WO3 system in the 930–700 ◦C
temperature range at a rate of 0.9 mm/day [20.59]. Not
only KTP, but also RTP, KTA, and RTA crystals were
subsequently grown from both tungstate and molyb-
date fluxes [20.44]. However, optical inhomogeneities
associated with tungsten-containing (0.5–1.0 wt %) stri-
ations parallel to the {011} faces were identified [20.60,
61]. Indeed, electron paramagnetic resonance (EPR)
measurements show that tungsten enters KTP as an
impurity occupying both the Ti(1) and Ti(2) sites
as W5+ and, partly, the Ti(2) site as W4+ [20.62].
The tungsten impurity is found to cause detrimental
multiplication of growth sectors in the case of 〈011〉-
seeded (and less 〈010〉-seeded) KTP crystal growth
from 3K2WO4 ·P2O5 fluxes [20.63].

When small amounts of MoO3 are added to the
phosphate flux (K6P4O13) in the case of spontaneous
nucleation growth, only trace amounts of Mo are de-
tected in the KTP crystal, but they prevent spurious
nucleation and increase the crystal hardness necessary
for improved polishing [20.64]. In a different attempt to
reduce the melt viscosity, potassium halides were added
to the phosphate flux to grow KTP [20.65] or RbI to
grow RTP [20.66] crystals.

Growth from Self-Fluxes
The main crystal growth problems pointed out above
were that the hydrothermal process yielded high-quality
but small single crystals, and the use of tungstate
fluxes resulted in incorporation of W impurities into
the crystals, increasing the optical loss [20.60] and
lowering their laser damage resistance [20.67]. There-
fore, the development of most of the practical NLO
devices unfolded in parallel with constant advance-
ment of the seeded growth of large and ever-improving
quality KTP-family crystals from self-fluxes, namely
high-temperature solutions in alkali phosphates. In the
early work [20.42, 68, 69], KTP crystals up to 1 cm3

in size were grown from flux compositions within
the KPO3-K4P2O7 system. The end components ob-
tained by thermal decomposition of K2HPO4 and
KH2PO4 together with TiO2 were used for flux prepa-
ration, e.g., according to the following high-temperature
reactions

KH2PO4 +TiO2 → KTiOPO4 +H2O ↑ ,

2KH2PO4 +2K2HPO4 → K6P4O13 +3H2O ↑ .

(20.2)
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More chemical routes for preparing self-fluxes of
KTP and its isomorphs are given by Iliev et al. [20.70]
and Cheng et al. [20.10]. K6P4O13 (denoted as K6
in the literature), with the K-to-P ratio R = 1.5, is
the most popular solvent for KTP growth due to
the moderate viscosity [20.71] and volatility [20.70]
of the KTP/K6 flux and relatively high solubil-
ity of KTP. Other solvents, such as K4P2O7 (K4),
K5P3O10 (K5), K8P6O19 (K8), K10P8O25 (K10),
K15P13O40 (K15), and K18P16O49, have been also stud-
ied, mainly in terms of KTP solubility [20.46, 72]
in the 900–1100 ◦C temperature range. The solubil-
ity decreases down this sequence due to the relative
decrease of the concentration of (P2O7)−4 anions
in the flux, since all the above solvents can be
viewed as composed of (xKPO3 + yK4P2O7) [20.72].
In the case of KTP isomorphs, their solubility in
similar self-fluxes (RTP/R6 [20.73, 74], KTA/K6,
RTA/R5, and CTA/C5 [20.10], KTA/K5 [20.75], and
RTP/R4 [20.76]) has been also reported.

Reproducible and controllable seeded growth of
large-size KTP crystals from the KTP/K6 flux has been
repeatedly reviewed [20.77–79]. In view of the small

x

Submerged
seed

Top seeded Top seeded
with pulling

14 growth sectors 10 growth sectors 1 growth sector

Fig. 20.3 Three configurations for seeded high-temperature solu-
tion growth of KTP-family crystals

a) b) c)

Fig. 20.4a–c KTP crystals grown by the top-seeded solution growth method with pulling in the (a) [100]-, (b) [010]-,
and (c) [001]-directions

undercooling required for KTP nucleation, close to
nongradient conditions in the growth furnace are appro-
priate. However, it is necessary to provide for a high
degree of spatial temperature uniformity in order to
avoid spurious nucleation. Bordui et al. [20.80] used
a heat-pipe-based furnace for this purpose with sub-
merged seeding. Others used three-zone [20.81] or five-
zone [20.82] furnaces to produce large (200–300 g) and
almost inclusion-free KTP crystals by the top-seeded
solution growth (TSSG) method. Angert et al. [20.83]
suggested a way to improve the yield of KTP crystal
growth by combining the TSSG technique with seed
pulling. Figure 20.3 shows the growth schemes typi-
cal for the submerged seed, top-seeded, and top-seeded
with pulling configurations.

The convection-dominated mass transfer in sub-
merged seed growth of KTP (left image in Fig. 20.3)
was studied theoretically by Vartak and Derby [20.84],
and some modeling problems were pointed out. An
interesting approach to the submerged growth was
put forward earlier by Bordui and Motakef [20.85]
(modeling and experiment), who suggested an asym-
metric 90◦ seed orientation and rotation at 50 rpm with
periodic reversal in order to reduce the amount of
inclusions. Their model was initially supported by nu-
merical analyses performed by Vartak et al. [20.86], but
a more recent boundary-layer analysis for flow and mass
transfer [20.87] showed that the straightforward com-
putational approach, such as the use of a spinning disk
approximation, could provide satisfactory results only
under experimental conditions not matching the realis-
tic setups employed in the field. It is noteworthy that
surface kinetics must be also considered in the growth
of KTP crystals [20.46, 88].

Although the submerged seed method is still be-
ing used for commercial production by a few vendors,
clearly the development of up to 14 growth sectors
(Fig. 20.2) limits the use of such KTP crystals to fab-
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ricating only small optical elements, since elements cut
from a single sector are required for high-quality perfor-
mance [20.89]. Multiplication of growth sectors results
in nonuniform growth rates [20.46, 63] and incorpora-
tion of trace impurities at the sector boundaries and may
affect the ferroelectric domain structure to be discussed
below. The same is true for the conventional top-seeding
method, shown in the middle sketch of Fig. 20.3. In con-
trast, TSSG with pulling reduces the number of growth
sectors formed. Bolt et al. [20.81] suggest the use of
a [001]-oriented seed, since maximal linear growth rate
can be achieved in this direction. (Note that the low
growth rate in the [100] direction can be overcome by
using seeds elongated in this direction [20.45] to grow

larger crystals.) However, in the case of [001] seeding,
four growth sectors form, and the crystal is bound by the
{201} and {011} facets. The use of [100]-oriented seeds
is, therefore, favorable [20.83], since growth of a single
growth sector crystal can be achieved. The correspond-
ing configuration is shown on the right side of Fig. 20.3.
With the largest (100) facet (Fig. 20.2) parallel to the
growth front, as is typical for growth from the KTP/K6
flux, a planar solid–liquid interface bounds the crys-
tal, assuring the best possible transverse uniformity of
its physical properties. Photographs of three KTP crys-
tals grown by the TSSG method with pulling on [100]-,
[010]-, and [001]-directed seeds are shown in Fig. 20.4
to illustrate their distinct morphologies.

20.2 Stoichiometry and Ferroelectric Phase Transitions

Regardless of the growth method of KTP-family crys-
tals from self-fluxes, say of MTiOXO4 (M = {K, Rb}
and X = {P, As}) from MTiOXO4/M6X4O13, the M-to-
X ionic ratio increases as the crystal grows out, leaving
behind a solution that becomes gradually enriched in M
cations. Obviously, the M-metal content in the growing
crystal increases accordingly, presumably improving
the associated stoichiometry; for example, in the ini-
tially solidifying portion of the KTP crystal grown from
the KTP/K6 flux, large concentrations of potassium
vacancies (500–800 ppm) have been detected [20.90].
These vacancies can be charge-compensated by holes
trapped at bridging oxygen ions between two titanium
ions [20.91] and by positively charged oxygen vacan-
cies [20.92]. This is reflected in the high-temperature
defect formation reaction [20.93]

KTiOPO4 → K1−xTiOPO4(1−x/8) + x
2 K2O , (20.3)

where x is the concentration of potassium vacancies.
Most of the KTP-family crystals are high-

temperature ferroelectrics [20.9] which undergo a second-
order phase transition changing its point group sym-
metry from mmm in the high-temperature paraelec-
tric phase to the mm2 polar symmetry class in the
low-temperature ferroelectric phase [20.94]. The fer-
roelectric phase transition (Curie) temperature, TC, is
very sensitive to the crystal stoichiometry and ionic
substitution, which is manifested in the large spread
of published Curie temperatures for all KTP-family
crystals [20.95]. In this section we will discuss the cor-
relation between the Curie temperatures and the defect
structure, mainly stoichiometry, in KTP and RTP and

present the limited results available also on other related
crystals.

20.2.1 KTiOPO4 Crystals

In KTP, addition of dopants, such as Ga, Al, and Ba, in
the 400–2000 ppm concentration range is known to re-
duce the Curie temperature by several tens of degrees
and modifies the Curie constant in the Curie–Weiss
law [20.96, 97]. Isomorphic substitution of K and P
ions by Rb, Cs or Tl and As reduces the Curie tem-
perature by hundreds of degrees [20.97, 98]. Partial
substitution of Na for K has been shown to initially in-
crease the TC from 944 ◦C for pure KTP to 956 ◦C and
then decrease it to 914 ◦C for [Na] = 4 and 47 mol %,
respectively [20.99]. A large diversity of Curie temper-
atures was reported for pure KTP crystals. The highest
TC values, 955–959 ◦C [20.97, 99, 100], were meas-
ured on hydrothermally grown crystals. A variety of
lower TC values was given for flux-grown KTP crystals:
952 ◦C [20.95] (second-harmonic generation (SHG)
measurements), 947–951 ◦C [20.100], 946 ◦C [20.97],
944 ◦C [20.99], 934 ◦C [20.101], 910 ◦C [20.102]
(dielectric measurements), and 892 ◦C [20.103] (bire-
fringence measurements). Such scatter of data is beyond
any imaginable experimental error and can be explained
only in terms of variable stoichiometry of the KTP
crystals grown from different solutions under variable
growth conditions. Angert et al. [20.72] have studied the
dependency of TC on the composition of self-fluxes in
great detail, and the main results will be presented be-
low. The influence of high-temperature annealing on TC
has been addressed as well.
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Curie Temperature Versus Composition
Curie temperatures of numerous crystals grown from
different self-fluxes with varying initial concentra-
tions were measured by a standard dielectric tech-
nique [20.72]. The results are reproduced in Fig. 20.5,
where the measured TC values are given as a function
of weight concentration of KTP in each of the seven
fluxes used, namely corresponding to KTP dissolved in
the K4, K5, K6, K8, K10, K15, and K18 solvents with
[K]/[P] ratios (R) varying from 2 to 1.125. The lowest
TC value found was 898 ◦C and the highest was 960 ◦C,
but these limits could be stretched even further upon
broadening the KTP concentration and solvent compo-
sition ranges. Within the part of the crystallization field
studied (of the K2O-TiO2-P2O5 ternary system) the TC
dependencies can be approximated by straight lines for
all fluxes employed. This provides the possibility of
a quantitative representation of the TC dependences on
two parameters: R and the KTP concentration in the flux
(C), which can be fitted by the equation

TC(C, R) = 980+ (C +0.24)

× (98R3 −555.6R2 +1074R −733) ,

(20.4)

for 1 < R ≤ 2. Equation (20.4) allows to forecast or to
choose any desirable initial TC for the crystal, since it
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Fig. 20.5 Curie temperatures as a function of KTP concen-
tration in the flux for seven different solvents (K4P2O7,
K5P3O10, K6P4O13, K8P6O19, K10P8O25, K15P13O40,
and K18P16O49) corresponding to different potassium-to-
phosphorus ratios (R). The dotted line crosses the slopes
at compositions of equal Curie and crystallization tem-
peratures (deduced from the measured solubilities of each
flux)

holds for any arbitrary self-flux composition. In prin-
ciple, the higher the TC value, the more perfect the
crystal in terms of stoichiometry or content of im-
purities, which may be important for many physical
applications of this type of crystals.

It is apparent from Fig. 20.5 that, the lower the KTP
concentration in any particular self-flux, the higher the
Curie temperature of the solid. Also, for any given
concentration, the Curie temperatures are higher for
self-fluxes exhibiting higher values of R. These two
observations can be combined into one conclusion,
namely that higher overall concentrations of K in the
solution result in higher Curie temperatures of KTP
crystals. Moreover, this implies a gradual increase in
TC during growth of a large KTP crystal, since for
any given self-flux the solution becomes richer in
K while the crystal grows out. TC increase of up
to 20 ◦C along the growth direction in some large
KTP crystals grown from the K6P4O13 solvent are re-
ported [20.72]. Such spatial variation of TC in the crys-
tal is obviously associated with compositional (mainly
stoichiometry) gradients resulting in nonuniformity
of the crystal physical properties. Indeed, Miyamoto
et al. [20.104] have observed appreciable gradients in
the refractive indices, Δnx/Δx = 1.2 × 10−5 mm−1 and
Δnz/Δz = −2.0 × 10−5 mm−1, in a large TSSG KTP
crystal.

Another a priori observation from Fig. 20.5 is that
growth above the dotted line is supposed to yield
single-ferroelectric-domain crystals, while growth be-
low this line is apt to result in multidomain crystals,
which is occasionally claimed [20.105]. However, in
reality, multidomain KTP crystals are frequently ob-
tained for growth below TC, and single-domain crystals
may form when growth is initiated above TC [20.106].
This may be understood after a more detailed insight
into the nature of compositional gradients arising from
the variable potassium stoichiometry. Even a relatively
large concentration of potassium vacancies of up to
800 ppm [20.90] is small in comparison with the over-
all amount of potassium ions. Therefore, the gradients
of the latter are small in absolute terms. The dif-
fusion coefficient of the K+ ions at typical growth
temperatures is small as well, e.g., 8 × 10−10 cm2/s at
965 ◦C [20.107]. This explains why the growth-induced
potassium concentration gradients essentially freeze in
along the crystal. The associated gradients of ionized
oxygen vacancies are, in contrast, relatively high, and
they are responsible for the production of a built-in elec-
tric field according to the model proposed earlier by
Kugel et al. [20.92]. This built-in field may be signifi-
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cantly larger than the coercive field [20.92] depending
on the magnitude of the existing concentration gradients
of charged species. The resulting memory effects may
have an impact on the ferroelectric domain formation.

Effect of Thermal Treatment
Direct proof for the existence of a close relationship
between potassium nonstoichiometry and the Curie
temperatures of KTP crystals has been found while
monitoring the TC variation in samples exposed to high-
temperature annealing in air. A typical example of the
results is shown in Fig. 20.6. A set of 1.35–1.5 mm
thick z-cut samples exhibiting an initial TC value of
950 ◦C has been maintained at 1000 ◦C in air for
variable long periods of time. Exposure to high tem-
peratures causes partial decomposition of the crystal
surface, which manifests itself in the appearance of
a translucent outer layer, a few tens of micrometer thick.
This layer has been removed upon cooling to room tem-
perature, leaving behind a transparent, colorless crystal.
Figure 20.6 shows that the Curie temperature can be
reduced by prolonged high-temperature annealing in
air down to 883 ◦C, i. e., even beyond the lowest TC
values obtained in as-grown KTP crystals. This effect
can be explained in terms of gradual potassium escape,
or increasing potassium deficiency in the crystal, upon
heat treatment [20.92, 107, 108]. A moderate increase
in the Curie temperature following 400 h of heat treat-
ment is not an artifact and has been repeatedly observed
with a number of samples. This may result from as-yet
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Fig. 20.6 Dependence of Curie temperature on time for
long-term high-temperature annealing (at 1000 ◦C) of
1.35–1.5 mm thick KTP crystals grown from a 0.5 (g/g)
KTP/K6P4O13 flux (after [20.72])

unknown kinetics of stoichiometry variation in high-
temperature-annealed KTP crystals associated with the
surface layer decomposition [20.108].

The existence of potassium nonstoichiometry in
KTP crystals was realized a long time ago [20.109],
but there was disagreement about the limits of its
range. According to some reports, this range is nar-
row, less than 0.1 mol % [20.90], while others claim
that it may exceed 10 mol % [20.108]. Our prelimi-
nary electron microprobe measurements indicate that
the potassium deficiency may be of the order of a few
mol. % and that phosphorus nonstoichiometry may exist
as well [20.110]. An attempt to evaluate the KTP com-
position based on TC measurements has been made only
using ceramic KTP compounds synthesized at 800 and
900 ◦C [20.89], since the single crystal decomposes be-
fore melting. It is common to think that stoichiometry of
as-grown KTP depends on the crystallization tempera-
ture alone [20.90]. However, this is true only for a single
kind of self-flux (Fig. 20.5), when the saturable KTP
concentration (solubility) is a direct function of temper-
ature. A generally more correct statement is that KTP
stoichiometry, and thus the Curie temperature, depend
on the self-flux composition; for example, two crystals
grown from 1.1 g/g K6P4O13 and 0.4 g/g K15P13O40
fluxes have an identical TC value of 925 ◦C, yet their
crystallization temperatures (1080 and 926 ◦C, respec-
tively) are completely different.

Effect of Impurities
We have referred above to the gradients of potas-
sium and oxygen vacancies VK and VO, respectively.
However, the latter can be superimposed by the gradi-
ents of residual impurities on the various KTP cation
and anion sites. Some impurities may create a charge-
compensating effect and alter the magnitude of the
built-in electric field. Depending on the valence and
the nature of a substitutional site captured, impurity
ions may enhance or diminish the concentration of oxy-
gen vacancies that are normally charge-compensating
the potassium vacancies. Table 20.3 gives a chart of
the influence of various impurities located at different
sites, assuming that the effective distribution coeffi-
cients (keff) of all impurities are less than one. The
parallel arrows indicate enhancement of the VO concen-
tration gradients, while antiparallel arrows indicate their
compensation with a consequent reduction in the value
of the built-in electric field in the z-direction.

It should be noted that miscellaneous dopants are
frequently introduced into the KTP crystals for a variety
of reasons, such as alteration of their resistivity [20.90]
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Table 20.3 Concentration gradients of oxygen vacancies in KTP crystals grown from self-fluxes and solutions with
charge-compensating dopants (keff < 1)

Case Type of doping Direction of VO concentration gradient induced by
VK in self-flux Doping Result

1 Self-flux ⇓ None ⇓
2 A3+/Ti4+ ⇓ ⇓ ⇓ ⇓
3 A5+/Ti4+ ⇓ ⇑ ⇓ or ⇑
4 A6+/T4+ ⇓ ⇑ ⇓ or ⇑
5 B2+/K+ ⇓ ⇑ ⇓ or ⇑
6 Si4+/P5+ ⇓ ⇓ ⇓ ⇓
7 F−/O2− ⇓ ⇑ ⇓ or ⇑
⇓ Direction from the seed to a growing facet, ⇑ direction from a growing facet to the seed,

A3+ = Sc3+, Ga3+, Al3+, In3+, Cr3+; A5+ = Nb5+, Ta5+; A6+ = W6+, Mo6+; B2+ = Pb2+, Ca2+, Mg2+

or nonlinear optical properties [20.111, 112]. Lead ox-
ide is deliberately added to the K6 self-flux [20.106]
in order to enhance the crystal growth rate and to
reduce the probability of spurious nucleation at the cru-
cible wall. As a result, several hundred ppm of Pb2+
ions have been introduced into the crystal [20.113].
They cause a beneficial effect of significantly reduc-
ing the concentration of color centers responsible for
the detrimental gray-tracking phenomenon [20.67] in
frequency-doubling the 1.06 μm Nd:YAG laser. Most
stable gray-track defects are attributed to the presence
of oxygen-vacancy-associated Ti3+ centers in the KTP
crystal. Addition of small amounts of Pb2+ ions sub-
stituting for K+ ions provides charge compensation
for potassium vacancies, and oxygen vacancies are no
longer needed. (Gray-tracking will be discussed in more
detail at the end of this chapter.) Reduction in the con-
centration of oxygen vacancies and their gradients has
the effect of diminishing the built-in electric field and is,
therefore, influencing the ferroelectric domain forma-
tion in KTP crystals during growth and cooling through
the Curie temperature.

20.2.2 RbTiOPO4 Crystals

Presently, RTP is viewed as a particularly useful mem-
ber of the KTP family of crystals for electrooptic appli-
cations, such as high-frequency Q-switching and light
modulation, due to its large electrooptic coefficients,
high damage threshold, and the absence of piezoelec-
tric ringing [20.14, 114]. The low-ionic-conductivity
RTP crystals are required for low-leakage-current op-
eration of the devices. Although the Rb+ ion is larger
than the K+ ion, RTP is also a classical ionic conduc-
tor [20.39], and vacancy-assisted one-dimensional ionic

conductivity is expected. It is thus important to moni-
tor the concentration of Rb vacancies, or the degree of
Rb stoichiometry, which may and usually does depend
on the crystal growth conditions. The fundamental ideas
about such dependence for growing RTP crystals from
self-fluxes can be based on the knowledge accumulated
with KTP crystals as described above. In the present
section, we will review the recent results on the vari-
able stoichiometry of RTP crystals as assessed using the
Curie temperature measurements by Roth et al. [20.76].
Some peculiar results distinct from those observed with
KTP were revealed.

Differentiation of Growth Sectors
In similarity with KTP, an RTP crystal growing out
from a particular flux, e.g., Rb6P4O13 (R6), and be-
coming enriched in rubidium in course of the process is
expected to be gradually more stoichiometric in terms
of Rb+ ions. To verify this, a 300 g RTP crystal (of
Fig. 20.4a type) was grown from an R6 solvent by
pulling on a [100]-oriented seed, and the Curie temper-
atures of the top and bottom parts of the boule were
measured using the dielectric (capacitance) anomaly
technique. The top part exhibited TC = 782 ◦C, and the
bottom part showed a higher TC value by 5 ◦C. This re-
sult was in accord with the expected improvement of
rubidium stoichiometry. The absolute TC values depend,
of course, on the specific solute content and solvent
composition in the flux, to be discussed below.

Before engaging in the analysis of Curie tempera-
ture dependencies on the flux chemical composition, we
will address the peculiar effect revealed in the course
of taking the capacitance versus temperature charac-
teristics in some RTP samples. These characteristics
frequently feature two peaks, pointing to the fact that
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Fig. 20.7 Schematic representation of growth sectors de-
veloped in RTP crystals grown on x- and z-oriented seeds;
z-cut slices may contain two growth sectors, which can be
partially included in the area below the Pt electrode

two different Curie temperatures exist in the same sam-
ple. A close examination of such samples revealed that
they were cut from crystal areas comprising two differ-
ent growth sectors, and that the Pt electrodes covered
areas containing both sectors. We recall that RTP crys-
tals (like other KTP-family crystals) contain 14 growth
sectors, displayed through four types of well-developed
facets: 2 × {100}, 4 × {110}, 4 × {011}, and 4 × {201},
in its typical morphological habit (Fig. 20.2). The num-
ber of growth sectors and the volume and geometry of
each particular sector depend on the growth direction
and type (submerged, TSSG, with or without pulling).
Figure 20.7 shows schematically the structure of main
growth sectors in two RTP crystals grown by the TSSG
method from R6 fluxes, one with pulling on an x-
oriented [100] seed and the other without pulling and
grown on a z-oriented [001] seed. Samples for TC mea-
surements were machined from z-cut slices along the
A–A lines shown in the figure for both cases. Appar-
ently, Pt electrodes could cover either a single growth
sector or two sectors, and a double-peaked C = C(T )
characteristic was obtained in the latter case.

Curie Temperature Versus Composition
The intriguing result described above implies that the
variation of the Curie temperature, or of the stoichiom-
etry of RTP crystals, as a function of the flux chemical
composition must be studied for each growth sector
separately. In Fig. 20.8, the results for three differen-
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Fig. 20.8a–c Curie temperatures as a function of RTP con-
centration in the solution for various self-fluxes, measured
separately for three growth sectors: (a) {100}, (b) {011},
and (c) {201}
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tial growth sectors, of the {100}, {011}, and {201} types,
are presented. For each sector, TC as a function of RTP
concentration (in weight units) is given for self-fluxes
with different R ([Rb]/[P]) values. The nearly linear
dependencies obtained are in complete similarity with
the KTP case: (1) the lower the RTP concentration, in
any self-flux, the higher the TC value of the crystal, and
(2) for any given RTP concentration, TC is higher for
self-fluxes with higher values of R. The combined re-
sult is that a higher Curie temperature corresponds to
a higher overall concentration of the Rb ions in the so-
lution, and therefore to higher rubidium content in the
crystal. Naturally, the solution becomes gradually en-
riched in rubidium in the course of RTP crystal growth.
The important practical consequence of this behavior is
that a rubidium concentration gradient builds up in the
as-grown crystal. This gradient is not averaged out dur-
ing the cool-down stage, since the diffusion coefficient
of the larger Rb+ ions is presumably even smaller than
that of K+ ions.

The observed span of TC values in RTP, from 770
to 800 ◦C, is much narrower than the corresponding
range of Curie temperatures in KTP (880–960 ◦C). In
addition, the slopes of the linear dependencies are shal-
lower. We presume, therefore, that the overall extent of
change of the Rb stoichiometry in RTP crystals is es-
sentially smaller than the corresponding variation of K
stoichiometry in KTP crystals. Another distinctive fea-
ture of RTP crystals is that they exhibit abrupt jumps
in the Curie temperature over boundaries between any
pair of simultaneously solidifying growth sectors of dif-
ferent types, as can be deduced from Fig. 20.8. It is
noteworthy that a sign of a double peak in the C(T )
curve has been reported for the isomorphic CTA crys-
tal [20.20], but has never been observed in nominally
pure (undoped) KTP crystals. Only deliberately doped
KTP may show double peaks due to the different dis-
tribution coefficients of dopants at various growth faces
along the crystal–melt interfaces [20.76].

Extensive studies of nominally pure and deliber-
ately doped RTP crystals exhibiting double peaks in
their C(T ) curves, with a separation of over 10 ◦C
between the TC values on a single sample, cannot be ex-
plained by the presence of trace impurities. A different
explanation must be invoked. It starts with the recog-
nition that the RTP growth temperatures are typically
100–200 ◦C higher than the TC values, and the crystals
solidify in the pseudosymmetric mmm phase [20.116],
in which the R(1) and R(2) sites are symmetrically
identical [20.24]. However, the likely diverse formation
mechanisms of native defects within the various growth

facets at high temperatures may cause a variation in the
statistical distribution of the Rb ions between the Rb(1)
and Rb(2) sites during cooling through the ferroelectric
phase transition. The defects may be associated not only
with the rubidium and charge-compensating oxygen
vacancies, but also with other stoichiometric compo-
nents, namely titanium and phosphorus ions. However,
initial attempts to identify any deviation from the stoi-
chiometric composition of these components using the
electron-microprobe technique did not contribute posi-
tive results.

20.2.3 Other KTP Isomorphs

Only a limited attempt has been made to study the crys-
tal stoichiometry versus flux composition dependencies
in KTP isomorphs other than RTP. This is regrettable,
since the arsenates, especially KTA, are very useful for
OPO applications in the near-infrared [20.15], and op-
tically uniform long x-cut elements are required. The
same applies to RTA crystals used for periodically poled
waveguide frequency-doubling devices [20.117]. In this
section, some preliminary results on the arsenate iso-
morphs are given.

Curie Temperature Variation
In a recent work [20.118], a series of relatively small
(< 1 cm3) KTP, RTP, KTA, and RTA crystals were
grown by the TSSG method from high-temperature K6
and R6 self-fluxes containing different starting concen-
trations of the (KTP, KTA) and (RTP, RTA) solutes,
respectively. Figure 20.9 shows the Curie tempera-

RTA
KTA
KTP
RTP

0 0.2 0.4 0.6 0.8 1 1.2

Curie temperature (°C)

Solute concentration in flux (g/g flux)

1000

950

900

850
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Fig. 20.9 Curie temperature dependence on solute (KTP,
RTP, KTA, and RTA) concentration in the respective K6 or
R6 flux for four KTP isomorphs (after [20.115])
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ture dependencies of all the corresponding crystals
on the solute concentration in the flux for compari-
son. The trend lines expanded for the two arsenate
crystals do not represent accurate slopes, since only
a few growth experiments have been carried out, at
small solute concentrations. There is a difficulty in
obtaining such crystals with reliably changing compo-
sitions from highly concentrated solutions, namely at
higher growth temperatures, due to arsenic evaporation.
However, the common rule for all isomorphs is quite ap-
parent, namely, the more dilute the solution, the higher
the Curie temperature, and the more stoichiometric the
crystal. This reflects the fact that, at smaller solute con-
centrations, the crystal solidifies from solutions richer
in (primarily) potassium or rubidium ions with respect
to titanium.

In the preceding discussion, we have referred only
to the potassium or rubidium stoichiometry. The reasons
for such approach are that (1) titanium (oxide) alone
is left behind during prolonged high-temperature an-
nealing of KTP, while the potassium and phosphorus
compounds evaporate [20.93], and (2) there is a general
belief that PO4 tetrahedra are the basic building blocks
of the KTP structure [20.115], making phosphorus non-

stoichiometry less likely. On the contrary, the existence
of potassium [20.90] and rubidium [20.119] vacancies
in KTP and RTP, respectively, has been demonstrated.

Concluding Remarks
To summarize this section, large crystals of KTP and its
isomorphs, such as RTP, KTA, and RTA, are found to
exhibit gradual compositional changes in their stoichio-
metric components (primarily potassium or rubidium
ions) during TSSG from self-fluxes. This has been ver-
ified by measuring the ferroelectric transition (Curie)
temperatures of the various crystals grown from fluxes
of different initial solute concentrations. Higher Curie
temperatures of crystals solidified from dilute solutions
indicate their improved stoichiometry, which translates
into better performance in optical devices; for exam-
ple, more stoichiometric KTP becomes highly resistant
to the detrimental gray-tracking in SHG [20.89]. Better
stoichiometry implies also lower coercive fields neces-
sary for efficient processing of KTP-based periodically
poled nonlinear optical devices (see Sect. 20.4.1 for
more detail) and orders of magnitude higher electrical
resistivity, which is particularly important for the use of
RTP crystals in electrooptic devices [20.14].

20.3 Growth-Induced Ferroelectric Domains

Single-domain KTP-family crystals can be readily
grown from high-temperature solutions well below the
Curie temperature. However, high-temperature growth
is of more practical interest due to the lower viscos-
ity or significantly larger growth rates involved [20.83].
When the high-temperature growth results in mul-
tidomain crystals, the latter can be converted into
single-domain structures by complex thermal anneal-
ing [20.105, 107]. The presence of multiple domains
degrades the optical uniformity and, thus, the device
performance of the crystals. Numerous questions as-
sociated with the domain structure and their formation
during crystal growth, cooling through the Curie tem-
perature, and thermal annealing are still not understood
to a full extent. Historically, Zumsteg et al. [20.116]
were the first to predict the existence of a ferroelec-
tric domain structure in KTP-family crystals. Bierlein
and Ahmed [20.120] used piezoelectric, electroop-
tic, and pyroelectric techniques to reveal the domain
structure in hydrothermally grown KTP crystals. They
found domains oriented parallel to the (100) crystal-

lographic plane and zigzag domain walls characteristic
of a head-to-head domain configuration. A more com-
plex domain structure was observed by Loiacono and
Stolzenberger [20.121] in flux-grown KTP crystals.
This structure, termed dark line defects, could not
be ascribed any definite crystallographic orientation.
Moreover, the domain pattern could not be altered by
thermal cycling to above the Curie temperature and,
thus, the domains were identified as possible nonfer-
roelectric Dauphiné twins. Shi et al. [20.122] reported
on the existence of a ferroelectric domain twin bound-
ary in KTP parallel to the crystallographic (001) plane.
They concluded, based on X-ray double-crystal diffrac-
tion measurements, that the (100) facet of KTP was
formed by two symmetric vicinal planes with the in-
terface between the vicinal planes being the 180◦ twin
boundary. However, other authors [20.10, 83] pointed
out that the (100) vicinal plane boundary and the corre-
sponding 180◦ twinned domain wall might not coincide
with the (001) plane but rather exhibit a considerably
more complicated structure.
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20.3.1 Domains in Top-Seeded
Solution-Grown KTP

KTP crystals grown from highly concentrated solutions
usually crystallize in the paraelectric phase above the
Curie temperature (Fig. 20.5). The ferroelectric domain
structure is formed upon postgrowth cooling, at a rate
of ≈ 25–40 ◦C in a 2–5 K/cm temperature gradient. In
order to visualize the domain structure, diverse tech-
niques are employed, such as etching and piezoelectric
measurements [20.107] or pyroelectric toning [20.123].
Below, visualization of the various KTP ferroelectric
domain structures will be presented as obtained by sim-
ple etching in a 2 : 1 (molar ratio) KOH : KNO3 solution
at 220 ◦C. The main parameters governing the kinetics
of the diverse domain shape formation are elucidated in
this section as well.

Bidomain Structure
TSSG of KTP crystals from the K6 self-flux by
pulling on x-oriented seeds and initiated above the TC
(Fig. 20.4a) frequently results in a bidomain structure,
namely the boule contains two large ferroelectric do-
mains of opposite sign in a head-to-head configuration.
Figure 20.10a shows the details of this structure through
a crystal cross-section cut perpendicularly to the growth
direction. Two central domains with vectors of spon-
taneous polarization PS pointing towards the domain
boundary, or inwards, usually exist. The domain bound-
ary coincides with the z-plane or has an orientation very
close to it (since this is not always a coherent bound-
ary [20.107]) and crosses vertically the entire crystal.
Additionally, the boule is enveloped by a thin domain
layer, 0.5–2 mm thick, and a fragment of such enve-
lope is shown in Fig. 20.10b. Its polarization is always
opposite in sign to the neighboring main domain and
positive towards the outer surface. The surface appears
to be the Ti (or K) positive face of the crystal. The en-

(011)

[001]

a) b)

PS PSPS
e PS

e

Fig. 20.10a,b Typical bidomain structure scheme in a (100) cross-
section of an as-grown (above Curie temperature) KTP crystal
(a) and a photograph (× 30) of an envelope domain fragment (b)

x

z

θ

(100)

a) b)

Fig. 20.11a,b Photograph of a hillock (a) on the flat (100)
facet of a TSSG KTP and sketch of the associated edge-like
perturbation (b)

velope domain is clearly formed during the slow crystal
cooling above the melt. As a result, the outer crystal sur-
face is charged positively, however can be reversed by
an appropriate thermal treatment [20.83].

The origin of the bulk bidomain structure is of par-
ticular importance and interest. We recall that in the
course of pulling KTP crystals on x-oriented seeds the
growth interface is formed entirely by the large flat
(100) facet. However, Bolt and Enckevort [20.124] have
reported on the existence of one or several hillocks
on the (100) facet, or the formation of growth sur-
faces vicinal to the (100) crystallographic plane at an
angle of about 30′. In fact, they have observed such
hillocks on top of all facets parallel to the z-direction.
Our experimental observations are consistent with their
reports as well. A sample photograph of a hillock
on the (100) facet of a top-seeded KTP crystal is
shown in Fig. 20.11a. These linear hillocks are essen-
tially edge-like perturbations on flat facets, described
by Chernov [20.125] over three decades ago, and they
are due to temperature fluctuations at the growth inter-
face. A sketch of the edge-like perturbation is given in
Fig. 20.11b.

Kinetics of Domain Formation
As discussed above, potassium concentration gradients
are developed in the growing KTP crystal perpen-
dicularly to the growth interface. With the existence
of vicinal surfaces inclined at small angles to the
z-direction, small components of the concentration
gradients in this direction inevitably emerge. If the
associated built-in electric field is larger than the coer-
cive field, the direction of the concentration gradient’s
z-component defines the domain direction when the
crystal undergoes the ferroelectric transition upon cool-
ing. A bidomain structure is thus formed, as shown in
Fig. 20.12a. Subsequent temperature fluctuations may
cause additional edge-like perturbations resulting in for-
mation of new domains by a similar mechanism. Local
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variations in the magnitude of the built-in field may
cause an opposite effect, namely healing of the main
domain (also shown in Fig. 20.12a) leaving behind do-
main islands of opposite sign. Examples of such islands
are shown in Fig. 20.12b, and their existence has been
reported elsewhere [20.126] as well. Incorporation of
residual impurities may play a role in this process, as
follows from Table 20.3. Each half of the bidomain
crystal can be monodomainized using high-temperature
thermal treatment [20.83].

If seeded growth above the Curie temperature is
enforced in such a way that the crystal is always
submerged in the solution, no envelope domain is
formed, but the bidomain structure can be also read-
ily obtained. Figure 20.13a shows a y-cut cross-section
of such a crystal, which generally acquires the typi-
cal morphology sketched in Fig. 20.2. The (100)- and
(201)-type growth sectors are defined by dotted lines in
the drawing. Clearly, the (201)-type facet forms a large
angle (about 31◦) with the z-direction, which results
in a large z-component of the concentration gradient
and a large built-in electric field. Relatively small tem-
perature fluctuations cannot reverse the domain sign in
this case, and single-domain (201)-type sectors always
grow. The same applies to the (011)-type growth sec-
tors not shown in the picture. The bidomain formation
within the (100)-type growth sector is also reflected in
Fig. 20.13a; similar structure occurs in the (110)-type
growth sectors, since the (110) crystallographic plane is
also parallel to the z-axis. Figure 20.13b demonstrates
that, when the growth is initiated below the Curie tem-
perature, the compositional gradient may be so strong
across the {201} and {011} facets that a double-domain
structure rather than a single-domain occasionally oc-
curs, with a configuration as shown.

20.3.2 Domain Boundaries

We have already demonstrated elsewhere [20.107] that
the domain boundary within the (100) growth sector is
diffuse rather than a sharp 180◦ twin boundary [20.10].
Similar diffuse boundaries exist within the (110) growth
sector. Of special interest are the domain boundaries at
the borders of growth sectors, which are formed at the
edges of two meeting facets during growth. In the fol-
lowing, the various types and subtypes of ferroelectric
domain boundaries will be described in more detail.

Classification of Boundaries
It should be pointed out that not only the intrasec-
tor boundaries, but also the edge boundaries between
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Cz'Cz'Cz'

a) b)

Fig. 20.12a,b Formation of ferroelectric domains in the (100)
growth sector of KTP due to edge-like perturbations: (a) schematic
drawing, (b) image of etched surface parallel to the [100]-
direction
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Fig. 20.13a,b Ferroelectric domain structure in immersion-
seeded KTP crystals (central cuts in the y-plane) grown
above (a) and below (b) the Curie temperature

(100)- and (110)-type sectors are diffuse, while those
between (011)- and (011)-type sectors (Fig. 20.2) are
always sharp. A boundary between (110)- and (011)-
type growth sectors may not exist at all or appear in
its special form shown in Fig. 20.14a. Such apex-like
perturbations of the edge between the corresponding
growth facets may arise [20.125] due to temperature
fluctuations, and a z-component of the potassium con-
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a) b)
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Fig. 20.14a,b Complex ferroelectric domain boundary between
(110) and (011) growth sectors: (a) schematic drawing, (b) metallo-
graphic image (× 40)

centration gradient is created on the (110) facet. The
associated built-in electric field may be large enough
to reverse the domain sign near the boundary, but only
within the (110) growth sector. This results in a spe-
cial type of edge domain boundary, which is sharp on
the (011) sector side and diffuse on the (110) sector
side. Such complex boundaries are frequently observed
experimentally, as shown in Fig. 20.14b.

The variety of domain boundaries and their extent
depend directly on the number of growth sectors formed
and on the kinetics of growth of each sector, which
in turn depend on the growth method employed and
on the chemical composition of the flux. According to
Loiacono et al. [20.46], in the case of K6 flux, com-
plex ions of (PO4)3−, (P2O5)4−, and (P3O10)5− are
present in the solution in a ratio 3 : 8 : 1, leading to
the ratio of 1 : 2 : 3 for growth rates in the x, y, and
z crystallographic directions, respectively. They report
on a relatively close to the former growth rate ratio of
1 : 1 : 3 for K8 and K15 fluxes, but a quite distinct ra-

Table 20.4 Classification of ferroelectric domain boundaries in KTP-type crystals∗

Type of domain boundary Details and comments

Edge boundary Traces of intersection of growing planes; they are always sharp boundaries

– Full-size edge {011}/{011}; {201} types never intersect

– Partial edge {110}/{110}, {110}/{201}, {110}/{100}
Intrasector boundary

– Central Inside {100} and {110} growth sectors (diffuse boundaries)

– Streak Adjacent to {011}/{110} edge (sharp on the {011} side,

diffuse inside the {110} sector)

– Dispersed Contours of small domains inside the {100} and {110} growth sectors

(irregular shape)

– Envelope External crystal surface (for TSSG – on top of the crystal,

for SSSG – the entire surface)
∗ {201}/{100} and {201}/{011} boundaries do not exist
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Fig. 20.15 Ferroelectric domain structure and types of do-
main boundaries in TSSG KTP crystals terminating with
edges or sharp spikes in the z-direction

tio of 1 : 18 : 17 (extremely slow growth of the x facet)
for the K4 flux. The differences in growth rates are
reflected in the variation of morphological shapes of
KTP crystals [20.43]. Certain facets may be overde-
veloped or underdeveloped or not exit at all. A good
example is the (001) facet that is expected to exist

Part
C

2
0
.3



Stoichiometry and Domain Structure of KTP-Type Nonlinear Optical Crystals 20.3 Growth-Induced Ferroelectric Domains 707
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Fig. 20.16 Metallographic image of a full (011)-cut slice
of a TSSG KTP crystal showing a real structure of ferro-
electric domains and domain boundaries

theoretically [20.43], but which is rarely observed ex-
perimentally. Usually, only edges parallel to the x- (as
in Fig. 20.2) or y-directions or just sharp spikes develop
instead of this facet. These three cases are presented
schematically in Fig. 20.15, where the central cut (per-
pendicularly to the y-axis) reveals the specific domain
structure and the various domain boundaries of TSSG
KTP crystals.

Similar types of diffuse and sharp domain bound-
aries can be found in crystals cut also along other
crystallographic planes, but the y-cut slice reveals this
variety sufficiently, allowing to suggest their presum-
ably complete classification, which is summarized in
Table 20.4. In this classification, the main distinc-
tion is made between domain boundaries forming at
the borders of different growth sectors and within
the growth sectors. Boundaries associated with the
envelope domains discussed above and the irregular
shape domains within the {100} growth sectors are
added as a special case of intrasector boundaries. Fig-
ure 20.16 shows a real domain structure as revealed
on the etched surface of a (011)-cut slice of a TSSG
KTP crystal as well as part of the domain boundaries
shown in Fig. 20.15 (for a y-cut surface) and listed in
Table 20.4.

20.3.3 Summary
of Ferroelectric Domain Structures

The foregoing analysis of the domain structure and
boundaries applies to all KTP-type crystals grown
by the TSSG method, both above and below the

corresponding Curie temperatures. The main features
observed are as follows:

• The ferroelectric domain structure of high-tempera-
ture solution grown KTP crystals is defined by the
nature of growth sector development.• Domain formation within the (100)- and (110)-
type growth sectors (containing central and streak
boundaries) is governed by the elementary crystal
growth mechanisms.• (100)- and (110)-type growth sectors exhibit pre-
dominantly bidomain and rarely multidomain struc-
tures; (011)- and (201)-type growth sectors are
single domain.• The bidomain, or 180◦ twin domain, is not a twin in
the crystallographic sense.• The diverse domain boundaries can be classified
into edge type (partial and full size) forming at in-
tersections of growth sectors and intrasector type
(central, streak, dispersed, envelope).• Domain orientation is defined by the direction
of the built-in electric field originating from the
concentration gradients of stoichiometric com-
ponents (mainly potassium in KTP) and cation
impurities.

20.3.4 Single-Domain Growth

The kinetics of ferroelectric domain formation during
growth of KTP crystals described above allows to sug-
gest a number of avenues for growing single-domain
crystals. A few examples are given below:

• Meniscus growth with pulling on (201)- or (011)-
oriented seeds yields single-domain growth imme-
diately, which becomes clear from the observation
of Fig. 20.13. Large compositional gradients formed
upon crystallization on {201} and {011} facets imply
high built-in electrical fields, preventing domain in-
version and keeping the body of the crystal enclosed
within these facets’ single domain. The drawback
of this method is that boot-like growth occurs due
to the lack of symmetry in these directions, and
the crystals may hit the crucible wall before a large
chunk of crystal is grown.• TSSG with pulling on a z-oriented seed generally
starts with a multidomain structure, but eventually
converts into a single domain when the main body of
the crystal is formed solely by the (201)- and (011)-
type growth sectors as well.• Bidomain growth is frequently also acceptable for
practical applications, when the crystals are large
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enough. Such growth has already been discussed
above for the case of TSSG with pulling on
x-oriented seeds. Naturally, the same applies to
growth on 〈110〉-oriented seeds. Hereby, there is
always a danger of multidomain formation, which
can be prevented by minimizing temperature fluctu-
ations at the growth interface.• TSSG with pulling in the y-direction behaves as
follows: the (110)-type facets grow out fast, and
the growth is governed by two (011)-type sec-

tors, resulting in a bidomain growth with a sharp
(011)/(011) domain boundary.

We reiterate that growth of KTP or KTA below
the Curie temperature, even by several tens of de-
grees, may result in similar domain formation features
due to the large potassium concentration gradients,
or large built-in electric fields involved. The rubid-
ium isomorphs follow these rules very closely as
well.

20.4 Artificial Domain Structures

Single-domain KTP-family crystals are indispensable
for most nonlinear optical and electrooptic applica-
tions; for example, their excellent birefringent phase-
matching properties, such as appreciable effective
nonlinear coefficients, broad temperature tolerance, and
large angular bandwidth, make them highly suitable
for frequency doubling of near-infrared lasers. Unfortu-
nately, in the useful type II phase-matching scheme, the
optical birefringence is too small to allow for frequency
doubling into the green by KTA or into the blue by
KTP [20.127]. In the latter case, it is possible to obtain
the important blue coherent radiation with KTP using
sum-frequency generation [20.128] or broadening its
birefringence range by doping [20.129] or with the ther-
mally unstable KNbO3 crystal [20.130]. However, all
these methods are not attractive due to their technolog-
ical complexity. An appropriate alternative is the use of
quasi-phase-matching (QPM) based on periodic domain
structures (PDS). The QPM technique, first suggested
by Armstrong et al. [20.131], corrects the relative phase
of the fundamental and secondary waves at regular in-
tervals by means of structural periodicity built into the
nonlinear medium. Phase-matching is thus achieved by
periodic spatial modulation of the nonlinear coefficient
along the direction of propagation. The most efficient
implementation of QPM occurs when the sign of the
nonlinear coefficient is periodically reversed, which can
be achieved by periodic domain inversion in a fer-
roelectric material. This has been initially performed
by means of fabricating several-micrometer-deep KTP
waveguides by the ion-exchange method [20.132–134],
in which Rb+ and Ba2+ ions replace K+ ions. Attempts
to obtain deeper periodic domain structures involve
scanned electron beams [20.135] in KTP and, more
recently, atomic force microscopy (AFM) cantilever
tips [20.136] in RTP. Well-controlled domain inver-

sion in more than 1 mm thick KTP-type crystals with
down to a few μm small period structures has been ob-
tained reproducibly using electrical field poling, and we
will review this technique and structures in more detail
below. As-grown periodic domain structures allowing
for larger apertures and, thus, for higher-average-power
laser applications will be discussed as well.

20.4.1 Electric Field Poling

Fabrication of QPM PDS by external electrical field pol-
ing has been initially implemented in LiNbO3 [20.137,
138], where the coercive field is ≈ 21 kV/mm (con-
gruent crystals) and the wafer thickness is limited to
0.5 mm due to the high field (24 kV/mm) needed to pro-
duce domain inversion. The coercive field of KTP and
its isomorphs is about an order of magnitude lower and,
unlike LiNbO3, they do not suffer from photorefrac-
tive damage. The main problem of KTP-type crystals
is the relatively high ionic conductivity, which may
complicate the periodic poling. Among the techniques
employed to overcome this problem are ion exchange in
the surface layer and low-temperature poling. Alterna-
tively, more stoichiometric (in potassium or rubidium)
crystals exhibiting lower ionic conductivities can be
used. These approaches will be discussed in more detail
below.

Periodically Poled KTP
KTP is the most readily available material within the
family, and the main bulk of published work in the field
of QPM structures describes periodically poled KTP
(PPKTP). The conventional process of periodic domain
structure fabrication [20.137–139] is based on the ap-
plication of an electric field to a photolithographically
patterned electrode on the z-cut crystal surface, com-
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Fig. 20.17 (a) Conventional experimental setup for fabrica-
tion of domain gratings; (b) basic structure of electrically
poled crystal for frequency conversion. The SHG effi-
ciency, η ∝ d2

eff L [20.140], with L the crystal length, and
the effective nonlinear coefficient for SHG of an order of m
is given by [20.141] deff = (2/πm) sin(πm D)d33, where D
is the duty cycle (ratio between inverted and uninverted do-
main widths). With m = 1 for the first-order interaction and
D = 0.5, the optimal deff = 2d33/π. Most importantly, the
z-direction of light propagation with the highest nonlinear
coefficient d33 can be chosen

prising a periodic array of metal and insulating stripes,
as shown in Fig. 20.17a, or forming a grating. For SHG,
the grating period (Λ) shown in Fig. 20.17b is related
to the refractive indices of the fundamental (pump) and
second-harmonic waves, n2ω and nω, respectively, by

Λ = λω

2(n2ω −nω)
, (20.5)

where λω is the pump wavelength. For λω = 0.84 μm,
frequency doubling into the blue requires PPKTP with
Λ = 4 μm [20.139], while for λω = 1.06 μm (Nd:YAG
laser) doubling into the green Λ ≈ 9 μm [20.142]. Much
larger periods are sufficient for OPO, where they are
deduced from the first-order (m = 1) phase-matching
condition [20.138]

1

Λ
= np

λp
− ns

λs
− ni

λi
, (20.6)

where np, ns, and ni are the pump, signal, and idler
refractive indices, respectively. The signal and idler out-
puts are shown by arrows in Fig. 20.17b. For example,
for an OPO interaction with λp = 1.06 μm, the period
required is Λ = 37.8 μm in PPKTP [20.143].

As shown in Fig. 20.17, the pulsed switching
voltage is applied to the polar z-faces of the crys-
tal through metal electrodes. The required periodic
domain inversion is obtained if spontaneous polariza-
tion switching occurs only under the micrometer-wide
metal stripes (top electrode) that are in intimate con-
tact with the crystal and does not occur below the
dielectric photoresist layers of the same width. If po-
larization switching below the insulating stripes is
not prevented, domain broadening takes place below
them [20.144], which degrades the duty cycle of the
device (Fig. 20.17b). The resulting inverted domain
narrowing is due to high tangential fields arising im-
mediately below the dielectric barrier layer and causing
depolarization by internal charge carriers [20.144]. The
kinetics of depolarization thus depends strongly on the
crystal electrical conductivity. In insulating ferroelec-
tric crystals, e.g., LiNbO3, the polarization relaxes very
slowly (τ ≈ 105 s), while in KTP and its isomorphs
exhibiting high ionic conductivity the relaxation pro-
cess is very fast (τ ≈ 0.2 μs) [20.144]. One way of
decreasing the relaxation time, or screening of depolar-
ization, is the reduction of electrical conductivity by ion
exchange.

A detailed experimental account of ion-exchange-
assisted poling of KTP crystals was given by Karlsson
and Laurell [20.145]. They made use of the fact that the
larger Rb+ ions had a lower mobility than K+ ions in
the KTP lattice and indiffused Rb+ ions, by immersing
flux-grown KTP crystals in a RbNO3 melt, to obtain low
conductivity (∼ three orders of magnitude lower than
the bulk) thin (2–5 μm) layers of RbxK1−xTiOPO4 at
the two z-faces, where x varies gradually from 100% at
the surface to 0% in the bulk. When voltage is applied
to such crystal, the field in the exchanged layer is sig-
nificantly higher than in the bulk, due to the difference
in conductivity. At a certain voltage the coercive field is
exceeded in the exchanged layer and an inverted domain
nucleates. It continues growing towards the opposite
side of the crystal under the influence of the remaining
field in the bulk. The periodicity of the field near the sur-
face is well defined, and the domains formed there can
grow in a low field (lower than the coercive field) with-
out significant broadening. Up to 1 mm thick PPKTP
wafers could be fabricated using this method, and ef-
ficient first and higher-order green SH signals were
obtained with 9.01 and 31 μm domain gratings [20.145]
and blue SH with 6.09 μm gratings [20.146].

Another method of poling under reduced KTP
ionic conductivity and requiring no chemical treat-
ment of the crystal is the low-temperature polarization
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switching suggested by Rosenman et al. [20.147].
They used 0.5 mm thick KTP wafers with a room-
temperature conductivity of 10−7 Ω−1cm−1. The latter
reduced to about 10−12 Ω−1cm−1 at T = 170 K due
to the freeze-in of K+-ion migration. This increased
the relaxation time τ by five orders of magnitude as
well, and polarization switching under the dielectric
layer stipes (Fig. 20.17) was prevented. One nega-
tive feature of the low-temperature poling method is
that it causes a strong increase in the coercive field,
but even at T = 170 K it is still twice as low as in
LiNbO3 [20.147]. High-quality PPKTP elements with
9 μm domain grating period were fabricated using
this method for efficient frequency doubling into the
green [20.142] and OPO [20.148], while no optical
damage due to gray tracking (green-induced infrared
absorption) was observed up to continuous pump power
of 4.5 kW/cm2.

In spite of the tangible technological progress in
PPKTP processing, many aspects of the field-induced
ferroelectric domain formation still remain unclear, and
additional research efforts have to be made for their
understanding. Clearly, the domain propagation speed
along the polar z-axis is orders of magnitude larger than
that in the x–y plane [20.149] in consonance with the
anisotropy of ionic conductivity. In addition, anisotropy
in the domain wall propagation velocity between the x-
and y-directions exists as well, being 6–30 times larger
in favor of the latter [20.149, 150]. Room-temperature
polarization reversal in conventional KTP superionic
conductor results in spontaneous nucleation of domains
in the crystal bulk, since the mobile potassium ions
can screen the depolarization field of the nucleating
domain [20.151]. Additional observations related to
room-temperature poling include the widely known fea-
tures, such as domain nucleation at the electrode edges,
domain broadening due to charge deposition underneath
the dielectric layer and overpoling by multiple pulses,
lateral domain growth and merging before reaching the
opposite electrode, and also nonuniformity of the do-
main growth kinetics across the wafer. The latter is
attributed to the variable stoichiometry of the KTP crys-
tal [20.152]. Some attempts to return to the doping
schemes for increasing the KTP resistivity for poling
have been made lately as well [20.153].

High-Potassium KTP
Improvement of the morphology of PPKTP domain
structures by ion exchange or low-temperature poling
discussed above incorporates also certain disadvan-
tages. Ion exchange is a two-step method involving

chemical treatment of the crystal and resulting in
variable success. Low-temperature poling requires ap-
plication of external electric fields above the coercive
field, which is as high as 12 kV/mm [20.147]. There-
fore, a better alternative is to use more stoichiometric
(in potassium) KTP crystals, exhibiting lower ionic con-
ductivities and allowing poling at higher temperatures
and lower voltages. Such an attempt has been made by
Rosenman et al. [20.154], who have studied polariza-
tion reversal in three different KTP crystals denoted as
HK, IK, and LK for high, intermediate, and low potas-
sium content, since it is quite difficult to determine
the exact potassium stoichiometry. The conductivities
of the samples varied from 10−12 to 10−8 Ω−1cm−1 at
room temperature. Both HK and IK samples exhibited
a relatively long polarization switching relaxation time,
τ ≈ 0.18 s, which is sufficient for preventing domain
broadening. Their measured room-temperature coercive
field was less than 3 kV/mm, namely four times lower
than that of LK at 170 K. The crystallographically more
perfect 0.5 mm thick IK sample was used for actual pol-
ing at 248 K under a 4.6 kV/mm electric field. The duty
cycle obtained was 50%, which indicated a complete
lack of domain broadening. The element with a grating
period of 24.7 μm was subsequently used for success-
ful doubling of 1.55 μm radiation from a 18 mW diode
laser into the deep red.

In a follow-up paper, Jiang et al. [20.155] grew HK-
grade KTP crystals from a highly potassium-containing
K4 flux for electric poling application. Their results
confirmed that crystals with better potassium stoichiom-
etry exhibited significantly lower ionic conductivities
and lower coercive fields, allowing successful room-
temperature poling. Application of a less than 3 kV/mm
electric field to a 1 mm thick HK-grade KTP crystal
resulted in polarization reversal throughout the sample
thickness, and PPKTP elements with grating periods of
60 μm could be obtained. A surprising detail pointed out
by the authors was that periodic poling for the grating
vectors along [100]- and [010]-directions gave simi-
lar results, which was presumably sample dependent,
since it was never observed with the usual smaller 9 μm
gratings.

KTP Isomorphs
Very few attempts have been made to produce PPKTA
crystals, since in addition to the difficulties of arsen-
ate growth the dielectric and ferroelectric properties of
KTA are hardly better than those of KTP crystals. In
fact, the arsenate crystallographic framework is even
more open [20.25, 26], facilitating the enhanced chi-
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ral mobility of the K+ ions in KTA. Consequently,
the superionic-to-insulating transition occurs at even
lower temperature than in KTP, and the crystal tem-
perature must be reduced to 150 K for low-temperature
poling [20.156]. The reported coercive field is as high
as 90 kV/cm at T = 150 K, and 0.5 mm thick KTA
wafers have been poled at this temperature under 5 kV
switching bias to obtain PPKTA elements with grat-
ing periods of 37.4 and 39 μm. It was suggested that
domain inversion hereby occurred by twinning across
the (100) domain walls with As(1) acting as link-
ing atoms [20.157]. KTA has better transparency in
the infrared than KTP [20.15] and is preferred for
OPO applications, hence the large grating periods pre-
pared [20.156].

Periodically poled rubidium isomorphs, namely
1 mm thick PPRTP [20.158, 159] and 3 mm thick
PPRTA [20.143, 160, 161], have been prepared as well.
Unlike KTP and KTA, commercially available RTP
and RTA crystals have low electrical conductivities in
the 10−12 –10−8 Ω−1cm−1 range [20.14, 143]. This is
due to the larger size of Rb+ ions in comparison with
K+ ions and thus their lower mobility along the polar
axis. The much narrower span of the Curie tempera-
tures in RTP crystals (Fig. 20.8) than in KTP (Fig. 20.5)
also indicates a smaller deviation from stoichiome-
try, which is likely in the case of RTA as well. As
a result, PDS in RTP and RTA can be obtained by
electrical poling at room temperature. The reported
room-temperature coercive fields of RTP vary from 2.65
to 6 kV/mm, obviously depending on the specific re-
sistivity of the crystals used [20.40, 149]. Typically,
≈ 4 kV voltages are used for creating PPRTP homo-
geneous structures over more than 80% of the 1 mm
depth [20.158]. Both HK KTP and RTP crystals can be
successfully poled at room temperature for a variety of
applications. Unfortunately, the commercial production
of PPKTP devices existing to date is based mostly on
the low-temperature poling technology. Voltage pulses
as low as 5.3 kV are sufficient for obtaining 3 mm thick
PPRTA elements, also at room temperature [20.143].
PPRTA, like PPKTA, is used mainly in OPO applica-
tions [20.143, 162–164] due to the lower absorption in
the mid-infrared. The detailed study of the thermal de-
pendences of refractive indices performed for RTP and
RTA shows that PPRTP is more appropriate for applica-
tions that require immunity to thermal lensing, whereas
PPRTA is suitable for realizing temperature-tuned non-
linear devices [20.165]. Of great current interest are
PPRTP-based submicrometer-size (Λ = 1.18 μm) do-
main structures produced in a 200 μm thick RTP crystal

by applying a voltage of 650 V from a high-voltage
atomic force microscope [20.136]. Such PPRTP nan-
odomain gratings are used, for example, in backward-
propagating quasi-phase-matched converters [20.136]
and noncollinear SHG [20.166]. It is noteworthy that,
concurrently, 0.5 mm thick flux-grown KTP crystals
have been poled by the ion-exchange-aided method
with application four 1 ms long 1 kV pulses to pro-
duce submicrometer PPKTP gratings with a period as
small as 800 nm [20.167]. The latter have been used for
demonstrating electrically adjustable Bragg reflectivity.

20.4.2 As-Grown Periodic Domain Structure

Domain miniaturization in electrically poled PDS, dis-
cussed at the end of the previous paragraph, is of
great interest for the development of novel photonic de-
vices. However, the ability to produce large-aperture
PDS for high-power QPM nonlinear optical devices
is of equal technological importance. The straightfor-
ward way of generating periodic domains in the bulk
of large ferroelectric crystals is to introduce appro-
priate temperature oscillations during their growth to
induce striations associated with impurities. This has
been attempted with other ferroelectric crystals, such
as rare-earth-doped LiNbO3 [20.168,169] and Li-doped
KTaxNb1−xO3 [20.170]. In the case of KTP, the in-
fluence of the various impurities on the direction of
impurity-related concentration gradients and, therefore,
domain formation has been discussed in Sect. 20.2.1.
An additional advantage of KTP over LiNbO3 is that
the latter grows (by Czochralski pulling from the melt)
with a curved interface, whereas KTP exhibits a flat
facet morphology. Until now, only a single attempt to
grow a large KTP crystal with a periodic domain struc-
ture has been made [20.106], and it will be described
comprehensively below.

Kinetics of Impurity Incorporation
It has been pointed out in Sect. 20.3.4 that TSSG growth
of KTP crystals by pulling on z-oriented seeds eventu-
ally results in stable single-domain growth due to large
potassium concentration gradients, or their vacancies,
in the 〈201〉 and 〈011〉 growth directions. However, the
presence of charge-compensating impurities, such as di-
valent ions (Mg2+ or Pb2+) on K+-sites, may minimize
or eliminate these gradients and the associated built-
in electric fields. In this case, periodic variation in the
domain sign during crystal cooling through the Curie
temperature can be achieved by imprinting a periodic
variation in the impurity effective distribution coeffi-
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Fig. 20.18 Growth and dissolution rate of KTP in z-
direction

cient [20.171]

keff = k∗

k∗ + (1− k∗) exp(− f ∗δD/DL)
, (20.7)

where k∗ is the interface distribution coefficient, f ∗
is the interfacial linear growth rate, δD is the diffu-
sion boundary layer, and DL is the diffusion coefficient.
Since δD ∼ √

ν/ω, where ν and ω are the kinematic vis-
cosity and crystal rotation rate, respectively, one way of
altering keff is to introduce a variable rotation rate. This
is complex, since the hydrodynamic flow may be altered
and is then difficult to control. The second approach
is to vary the growth rate by controlling the interface
temperature.

The average linear growth rate can be expressed
by [20.172]

〈 f 〉 = V

Aρ

(
dCe

dT

)
ΔT

Δt
, (20.8)

where V is the volume of the solution, A is the grow-
ing crystal area, ρ its density, Ce is the equilibrium
concentration of the solute, dCe/dT is the change of
solubility per degree (known from the solubility curve),
ΔT is the undercooling, and ΔT/Δt is the cooling rate.
The magnitude of undercooling is defined by the width
of the metastable zone, which has been studied experi-
mentally for the regular K6 and modified K6 (addition
of PbO) fluxes [20.106]. The results are reproduced in
Fig. 20.18, showing the growth or dissolution rate as
a function of undercooling.

Temperature Oscillations and Crystal Growth
It is apparent from Fig. 20.18 that the width of the
metastable zone almost does not depend on the type

of flux, and its average value is 6.6 K. This is re-
markably close to the theoretically estimated value of
6.67 K [20.173] for the K6 self-flux. The average un-
dercooling, 〈ΔT 〉, must be of the order of half of the
width of the metastable zone, or about 3.3 K, for normal
KTP growth. If an additional periodic, e.g., sinusoidal,
temperature oscillation is superimposed on the average
undercooling, the actual undercooling can be expressed
by

ΔT = 〈ΔT 〉+ B sin(2πt/τ) , (20.9)

where τ is the time period of temperature oscillation and
the constant B must be chosen so that the undercool-
ing does not exceed the limits of the metastable zone.
As a result, growth rate oscillations will occur followed
by variable (positive and negative) concentration gradi-
ents of the solute and production of a periodic domain
structure. The domain metric period, Λ, depends on the

Λ
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Fig. 20.19a,b Periodic ferroelectric domain structure in
as-grown KTP crystal pulled in the z-direction: (a) schema-
tic drawing of domain formation; (b) etched z-cut slice
showing the rectangular periodic domain pattern within
{201} and {011} growth sectors

Part
C

2
0
.4



Stoichiometry and Domain Structure of KTP-Type Nonlinear Optical Crystals 20.5 Nonlinear Optical Crystals 713

average growth rate and the time period of temperature
oscillations through the straightforward relation

〈 f 〉τ = Λ . (20.10)

Growth experiments involving an undercooling os-
cillatory regime by multistep programming of the
growth system’s temperature controller yield large KTP
crystals with a well-defined periodic domain structure.
The geometry of such structure for TSSG with pulling
in z-direction is presented schematically in Fig. 20.19a.
When the {201} and {011} facets are fully developed,
temperature oscillation is turned on, and the periodic
domain structure is formed with period Λ. This is not
the true period for nonlinear interactions; the latter is
Λ/ cos(31◦), since wafers are cut perpendicularly to the
[001] axis in order to utilize the largest d33 nonlinear
coefficient.

Figure 20.19b shows an etched surface of a frac-
tion of a real z-cut slice, where clearly defined domain
structures are visible within the {201} and {011} growth

sectors. The domain contours are straight since both
the {201} and {011} are perfectly flat. The grating pe-
riod in this picture is 50 μm, but structures with Λ

of 25–40 μm have been easily obtained. They can be
effectively used for a variety of OPO applications.
Frequency doubling requires smaller periods, such as
9 μm, for SHG of the 1.06 μm radiation of the Nd:YAG
laser, and there is no principal limitation in creating
the narrower domain as-grown structures. The qual-
ity of the PDS is determined by the value of the duty
cycle, D = a/Λ, where a is the actual inverted do-
main width. The optimal effective NLO coefficient and,
thus, frequency conversion efficiency is obtained at
D = 0.5 [20.142]. The D values in Fig. 20.19b are in
the 0.2–0.5 range along 10 mm of the wafer in the
[100] direction (within a single growth sector), which
are still useful for practical implementation of the as-
grown PDS. It is noteworthy that in LiNbO3 reasonable
quality PDS can be obtained only along 1 mm due to the
curved Czochralski growth interface where the inverted
domains are obtained.

20.5 Nonlinear Optical Crystals

The combined knowledge of KTP-type crystal mor-
phology development, compositional variations, and
ferroelectric domain formation kinetics during growth
allows one to adapt the crystal growth method to the
requirements of particular applications. It has been
pointed out in the previous section that TSSG of
KTP crystals with pulling in the [001]-direction is
most suitable for creating as-grown PDS. Crystals
grown by top-seeding with pulling from K6-forming
fluxes in the [100]-direction are the best choice for
extracting x-oriented (for highest electrooptic coef-
ficients) Q-switching elements, since the large flat
(100) facet (Fig. 20.2) assures excellent transverse op-
tical homogeneity needed for maximum extinction
ratio [20.118]. This approach is specifically imple-
mented in producing RTP Q-switching devices [20.14,
114]. Fortunately, TSSG with pulling in both [001]-
and [100]-directions allows to obtain large volumes of
single-domain crystals, as summarized in Sect. 20.3.4.
In addition, establishment of compositional gradients
during growth and poor potassium stoichiometry in
general can not only influence the domain formation
mechanisms (Sect. 20.3.1) but also affect the opti-
cal properties of KTP crystals. In the following, we
will analyze the nonuniformity in the distribution of

refractive indices associated with compositional gra-
dients [20.118] and generation of detrimental point
defects related to potassium vacancies [20.89].

20.5.1 Optical Nonuniformity

Every application of nonlinear optical and electrooptic
crystals requires variable degrees of optical uniformity.
However, one has to make a distinction between the
relative importance of transverse and longitudinal uni-
formity with respect to the direction of propagation of
the laser beam. While x-oriented crystal pairs of elec-
trooptic Q-switches are not too sensitive to longitudinal
distribution of refractive indices [20.14], their inhomo-
geneity along the OPO interaction path may lead to
phase mismatch and, consequently, to degradation of
the OPO interaction efficiency. In this section, we will
mainly focus on this latter example.

Distribution of Refractive Indices
The variation of refractive indices in large solution-
grown KTP crystals, from the seed to the crystal
periphery, has been studied experimentally by transmis-
sion interferometry and reported in a series of works by
Sasaki et al. [20.60, 82, 104]. They have discovered the
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existence of constant gradients of the refractive indices
in different crystallographic directions of TSSG-grown
KTP crystals, which are ascribed to compositional
variation in the solute, in agreement with the Curie tem-
perature variation described in Sect. 20.2.1. Particularly
useful are the results of [20.82], where growth and char-
acterization details of a large TSSG-grown crystal are
given including the initial flux composition and satura-
tion temperature, final crystal weight, and the end values
of the refractive indices measured at 633 nm. With the
knowledge of KTP solubility in K6 [20.10], their data
allow to calculate the average variation of the refractive
indices per degree for growing out crystal volumes upon
the solution temperature reduction. The values obtained
are [20.118]

Δnx,y

ΔT
≈ 10−7 K−1 at 633 nm ,

Δnz

ΔT
≈ 2 × 10−6 K−1 at 633 nm . (20.11)

Assuming, as a simplifying approximation, that Δn
varies linearly with the increase of the solidified mass
and depends weakly on wavelength, (20.11) are a uni-
versal result, independent of the specific method of
solution growth (Fig. 20.3). In particular, this result can
be applied to crystals obtained by TSSG with pulling,
and their optical uniformity in specific crystallographic
directions can be assessed if certain growth parameters
are known.

Figure 20.20 shows a photograph of an almost ideal
TSSG (meniscus-pulled in the [100]-direction) KTP
crystal of ≈ 850 g weight. A nearly constant growth in-
terface area has been maintained after developing the
shoulders of the crystal by careful monitoring the tem-

Fig. 20.20 TSSG KTP crystal meniscus pulled on a [100]-
oriented seed

perature reduction program and the pulling rate. The
height of the nearly rectangular part of the crystal l
is about 50 mm, and the temperature drop during its
growth was 75 K. Using these parameters and the data
of (20.11), the following average gradients of the refrac-
tive indices along the crystal length can be calculated

Δnz

Δl
= 3 × 10−5 cm−1 ,

Δnx,y

Δl
= 1.5 × 10−6 cm−1 . (20.12)

OPO Interaction in KTP
[100]-Cut KTA and KTP crystals are widely used in
frequency conversion of Nd-doped solid-state lasers
to longer wavelengths by OPO, primarily for eye-
safe lidar systems operating in the 1550 nm spectral
region [20.15,16]. One of the major advantages of KTP-
family crystals is the ability to operate with noncritical
phase matching (NCPM), allowing large acceptance an-
gles of the incident beam. The basic configuration of
the type II process in a KTP-type crystal pumped in the
x-direction is shown in Fig. 20.21. In this interaction,
a y-polarized pump (p) generates a y-polarized signal
(s) and z-polarized idler (i) beams, and the correspond-
ing frequencies are bound by the following equations:

np
yω

p = ns
yω

s +ni
zω

i ,

ωp = ωs +ωi , (20.13)

which are the perfect NCPM phase-matching condi-
tions, namely the momentum and energy conservation
laws, respectively. (The frequencies can be recalculated
from the known wavelengths, which for the Nd:YAG-

EP

EI

ES

z
x

y

Fig. 20.21 Noncritical phase-matching scheme for type II
OPO in the x–z plane of a KTP crystal (Ep, Es, and Ei are
the appropriate electric field polarization vectors)
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induced NCPM OPO in KTP are λp = 1064.2 nm,
λs = 1576 nm, and λi = 3277 nm [20.16].)

It is well known that the inherently present variation
of the refractive indices due to gradual compositional
changes inevitably causes a phase mismatch during the
interaction. This mismatch can be evaluated by deriv-
ing the associated bandwidth of the generated signal
wave Δωs. If we disregard the negligible change in
ny [20.104] and assume that only Δnz �= 0, the signal
bandwidth is given by

Δωs = Δni
z

ni
z −ns

y
ωi . (20.14)

Keeping in mind that Δnz does not vary dramatically
with wavelength, the value of Δni

z = 3 × 10−5 for a 1 cm
long crystal, from the first of (20.12), can be used
as a rough approximation. The relevant refractive in-
dices can be calculated from the Sellmeier equations
for KTP [20.10] as ni

z = 1.7717 and ns
y = 1.7362. Fi-

nal calculation using these parameters gives Δωs =
2.6 cm−1, which is well within the KTP/OPO accep-
tance bandwidth of 9.02 cm−1 for a 1 cm interaction
length [20.174]. This explains the high NCPM OPO
conversion efficiency achieved even by pumping 20 mm
long KTP crystals with a multimode laser [20.16].

It is also important to remember that, with a proper
choice of the growth method, KTP-type crystals of
sufficient optical uniformity can be obtained for both
nonlinear optical and electrooptic applications. We re-
call that the main cause of inhomogeneity in the
distribution of refractive indices along the growing crys-
tal is the composition gradient, mainly of potassium
ions, building up in the course of growth from self-
fluxes. Such gradients are considerably smaller in the
case of one-dimensional meniscus growth with pulling
in the x-direction than in the case of three-dimensional
submerged-seeded growth (Fig. 20.3).

20.5.2 Gray Tracks

In some applications where KTP is used to generate the
second harmonic of the 1064 nm Nd:YAG laser radia-
tion [20.175–179] or OPO pumped at 532 nm [20.180],
detrimental optical absorption often builds up in the
crystal bulk following intense high-repetition pulse or
continuous-wave (CW) pumping. This phenomenon
is termed gray-tracking, since darkening is observed
along the laser beam path, which is attributed to for-
mation of color centers absorbing in most of the
visible 400–700 nm range [20.67] and emitting in
the 700–1200 nm range under green laser excita-

tion [20.181]. The induced absorption diminishes the
nonlinear output power and causes significant local
heating, leading to severe beam distortion. It is impera-
tive, therefore, to understand the nature of color centers
involved and to find the means of their suppression.

Origin of Gray Track Centers
Gray tracks have been unambiguously related to the
presence of Ti3+ ions [20.67,178,182], which are elec-
tron color centers induced photochemically via electron
trapping by the constitutional Ti4+ ions. The latter can
be reduced to Ti3+ also by high-temperature annealing
in vacuum or by charge transfer (e.g., Fe2+ → Ti4+)
from adjacent transition-metal impurities [20.108]. Yet,
in thermally untreated and nominally pure KTP crystals,
EPR and electron-nuclear double resonance (ENDOR)
measurements have revealed four distinct types of Ti3+
centers as well [20.183, 184]. Two of them, appearing
only in hydrothermal KTP, have a Ti3+ ion occupying
the inequivalent Ti(1) and Ti(2) sites with a proton (in
the form of an OH− ion) bonded to an adjacent oxygen
ion as a stabilizing entity for the electron trapping. The
remaining two types of centers are present only in flux-
grown crystals. One of them represents a self-trapped
electron at the Ti(1) site stabilized by a neighboring
divalent cation impurity, according to a tentative sug-
gestion [20.184], but it is unstable above 140 K. The
other is a Ti3+ ion located at the Ti(2) site adjacent to
an oxygen vacancy and is stable at room temperature for
days or weeks.

It is now well established that the reason for
the existence of electron-trap-stabilizing OH− ions
(in hydrothermal crystals) and oxygen vacancies (in
flux-grown crystals) is charge compensation of K+
vacancies present to variable degrees in all KTP crys-
tals [20.185], as also discussed in Sect. 20.2. In an
attempt to reduce the concentration of oxygen vacan-
cies, PbO was added to the KTP growth flux to form
the modified flux referred to in Sect. 20.4.2. A Pb2+
ion, with its 6s2 closed shell configuration, has an
ionic radius approximately 0.2 Å smaller than a K+
ion, and thus easily substitutes for the K+ ion to pro-
vide charge compensation for one potassium vacancy.
Oxygen vacancies are no longer needed to stabilize the
Ti3+ color center if a sufficient amount of the Pb2+
dopant is present. Instead, [Ti3+-Pb2+] centers may
form under intense laser irradiation. Four types of these
centers have been revealed by EPR and ENDOR mea-
surements [20.113], but they are all unstable above
250 K and thus short-lived at room temperature. Of
course, operation under the extreme conditions of high-
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power, high-repetition-rate or CW pumping will cause
the transient formation of large concentrations of Ti3+
centers with the detrimental optical absorption in the
visible. Therefore, doping with lead is only a partial
remedy. A better way to eliminate gray-tracking is the
reduction of potassium vacancies, or improvement of
potassium stoichiometry, in as-grown KTP crystals by
using K-rich solvents and/or more dilute solutions as
discussed in Sect. 20.2.

Kinetics of Gray Track Formation
Figure 20.5 shows explicitly that KTP crystals grown
at lower temperatures, especially from self-fluxes with
higher [K]/[P] ratios, are more stoichiometric, exhibit-
ing higher Curie temperatures. In order to test the influ-
ence of potassium stoichiometry, a comparative study
of the kinetics of gray track formation in high- and low-
TC KTP crystals has been conducted [20.89]. This has
been done using the green-radiation-induced infrared
absorption (GRIIRA) method which has been initially
developed for periodically poled LiNbO3 [20.186]. In
the quoted experiment [20.89], a 10 kW/cm2 CW green
(532 or 514 nm) excitation beam was used to induce
the gray track damage, while the resulting infrared
(1064 nm) absorption was monitored. At the initial
stage of gray track formation, usually lasting from sev-
eral seconds to several minutes, an increase in the
infrared absorption can be observed. This increase (af-
ter the onset of green irradiation) is clearly seen in
Fig. 20.22.

During the studied initial stage (80 s) the gray track
is located within the green beam region and disap-
pears fast when the green light is turned off. However,
the first minute of the test is sufficient to determine
the quality of the sample. The results of Fig. 20.22
clearly show that the infrared absorption of the HK
KTP crystals with a higher potassium content (high-
TC) saturates deep below the level of 10−4 cm−1 while
the similar absorption of a low-TC crystal (LK) con-
tinues to rise linearly. Obviously, crystals with an
improved potassium stoichiometry reveal a higher re-
sistance to gray track formation. Such crystals may
compete successfully with hydrothermal KTP (where
the concentration of gray track centers is higher, but

High Tc (HK)
Low Tc (LK)

0 80604020

Absorption coefficient (× 104 cm–1)

Time (s)

5

4

3

2

1

0

Fig. 20.22 Initial stages of gray-track formation in
potassium-deficient (LK, low-TC) and potassium-rich (HK,
high-TC) grown from self-fluxes

they are less stable [20.183, 184]) in high-power fre-
quency doubling. Crystals grown from pure self-fluxes
have an advantage also with respect to low-power ap-
plications, since their initial absorption never exceeds
10−5 cm−1 (Fig. 20.22). The known initial absorp-
tion of most hydrothermal KTP crystals is typically
higher than 10−4 cm−1, presumably due to the pres-
ence of impurities associated with the hydrothermal
growth.

RTP crystals are seldom used for frequency dou-
bling into the green [20.4] and, therefore, their suscepti-
bility to gray track formation has not been investigated
directly. However, very recent EPR and ENDOR studies
have shown that room-temperature-stable Ti3+ cen-
ters stabilized by oxygen vacancies can be created
also in this crystal [20.187]. The narrow range of
Curie temperature variation in RTP (Fig. 20.8) and the
usually observed high electrical resistivity of these crys-
tals [20.14] imply that their concentration of stable
Ti3+ electron trap centers is generally low. Neverthe-
less, current attempts to develop Yb and Nb co-doped
RTP crystals as new self-doubling laser media [20.188]
necessitates an examination of RTP crystals using the
GRIIRA test, similarly to the one described above for
KTP.
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High-Temper21. High-Temperature Solution Growth:
Application to Laser and Nonlinear Optical Crystals

Joan J. Carvajal, Maria Cinta Pujol, Francesc Díaz

Growth methods based on high-temperature so-
lutions, traditionally also known as flux growth
methods, and especially the top-seeded solu-
tion growth (TSSG) and liquid-phase epitaxy (LPE)
methods, are some of the most popular methods
by which to grow single crystals. These meth-
ods have to be used when the grown materials
melt incongruently, melt at very high temper-
atures, or suffer from polymorphic transitions
below the crystallization temperature. In this
chapter we review the main advances produced
in these crystal growth techniques during re-
cent years, both in bulk and epitaxial films,
and for two families of oxide materials, specifi-
cally those commonly used for solid-state lasers
and nonlinear optical crystals. We intend to
focus on the application to the real problems
related to crystal growth in solutions with dif-
ferent viscosities, while revisiting some of the
main strategies developed to overcome these
problems to enable growth of bulk single crys-
tals and single-crystalline films with good optical
quality.
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Interest in crystal growth technology started at the be-
ginning of the 20th century, initially in the jewelery and
watch industry, and later on in microelectronics (semi-
conductors), solid-state devices, and laser technology.

During the period 1900–1939, before World War II,
the basis of high-temperature solution growth technol-
ogy was developed, but industrial applications were
limited almost only to the ruby single crystal, so the
new crystal growth method, and the crystals grown from
it, were limited to the academic level. The widespread
technological application of single crystals began with
the military application of piezoelectric single crystals
for transducers in sonar and radar devices. In 1948, af-
ter World War II, the discovery of the transistor effect

substantially increased the demand for single crystals.
The deficient performance of the first generation of tran-
sistors based on germanium, principally related to the
existence of micro- and macrodefects in germanium
single crystals, induced and impelled the study and im-
provement of high-temperature solution crystal growth
methods.

After 1990, the expansion to large-scale industrial
production of transistors and the progress in the field
of electronics definitively motivated crystal growth as
a new scientific field in the material science area. Semi-
conductors such as Si, GaAs, InAs, etc., and crystalline
materials such as BaTiO3, ferrites, yttrium iron garnet
YIG, and yttrium aluminum garnet (YAG), among oth-
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726 Part C Solution Growth of Crystals

ers, have been obtained with a high enough level of
perfection, and have been incorporated as core materials
for different solid-state devices.

Now, technology uses thousands of single-crystal
materials, especially in microelectronics, optoelectron-
ics, optics, and laser technologies. Research is oriented
to develop methods and technologies to control the
crystallinity, purity, and homogeneity of the grown crys-
tals. The most extended crystal growth methods, based
on producing controlled solidification of a melt of the

stoichiometric composition of the material, are related
to the production of semiconductor materials such as
silicon and GaAs. However, several crystalline mater-
ials cannot be obtained from melt methods and have
to be grown from a solution with a convenient sol-
vent. In this chapter we discuss the high-temperature
solution growth methodologies as some of the most
suitable ways to obtain several optical materials, specif-
ically in the fields of the laser and nonlinear optical
technologies.

21.1 Basics

21.1.1 Historical Background and Overview

Crystal growth is a central step in the processing of
solid-state laser and nonlinear optical (NLO) materials.

Phase diagram study

High-temperature solution (HTS)

Selection of the solvent

Physical characterization of solution/melt density,
viscosity, thermal conductivity, surface tension

Selection of the experimental parameters for
crystal growth

Crystal growth experiment

Numerical and experimental simulation of the hydro-
dynamics and the thermal behavior of the fluid

Composition of the solution

Selection of the crystal growth method

TSSG, ACRT, ... Czochralski, Bridgman, ...

Solubility curve

Yes No

Growth fom the melt

Polymorphism transition,
high-temperature melting or incongruent melting

Crystal size, optical losses, and optical uniformity, as
well as ultimate crystal cost, tend to be dominated by
the crystal growth process. A variety of techniques are
practiced, but for most materials, there emerges a pre-
ferred crystal growth technique. The process-dependent
properties and limitations of a crystal tend to reflect the
inherent nature of that growth technique.

In general, crystal growth from the melt is prefer-
able whenever possible. However, other crystal growth
methods have to be used when materials melt incon-
gruently, when they suffer from polymorphic transitions
below crystallization temperature, or when they melt at
very high temperatures. In these cases high-temperature
solution methods must be used, in processes analo-
gous to crystal growth from aqueous solutions, but in
which the solvent solidifies before reaching room tem-
perature. The main advantage of these methodologies
is that crystals are grown below their melting tempera-
ture, or in a fluid with lower viscosity than the melt. In
high-temperature solution growth, thermal strain is min-
imized due to the relatively low growth temperature, the
much smaller thermal gradients used in these methods
compared with classical methods based on growth from
melts, and the free growth into a liquid. These factors
make crystal growth proceed in physical conditions near
thermodynamic equilibrium, allowing crystals to grow
in a way that minimizes the superficial energy, develop-
ing facets. However, these low growth rates, in general
hundreds of times smaller than the growth rates that
can be achieved in melt-based growth methods, con-
stitute the main disadvantage of the high-temperature
solution growth methods. This, together with the differ-
ences in linear growth rates among the different faces of

Fig. 21.1 Flow chart with the criteria used to determine the
crystal growth method of a material from the melt or from
high-temperature solutions �
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Table 21.1 Structural, thermal, and optical properties of the most important families of inorganic SSL single crystal

Space group Optical Moh’s Thermal Transparency Growth References

of symmetry class hardness conductivity range (nm) method

(W/m K)

YAG Ia3d Isotropic 8.2–8.5 14 200–6000 Czochralski [21.1, 2]

Floating zone

μ-Pulling

REVO4
a I41/amd Uniaxial 5 c‖ = 5.23 400–5000 Czochralski [21.3–5]

c⊥ = 5.10 HTS

EDFF

TSSG

YAP Pbnm Biaxial ≈ YAG 11 300–10 000 Czochralski [21.6]

KREWb C2/c Biaxial 4.5–5 2.2–3.5 300–5000 TSSG [21.7–10]

INFC

TNFC

RELFc I41/a Uniaxial 4–5 6 120–7500 Bridgman [21.11, 12]

Czochralski

VGF

BaREFd C2/m Biaxial 3–3.5 6 125–12 000 Czochralski [21.13, 14]

LiSAF P3̄1c Uniaxial 3.3–3.6 Czochralski [21.15, 16]

Bridgman

TSSG

a Data for YVO4; b Data for KGd(WO4)2; c Data for YLF; d Data for BaYF8

the crystal, which lead to chemical and structural inho-
mogeneities in the crystal, has hampered the industrial
production of crystals grown from high-temperature so-
lution methods.

Figure 21.1 summarizes the criteria used to deter-
mine the possibility of use of growth methods based on
melt, or when not possible, the use of growth methods
based on high-temperature solutions.

21.1.2 Most Important Families of Laser
and Nonlinear Optical Materials

Laser Materials
Kaminskii [21.17] mentioned that currently there are
over 575 single crystals for solid-state laser (SSL) appli-
cations, among them, different structure fluorides, ox-
ides, chlorides, bromides, and compounds with mixed
anion pairs such as chlorine–oxygen, fluorine–oxygen,
and sulfur–oxygen, which can produce continuous wave
(CW) or pulsed stimulated emission (SE) generation
over a very wide spectral range from ≈ 0.172 to
≈ 7.24 μm.

The desirable properties of a good laser material are:
feasibility of growth; high capacity to incorporate the
active ions without affecting the structure; transparency
in the suitable range; favorable spectroscopic proper-
ties for the active ions; high thermal conductivity; low
and similar thermal expansion coefficients; inertness;
low cost; and hardness, which favors polishing. They
especially have to favor large absorption and emission
cross sections, and have: a high gain coefficient; an op-
timum distance between the active ions (i. e., if laser
transition is based on a scheme where cross-relaxation
phenomena favors the population of the emitting level,
the distance must be short to increase this populating
level; on the other hand, if the laser emitting level could
be depopulated by a cross-relaxation or energy transfer
among active ions, then the distance must be longer);
long lifetime to allow population inversion; and low
phonon energy modes of the structure to avoid nonra-
diative transitions.

Table 21.1 lists the most important families of in-
organic SSL single crystals, summarizing some of their
main structural, thermal, and optical properties.
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Oxides
Y3Al5O12, Yttrium Aluminum Garnet (YAG). YAG crys-
tallizes in the cubic system. The active ions substitute
Y3+ in the structure in a D2 position. It is a very sta-
ble compound with high robustness and high thermal
conductivity. Optically YAG is isotropic. YAG is one of
the most widely produced gain laser hosts. The Nd:YAG
laser is by far the most commonly used solid-state laser
since its first reported lasing at Bell Telephone Labo-
ratories and RCA Laboratories in 1964. Tm-, Ho-, and
Er-doped YAG lasers are also widely studied and used
in the 2 μm region.

REVO4, Rare-Earth Vanadate. Rare-earth vanadates
crystallize in the tetragonal system. The trivalent ac-
tive ions substitute the optically inert trivalent cations
RE3+ at lattice sites with 4̄2m symmetry. Optically
they are positive uniaxial crystals, with no = na = nb
and ne = nc. YVO4 is a strongly birefringent material
(Δn = 0.2225 at 633 nm at room temperature). Their
advantages when compared with YAG are the high ab-
sorption and emission cross sections, broad bandwidths,
and natural polarization of these materials.

YAlO3, Yttrium Aluminum Perovskite (YAP). Several
possible crystalline structures can be found in the lit-
erature for YAlO3 [21.6]. The active lanthanide ions
substitute the Y3+ in the lattice sites in C1h . The
physical properties of YAP, such as hardness, ther-
mal conductivity, etc., are quite similar to those of
YAG [21.18]. From the optical point of view, YAP
is a biaxial, birefringent material (Δn, at 1.06 μm,
na = 1.929, nb = 1.943, and nc = 1.952). The trans-
parency region is from around 300 nm to 10 μm. The
advantage of this material is related to its anisotropy,
which allows the possibility of short tuning of the wave-
length with the variation of the wavevector direction
in the crystal, and the generation of linearly polarized
output beams.

KRE(WO4)2, Potassium Double Tungstates (KREW). The
monoclinic KREW is another well-known family of
laser host compounds. The active lanthanide ions sub-
stitute the RE3+ cation in the structure at the local
symmetry lattice site C2. The physical properties of
KREW materials are governed by their huge anisotropy.
Their thermal conductivity is anisotropic, and depends
also on the RE3+ cation. Optically, monoclinic KREW
are biaxial crystals. The Np orthogonal principal crys-
tallooptic axis is parallel to the twofold symmetry axes.
The other two principal axes are in the a–c plane. The

principal axis Ng is located at κ = 18.5–21.5◦ (angle
value depending on the RE3+ of the host) clockwise to
the c-crystallographic axis when the positive b-axis is
pointing towards the observer. Nm is rotated at β +κ −
90◦ with respect to the a crystallographic axis in the
clockwise direction. Their anisotropy is responsible for
the large absorption and emission cross sections of the
active ions. Furthermore, these crystals are also very in-
teresting for their stimulated Raman scattering (SRS)
properties, and recently for their high efficiency as laser
optical cooling materials [21.19].

Fluorides
RELiF4, Rare-Earth Lithium Fluoride (RELF). This ma-
terial crystallizes in the tetragonal system. The active
ions substitute the RE3+ in the S4 positions of the
structure. It is an anisotropic uniaxial crystal, with the
optical axis along the c crystallographic direction. Its
birefringence at 633 nm is no = 1.443 and ne = 1.464,
and at 1064 nm is no = 1.448 and ne = 1.470. Fluoride
crystals are useful for coherent optical sources in the
ultraviolet (UV) wavelength region. It can host a high
percentage of doping elements, and possesses a low
thermal lensing effect, when compared with YAG.

BaREF8, Barium Rare-Earth Fluoride (BaREF). These
materials crystallize in the monoclinic system. The
rare-earth dopant substitutionally enters the RE3+ sites,
whose symmetry is S4. The BaYF refractive index n is
1.5. Optically, BaREF8 is a biaxial crystal. Their mono-
clinic structure compensates the thermal lens effect
under strong pumping better than cubic crystals such
as YAG. Additionally, these materials have low-energy
phonons: the maximum phonon energy is 400 cm−1.

LiSrAlF6, Lithium Strontium Aluminum Fluoride
(LiSAF). LiSAF crystals belong to the colquiriite flu-
oride family of crystals LiMAF (where M = Sr, Ga,
Ca). These materials crystallize in the trigonal sys-
tem. Optically, these materials are uniaxial. Among
them, LiCaAlF6:Cr (LiCAF:Cr) is more robust and
has more advantageous thermo-optical properties. It
exhibits higher scattering and smaller absorption and
emission cross sections when compared with LiSAF.
Cr3+-doped single crystals of this family have been
described as efficient broadly tunable laser mater-
ials [21.20, 21].

Nonlinear Optical Materials
Since its first demonstration in 1961 [21.22], nonlin-
ear frequency conversion has been a field limited by
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the available materials, with practical advances largely
controlled by progress in making improved NLO mater-
ials. To date, the most important class of materials used
in nonlinear optics has been inorganic single crystals.
Organic materials, although promising, have yet to be
produced with good enough chemical and mechanical
properties to find broad practical application. Relatively
few materials find application in nonlinear optics. The
physics of the frequency conversion process places se-
vere demands on potential NLO crystals. Beyond the
NLO physics are the additional practical requirements
of mechanical and chemical stability and the possibil-
ity for production in the form of adequately sized and
uniform single crystals.

Table 21.2 Structural, thermal, and optical properties of the main inorganic NLO single crystals [21.23]

Space group Optical Thermal Transparency NLO coefficients Growth

of symmetry class conductivity range (nm) (pm/V) method

(W/m K)

LN R3c Uniaxial 0.0015 350–5000 d21 = d16 = −2.1 Czochralski

d22 = 2.1 VTE

d14 = d25 = d36 = 0 TSSG

d31 = d15 = −4.3 DC-Czochralski

d32 = d24 = −4.3

d33 = −27

KN Amm2 Biaxial 400–5500 d21 = d16 = 0 HTS

d22 = 0

d14 = d25 = d36 = 0

d31 = d15 = −11.3

d32 = d24 = −12.8

d33 = −19.5

KTP Pna21 Biaxial 2–3.3 350–4500 d21 = d16 = 0 HTS

d22 = 0 Hydrothermal

d14 = d25 = d36 = 0

d31 = d15 = 2.0

d32 = d24 = 3.6

d33 = 8.3

KDP I 4̄2d Uniaxial 1.86–2.09 180–1800 d21 = d16 = 0 Aqueous solution

d22 = 0

d14 = d25 = d36 = 0.37

d31 = d15 = 2.0

d32 = d24 = 3.6

d33 = 8.3

β-BBO R3c Uniaxial 0.001–0.002 198–2600 d21 = d16 = −2.3 HTS

d22 = 2.3 Metastable growth

d14 = d25 = d36 = 0 Czochralski

d31 = d15 = 0.1

d32 = d24 = 0.1

d33 = 0

Table 21.2 lists the main inorganic NLO crystals to-
gether with their main structural, thermal, and optical
properties.

Niobates. LiNbO3 (LN) crystallizes in the trigonal sys-
tem. Its NLO coefficients are relatively high, and the
birefringence is of a magnitude, enabling phase match-
ing for noncritical type I second-harmonic generation
(SHG) of a 1064 nm fundamental at room temperature.
Its thermal conductivity is very high. LN can suffer
from photorefractive damage when illuminated with
visible radiation. Certain Mg-doped LN crystals have
been measured to have a photorefractive damage thresh-
old more than 105 times greater than that of typical
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Table 21.2 (cont.)

Space group Optical Thermal Transparency NLO coefficients Growth

of symmetry class conductivity range (nm) (pm/V) method

(W/m K)

LBO Pna21 Biaxial 160–2300 d21 = d16 = 0 HTS

d22 = 0

d14 = d25 = d36 = 0

d31 = d15 = −0.67

d32 = d24 = 0.85

d33 = 0.04

BIBO C2 Biaxial 286–2500 d222 = 2.53(4) Czochralski

d211 = 2.3(2)

d233 = 1.3(1)

d231 = 2.3(2)

d112 = 2.8(2)

d332 = 0.9(1)

d312 = 2.4(3)

d132 = 2.4(3)

AgGaS2 I 4̄2d Uniaxial 0.01 500–13 000 d21 = d16 = 0 Bridgman

d22 = 0

d14 = d25 = d36 = 17.5

d31 = d15 = 0

d32 = d24 = 0

d33 = 0

LiIO3 P63 Uniaxial 8 × 10−4 310–5000 d21 = d16 = 0 Aqueous solution

d22 = 0

d14 = d25 = d36 = 0

d31 = d15 = 4.4

d32 = d24 = 4.4

d33 = 4.5

undoped LN. Mg doping appears to have little effect on
the NLO coefficients.

KNbO3 (KN) is notable for its very large NLO co-
efficients and birefringence. The transmission range is
similar to that of LN, although residual losses are gen-
erally higher and much less consistent from crystal to
crystal. It suffers from significant processing limita-
tions, due to the material’s low Curie temperature and
its pyroelectric and ferroelastic character.

Phosphates. KTiOPO4 (KTP) belongs to family of
compounds with the general formula ABOXO4 where
A = K, Rb, Na, Cs, Tl, NH4; B = Ti, Sn, Sb,
Zr, Ge, Al, Cr, Fe, V, Nb, Ta, and X = P, As,
Si, crystallizing in the orthorhombic system [21.24].
KTP single crystals are chemically inert. Optically
they are biaxial crystals. The KTP transmission range,
NLO coefficients, and birefringence are similar to

those of LN, although KTP’s residual absorption is
notably higher. Perhaps most important for KTP are
its very large thermal and angular phase-matching
bandwidths for SHG of fundamental wavelengths near
1064 nm.

KH2PO4 (KDP) and its homologs are among the
most widely used commercial NLO materials. Although
members of the family have relatively low NLO co-
efficients, they feature good UV transmission, high
birefringence, and relatively high resistance to laser
damage. KDP is widely used to generate second, third,
fourth, and fifth harmonics of 1.06 μm radiation.

Borates. Single crystals of the low-temperature phase
of barium metaborate, β-BaB2O4 (β-BBO) and LiBO3
(LBO) have found important applications for NLO de-
vices. β-BBO has a wide transparent spectral range,
and good mechanical properties. In general, borates
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combine UV transparency, high-laser damage thresh-
olds, and adequate birefringence for phase-matching
a broad range of visible and UV interactions. β-BBO
has larger nonlinear susceptibilities than LBO, and can
be phase-matched more readily in the UV, but suf-
fers from smaller angular acceptance and lower damage
threshold, and is more hygroscopic.

BiB3O6 (BIBO) is another outstanding NLO crys-
tal. It belongs to the monoclinic system. BIBO is an
appropriate material for phase-matching condition for
near-infrared (NIR) wavelengths. It possesses a large ef-
fective nonlinear coefficient and high damage threshold,
and is nonhygroscopic. Its nonlinear coefficient is 3.5–4
times higher than that of LBO, and 1.5–2 times higher
than that of β-BBO [21.25].

Chalcopyrites. The most important of these compounds
are AgGaS2, AgGaSe2, and ZnGeP2. These mater-
ials exhibit broad transparency far into the infrared,
sufficient birefringence to enable phase-matching over
a major portion of the transparency range, and relatively
high nonlinear coefficients. Laser damage resistance
tends to be very low. The greatest limitation to appli-
cation of the chalcopyrites has been optical loss.

LiIO3. Because of its large birefringence, lithium iodate,
LiIO3 is broadly phase-matchable, but suffers from
large walk-off effects that limit conversion efficiencies
despite its larger nonlinear susceptibility. Applications
taking advantage of the broad tuning range are the most
common.

21.2 High-Temperature Solution Growth

When compared with growth from the melt, crystal
growth from solution produces remarkable improve-
ments in the quality of the grown crystals, principally
due to a much lower crystallization temperature. Using
lower temperatures during the growth process means
a lower density of structural defects and less con-
tamination in the liquid phase from the crucible or
the ambient. Furthermore, the low growth rate devel-
oped at lower temperatures enables better control of
all the parameters involved in a stable growth pro-
cess. Finally, careful choice of a suitable solvent can
help reduce the viscosity of the solution, minimizing
problems related to deficient mass transport that can
generate solvent inclusions in the crystals. However,
crystal growth by high-temperature solution (HTS)
presents some disadvantages when compared with crys-
tal growth techniques from the melt. Substitution, or
generation of interstitial defects when the solvent con-
tains ions alien to the grown material, and the relatively
low crystal growth rates inherent to HTS techniques
constitute the main disadvantages of these techniques,
especially when scaling up these processes to industrial
production.

Nevertheless, there is no doubt that HTS growth
methods have a huge field of application and they con-
stitute the basis of several of the current solid-state
technologies, mainly in microelectronics and optoelec-
tronic devices. Theoretically, this method presents no
limits – it is always possible to find a suitable solvent
and the most convenient crystallization conditions to
obtain any material. In practice, however, it is not this

easy. Despite this, the list of materials that have been ob-
tained by HTS methods is very long, covering materials
from diamond or oxide compounds to metals. Hundreds
of single-crystalline materials are grown by HTS-based
methods, among them the magnetic ferrites developed
in the 1970s, the superconductor materials such as
YBa2Cu3O7−x (YBCO) developed during the 1980s
and 1990s, many ferroelectric materials such as KTP,
etc. Crystal growth from HTS is also one of the most
popular growth methods as it does not require sophis-
ticated equipment. At present, several research labora-
tories around the world are not only growing new and
different crystalline materials, but are also studying and
modeling the fundamentals of the transport processes
involved in crystal growth using these HTS techniques.

The principle of crystal growth by HTS lies in
choosing a suitable solvent S for the components A
and B of a given αAB phase, all solids at room tempera-
ture, with a lower solubility for the αAB phase at a given
temperature than for the initial components.

By heating the reagents it will be possible to induce
HTS growth

AS +BS +SS → AL +BL +SL → αAB +SL .

(21.1)

The driving force for HTS growth is supersaturation of
the αAB +SL solution. This supersaturation can be cre-
ated by slow cooling of the solution, by evaporation of
the solvent or by increasing the solute concentration at
constant temperature.
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To control spurious nucleation and improve the
quality of the grown crystals, modifications to HTS
methods have been applied through the years. Meth-
ods based on homogeneous nucleation used in the
1960s have been displaced by methods based on in-
duced growth (secondary nucleation), which involve
techniques such as rotation and pulling of the grow-
ing crystals that enhance mass transport conditions in
the solution, avoid supersaturation gradients, and allow
growth of larger crystals. Top-seeded solution growth
and liquid-phase epitaxy are the most popular methods
based on HTS growth technologies. In the next sec-
tions the main features of these two methods will be
described.

21.2.1 Top-Seeded Solution Growth (TSSG)

To grow a crystal the first step, after having selected
a suitable candidate solvent, is the study of the phase di-
agram of the different compounds that will be mixed to
create the growth solution to determine the composition
and temperature range in which the desired crystalline
phase (solute into the solution) can be grown. As an
example the phase diagram of K(Gd0.5Nd0.5)(PO3)4
in the ternary system (Nd2O3+Gd2O3)–K2O–P2O5 is
shown in Fig. 21.2a. Parameters such as the existence
of other neighboring crystalline phases, the crystalliza-
tion temperature, the solute-to-solvent ratio, etc. will
influence the selection of the most suitable point of the
phase diagram at which to perform the crystal growth
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Fig. 21.2 (a) Crystallization region of KGd0.5Nd0.5(PO3)4 with solution isotherms in the Ln2O3–K2O-P2O5 system. SEM images
of K(Gd, Nd)(PO3)4 crystals and neighboring phases. (b) Solubility curve of KREW (RE = Gd, Y, and Lu) in K2W2O7 solvent

experiments. The solubility curve of the crystallizing
phase in the chosen solvent must then be determined.
Figure 21.2b shows the solubility curve of the KREW–
K2W2O7 system. When the solubility curve has been
determined, the crystallization experiment can be per-
formed by choosing the most suitable solute–solvent
composition while accounting for the slope of the sol-
ubility curve. If the growth experiment is performed in
a solution with a solute–solvent composition in region I
of Fig. 21.2b, where the solubility curve shows a pro-
nounced slope, a temperature fluctuation ΔT produces
a small change in the concentration of solute Δc1. How-
ever, if the experiment is performed in a solution with
a composition in region II, where the solubility curve
has a flat slope, the same temperature fluctuation ΔT
will produce a larger change in the concentration of
solute Δc2 that can lead to fluctuations in the supersatu-
ration levels created in the solution. In order to obtain
crystals with a lower density of defects it is impor-
tant to avoid fluctuations in the supersaturation levels in
the growth solution. Thus, region I is the most suitable
region to grow crystals in these solutions, as it pro-
vides better control of the solutal fluctuations by small
changes in the temperature.

The TSSG method represents an improvement of
crystal growth from HTS methodologies as it restricts
and forces crystal growth only at a point of the free
surface of the solution, i. e., on a crystal seed in con-
tact with the surface of the solution that can be rotated
and pulled. Figure 21.3a shows the experimental con-
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figuration of the TSSG method. Before configuring the
values of the TSSG parameters it is necessary to know
the physicochemical properties of the solution such as
density, viscosity, thermal conductivity, and surface ten-
sion [21.26]. This knowledge enables numerical and
experimental simulation to determine the best solute–
solvent composition and to know the hydrodynamics of
the solution needed for a successful crystal growth ex-
periment [21.27]. These experimental simulation stud-
ies will provide the most suitable values for parameters
such as the aspect ratio (diameter/height) of the crucible
that will contain the solution, axial and radial thermal
gradients in the solution, rotation rate of the crystal
seed, extent of the crucible’s rotation, ratio between
the size of the growing crystal and the crucible radius,
etc. Figure 21.3b shows a nonaxisymmetric horizontal
flow pattern of the solution obtained by visualization
techniques in an experimental simulation of a growth
experiment. The best conditions for real growth should
avoid nonaxisymmetric flow patterns. Figure 21.3c
shows an axial cross section of a growth solution by
visualizing the flow established by a crystal/crucible

a) b)

 1 Top of the furnace
 2 Alumina insulator
 3 Thermal brick insulator
 4 Alumina shell cylinder
 5 Metallic sheet
 6 Resistance heating coil
 7 Alumina rod
 8 Crystal seed
 9 Platinum crucible
 10 Crucible base made of alumina
 11 Thermocouple
 12 Bell clamp
 13 Motor
 14 Micrometer
 15 Handle pull

7.15 VOC
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Fig. 21.4a,b TSSG method. (a) Schematic representation and (b) picture of a system used for the TSSG method including
a single-thermal-zone vertical tubular furnace, the crystal seed attach, rotation, and pulling system, the crucible and its
support, and temperature controller/programmer

Hot bottom

Cold surface ΩS

ΩC

a) b)

c)H
R

ΔTA

ΔTR

Fig. 21.3a–c TSSG method. (a) Scheme of the experimental con-
figuration. (b) Nonaxisymmetric horizontal flow pattern obtained
by visualization techniques of the solution. (c) Axial cross sec-
tion of a solution of growth, visualizing the flow established by
a crystal/crucible counter-rotation configuration

counter-rotation configuration. These experimental sim-
ulations have been obtained from liquid simulation
under similar thermal and hydrodynamics conditions to
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a) b)

d) e)

c)

Fig. 21.5a–e Process of growth of a double tungstate
single crystal by the TSSG method. (a) Platinum cru-
cible containing the flux or solution at room temperature.
(b) Crystal seed ready to be used for the crystal growth
experiment. (c) Single crystal growing inside the solution.
(d) Single crystal after being removed from the solution
while cooling the furnace to room temperature. (e) Sin-
gle crystal attached to the crystal seed at the end of the
experiment

those of a real growth solution (equal Reynolds and
Prandtl numbers). In high-viscosity solutions the use of
angular acceleration of the crystal or the crucible, or
both, with periodic changes in their direction of rota-
tion, has also been used to improve the homogeneity
of the solution. For very-high-viscosity systems a HTS
alternative technology such as the accelerated crucible
rotation technique (ACRT) must be used [21.28].

Figure 21.4 shows a schematic representation and
a picture of the system used for the TSSG method.
It includes a single-thermal-zone vertical tubular fur-

nace, the crystal seed attach, rotation, and pulling
system, the crucible and its support, and the temper-
ature controller/programmer. The furnace is heated by
an electrical resistance, and the thermal insulation and
the alumina shell cylinder can also be seen in the
cross section of the furnace provided in the schematic
representation. The seed attach, rotation, and pulling
system consist of a series of high-precision mechanisms
attached to two different stepper motors that allow si-
multaneous rotation and pulling of the crystal seed.
Both the speed of rotation and the speed of pulling can
be modified according to the voltage provided by the
power source. The attach system can be moved up and
down to locate the crystal seed precisely in contact with
the surface of the solution. This movement can be mon-
itored with a micrometric comparer for better precision.
The support of the crucible allows it to be located at
the correct height along the axis of the furnace to ob-
tain the desired thermal gradient inside the solution.
Finally, the heating or cooling rate and the temperature
of the furnace are precisely controlled by the con-
troller/programmer systems, connected to a thyristor.

Figure 21.5 shows a sequence of pictures repre-
senting the process of growth of a double tungstate
single crystal using the TSSG method. Figure 21.5a
shows a platinum crucible containing the flux or solu-
tion, which is a solid at room temperature. Figure 21.5b
shows a crystal seed attached to an alumina rod and
a platinum support ready for the crystal growth exper-
iment. In Fig. 21.5c, the single crystal growing inside
the solution while attached to the crystal seed can be
seen. Figure 21.5d shows the single crystal after being
removed from the solution and standing near the surface
of the solution while the furnace is being cooled slowly
to room temperature to avoid thermal cracking of the
crystal. Finally, Fig. 21.5e shows the single crystal at
the end of the crystal growth experiment still attached
to the crystal seed.

21.2.2 Liquid-Phase Epitaxy (LPE)

The term epitaxy can be defined as the deposition of
a single-crystal layer on a single-crystal substrate such
that the crystalline structure of the substrate is continued
into the layer. For a given substrate, the lattice param-
eter mismatch between the layer and the substrate is
limited by a critical value, above which continuity of
the crystalline construction across the substrate–layer
interface is impossible. LPE is the growth of epitax-
ial layers, hereafter epilayers, from solutions at high
temperatures.
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A XE´

E´

E

Liquidus line
Solidus line

L + αAB

αAB

P

XE

T

B

ΔT

Fig. 21.6 Cooling effect in a binary diagram

The process of LPE growth involves three main
steps:

1. Creation of supersaturation
2. Mass transport from solution to solid–liquid inter-

face
3. Nucleation and surface attachment [21.29, 30]

1. Creation of supersaturation. Figure 21.6 intro-
duces the fundamentals of LPE as a crystal growth
method. A substrate is introduced into a solution,
which is cooled by a discrete amount ΔT and
the equilibrium liquid-phase composition is shifted
from XE to XE′ , which has a lower αAB (solute)
concentration. The decrease in solubility creates
a supersaturated solution and yields deposition of
αAB solid phase onto the substrate.
The supersaturation created in the solution

σ = XE(T )− XE′ (T )

XE′ (T )
(21.2)

is related to the change of free energy when crys-
tallization occurs ΔG ≈ RTσ and to the gradient
of chemical potential ΔG ≈ Δμ. The chemical po-
tential at point P in Fig. 21.6 of the supersaturated
solution is higher than its equilibrium value at the
same temperature, point E′ in Fig. 21.6. This consti-
tutes the driving force of LPE growth, and induces
heterogeneous nucleation, which exhibits a lower
activation energy than homogeneous nucleation be-
cause the surface of the substrate catalyzes the
crystal growth process.

2. Mass transport from the solution to the solid–liquid
interface. When the epilayer starts to grow, and be-
cause of the limitations of mass transport near the

δ y

XE(y = ∞)

X0(y = 0)

Fig. 21.7 Solutal boundary layer adjacent to substrate
surface

substrate surface, a solutal boundary layer is estab-
lished, as can be seen in Fig. 21.7.
The velocity of mass transport from the solution to
the solid–liquid interface in stationary conditions is
given by Fick’s equation

R = Dv

ρ

XE′ − X0

δ
= 1

ρ

Dv

δ
(XE′ − X0)

= 1

ρ

1

δ/Dv
(XE′ − X0) , (21.3)

where Dv is the volumetric diffusivity of the solute
in the solution, ρ is the density, and δ is the thickness
of the solutal boundary layer. The quotient δ/Dv is
called the diffusional resistivity of mass transport.
In a situation of natural thermal convection under
low Rayleigh number (low thermal gradients) and
also in growth experiments with forced convection
but with low Reynolds number (low rotational ve-
locity of the substrate), the boundary thickness is
given by

δ ∝ D1/3
v ν1/6ω−1/2 , (21.4)

where ν is the kinematic viscosity and ω is the rev-
olution rate of the substrate.

3. Heterogeneous nucleation and surface attachment.
The capture of the atoms onto the surface of the

C

AB

Fig. 21.8 Heterogeneous nucleation and surface attach-
ment process on the substrate surface
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substrate takes place in a number of successive
steps:
a) The nucleation, or the formation of stable clus-

ters of atoms on the surface of the substrate at
sites such as A (Fig. 21.8)

b) The migration of atoms on the surface to the
growth step by surface diffusion and their ad-
sorption at sites such as B

c) Migration of the adsorbed atoms in B positions
to energetically favorable sites such as C

d) Removing the released heat from the global re-
action and transport of the solvent from the lost
solute–solvent solvation

The contributions of all surface processes on the ki-
netics of the crystal growth process can be evaluated
by adding a new resistivity 1/κ to the crystal growth
rate formula

R = 1

ρ

(
1

κ
+ δ

Dv

)−1

(XE′ − X0) . (21.5)

21.3 Growth of Bulk Laser and NLO Single Crystals by the TSSG Method

A favourable viscosity of the growth solution can be
defined in the range 1–100 cP, while the maximum
practical viscosity that allows development of a crystal
growth process would be about 10 P. An ideal solvent
was defined by Elwell and Scheel [21.29] as a solvent
with a viscosity in the range 1–10 cP. However, it is not
trivial to find compounds that can be used as solvents in
high-temperature solutions with such viscosities. In this
chapter we define low-viscosity solutions as those with
viscosity below 40–50 cP, typical of fluorides, vana-
dates, and tungstates. Solutions containing phosphates
and borates present a much higher viscosity, with val-
ues that can reach up to 10 P. Crystal growth using
high-temperature solutions with low or high viscosities
present different difficulties that we will try to sum-
marize here, together with the strategies proposed to
overcome these problems.

1.18 1.14 1.14 1.12 1.11 1.09 1.07 1.06 1.04 1.03 1.02 1.015 1 0.99 0.98 0.97 0.92 0.87

La Ce Pr Nd Bi Sm Eu Gd Tb Dy Ho Y Er Tu Yb Lu In Sc

Congruent melt

Low-temperature phase/
noncongruent melt

TSSG

I41/a,
tetragonal

P3
–

m1,
trigonal

Pbcn,
orthorhombic

C2/m,
monoclinic

C2/c,
monoclinic

CZ growth method

?

r (Å)

γ

�

α

Fig. 21.9 Polymorphism of KREW compounds at room temperature, and recommended methods to grow the different
crystal of this family of materials

21.3.1 Crystal Growth from Low-Viscosity
Solutions: Fluorides, Tungstates,
and Vanadates

Double Tungstates MREW
(M = Na, K, Rb; RE = Y and Lanthanides)

The crystallization temperature of the required phase,
the presence of other phases crystallizing at higher
temperature, the nature of possible polymorphic phase
transformations, and the melting character of the com-
pound are the factors that determine the most suitable
growth method to obtain single crystals of a particu-
lar MRE(WO4)2 compound. The Czochralski method
is the most used method to obtain double tungstate
compounds that melt congruently and do not show
polymorphic transformations, such as Na-based dou-
ble tungstates compounds with RE ions with large
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Table 21.3 Concentration of precursor oxides to form a growth solution of KGdW using K2W2O7 as a solvent, with
a composition 85 mol % solvent–15 mol % solute

Molar ratio of oxides in the composition of growth: 30.85% K2O – 2.5% Gd2O3 – 66.67% WO3

Molar ratio of oxides in the solvent: 33.3% K2O – 66.67% WO3

Molar ratio of oxides in the solute: 16.6% K2O – 16.6% Gd2O3 – 66.67% WO3

Solvent: (K2O+2WO3) × 0.85

Solute: (0.5K2O + 0.5Gd2O3 + 2WO3) × 0.15

Total: 0.925K2O + 0.075Gd2O3 + 2WO3 = 30.85% K2O – 2.5% Gd2O3 – 66.67% WO3

ionic radii, such as NaGd(WO4)2. However, melting is
not congruent when the ionic radius of the lanthanide
decreases [21.31]. On the other hand, KREW mono-
clinic single crystals are usually grown by the TSSG
slow-cooling (SC) method, as they present a phase
transformation at a lower temperature than the congru-
ent melting temperature. Figure 21.9 summarizes the
polymorphism of KREW compounds together with the
recommended methods that can be used to grow these
crystals.

The appropriate solvent for growing KREW crys-
tals has been chosen among the stable compounds of the
K2O–WO3 binary system [21.32,33] to avoid introduc-
tion of foreign ions in the solution that can contaminate
the crystals. The most used solvents are K2WO4 and
K2W2O7. K2W2O7 has a lower melting point when
compared with the other stable compounds in the K2O–
WO3 system, and due to a higher tungsten content,
it exhibits a low viscosity during the growth process.
K2WO4 was used as well [21.34], as a solvent for
the growth of KREW, but it did not yield good ho-
mogenization of the solution and was more prone to
evaporation. The solubility curves of the monoclinic
KREW (RE = Gd, Y, and Lu) in K2W2O7 are shown
in Fig. 21.2b.

The limits of the solubility curve are given by the
properties of this binary system. At around 45 mol %
solute, the phase that crystallizes first when decreasing
the temperature does not belong to the monoclinic sys-
tem [21.35]. The lower limit at around 5 mol % solute
is related to the economical profitability of the growth
procedure. Although the monoclinic phase of KREW
can be grown in the range 5–42 mol % solute, it is better
to use a solution with < 15 mol % solute, where small
variations of the temperature lead to small changes in
supersaturation. The growth temperatures when using
these solutions are around 1090–1230 K and guarantee
a low economical cost for the growth procedure.

The thermal gradients in the solutions are usually
low, in the range of 1.5 and 11.5 K/cm for axial and
radial gradients, respectively, with the bottom and the

crucible wall as the hottest spots. Growth of double
tungstates is very sensitive to thermal gradients [21.36,
37]. Large thermal gradients may crack the growing
crystal due to the high anisotropy of the linear thermal
expansion coefficients of monoclinic double tungstates.
The solution was prepared by melting the mixed oxide
precursors, weighed in stoichiometric ratio. Table 21.3
shows the molar ratio of the precursor oxides for the
growth of K2W2O7/KGdW with composition 85 mol %
solvent–15 mol % solute.

The solution was homogenized by keeping it at
≈ 50 K above the saturation temperature for several
hours (up to 24 h in some cases). Then, the satu-
ration temperature was determined by observing the
growth/dissolution of an oriented prism crystal of
KREW acting as a seed in contact with the surface of
the solution.

For KGdW the saturation temperature was in the
range 1173–1203 K, for KYbW it was in the range
1170–1195 K, and for KLuW it was in the range
1146–1162 K. The fact that to reach the same solubil-
ity value we have to increase the temperature in the
sequence T (sol)KGdW < T (sol)KYbW < T (sol)KLuW, as
observed in Fig. 21.2b, is translated to a lower tempera-
ture of crystal growth when decreasing the ionic radius
of the lanthanide ion TS,KGdW > TS,KYbW > TS,KLuW
for a fixed solute-to-solvent ratio.

Growth experiments could be made using the same
growth conditions but not the same crystal seed orien-
tation. Crystal seeds were cut with a parallelepipedal
shape and oriented along the b-, c-, and a∗-directions.
The use of b-oriented seeds allows us to apply a slightly
faster cooling rate and consequently to obtain a higher
growth rate than when using crystal seeds oriented
along other orientations [21.7,38], still obtaining defect-
free single crystals. Seeding along [1̄11] direction has
also been reported [21.39]. The seed was rotated at
a broad range of rotation velocities from 4.5 to 90 rpm.
Once the saturation temperature was determined, the
crystal seed was placed in contact with the surface
of the solution and slow cooling was applied to cre-
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a) b)

Fig. 21.10a,b Monoclinic undoped KGd(WO4)2. (a) Crys-
tal grown on a b-oriented seed. (b) Crystal grown on
a c-oriented seed

ate supersaturation. The temperature of the solution
was usually decreased for ≈ 10 K at a cooling rate
of 0.03–0.05 K/h. After that, the crystals were re-
moved slowly from the solution and cooled to room
temperature at 15 K/h to avoid thermal shocks. The
results obtained clearly showed that the crystal qual-
ity depended strongly on the cooling rate. The slower
the applied cooling rate, the better the quality of the
crystals.

In the growth of KHoW single crystals, Borowiec
et al. [21.40] used programmed changes of the cooling
rate to grow crystals with larger dimensions.

Pulling at rates of 2–5 mm/day has also been used
to grow these crystals [21.40, 41]. In this way, crystals
grow as cylinders bounded by {110} and {011} prisms
and by {100}, {010}, and {001} pinacoids [21.40].

Figure 21.10 shows some examples of KREW crys-
tals grown by the TSSG method.

As the main application of these crystals is to be
used as hosts for other active laser lanthanides ions,
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Fig. 21.11a,b Lanthanide doping distribution coefficient in KGdW
crystal with RE = Gd, Y, Yb, and Lu. (a) Ionic radii (IR). (b) Dif-
ference between RE host and lanthanide ion

it is worth mentioning the effects of lanthanide dop-
ing on the growth procedure. First, it is important
to highlight the feasibility of growing highly doped
lanthanide monoclinic tungstates, up to 100% stoichio-
metric KREW, with RE as the active ion, such as
KErW and KYbW [21.42]. The difference of ionic
radii between the RE constituting element of the
KREW host and the doping Ln3+ cation governs the
difficulty of the crystal growth process and the attain-
able limit of substitution. For example, when growing
praseodymium-doped KGdW crystals, it was necessary
to reduce the cooling rate to 0.02 K/h to obtain high-
quality single crystals. The degree of substitution can be
evaluated by the distribution coefficient KLn3+ , which
provides the ratio between the lanthanide concentration
in solution and the lanthanide concentration in the crys-
tal. This measures how easy it is to dope the crystal
with a particular ion. The distribution coefficient can be
calculated by the following expression

KLn3+ = {[Ln3+]/([Ln3+]+[RE3+])}crystal

{[Ln3+]/([Ln3+]+[RE3+])}solution
. (21.6)

Distribution coefficients close to 1 favor homogene-
ity of doping element inside the crystal. Figure 21.11
shows the distribution coefficient for lanthanide dop-
ing in KGdW. Figure 21.11a shows the dependence of
the distribution coefficient on the ionic radii of the lan-
thanide doping ion: the larger the ion, the more difficult
it is for it to enter the structure. Figure 21.11b shows
that, the smaller the ionic radii difference between the
rare-earth host and the lanthanide ion, the larger the
distribution coefficient.

Fluorides
LiYF4 (YLF) has been grown by the TSSG method
[21.43] based on the phase diagram of the binary system
LiF–YF3, which presents a peritectic point at 49 mol %
YF3 and 1090 K, and a eutectic point at 19 mol % YF3
and 970 K. Crystals were grown by pulling in a melt
containing YF3 and a slight excess of LiF over the stoi-
chiometric amount in a purified helium atmosphere.

KYF4 (KYF) and KLiYF5 (KLYF) have also been
grown by the TSSG method [21.44]. Crystals were
grown by slow cooling of b-oriented crystal seeds, con-
trolling their dimensions by pulling of the crystal from
the solution and using weight control feedback. How-
ever, the existence of cleavage planes perpendicular to
the b-axis limits growth to some extent.

Other fluorides such as LiCaAlF6 and LiSrAlF6 can
also be grown by TSSG using inert or reactive gas atmo-
spheres to avoid traces of H2O and O2 that can degrade
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their optical quality. Wet chemical methods, ammonium
salt methods, or hot hydrofluorination processes have
to be used to obtain the high-purity halides to be used
in these growth processes, as they are not commer-
cially available [21.45]. The control of the diameter by
a weight-sensing feedback system, and pulling of the
growing crystal from the solution, have been used to
grow these crystals.

Vanadates
REVO4 single crystals are usually grown by the
Czochralski method, but these compounds melt congru-
ently at very high temperatures [21.46]. So, the TSSG
method has also been reported as a suitable technique to
grow these crystals. This technique allows one to avoid
the formation of nonpentavalent vanadium oxides.
Various fluxes have been used to grow these crys-
tals: NaVO3 [21.47], V2O5 [21.48], Pb2V2O7 [21.4,
47], PbO+PbF2 [21.49], and LiVO3 [21.5]. However,
PbO+PbF2 is not very appropriate because of its tox-
icity, and Pb2V2O7 has a high viscosity and a low
solubility for these solutes. Large axial thermal gradi-
ents in the growth solution were used to grow crystals
with this solvent on c-oriented crystal seeds rotated at
100 rpm [21.50]. LiVO3 has a suitable solubility for
YVO4, low viscosity, low evaporation in the working
temperature range, and no toxicity [21.51]. LiVO3 is
a very hydroscopic soluble in water, which facilitates
crystal and crucible cleaning after the growth procedure.
Crystals were grown by slow cooling of the solution.
Rotation and pulling of nonoriented YVO4 seeds have
been used.

21.3.2 Crystal Growth from High-Viscosity
Solutions: Phosphates and Borates

Crystal growth in highly viscous solutions is very
difficult because the high viscosity limits the hydrody-
namics and mass transport in the melted solution. It also
creates a thick growth boundary layer and makes both
heat extraction and impurity expulsion difficult. All
these factors interfere with the growth process, resulting
in many crystal macrodefects, such as inclusions. This,
coupled with the tendency of the melt to supercool,
makes this type of growth especially challenging.

Phosphates
KTP was first synthesized in 1890 by Ouvrard, and
was crystallized in a polycrystalline form from a flux
by Masse and Grenier [21.52]. KTP melts incongru-
ently at 1172 ◦C when heated in air [21.24, 53], and

therefore it cannot be grown directly from its melt.
Various solvents have been used to grow KTP crystals
from high-temperature solutions. Table 21.4 summa-
rizes the chemical reactions used to synthesize KTP
and its solvents. The crystallization region of KTP
in the K2O–P2O5–TiO2 system was first studied by
Voronkova and Yanovskii [21.54], and later in detail by
Iliev et al. [21.55]. The solubility of KTP in this sys-
tem has been shown to increase as the concentration of
the anion (P2O7)4− increases [21.56–58]. The viscos-
ity of these solutions range from 50 to 80 cP, increasing
as the TiO2 content increases, due to the formation of
[Ti(PO4)3]5− complexes that polymerize upon addition
of TiO2 [21.55, 59].

KTP single crystals on crystal seeds were first
grown from the phosphate system and patented by
Gier [21.60]. Alexandrovskii et al. [21.61] used fused
KPO3 with excess K2O for the same purpose. Loia-
cono et al. [21.58] reported that crystals of KTP grown
in K4P2O7 solvent resulted in a platy morphology. The
growth process has been developed with slow cooling
of the saturated solutions [21.54], and with gradient
transport at constant ΔT [21.56]. However, the vis-
cosity of phosphate solutions increases to unacceptable
levels when decreasing the temperature. This leads to
supersaturation gradients in the solution and results in
spurious nucleation and solvent inclusion in the crys-
tals. These inclusions can be a source of strain that
cracks the crystals on cooling to room temperature. By
imposing motion of the growing crystal, inclusion-free
single crystals can be obtained, as this rotation im-
proves the mass transport in the solution [21.62, 63].
Crystals can be rotated about the center of the sur-
face of the solution or eccentrically, although the latter
method does not use the crucible space as efficiently
as the former one [21.57, 64]. The accelerated crucible
rotation technique, by which the accelerating motion
of the solution relative to the growing crystal surface
prevents the adverse effects of constitutional supercool-
ing, has also been used to improve the mass transport
in the solution [21.56]. Strictly controlled cooling rates
and a specially designed monitoring of crystal weight
changes were employed to crystallize the largest KTP
inclusion-free crystal reported [21.64]. Figure 21.12
shows some single crystals of the KTP family obtained
by the TSSG method.

Dhanaraj et al. [21.65, 66] realized that using cool-
ing rates that are too fast (1 K/h) in these viscous
solutions resulted in coarse dendritic structures on the
crystal surfaces and flux inclusion in the bulk of the
crystal, due to a rapid increase in supersaturation, es-
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Table 21.4 Chemical reaction of formation of KTP and several fluxes used for its growth from TSSG method

Formation of KTP

KH2PO4 +TiO2 → KTiOPO4 +H2O

K2CO3 +2TiO2 +P2O5 → 2KTiOPO4 +CO2

K2CO3 +2TiO2 +2NH4H2PO4 → 2KTiOPO4 +CO2 +2NH3 +3H2O

K2TiO(C2O4)2 ·2H2O+KH2PO4 → KTiOPO4 +H2C2O4 +K2C2O4 +2H2O

Formation of phosphate solvents

3K2CO3 +3P2O5 → 2K3P3O9 +3CO2

2K2HPO4 → K4P2O7 +H2O

2K2CO3 +P2O5 → K4P2O7 +2CO2

KH2PO4 +2K2HPO4 → K5P3O10 +2H2O

3K4P2O7 +K3P3O9 → 3K5P3O10

2K2HPO4 +2KH2PO4 → K6P4O13 +3H2O

2KH2PO4 +2K2HPO4 → K6P4O13 (or 2KPO3·K4P2O7)+3H2O

4KH2PO4 +K2CO3 → K6P4O13 +4H2O+CO2

3K4P2O7 +2K3P3O9 → 3K6P4O13

4KH2PO4 +2K2HPO4 → K8P6O19 +5H2O

11KH2PO4 +2K2HPO4 → K15P13O40 +12H2O

Formation of tungstate solvents

6K2HPO4 +6WO3 → 6K2WO4 +3P2O5 +3H2O

Formation of other solvent

NaF+KH2PO4 → KNaPO3F+H2O

5KH2PO4 +2BaCO3 → KBa2(PO3)5 ·2K2O+2CO2 +5H2O

a) b)

Fig. 21.12a,b Single crystal of (a) KTiOPO4 and
(b) RbTiOPO4 obtained by the TSSG method in phosphate
and tungstate fluxes

pecially during the final stages of growth. When growth
is performed on c- and b-oriented seeds, since the {001}
and {010} faces are fast-growing faces which do not oc-
cur on KTP naturally, a capping process takes place at
the initial stages of growth, until the {201} and {011}
faces, or the {110} and {011} faces, have appeared, re-
spectively [21.67]. Crystals grown on [100]-oriented
seeds showed inclusions parallel to {011} faces, al-
though this seeding may yield large single-sector KTP
crystals [21.68]. [201]-Oriented seeding produced a tilt

of the growing crystal to respect the rotation axis that
improves the hydrodynamics of the solution, helping
in melt mixing and allowing optimal utilization of
the available melt volume by placing the long c-di-
rection of the crystal along the body diagonal of the
crucible [21.69]. KTP crystals have also been grown
from phosphate fluxes by the TSSG method with
pulling [21.67,70] to avoid their multifaceted shape that
leads to inefficient cutting of optical elements from KTP
crystals [21.67]. As crystal growth proceeds on natural
faces, they show relatively low dislocation densities, al-
lowing one to obtain single crystals without inclusions
or growth striations [21.70].

Carvajal et al. [21.71] developed a crystal growth
system comprising a Pt stirrer immersed in the growth
solution and two crystal seeds in contact with the solu-
tion surface, symmetrically distributed at about 1.5 cm
from the rotation axis and 2 cm up the platinum tur-
bine, as can be seen in Fig. 21.13. This system improved
the mass transport conditions in the solution, thus
minimizing problems associated with nonhomogeneous
supersaturation in these viscous solutions. Stirring the
solution decreases the frequency of spontaneous nucle-
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Fig. 21.13 Schematic and picture of the crystal growth sys-
tem used in TSSG experiments to grow RbTiOPO4 crystal
and isostructurals that included a Pt turbine rotating to-
gether with the crystal seeds: (1) alumina rod, (2) platinum
crucible, (3) crystal seeds, (4) growing crystals, (5) solu-
tion, and (6) platinum turbine

ation during the growth process and yields a higher
quantity of high-quality inclusion-free single crystals of
the KTP family.

Other KTP isostructurals, such as RbTiOPO4
(RTP), which shows almost the same NLO properties of
KTP, have been grown from these phosphate solutions.
Oseledchik et al. [21.72] determined the crystallization
region of RTP in the phosphate system and obtained
crystals containing some inclusions, indicating the pres-
ence of unstable temperature control, high cooling rates,
unsatisfactory temperature profile, and unsatisfactory
dynamics of the melt flowing around the crystal.

An alternative to the improvement of the mass trans-
port is the reduction of the viscosity of the solution
by adding a modifier. Ballman et al. [21.73] proposed
the low-viscosity, very fluid, non-glass-forming, water-
soluble tungstate melts as a solvent, which greatly
improves circulation and mixing during the crys-
tallization process and results in a higher yield of
inclusion-free material. Iliev et al. determined the phase
diagram of KTP in the K2O–P2O5–TiO2–WO3 sys-
tem, as well as the viscosity of these solutions [21.74].
An increase in concentration of WO3 results in a de-
crease of the solubility of KTP; however, the shallower
slope of the solubility curves indicates a low degree
of supersaturation for a given temperature drop and
allows for a more controllable growth process. The ad-
dition of lithium to these solutions further enhances the
fluidity of the melt and helps in the crystal growth pro-
cess [21.69]. However, the use of tungstate fluxes leads

to incorporation of tungsten ions in KTP crystals and
reduces their optical transparency [21.75]. Striations
and growth sectors were observed for all the existing
faces on the crystals, which was attributed to changes
in tungsten concentration in the crystal caused by vari-
ations in growth rates, temperature fluctuations in the
furnace, or convective motion of the solution in the
crucible [21.75, 76]. Carvajal et al. [21.71] determined
the variation of the crystallization region of RTP when
introducing WO3 in the solution. The crystallization
regions became narrower, and were displaced towards
Rb2O-rich regions when the concentration of WO3 in-
creased, as can be seen in Fig. 21.14. In these solutions
the time of homogenization was shorter, the interval
cooling of temperatures could be wider, and the cooling
process to obtain high-quality crystals could be made
faster than in phosphate fluxes.

Marnier proposed the use of alkaline halide (KF,
KCl, and KBr) fluxes as an alternative to tungstate
fluxes [21.77]. Alkaline halides also reduce the viscos-
ity of the solution and enable a satisfactory growth rate
at low temperature while enhancing the solubility of
KTP and isostructurals. Sulfate-containing fluxes also
reduce the viscosity of the solution due to the presence
of SO2−

4 ions in the flux that breaks the titanate chains
of the flux. However, a certain amount of incorporation
of sulfur into the crystals takes place [21.67]. More re-
cently, Suma et al. [21.78, 79] carried out rapid growth
of KTP single crystals by using KBa2(PO3) ·2K2O and
KNaPO3F as fluxes. The steepness of the solubility

0 0.1 0.2 0.3 0.4 0.5
TiO2

Rb2O

P2O5
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(a)(c)
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0.10.9

0.8

0.7

0.6

0.5

0.4

Fig. 21.14 Crystallization region of RbTiOPO4 in the
system Rb2O–P2O5–TiO2–WO3 for (a) 0 mol % WO3

(b) 10 mol % WO3 (c) 20 mol % WO3, and (d) 30 mol %
WO3 in solution
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Fig. 21.15a–c Morphology of (a) RTP
crystal, (b) RTP crystal doped with
Nb grown on a thin crystal seed in the
a-direction, and (c) RTP crystal doped
with Nb grown on a thin crystal seed
in the a-direction. The morphology
of these crystals improved, where the
{110} form tends to disappear, and the
{011} and the {011̄} forms become
larger, which provide a larger useful
area of crystal in the a–b plane with
benefits for applications in SHG

curve of KTP in these systems enables rapid cooling of
the solution and fast growth of KTP.

In the last decade, much effort has been devoted to
doping of KTP and isostructurals with various ions to
change some of their physical properties, such as the
crystal’s optical transmission [21.80,81], Curie temper-
ature [21.82], ionic conductivity [21.83, 84], refractive
indexes [21.85], and NLO properties [21.86, 87]. For
this purpose, Nb is one of the most used ions with
which KTP and isostructural crystals have been doped.
However, this ion increases the difficulty of crystal
growth: the growth solution is more viscous, the ho-
mogenization time increases, the saturation temperature
increases, the solution is more prone to spurious nu-
cleation, the efficiency of the crystal growth process
decreases, crystals tend to crack, and they show more
solution inclusions. Furthermore, these tendencies in-
crease with increasing Nb concentration in the crystal.
The crystal morphology is flat, long, and narrow, and es-
pecially small in size in the a-axis direction, suggesting
that crystals may grow by a two-dimensional nucleation
mechanism. When crystals were grown on a-oriented
seeds, they showed poor transparency with many in-
clusions and twin-crystal flaws along the (100)-plane.
In spite of this, this seeding orientation has a good
effect on controlling spurious nucleation. When crys-
tals were grown on c-oriented crystal seeds, they had
a larger transparent area and fewer inclusions with no
twin-crystal flaws. If the crystal seed was rotated, re-
versing the rotation direction periodically during the
growth process, crystals showed even larger transparent
areas. Using crystal seeds with the same composition as
the crystal to be grown further reduced the number of
cracks observed in the crystals [21.88]. By forcing crys-
tal growth in the a-direction using crystal seeds with

a larger dimension in this direction than in any other
crystallographic direction, crystals with typical dimen-
sions of 5 × 5 × 5 mm3 in the three crystallographic
directions could be obtained [21.87]. Figure 21.15 sum-
marizes these changes in morphology caused by Nb in
RTP crystals.

KNd(PO3)4 (KNP) and KGd(PO3)4 (KGdP) sin-
gle crystals have been grown by the TSSG tech-
nique [21.89, 90]. The crystallization regions of
KNP, KGdP, and the intermediate KGd0.5Nd0.5(PO3)4
compound in the system Ln2O3–K2O–P2O5 (where
Ln = Nd or Gd) have been studied [21.89–91]. Fig-
ure 21.2a shows a comparison of these crystallization
regions. Although the viscosity of the solution is very
high throughout the crystallization region, when the
Ln2O3/K2O molar ratio (Ln = Nd or Gd) is above 3

97 ,
it is so high that it hinders crystallization.

TSSG experiments were carried out with axial tem-
perature gradients in the solution of 0.75–0.92 K/mm
for KNP, and 1.2 K/mm for KGdP. Crystals were
grown with constant rotation at 75 rpm using KNP
or KGdP parallelepipedal oriented seeds located at
the center of the solution surface, by slow cooling at
0.1 K/h for an interval of 15–20 K. To improve the
mass transport in the solution, a platinum turbine simi-
lar to that described for KTP and isostructural crystals
was used, resulting in better quality crystals. Seeding
along the a∗-direction in the crystallographic reciprocal
space and the c∗-crystallographic direction in the recip-
rocal space was suitable for growing KNP and KGdP
single crystals. Seeding along the b-direction in the di-
rect space was unsuitable because crystals tended to
crack perpendicularly to this direction when they were
too heavy. When solutions contained 65 mol % P2O5 or
higher, small crystals with poor quality were obtained,
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due to the high viscosity of the solution. KGdP:Nd crys-
tals showed some inclusions, especially when the Nd
content increased, which could be avoided when the
cooling rate was decreased to 0.05 K/h.

Borates
LBO has been known since 1926; in 1958 the Li2O–
B2O5 phase diagram was studied [21.93], and in 1978
small LBO single crystals were grown. LBO is a peri-
tectic compound that cannot be grown by congruent
melting and solidification. It can be synthesized by the
peritectic reaction, a process that is too slow and dif-
ficult to carry to completion. Thus, the sole method
of obtaining LBO single crystals is the flux growth
method [21.94]. However, fluxed melt systems for
growing LBO make controlling the temperature gra-
dients difficult, as the main heat transport occurs by
means of radiation energy. This leads to the appearance
of growth defects, such as inclusions, inhomogeneous
distribution of uncontrolled impurities, and nonstoi-
chiometry of composition [21.95].

LBO crystals have been grown in different solution
compositions of the Li2O–B2O3 system. Solutions con-
taining B2O3 are, in general, too viscous. In this system,
the most suitable region of LBO concentrations to grow
LBO crystals is 72–82 wt % LBO as the viscosity has
a relatively low value and changes slightly with con-
centration. If the concentration is lower than 72 wt %,
the mass transport is rather difficult because of the
high viscosity. At concentrations higher than 82 wt %,
the initial values of the supersaturation are high and
drive the crystallization process too fast and hard for
operating [21.96]. Additionally, the steep temperature
versus composition slope places tight constraints on the
seeding temperature: too high a temperature resulted in
melting the seed, whereas too low a temperature re-
sulted in polycrystal forming. The melt also showed
a strong tendency to supercool. Furthermore, as LBO
is sensitive to thermal shocking it has to be cooled af-
ter growth at very low cooling rates (≈ 3 K/h) [21.97].
Use of small thermal gradients in the furnace favors the
growth of good-quality crystals [21.94]. Properly ther-
mally insulating the upper part of the growth chamber,
reducing temperature gradients above the melt during
growth, and lowering the melt from the crystal when
growth was terminated instead of lifting the crystal
away from the melt helped to reduce cracking in the
crystals. This leaves the crystal in the heated position
of the chamber, allowing better control of cooling and
resulting in smaller thermal gradients in the crystal.
However, growth in solution with insufficiently high

thermal gradients resulted in the appearance of large
inclusions of fluxed melt and oxygen nonstoichiom-
etry in the crystals. This is due to the presence of
concentrations of inhomogeneities in the fluxed melt,
which cannot be readily removed via the usual diffu-
sion process during the period of their movement across
the surface of the growing crystal because of the high
viscosity of the fluxed melt. As the axial and radial ther-
mal gradients increase near the crystallization front, the
fluxed melts become more homogeneous and the quality
of LBO crystals improves.

The surfaces of LBO crystals gradually decompose
due to moisture present in the ambient atmosphere,
forming a millimeter-thick, optically opaque, white,
polycrystalline skin, replicating the original surface of
the growing crystal. Upon cooling, severe cracking oc-
curs on the crystal surfaces adjacent to this layer. The
formation of this layer, and the subsequent cracking,
can be avoided by growing crystals under dry nitrogen
atmospheres [21.98].

Increasing rotation rates and the use of acceler-
ated crucible rotation yields larger crystals due to the
enhancement of forced convection. Seeding in the di-
rection normal to widely developed faces is thought
to enlarge the diameter of the crystal, as happens in
LBO when using a seed normal to the (011) face com-
pared with seeding in the [001] direction, while the
thickness and the quality of crystal were almost the
same, keeping the remaining growth conditions con-
stant. In general, the forced convection in the solution
caused by rotation is affected by the ratio of the crystal
to crucible diameters. As the diameter of the growing
crystal increases, the forced convection in the solution
increases, which increases the crystal yield by increas-
ing the mixing and the mass transfer in the solution.
Figure 21.16 shows this effect in two LBO single crys-

a) b)

Fig. 21.16a,b LBO crystals grown by seeding in different
directions while maintaining the rest of the conditions of
growth [21.92]: (a) seeding along [001] and (b) seeding
along [011]. Each scale is 1 mm
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tals grown under the same conditions except for the
seeding direction.

As the viscosity of the LBO–B2O3 system cannot
be decreased by increasing the growth temperature be-
cause of the low decomposition temperature of LBO,
it is very important to find new solvents which can
reduce the viscosity while having sufficient solubility
for LBO. B2O3 solutions form three-dimensional net-
works, mainly consisting of randomly oriented boroxol
rings interconnected by B–O–B bridges, the structure
of which may be altered by the addition of alkali ox-
ides, reducing the viscosity of the solutions as a function
of the O-to-B ratio. However, the phase region for the
growth of LBO crystals is located near the maximum of
the temperature-dependent viscosity curve, so the addi-
tion of small amounts of alkali oxides has little effect on
the overall viscosity of the solution [21.99]. The addi-
tion of halide ions such as Cl− and F− can weaken the
network in alkali borate melts. Cl− anions do not take
part in the boron–oxygen network, but lie in the space
between the network as free ions. Therefore, the large
size of the Cl− anions and the electrical repulsion be-
tween the Cl− ions and the [BO4]5− ions is effective
in reducing the viscosity of the melt. F− ions termi-
nate the network by forming B–F nonbridging bonds,
thereby reducing the viscosity of the solution. In the
Li2B4O7–B2O3–NaCl system, the viscosity of the solu-
tion and the seeding temperature were found to decrease
as the amount of NaCl in the solution increased, while
the metastable zone for crystallization of LBO became
wider. This made it possible to increase the growth rate
by up to 2–3 times for solutions containing 4 mol %
NaCl with no obvious effect on crystal quality. The
addition of MoO3 also reduced the viscosity of the sys-
tem. However, phases of enriched MoO3, which can be
incorporated into the growing crystal, appear [21.100].

Although BBO melts congruently at 1369 K, the
structural reordering that occurs during the phase tran-
sition at 1198 K causes cracking of grown crystals
during cooling. Of all the growth techniques used to
grow β-BBO, only in the TSSG method can large-sized
crystals of β-BBO be grown [21.101–105]. However,
even when using this technique, the real success in
growing β-BBO came with the discovery of a suitable
solvent for this material [21.106]. Up to now, B2O3,
BaF2, BaCl2, Li2O, Na2O and Na2B4O7 [21.107],
NaF [21.101], NaCl [21.108], Na2O–NaF [21.109],
Na2O–BO3 [21.110], Na2B2O4 [21.101], Na2SO4, and
CaF2 [21.111] have been used as fluxes to grow β-BBO
crystals. Using B2O3, Li2O, Na2B2O4, and Na2B4O7
as fluxes limits the growth of β-BBO crystals due to the

high viscosity of the solutions or narrow crystallizing
range. Growth of β-BBO using NaCl, Na2SO4, BaCl2,
BaF2, and CaF2 as fluxes is difficult because of the high
volatility of the solutions, and in some cases, because of
the high-temperature hydrolysis that releases HCl vapor
during growth. Na2O is the flux which produced the best
results, in terms of crystal size and defect density, when
using the TSSG method with pulling to grow β-BBO
crystals [21.104].

In the BBO–Na2O pseudobinary diagram [21.101],
there is a large temperature range from 1198 to 1028 K
to grow β-BBO crystals. Normally, after cooling the
melts for 70–85 K, an onset of growth interface insta-
bility was observed, which could be readily detected
since, before its occurrence, melt flow patterns could
be clearly seen through the growing crystals, whereas
after it happened, the melt convection was obscured.
Above a certain diameter of the growing crystal, the
free convection flow in the solution around the crys-
tal in the direction from the crystal edge to its center
is opposed by a counterflow of forced convection due
to the rotation of the crystal. The interaction between
these two flows below the crystal leads to a tem-
perature instability, and hence to disturbance of the
growth stability [21.110]. Moderate and steeper radial
and axial temperature gradients have been used to grow
β-BBO crystals with this solvent. A suitable value for
the vertical thermal gradient has been estimated to be
≈ 20 K/cm. Nevertheless, large single crystal with op-
tical quality could be grown 3–4 times faster in high
thermal gradient furnaces, as it was possible to cool
farther before encountering interface instabilities.

Pulling at a rate commensurate with the growth rate
has also been applied to the growth of these crystals,
which allows the growth of thicker crystals at higher
growth rates in smaller crucibles, which prevents seed
failure that occurs when crystals touch the crucible wall.
However, during pulling, if a steep thermal gradient is
used, the quality of the crystals grown will be poor,
but if a moderate thermal gradient is used, it is diffi-
cult to control the diameter of the crystal. However, if
the pulling method is not used, the crystals assumed
a shallow lens shape typical of BBO crystals.

Normally, during the growth period, the seed was
rotated. However, large rotation rates make the forced
convection gradually overcome natural convection,
eventually reversing the direction of radial fluid flow
along the growth interface, resulting in lower supersatu-
ration at the center of the growth interface and a change
in the interface shape from convex to concave. As the
highest-quality crystals are usually grown with a flat
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or slightly convex interface, rotation rates have to be
limited to avoid concave interfaces.

A major limitation of using c-axis oriented crystal
seeds was the tendency toward interface breakdown af-
ter 15 mm of growth, and that crystals tended to show
a higher defect density in the core region, corresponding
to the center of the star-shaped convective flow pat-
tern, where there is stagnation and little mixing due to
crystal rotation. Boule cross sections were more ellip-
tical, and faceting on the top surface of the boule was
less pronounced, when using a- and b-oriented crys-
tal seeds, growing in a nearly cylindrical shape when
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Fig. 21.17a–c Schematic of the setup for growing BBO
crystal with the change of the symmetry and rotation of
the thermal field and convective patterns observed on the
free surface and through a growing BBO crystal [21.112]:
(1–15) heating elements (dark color indicates switched-on
elements, and white color indicates switches-off elements),
(a) and (b) creation of thermal fields with a threefold and
a quasi-threefold symmetry; (c) rotating thermal fields

pulled. However, crystals tended to fracture along the
(0001) cleavage planes during cooling due to anisotropy
in the thermal expansion.

Inclusions are generally linked to unstable growth
conditions, and a standard method of improving the
growth stability is by mechanical stirring of the solu-
tion. However, none of the conventional stirring tech-
niques, including convective stirring, uniform crucible
rotation, accelerated crucible rotation, and uniform
boule rotations have produced any substantial change
in the quality of β-BBO crystals. The change of the
symmetry and the rotation of the thermal field that
create inhomogeneous stationary and cyclically vary-
ing external thermal fields to control the convective
heat and mass transfer, and the application of a vibra-
tional temperature mode in the growth zone, has been
proved to be very successful in the growth of β-BBO
crystals. An appropriate commutation of the heating el-
ements around the crucible creates a rotating thermal
field that considerably intensifies the stirring both in
the flux bulk and in the vicinity of the crystallization
front, as can be seen in Fig. 21.17. Thus, the thickness
of the diffuse layer at the crystallization front decreases
and the concentration supercooling is delayed, mak-
ing it possible to grow large β-BBO single crystals
with circular cross section and high structural qual-
ity [21.112].

Another method used to improve the quality of the
β-BBO crystals grown in BBO–Na2O solution is con-
tinuous feeding during growth by adding pure BBO.
This provides the possibility of isothermal growth at
a suitable temperature. Gradual depletion of the so-
lution during growth was constantly compensated by
manual addition of pure BBO through an alumina tube
that transferred the feed material to a small platinum
crucible partially immersed in the melt whose bot-
tom was punched, allowing for slow dissolution of the
feed [21.103]. The main drawback of using this solvent
is that β-BBO crystals contained up to 200 ppm of Na,
which affects the optical transmission of the crystals,
especially in the UV region [21.113].

Adding Nd2O3 to the BBO–Na2O system with the
aim of obtaining a new self-frequency-doubling ma-
terial resulted in a strong stabilization effect of the
β-BBO phase (Fig. 21.18). However, as the Nd2O3 con-
centration and the saturation temperature in the system
become higher, the creeping of the solution along the
crucible wall was stronger, which meant that relatively
good β-BBO single crystals, doped with up to 2 mol %
of Nd3+, were only obtained from solutions with low
Nd2O3 concentration (12 mol %) [21.114].
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Fig. 21.18 Crystal of β-BaB2O4 growth in a solution of
BBO–Na2O

Roth and Perlov [21.104] determined the BBO–NaF
pseudobinary diagram. Compared with the BBO–Na2O
system, in the BBO–NaF system the slope of the liquid
curve is smoother and the maximal range of the BBO
composition change wider, which allows higher yields
of β-BBO crystals. The BBO–NaF pseudobinary phase
diagram has a single eutectic point at a composition of
61 mol % NaF and a temperature of 1027 K. The solu-
tion viscosities are lower by about 15% on average over

the entire temperature range of interest when compared
with BBO–Na2O solutions. Although the volatility of
BBO–NaF solutions is almost an order of magnitude
higher than that of BBO–Na2O, the average escape of
6 mg of solution per hour (mainly NaF) does not affect
the crystal growth process considerably and can be cor-
rected by adjusting the cooling rate during the growth
process. A breakdown of the solid–liquid interface into
a cellular structure also occurs at a certain stage of
growth. However, the crystal yield before breakdown
is larger than in the case of Na2O-containing solutions.
Crystals grown from NaF solutions had smaller diam-
eters and larger thickness than those grown from Na2O
solution, which could be attributed to the low viscosity
of the solution, which would make natural convection
dominant over forced convection, and which resulted
in vertical growth dominating radial growth [21.115].
Adding Na2O to the BBO–NaF system reduces the
volatility of the solutions to less than 1% during the
entire growth process [21.107].

21.4 Liquid-Phase Epitaxy:
Growth of Epitaxial Films of Laser and NLO Materials

The thin-disk laser approach was introduced by Giesen
et al. in 1994 [21.116] to ameliorate the quality
of the beam and the thermal loading using efficient
longitudinal cooling; moreover the thermal lensing ef-
fect is also minimized, especially in the high-power
regime [21.117]. The thickness of the active layer
minimizes reabsorption phenomena in quasi-three-level
systems such as ytterbium or 2 μm thulium emis-
sions. Some examples of thin-disk lasers have been
realized [21.118, 119], including those which employ
monoclinic KREW active layers [21.120, 121]. KREW
materials are good hosts for thin-disk lasers due to
the high absorption and emission cross sections of
lanthanide-doped KREW. This has propelled, in recent
years, the growth of single-crystalline thin films of these
materials by LPE techniques.

Growth of thin films of NLO materials, specif-
ically phosphate materials of the structural field of
KTiOPO4 (KTP), attracts attention as a means to fab-
ricate optical waveguides. The confinement of light in
a micrometer-sized waveguide and its propagation with-
out appreciable diffraction greatly increases the optical
fields, and the efficiencies of NLO processes [21.122].
Waveguides of KTP and related materials could be
used to control or convert high-intensity optical beams

with input wavelengths extending from the visible to
the infrared (IR) with thermal and mechanical stabil-
ity [21.123].

21.4.1 Epitaxial Films of Laser Materials:
Lanthanide-Doped KLuW
on KLuW Substrates

For the thin-disk approach, as well as for wave-
guide lasers, homoepitaxial growth of lanthanide-doped
KREW (RE = Y, Gd, Lu) by LPE has been re-
cently reported for Yb:KYW films grown on KYW
substrates [21.124, 125] and for Yb:KLuW films grown
on KLuW substrates [21.126].

Successful growth of these epitaxial layers was
demonstrated in a special vertical furnace with a wide
zone of uniform temperature to achieve a zero tempera-
ture gradient in the solution. The most common solvent
for this epitaxial growth is K2W2O7 in a solution with
a 5 mol % solute and 85 mol % solvent composition.
Taking into account the solubility curves of KREW
in K2W2O7 (Fig. 21.2b), the average degree of su-
persaturation at 5 mol % solute is 0.16 × 10−2 g/K (g
of solution). This low level of supersaturation allows
the growth to occur near equilibrium. Also Yb:KYW
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Table 21.5 Mismatch for Ln3+:KLuW/KLuW (Ln = Yb and Tm) on different faces

Epitaxial layer f (010) f (110) f (310) f (1̄11)

KLu0.88Yb0.12W/KLuW −0.074 −0.081 −0.085 −0.089

KLu0.78Yb0.22W/KLuW −0.107 −0130 −0.142 −0.135

KLu0.48Yb0.52W/KLuW −0.143 −0.220 −0.259 −0.211

KYbW/KLuW −0.215 −0.354 −0.425 −0.324

KLu0.97Tm0.03W/KLuW∗ −0.069 −0.064 −0.062 −0.073

KLu0.95Tm0.05W/KLuW∗ −0.086 −0.087 −0.087 −0.090

KLu0.925Tm0.075W/KLuW∗ −0.085 −0.099 −0.106 −0.103

KLu0.90Tm0.10W/KLuW∗ −0.116 −0.136 −0.147 −0.140

KLu0.80Tm0.20W/KLuW∗ −0.198 −0.261 −0.293 −0.248

* The epitaxial layer stoichiometry is expressed by the initial solution composition (not corrected by distribution coefficient)

thin films on KYW substrates have been grown using
a NaCl–KCl–CsCl solvent. Although this leads to pre-
cipitation of yttrium and tungsten oxides on the bottom
of the crucible, this problem can be solved by follow-
ing the methodology of Kawaguchi et al. [21.126] using
LPE from a solid–liquid coexisting solution.

The step of homogenization of the flux is to increase
the temperature 50 K above the expected saturation tem-
perature for 24 h.

Before being placed in the furnace, the substrates
must be carefully cleaned in HNO3 : H2O (1 : 1 in vol-
ume), distilled water, acetone, and ethanol in 5 min steps
each. They are then slowly introduced into the furnace
to prevent thermal stress and kept at a constant temper-
ature for about 1 h above the surface of the solution.
The temperature of the solution is then reduced to 1 K
above the saturation temperature and the substrate is in-
troduced into the solution and kept at this temperature
for 5 min, so that the outer layer of the substrate dis-
solves, without introducing defects into the subsequent
epitaxial growth.

The growth of the epilayers is achieved by creating
a ≈ 5 mol % supersaturation with a decrease of the sat-
uration temperature by 2–6 K. The substrate is rotated
at 15–60 rpm. In some experiments, a cooling rate of
0.67 K/h is used.

Wiping off the solution is not difficult due to its low
viscosity. When the substrate is removed from the solu-
tion, it is still rotating while the whole system cools to
room temperature.

Aznar et al. mentioned that on the (010) faces the
epitaxial growth mainly exhibits a flat surface, which
indicates a layer-by-layer growth mechanism. However
Romanuyk et al. reported a three-dimensional (3-D)
nucleation, also known as the Volmer–Weber growth
mode [21.127].

The substrates were oriented perpendicular to the
b-crystallographic direction, as preliminary studies of
thin-film growth had demonstrated that epitaxial growth
on the (010) face resulted in high-quality films at
the fastest growth rate. Generally, higher density of
growth steps is observed on epilayers grown on (310)
and (1̄11). A possible reason is the higher growth
rate of this faces when compared with their neigh-
boring faces. The layer–substrate mismatches on the
(1̄11) and (010) faces are rather similar. The lattice
mismatch for Yb-doped KLuW thin films grown on
KLuW substrates and Yb-doped KYW thin films grown
on KYW substrates are listed in Table 21.5. No ther-
mal mismatch data are available for these epitaxial
layers.

Growth hillocks have been observed on Yb:KLuW
films grown on KLuW substrates, which is a typically
observed micromorphology that develops during the
growth process.

Figure 21.19 shows the comparison of the thickness
on different faces.

The chemical composition of the layer is usu-
ally measured by x-ray spectrometry or electron probe
microanalysis to quantify the concentration and to cal-
culate the distribution coefficient of the doping element
in the epilayer, and also to determine if diffusion of the
doping element into the substrate occurs. The distribu-
tion coefficient of the different lanthanide doping ions
in the epilayers is near unity. No diffusion into the sub-
strate has been observed. Higher doping levels of the
epitaxial film will lead to an increase of the lattice mis-
match and, consequently, difficulties in the growth of
the epitaxial layers. When doping KYW with Yb the
doping level obtained in the epitaxial films with high
crystalline quality was 10 at. % in the growth solution.
In the case of KLuW, it is possible to increase the dop-
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Fig. 21.19 Ytterbium concentration profile for the KLu0.48Yb0.052W
layer on KluW substrates on three different faces: (310), (110), and
(010) (after [21.128])

ing concentration to 50 at. % while maintaining high
quality of the epitaxial layer.

Recently, the growth of thulium-doped epitaxial lay-
ers on KYW and KLuW substrates has been reported.
For the KLuW host the doping level can reach 7.5 at. %
substitution of lutetium by thulium while maintaining
high film quality.

21.4.2 Epitaxies
Within the Structural Field of KTP

Optical waveguides in KTP have been produced by ion
exchange of K+ by Rb+, Cs+ or Tl+ on the surface of
a KTP substrate immersed in molten salts of Rb, Cs, and
Tl [21.129]. A metal mask (e.g., Al, Au, Ti) has been
used to fabricate channel waveguides by this proce-
dure. These waveguides appear to be optically uniform
over the width of the channel and show no evidence
of lateral ion diffusion [21.130], which enables fabri-
cation of high-density waveguide arrays and modulated
index waveguides, while at the same time optimizing
the electric-field overlap for modulators, switches, and
nonlinear waveguide devices [21.123]. When Ba(NO3)2
is added to the molten RbNO3, the ion-exchange pro-
cess changes not only the optical indices of the crystal
but also its polarity, enabling the fabrication of not
only Rb-exchanged quasi-phase-matched waveguides
of KTP [21.131].

However, ion-exchange processes have their draw-
backs. Due to the inherently diffusive and strongly
anisotropic nature of the process, it is the difficult
to control the waveguide depth, producing guides
with a broad, poorly defined index profile along the
c-axis [21.24, 131]. This index profile, although sat-
isfactory for many applications, is less effective for
confinement of optical fields, especially in waveguiding
second-harmonic generation [21.132] where variations
of ionic conductivity due to crystal growth methods and
with impurities make the device fabrication process dif-
ficult and results in poor yields.

Optical waveguides in KTP have been produced
by proton or ammonium exchange [21.122], yielding
a more step-like index profile by sol–gel chem-
istry [21.133] producing continuous KTP polycrys-
talline films with a grain size of 0.3 μm, and by pulsed
excimer laser ablation [21.134], allowing growth of
KTP films on foreign substrates such as sapphire, sil-
icon [21.135], and quartz.

Unlike other techniques used to fabricate wave-
guides, the LPE technique enables growth of a homo-
geneous single-crystal film and allows control of the
thickness by adjusting the supersaturation of the so-
lution and the growth time. Films with well-defined
step-like refractive-index profile can be grown directly
by LPE [21.131]. Good-quality single-crystal epitaxial
layers of KTP suitable for producing optical waveguides
can be obtained by LPE on substrates of the same
family. This can be done by controlling the mismatch
between the cell parameters of the substrate and those of
the film using the solid solutions offered by this family
of crystals. Thin films of KTiOPxAs1−xO4 were grown
by Cheng et al. on KTP substrates using both tungstate
and the pure phosphate–arsenate self-fluxes [21.132].
The KTA–KTP system was chosen, since the substi-
tution of arsenic for phosphorus provides the desired
refractive-index difference without compromising the
nonlinearity of the material. KTiOPxAs1−xO4 films
with a thickness of 5–50 μm were grown on pol-
ished KTP substrates. These substrates were polished
with diamond-based polishing powder and finished with
a 30 s chemical–mechanical polish in colloidal silica
prior to epitaxial growth. A small (≈ 0.75 mm) hole,
drilled at one corner of the substrate, allows it to be
tied vertically onto a crystal rotation–pulling head with
a thin platinum wire to assist flux drainage after dip-
ping. Slight etching of the substrate in warm dilute
hydrochloric acid prior to the dipping improved the
quality of the epitaxial layer. {100}, {011}, {110}, and
{201} oriented plates cut from a single crystal grown
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by the flux method were chosen as substrates. Although
{001} films would be preferred in device applications,
since the largest nonlinear optical coefficients of KTP
lie in this plane, growth of high-quality {001} films
has not been successful due to the fast growth and c-
capping habit of KTP. The same problem was observed
when growing thin epitaxial layers of KTP on {010}
substrates. It should be noted that the use of substrates
cut from hydrothermally grown crystals leads to optical
degradation with the formation of fine white filaments
in the substrate due to the precipitation of fine water-
based inclusions [21.131].

The dipping setup [21.131] consisted of a 250 ml
crucible placed at the bottom of a short-zone top-
loading crucible furnace. The melt (≈ 200 ml) was
homogenized overnight at ≈ 50 K above its liquidus
temperature, which was determined accurately by re-
peated seeding. The substrate was introduced into
the growth furnace slowly (≈ 5–25 mm/min) to avoid
cracks due to thermal stress, and the flux was cooled
to ≈ 1.5–3 K below the saturation point and allowed
to equilibrate for 30 min prior to dipping the substrate
into the melt. The substrate was spun unidirectionally
at 10 rpm. The dipping time varied depending on the de-
sired film thickness, the degree of supersaturation used,
the choice of flux, and the growth temperature. Experi-
mentally it was found that back-etching of the substrate
in the same LPE solution prior to growth resulted in sig-
nificantly better quality films. This was accomplished
by taking advantage of the thermal inertia of the system
and submerging the substrate before the melt reached
the growth temperature. Upon completion of the dip-
ping, the substrate–epitaxy was removed from the flux
and washed with warm diluted hydrochloric acid.

Optical-quality films could be readily obtained us-
ing a 3–4 K supersaturation and a growth temperature
of ≈ 1173 K. The observed growth rate was found to be
weakly dependent on the orientation of the substrates.
An abrupt increase in the arsenic concentration at the
film–substrate interface was revealed, and resulted in
an abrupt, step-like refractive index profile. It was con-
cluded that the maximum lattice mismatch between the
film and the substrate that still yields high-quality films
was ≈ 1%, which corresponds to a ≈ 35% increase
in arsenic content in the KTiOAsxP1−xO4 film. Film
cracking was observed for films grown on substrates
with larger lattice mismatch.

Significantly different growth properties were ob-
served for tungstate and K6P4O13 fluxes. First, a longer
soak time was needed when using the K6P4O13 flux.
Second, under the same growth conditions (temperature

and supercooling), the growth rate normal to the nat-
ural face used as the substrate was substantially lower
in the K6P4O13 flux, necessitating supercooling roughly
twice that used in tungstate flux to achieve a comparable
growth rate. Third, films grown from K6P4O13 flux tend
to show film–substrate interfaces of poorer quality due
to the slow dissolution kinetics of this flux, which makes
the implementation of pregrowth etching difficult.

Appropriate replacement of the titanyl group via
solid solution formation (e.g., Sn or Ge) or impu-
rity doping could also generate epitaxial films with
well-defined refractive index boundaries [21.24]. How-
ever, the growth of KTi1−xSnxOPO4 films proved to
be difficult due to the anomalously slow dissolution
properties of KSnOPO4. As an alternative, growth of
KTi1−xGexOPO4 thin films on KTP substrates using
a 20% Ge solution has been tested [21.131]. Films
(10 μm thick) of KTi0.96Ge0.04OPO4 on {011} KTP
substrates were grown. Discouragingly, even with a low
4.3% Ge incorporation, numerous cracks perpendicu-
lar to the c-crystallographic direction were observed in
thicker (30 μm) films because the KTi0.96Ge0.04OPO4
films grew under tensile stress.

Cheng et al. [21.131] suggested that this sit-
uation can be improved by reversing the film–
substrate configuration, such as growing KTP films
on KTi1−xGexOPO4 substrates. In this way, Solé
et al. [21.85, 136] produced KTP thin films grown on
KTi1−xGexOPO4 substrates also using both tungstate
and pure phosphate self-fluxes. These LPE experiments
were performed in a special vertical furnace built to
provide a wide enough region in which there was prac-
tically no axial gradient so that the epitaxial film thick-
ness did not depend on the solution depth. Platinum
cylindrical crucibles, 30 mm in diameter and 40 mm
high, filled with about 50 g of solution with composition
of K2O : P2O5 : TiO2 = 49.8 : 33.2 : 17 (mol %) in self-
flux and K2O : P2O5 : TiO2 : WO3 = 42 : 14 : 14 : 30 in
tungstate flux were used. After homogenization of the
solution, special attention was paid to determining the
saturation temperature of the solution using a c-oriented
seed rotating at 16 rpm. A new approach was used to
study the quality of the films simultaneously on differ-
ent substrates with different orientation. The epitaxial
growth was made directly on the natural faces of as-
grown single crystals of KTi1−xGexOPO4. Thus, the
growth conditions were forced to be the same for all
the different orientations of the crystal faces used as
substrates. The substrates were fixed using their own
growth crystal seeds at the end of an alumina rod and
cleaned for 5 min in HNO3 : H2O = 1 : 1 by volume,
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Fig. 21.20 (a) Epitaxial film thickness on different faces of a KTi0.988Ge0.012OPO4 crystal as a function of the time of
growth. The thin films were grown at 2 K below the saturation temperature of the solution. A morphology sketch with
the difference faces of the KTi0.988Ge0.012OPO4 crystal is included. (b) Normalized germanium concentration around the
substrate–film interface determined by electron probe microanalysis. A scanning electron microscopy image of a cross
section of the substrate–film interface taken with a secondary-electron detector is included. The difference in contrast
indicates where the substrate–film interface is located, suggesting also a sharp interface (after [21.85])

for 5 min in distilled water, and for 5 min in ethanol.
The whole cleaning process was carried out with crystal
rotation. The crystal was then introduced into the fur-
nace slowly to avoid cracks caused by thermal stress
and heated for 30 min above the solution surface. The
substrate was then dipped into the solution at a temper-
ature 3–5 K above the saturation temperature for 1 h to
dissolve the substrate surface before the beginning of
growth. In tungsten solutions, the dissolution of the sub-
strate was performed at 1 K above the saturation tem-
perature for 10 min since this solution is significantly
less viscous than the solution without WO3, and all
these processes are much quicker. The temperature of
the solution was maintained at 2 K below the saturation
temperature for several hours to induce epitaxial growth
when self-flux was used, or for several minutes when
tungstate flux was used. The growth was performed at
1 K below the saturation temperature only when the
growth time was long (16 h) and the degree of substitu-
tion was high. In all cases, the crystal rotation was main-
tained at 16 rpm. After the epitaxial growth, the crystal
was removed from the flux and extracted from the fur-
nace slowly to avoid thermal stresses in the crystal.

In general, the surface morphology and quality of
the epitaxial films obtained depends on the crystal face
on which they grew. Other parameters such as Ge
content in the substrate and time of growth have signifi-

cantly less influence. The films on (201) and (100) faces
were found to be of high quality and smooth. Films
grown on (100) faces tended to show small macrosteps
that could be a reproduction of the steps already ex-
isting on the substrates. The films on (011) and (110)
faces tended to show small hillocks when the time of
growth and the Ge in the substrate increased and a ten-
dency for films grown on (011) face to be of best
quality compared with those grown on (110) face. This
difference in quality could be related to the faster ve-
locity of film growth on these faces. The worst quality
films grew on (101) face. This face, although it ex-
ists in KTi1−xGexOPO4 crystals, is not a usual face
in pure KTP. The defects in films grown on the (101)
face are due to the faster growth velocity in pure KTP
relative to the growth velocity on the other faces. In gen-
eral, films grown on KTi0.918Ge0.082OPO4 substrates
showed some cracks. The quality of epitaxial growth
in tungstate flux on (100), (201), and (011) faces was
found to be good up to the highest concentration of Ge
studied and the longest time studied. The epitaxy on
(011) face, however, seemed to show a greater tendency
to have macrosteps and growth hillocks than the other
two faces. Similarly, when the Ge substitution for Ti in
the substrate, and/or the growth time increased, the epi-
taxial film on (110) face showed a slight tendency to
exhibit more defects.
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A linear correlation between the epitaxial thickness
and the time of growth was observed for all films grown
on the faces of KTi0.988Ge0.012OPO4. Figure 21.20a
shows the epitaxial film thickness on the different faces
as a function of the growth time for films grown at 2 K
below the saturation temperature of the solution. The
epitaxy on the (100) face showed the lowest rate of
growth, followed by the film grown on the (201) face.
The quality of these epitaxial films remained good even
for long growth times and high concentrations of Ge
in the substrate. The epitaxial films on (011) and (110)
faces showed a faster rate of growth. Thus, when the
time of growth increased, the density of defects also
increased. Because of the poor quality of the epitaxial
film on (101) face it was difficult to measure the epi-
taxial thickness accurately. For the case of growth in
tungstate solutions, the epitaxy on (100) face showed
the lowest rate of growth, followed by the films grown
on (201), (011), and (110) faces, which showed similar
rates of film growth. A sharp change in the germanium
concentration at the substrate–film interface was ob-
served. Figure 21.20b shows the normalized germanium
concentration around the substrate–film interface.

The mismatch between the substrate and the
film, defined as fs(hkl) = (Ss(hkl) − S0(hkl))/S0(hkl), where
Ss(hkl) and S0(hkl) are the areas obtained from the period-
icity vectors of the substrate and the film, respectively,
is listed for each face in Table 21.6. For {100} and {201}
faces, these mismatches were positive, meaning the sub-
strate was larger than the film. For {110} and {011}
faces the mismatches were always negative, which is
believed to produce films of lower quality. The differ-
ent quality of the epitaxial films grown on the different
crystal faces could also be explained by considering the
position of titanium in the KTP structure with respect
to the different planes that constitute the external mor-
phology of the crystals used as the substrate on which
the epitaxial films are grown. The Ti planes parallel to
(100), (201), and (011) faces are regularly located in
the structure and equidistant, while planes parallel to
the (110) and (101) faces are not equidistant. Thus, the
structural distortion produced by the Ge substitution in
these planes was not distributed as homogeneously as
in the case of the (100), (201), and (011) faces. This

Table 21.6 Mismatches between KTi1−xGexOPO4 substrates and KTP films

Epitaxial layer f (100) f (201) f (101) f (110) f (011)

KTi0.988Ge0.012OPO4/KTP −0.003 0.006 0.018 −0.017 −0.007

KTi0.955Ge0.045OPO4/KTP 0.009 0.032 0.060 −0.035 −0.009

KTi0.918Ge0.082OPO4/KTP −0.071 −0.029 0.023 −0.156 −0.107

could lead to a larger tendency to generate defects in
the film.

Epitaxial RbxK1−xTiOPO4 films were grown from
a 20% Rb solution on a KTP substrate [21.133]. Al-
though the grown layer was measured to be 50 μm,
the diffusion of Rb into the substrate at the growth
temperature (≈ 1125 K) significantly broadened the
waveguiding layer up to ≈ 125 μm. It is therefore
more appropriate to view the liquid-phase epitaxy of
RbxK1−xTiOPO4 on KTP as an ion-exchange wave-
guide fabrication process using molten tungstate instead
of nitrate.

Liquid-phase epitaxy was also used as a tool to test
the morphological stability of the (001̄) face, which is
a natural face in KTiOAsO4 crystals and on KTP crys-
tals. For this purpose, a c-cut KTP plate was submerged
into a slightly supercooled (≈ 4 K) K6P4O13 solution
of KTP at 920 ◦C for ≈ 35 min. Smooth planar growth
steps at the center of the KTP plate suggest that the
(001̄) face is indeed singular in KTA. Stable {011̄} and
{201̄} lamellae extend rapidly along the 〈001̄〉 and 〈201̄〉
directions to form overhangs which eventually enclose
the (001) and (001̄) faces and thus eliminate them from
the final growth form [21.137].

A completely new combination of both top-down
and bottom-up approaches has been reported recently to
grow two-dimensional (2-D) photonic crystals of KTP
involving liquid-phase epitaxial techniques [21.138].
KTP rods grew inside the air holes of an ordered
silicon matrix closely bound to a c-oriented KTP sub-
strate and following the orientation of the substrate.
The 2-D KTP patterning implemented can be summa-
rized in a four-step procedure, shown in Fig. 21.21a, that
involves preparation of a high-quality ordered macro-
porous silicon template, epitaxial growth of the KTP
rods into the silicon template, polishing of the top or
bottom surface of the KTP columns, and finally par-
tial selective etching of the silicon matrix. A platinum
wire was used to bind the silicon template to a KTP
substrate. The template–substrate was dipped for 5 min
into a high-temperature solution with a mol % composi-
tion K2O : P2O5 : TiO2 : WO3 = 42 : 14 : 14 : 30 with-
out any additional thermal gradient. We initiated the
epitaxial growth of the KTP 2-D photonic structure
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Fig. 21.21 (a) Schematic view of the four stages of growth of KTP 2-D photonic crystals: (i) preparation of the oriented
2-D macroporous silicon membrane, (ii) the silicon template is attached to an oriented KTP substrate and then immersed
in the growth solution of KTP. The direction of growth of the KTP rods is the same as oriented of the KTP substrate,
[001]. (iii) After growth, the top of the rods is polished with diamond particles in order to obtain an optical-quality
surface. (iv) Silicon is partially removed by selective chemical etching. (b) Scanning electron microscopy images of
(i) the top of a 2-D KTO phonic crystal after polishing and partially etching of the macroporous silicon template, (ii) side
view of the KTP rods after removing the silicon template, (iii) a detailed view of a 2-D KTP phonic crystal with a period
of 4.5 μm, and (iv) side view of a plane of rods of a 2-D KTP photonic crystal lattice

2 K below the saturation temperature, which pro-
vided a supersaturation in the solution of about 2%.
The template–substrate–epitaxy composite was then re-
moved from the solution, but kept inside the furnace
above the surface of the solution while the furnace
was cooled to room temperature at a rate of 15 K/h
to avoid thermal stress that could result in cracks

either in the 2-D photonic structures or in the sub-
strate. The final 2-D photonic structures are formed
from independent rods of KTP with square cross
section, perfectly aligned with the orientation of the
KTP substrate. Figure 21.21b shows several scanning
electron microscopy (SEM) images of these photonic
structures.
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J. Massons, M. Rico, C. Zaldo, M. Aguiló, F. Díaz:
Enhancement of the erbium concentration in
RbTiOPO4 by co-doping with niobium, Chem.
Mater. 12, 3171–3180 (2000)

21.72 Y.S. Oseledchik, S.P. Belokrys, V.V. Osadchuk,
A.L. Prosvirnin, A.F. Selevich, V.V. Starshenko,
K.V. Kuzemchenko: Growth of RbTiOPO4 single crys-
tals from phosphate systems, J. Cryst. Growth 125,
639–643 (1992)

21.73 A.A. Ballman, H. Brown, D.H. Olson, C.E. Rice:
Growth of potassium titanyl phosphate (KTP) from
molten tungstate melts, J. Cryst. Growth 75, 390–
394 (1986)

21.74 K. Iliev, P. Peshev, V. Nikolov, I. Koseva: Physico-
chemical properties of high-temperature solution
of the K2O-P2O5-TiO2-WO3 system, suitable for the
growth of KTiOPO4 (KTP) single crystals, J. Cryst.
Growth 100, 225–232 (1990)

21.75 D.P. Shumov, M.P. Tarassov, V.S. Nikolov: Inves-
tigation of optical inhomogeneities in KTiOPO4

(KTP) single crystals grown from high-temperature
tungsten-containing solutions, J. Cryst. Growth
129, 635–639 (1993)

21.76 A. Yokotani, A. Miyamoto, T. Sasaki, S. Nakai: Ob-
servation of optical inhomogeneities in flux grown
KTP crystals, J. Cryst. Growth 110, 963–967 (1991)

21.77 G. Marnier: Process for the flux synthesis of crystals
of the KTiOPO4 potassium titanyl monophosphate
type, US Patent 4746396 (1988)

21.78 S. Suma, N. Santha, M.T. Sebastián: Growth of KTP
crystals from potassium sodium fluoride phosphate
solution, Mater. Lett. 34, 322–325 (1998)

21.79 S. Suma, N. Santha, M.T. Sebastián: A new flux for
the fase growth of potassium titanyl phosphate
(KTP) single crystals, J. Mater. Sci. Mater. Electron.
9, 39–42 (1998)

21.80 A. Miyamoto, Y. Mori, T. Sasaki, S. Nakai: Improve-
ment of optical transmission of KTiOPO4 crystals by
growth in nitrogent ambient, Appl. Phys. Lett. 69,
1032–1034 (1996)

21.81 J. Zhang, J. Wang, B. Ge, Y. Liu, X. Hu,
R.I. Boughton: Growth, conductivity and genera-
tion of blue coherent laser of cesium doped KTiOPO4

crystals, J. Cryst. Growth 267, 517–521 (2004)
21.82 N. Angert, M. Tseitlin, E. Yashchin, M. Roth: Ferro-

electric phase transition temperatures of KTiOPO4

crystals grown from self-fluxes, Appl. Phys. Lett.
67, 1941–1943 (1995)

21.83 P.A. Morris, A. Ferretti, J.D. Bierlein, G.M. Loia-
cono: Reduction of the ionic conductivity of flux
grown KTiOPO4 crystals, J. Cryst. Growth 109, 361–
366 (1991)

21.84 J. Zhang, J. Wang, B. Ge, Y. Liu, X. Hu, G. Zhao,
S. Zhu, R.I. Boughton: Growth, conductivity and
periodic poled structure of doped KTiOPO4 and its
analogue crystals, Opt. Mater. 28, 355–359 (2006)

21.85 R. Solé, V. Nikolov, A. Vilalta, J.J. Carvajal, J. Mas-
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Growth and C22. Growth and Characterization
of KDP and Its Analogs

Sheng-Lai Wang, Xun Sun, Xu-Tang Tao

Crystals of potassium dihydrogen phosphate
(KDP, KH2PO4) and its deuterated analogs (DKDP,
K(DxH1−x )2PO4) have been studied for their
interesting electrical and optical properties,
structural phase transitions, and ease of crys-
tallization. They are the only nonlinear crystals
currently applied in inertial confinement fu-
sion (ICF), which has made them a hot topic
of research for decades. To yield enough large
crystals exceeding 50 cm in all three dimen-
sions, the point-seed technique was recently
developed. This method can grow crystals
one order of magnitude faster than conven-
tional methods. Recent developments in both
the techniques and science of growth phe-
nomena and defect formation under various
conditions are described in this chapter, which
also reviews significant advances in under-
standing of the fundamentals of KDP crystal
growth, other growth methods to yield large
high-quality crystals, growth defects and op-
tical performance, and evaluations of crystal
quality.
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22.1 Background

Crystals of potassium dihydrogen phosphate (KDP) and
its isomorphs have been the subject of a wide variety
of investigations for over half a century owing to their
interesting electrical and optical properties, structural
phase transitions, and ease of crystallization [22.1–4].
Today, these crystals are widely used in both labora-
tory and industrial settings to control the parameters
of laser light, such as pulse width, polarization, and
frequency, through first- and second-order electrooptic
effects [22.4, 5]. Their application in inertial confine-
ment fusion (ICF) research [22.6] has made them a hot
topic of research for decades.

The very high-energy Nd-glass lasers used for ICF
research need large plates of nonlinear crystals for elec-
trooptic switches and frequency converters (Fig. 22.1).
The lasers under construction in the USA and France
with about 40 × 40 cm2 aperture require single-crystal
boules with linear dimensions in the 50–100 cm range.
KDP (KH2PO4) and its deuterated analogs DKDP
(K(DxH1−x)2PO4) are the only nonlinear crystals cur-
rently used for these applications due to their unique
physical properties, which include transparency over
a wide region of the optical spectrum, resistance to
damage by laser radiation, and relatively high nonlin-
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Fig. 22.1 Schematics of single NIF beamline showing positions of major optical components (after [22.7], with permis-
sion of ASM) (LM – laser mirror, SF – spatial filter, OPG – optical pulse generation)

ear efficiency, in combination with reproducible growth
to large size and perfection.

The main limitation in growth of such large crys-
tals by traditional techniques is the growth rates of
only 0.5–1 mm/day typical for low-temperature solu-
tion growth, which leads to growth cycles exceeding
1–2 years. Work on rapid growth of KDP crystals
started in the early 1980s when the world’s biggest laser
of that time, Nova, was being built at the Lawrence
Livermore National Laboratory (LLNL). New rapid
growth techniques [22.9–11] explored at that time in-
volved radical modification of standard crystallization
equipment. However, the complicated designs proposed
could not solve the problems such as hydrodynamic
conditions [22.9] and control of high supersaturation
needed to avoid defect formation and spontaneous nu-
cleation [22.10]. As a result, the 27 × 27 cm2 plates of
KDP crystals for the frequency-conversion arrays on
Nova were grown by traditional techniques.

Also, a rapid crystal growth method called the
point-seed technique, based on the traditional solution
growth process, was initiated at Moscow State Univer-

sity [22.12]. This technique demonstrated that KDP and
DKDP crystals could be grown in standard Holden-

Pockels cell
x: 41
y: 41
z: 20

Type II THG
x: 22
y: 41
z: 50

Type I SHG
x: 52
y: 52
z: 52

Fig. 22.2 The minimum size of KDP single-crystal boules
(in cm) needed for obtaining Pockels cell and harmonic-
generation plates of different types for the NIF project
(after [22.8], with permission of Elsevier) (SHG – second
harmonic-generation, THG – third harmonic-generation)
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type rotary crystallizers without spontaneous nucleation
and visible defects, one to two orders of magnitude
faster than by conventional methods. Later this method
was further developed and scaled for production of
crystals for Nova’s successor – the National Ignition
Facility (NIF), under construction at LLNL [22.8].
To achieve economically useful yield, crystals grown
for NIF should exceed 50 cm in all three dimensions
(Fig. 22.2).

The development of new techniques required both
technical solutions and scientific knowledge about
growth phenomena, defect formation at varying degrees

of supersaturation, and growth rate. The purpose of this
chapter is to describe recent developments in growth
and characterization of KDP and its analogs. The chap-
ter also includes significant advances in understanding
the fundamentals of KDP crystal growth, developing
growth methods to yield large-dimension high-quality
crystals, and the relation between growth defects and
optical performance. To this end, the chapter is divided
into four sections encompassing the mechanism and ki-
netics of crystallization, growth techniques for single
crystals, the effect of growth conditions on crystal de-
fects, and problems with crystal quality.

22.2 Mechanism and Kinetics of Crystallization

As we know, since the growth of crystals takes place at
the crystal–solution interface, structural information on
the immersed solid is essential for understanding crystal
growth from solution or melt. This is also a very im-
portant topic for KDP-type crystals, which can help us
to understand the relaxations and possible reconstruc-
tions of the top layers, the influence of impurities on
morphology, and even the possible reason for change in
optical properties of crystals.

22.2.1 Studies of KDP Crystal Surfaces

The crystallographic theory of Hartman and Perdok
aims to predict the morphology of growing crystals
dominated by the so-called F (flat) faces, referred to by
the Miller indices (hkl) [22.14,15]. However, the theory
has its limitations. Often more than one surface termi-
nation is possible for a given orientation (hkl) and it
is impossible to predict which of the alternatives will
control the crystal growth.

The theory predicts that the pyramidal faces {101}
and the prismatic faces {100} of KDP are flat in solu-
tion [22.16,17], in agreement with the observed habit of
these crystals (Fig. 22.3a). For the prismatic {100} faces
exactly one surface termination is predicted (Fig. 22.4).
For the pyramidal {101} faces, however, two alternative
terminations are theoretically possible. One has the neg-
ative H2PO−

4 groups on the outside, and the other the
positive K+ ions (Fig. 22.3b). The difference in polar-
ity of the layers and, especially, the differences in size
and polarizability of the ions will result in a different
surface free energy. From the surface morphology ob-
served with interference-contrast reflection microscopy

Prismatic {100}

Pyramidal {101}

Solution

Crystal

a)

b)
0.10 Å

5.10 Å

0.04 Å

K

P

Fig. 22.3 (a) Growth habit of a KDP crystal with the pris-
matic and pyramidal faces indicated. (b) Schematic side
view of the pyramidal face, KDP {101}, projected on the
{111} plane. The big circles are the potassium atoms while
the PO4 groups are depicted as a circle for the phosphor
atom connected by sticks to the four neighboring oxy-
gen atoms, shown as small white circles. The dots give
the positions of the hydrogen atoms between two oxygen
atoms. The layers with the K+ ions on top are schemat-
ically indicated by the dashed lines and the layers with
the H2PO−

4 groups on top by the discontinuous lines.
Arrows indicate the relaxations in the topmost layer as de-
termined from fitting the experimental data (after [22.13])

Part
C

2
2
.2



762 Part C Solution Growth of Crystals

P

K

Fig. 22.4 The prismatic KD P{100} face projected on the
{010} plane. Here only one termination is possible (af-
ter [22.13])

and considering the symmetry of the crystal [22.17, 18]
it can be concluded that the surface is bounded by only
one of the polar layers. This is confirmed by atomic
force microscopy measurements where the height of the
steps on the {101} face is always found to correspond to
0.5 nm, the thickness of double layers [22.19].

De Vries and coworkers used the technique of sur-
face x-ray diffraction at a third-generation synchrotron
radiation source to determine the structure of KDP crys-
tal surfaces in air, vacuum, and solution [22.13, 20].
They measured the distribution of diffracted intensities
along so-called crystal truncation rods (CTRs) [22.21],
which is hardly influenced by the solution and mainly
depends on the crystal surface atomic structure. All data
show that the pyramidal {101} faces are terminated with
K+ atoms rather than with H2PO−

4 groups, while the
prismatic {100} faces terminate in alternating rows of
K+ and H2PO−

4 ions (Fig. 22.5).
From the atomic structure of both faces, it is easy

to be understood why small traces of trivalent metal ion
impurities such as Fe3+ or Cr3+ block the growth of the
prismatic faces, but affect the growth of the pyramidal
faces to a much lesser extent [22.17, 22, 23]. With only
K+ ions on the surface of the crystal, metal impurities
such as Fe3+ and Cr3+ ions will experience a large bar-
rier to adsorption onto the positively charged face. The
impurity content is limited by adsorption kinetics on the
terraces rather than incorporation kinetics at the steps.
On the prismatic faces, however, these ions can adsorb
easily, and small amounts of Fe3+ or Cr3+ will already
block the growth.

Furthermore, De Vries et al. present the results
of experiments about the solid–liquid interface during
growth, with and without the addition of Fe3+ impu-
rities. The surface was roughened, as seen from the
decrease in intensity in between the Bragg peaks. The

–6 –3 0 3 6

103

102

101

Structure factor

Perpendicular momentum transfer l (arb. units)

Fig. 22.5 Structure-factor amplitudes along the (hk) =
(10) crystal truncation rod for KDP {101} as a function
of the diffraction index, which is expressed in reciprocal
lattice units. The dotted line is a calculation for a bulk
K+-terminated surface, the dashed curve for a H2PO−

4 -
terminated one. The solid line is the best fit starting from
a K+-terminated surface and allowing the K+ ions and the
H2PO−

4 groups in the top layer to relax (after [22.13])

overall shape of the CTR is unchanged, so no ordered
layer of Fe3+ is formed on the surface. Apparently, the
amounts of adsorbed Fe3+ are very small. These im-
purities locally pin the moving steps [22.24–26], which
causes an increased meandering of the steps and thus
leads to a rougher surface.

The molecular structure of interface boundary lay-
ers in the crystal growth of KDP and DKDP has been
an interesting topic for a long period. The Raman spec-
tra of saturated KDP solution show that only 40%
of the phosphates exist as monomers and that anion–
anion association via hydrogen bonds does cease at the
dimer [22.27]. Lu et al. [22.28] studied the growth units
of KDP crystal from the growth solution by using space
group theoretical analyses and Raman spectra; the re-
sult proved that the growth unit is dimers of [H2PO−

4 ]
anions. Yu et al. [22.29] used holography to measure
the thickness of boundary layers to be a few hundred
micrometers during KDP crystal growth in free convec-
tion. Their real-time Raman microprobe experiments
show that the smectic ordering structure of the anions–
cations called the crystallization unit is formed within
the boundary layer of KDP and DKDP growth solu-
tions [22.30].

An in situ x-ray diffraction study of growth surface
by Reedijk et al. [22.31] revealed interface-induced or-
dering in the first four layers of water molecules. The
first two layers behave ice-like and are strongly bound
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0

Q ||

Specular
rod

d

Crystal

Real space Reciprocal space

Fig. 22.6 Schematic drawing of a crystal covered with
a partly ordered liquid layer of thickness d. The contri-
bution of the (partially) ordered liquid to the substrate
diffraction rods is strongest in the specular rod and di-
minishes at higher parallel momentum transfer (Q‖) in
reciprocal space (after [22.31])

to the surface. The next two layers are more diffuse
and show only minor lateral and perpendicular ordering
(Fig. 22.6). The highly ordered liquid at the interface is
expected to slow down the incorporation and diffusion
of the growth units.

Further research [22.33] on the solid–liquid inter-
face structure of the {101} and {100} faces of KDP
crystals in contact with growth solutions of different
pH values showed in all cases several liquid layers with
varying degrees of lateral and perpendicular order. The
structural changes are large for the {101} face and small
for the {100} face. The changes at the {101} face are
likely due to the pH-dependent competition between
K+ and H3O+ bonding.

22.2.2 Nucleation Studies
in Supersaturated Solution

Nucleation theory has developed since the early 18th
century. Mullin [22.34] classified nucleation into two
major group: primary nucleation and secondary nucle-
ation, where nuclei are generated in the vicinity of
crystals already present in a supersaturated system. Pri-
mary nucleation consists of homogeneous nucleation
and heterogeneous nucleation. The study on the stability
of solution by Zaitseva et al. [22.32] provided the basis
to develop fast growth techniques for KDP and DKDP
crystals.

Primary Nucleation
Cooling a solution with concentration C to a tem-
perature T under its equilibrium temperature leads to
a supersaturated solution. The supersaturation ΔC is
C −C0. In classic nucleation theory, the homogeneous

nucleation rate of the supersaturated solutions, i.e., the
frequency of formation of a particle with critical nu-
cleus in a unit volume, is expressed as

J = B1 exp

⎛
⎜⎝− 16πα3ω3

3k3
BT 3

(
ln C

C0

)2

⎞
⎟⎠ . (22.1)

The induction period is inversely proportional to the
nucleation rate, which leads to the expression

inti = B + 16πα3ω3

3k3
BT3

(
ln C

C0

)2 . (22.2)

Equations (22.1) and (22.2) express the width of the
metastable zone in terms of the supersaturation and in-
duction time for homogeneous nucleation. However, the
quantitative estimation of these parameters for real crys-
tallization systems using these equations is practically
impossible because of the many unknown parameters,
such as α, the specific free energy of the interface, that
form the constants. It is not of much help in practi-
cal work because a real growth system obviously does
not deal with homogenous nucleation. The presence
of crystallizer walls, parts of equipment, and extra-
neous particles in the supersaturated solution makes
heterogeneous nucleation more probable. Some theoret-
ical calculations and experiments in pure containerless
systems show that homogeneous nucleation occurs at
extremely high concentrations, exceeding the solubility
limit by several factors [22.35–37].

0 20
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4 1
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0.1

Fig. 22.7 Stability of supersaturated KDP solutions:
(1) solubility curve; (2) and (3) metastable boundaries of
solutions without ( ) and with ( ) a growing crystal, re-
spectively; ( ) experiments with the empty platform; (4)
and (5) traditional level of stability (after [22.32])
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Fig. 22.8 Metastable zone of DKDP solutions (X = 98%).
(1) Monoclinic phase solubility. (2) Tetragonal phase
solubility. (3) Metastable boundary in the presence of
a growing crystal. The region of tetragonal crystals growth
is shaded. For comparison the data of [22.38] are shown
(dashed line). (4) Metastable boundary without crystals
(after [22.32])
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Fig. 22.9 Temperature dependence of supersaturation σmax reached
in KDP solutions without spontaneous nucleation: ( ) filtered and
( ) unfiltered solutions without crystals overheated at 80 ◦C; ( ) fil-
tered solution in the presence of a crystal overheated at 80 ◦C;
(∗) filtered (a) and unfiltered (b) solutions without crystals over-
heated at 54 ◦C (after [22.42])
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Fig. 22.10 Effect of supersaturation on induction period in
KDP solutions (after [22.32])

In order to understand the nature of nucleation in
a real crystallization system there was no other way
but to perform experiments in the system. Zaitseva
et al. measured the metastable zone of KDP solution by
the polythermal method in standard Holden-type crys-
tallizers with volumes of 5–20 l and 1000 l [22.32].
Figures 22.7–22.9 present the results, which show the
maximum concentration and supersaturation reached
without spontaneous nucleation in stirred KDP and
DKDP solutions without growing crystals. The level of
supersaturation that can be reached is much higher than
that expected from previous studies [22.10,38]. The ex-
periments show a much narrower metastable zone when
the solution is not filtered. The drop of stability is due
to the effect of typical heterogeneous particles present
in the salts generated during their commercial produc-
tion. Insufficient overheating can cause a similar drop
in stability as in the absence of filtration. Solution over-
heating of 80 ◦C can result in reproducible stability,
independent of the saturation temperature. They found
no correlation between spontaneous nucleation and the
chemical purity of the solutions, which is different from
other investigations [22.34, 39–41].

The induction period was also measured for vari-
ous supersaturated solutions by the isothermal method
in the same crystallizers [22.32]. The results (presented
in Fig. 22.10) show a sharp increase of induction period
at supersaturation of less than some certain values (35%
for 40 ◦C, 50% for 30 ◦C). Experimentally this means
that no precipitation was observed for 3 months with su-
percooling more than 30 ◦C below the saturation point.
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Secondary Nucleation
Secondary nucleation is more difficult to explain in de-
tail as there are at least three categories of secondary
nucleation: apparent (small fragments washed from the
surface of crystalline seeds), true (when the current
level of supersaturation is higher than the supersatura-
tion level or the solute particles present in solution), and
contact nucleation (when a growing particle contacts the
walls of the baffles, stirrer or other objects, thus leaving
behind residual solute particles that have been broken
off from primary crystals) [22.43].

Randolph and Larsen stated that, in either continu-
ously stirred crystallizers or seeded batch crystallizers,
the main source of secondary nuclei is the crystal sus-
pension itself [22.44]. Boistele also agrees that a major
source is the crystal surface; secondary nuclei form
whenever the tiny embryos, or crystallites, that are
removed from the surface and dispersed into a super-
saturated solution exceed the critical size [22.45].

Secondary nucleation initiated by a well-faceted
crystal is often treated as aggregates appearing and
being held in a stagnant supersaturated (transitional
boundary) layer under the influence of the force field
of the crystal [22.46]. These aggregates are thought to
be stripped off the crystal surface by fluid motion, pro-
viding secondary nuclei [22.46, 47]. However, there is
still a certain contradiction, as supersaturation in the
immediate vicinity of the growing crystal is lower than
elsewhere in the solution.

Most empirical expressions based on the results
obtained in real crystallization systems predict very
narrow metastable regions with a width of a few de-
grees [22.38, 48–50]. However, the metastable zone re-
ported by Zaitseva et al. is much larger than those listed
above [22.32]. The experiments show that a defectless
crystal does not produce any secondary nucleation and
does not influence spontaneous nucleation from solu-
tion. The initial results shown in Figs. 22.7–22.9 show
that the presence of a growing crystal reduces the solu-
tion stability, which was supposed to not be caused by
secondary nucleation but rather by introduction of the
platform into the otherwise closed system.

22.2.3 Dislocation Mechanism

The bulk of a faceted crystal is built up by deposi-
tion of surface layers parallel to the crystallographic
faces. Recent experimental studies by means of opti-
cal interferometry [22.1] and atomic force microscopy
(AFM) [22.25, 51] present clear evidence that the dis-
location growth mechanism remains dominant during

the growth of KDP-type crystals. Dislocation bunches
which give rise to growth hillocks on crystal faces form
during seed regeneration. During further growth, dis-
locations arise from mutual displacement of the layers
overlapping a solution inclusion or an extraneous par-
ticle. Two or more growth sources of the same activity
can exist on a face simultaneously. The growth sources
initiated during regeneration can be replaced by new
leading hillocks that become more active under the
changing conditions. The change of the leading hillock
is inevitably accompanied by the formation of growth
bands due to the appearance of new growth steps of var-
ious orientations [22.52]. When very strong and dense
dislocation bunches form, cracking may occur due to
great internal stress in the crystal during the growth
process [22.53].

Dislocation hillocks on the pyramidal {101} and
prismatic {100} faces of KDP and DKDP crystals have
the different shapes shown in Fig. 22.11. The shapes of
the hillocks reflect the crystallography of the face such
that each hillock is comprised of a set of sectors with
unique slopes and step. Growth occurs on monomolec-
ular steps, and the hillocks on the {101} faces are shaped
as trihedral pyramids with three neighboring slopes
(vicinal sectors) of different steepness. The hillocks on
the {100} faces have an elliptical shape that changes
from almost round to nearly a parallelogram with four
vicinal sectors at increasing supersaturation [22.1]. The
intersection of the vicinal sectors of the hillocks form
the edges of a hillock, called vicinal-sectoral bound-
aries, which are typically straight lines on both sets
of faces. Intervicinal boundaries are the geometrical

1 2 1
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a) b)

c) d)

0
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0 0I
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Fig. 22.11a–d Geometry and shape of the dislocation hillocks of
KDP: (a) position on the adjacent faces; I, II, and III are vicinal sec-
tors on {101} faces. (b) Micrograph of the hillocks on {101} face;
1 – vicinal boundaries; 2 – intervicinal boundary; as grown surface
at t = 30 ◦C and σ = 0.06; (c,d) growth hillocks on {100} face of
KDP at low and high supersaturation, respectively (after [22.42])
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Fig. 22.12a–g AFM images of typical growth hillocks on
{100} face of KDP showing complex structure of disloca-
tion sources (a–c) and {101} face showing hollow cores at
dislocation sources (d–f): cross-section of typical hollow
core is shown in (g) (after [22.7]). (a) 1 × 1 μm2; (b) 1.5 ×
1.5 μm2; (c) 2 × 2 μm2; (d) 3 × 3 μm2; (e) 2.6 × 2.6 μm2; (f)
8.4 × 8.4 μm2

points where the steps from the neighboring vicinal
hillocks meet [22.42]. The position of the vicinal-
sectoral boundaries is determined by the location of
the dislocation outcrop on a crystal face. Their orien-
tation, strictly connected with the crystal symmetry, can
vary only within several degrees, depending on growth
conditions [22.1, 54].

The AFM studies revealed that, for Burgers vectors
in excess of one unit step, even simple sources exhibit
hollow cores at the dislocation source on {101} faces
(Fig. 22.12) [22.7, 19]. The shape of the cores demon-
strates that the step edge energy is isotropic. X-ray
projection topograph of a {101} KDP plate shows that
the adjacent vicinal sectors are each slightly disoriented
relative to the others, and the average difference of the
lattice parameters is of the order of 10−6 of the aver-
age lattice parameter value (Fig. 22.13) [22.18, 55]. As
a rule, the lattice deformations are maximal at these
boundaries that form the vicinal sector I on {101}
faces, whereas the steps of the vicinal sectors II and III
smoothly convert into each other without clearly dis-
cernible deformations. Different impurities selectively

C2

C1 O1

O2

2 cm

B1

B2

A1

A2

g 2
–
02
–

1

2

Fig. 22.13 Projection x-ray topograph of a plate cut par-
allel to the {101} dipyramid face of KDP crystal. O1 and
O2, are tips of vicinal hillocks formed by dislocations,
O1A1 , O1B1, O1C1 and O2A2, O2B2, O2C2, are vicinal-
sectorial boundaries, A2B1C2 is an intervicinal boundary;
1, 2 are dislocations which do not form vicinal hillocks
(after [22.42])

incorporate into the different vicinal sectors depend-
ing on their nature [22.55]. For example, Fe3+ and
other metal impurities preferentially incorporate into
sector I [22.56]. In DKDP crystals this defect can be

3 mm

y

d + Δ

d + Δ

d – Δd – Δ

z

g– [020] g– [020]

a) b)

c)

BA

D C

O

Fig. 22.14a–c X-ray topographic images of a vicinal
hillock on the prismatic face of a KDP crystal (a,b) and
diagram with notations for analyzing the contrast (c). d –
lattice parameter, Δ – the difference of the parameter in
adjacent vicinal sectors (after [22.42])
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more pronounced because of the different composition
of deuterium and hydrogen in the three vicinal sec-
tors [22.42].

On the {100} face, the dislocation sources are of-
ten complex (Fig. 22.14). Vicinal hillocks on the face
are shown in Fig. 22.11. Growth steps change their
orientation on the edge AC abruptly, while on the
edge BD the orientation changes more smoothly. The
x-ray topograph reveals that the lattice parameters are
greater in vicinal sectors AOB and COD than in sec-
tors BOC and AOD [22.42]. Formation of these vicinal
sectors can be also explained by the different in-
corporation of impurities into the differently oriented
steps.

22.2.4 Growth on Two-Dimensional Nuclei

The main mechanism of growth was clear because the
dislocation growth sources could be easily seen on
the growing faces. At the same time, the growth of
KDP {101} surfaces occurs also on islands formed by
two-dimensional (2-D) nucleation (Fig. 22.16) at mod-
erate supersaturations (10%) [22.19]. Furthermore, on
the terraces of the vicinal hillocks formed by 2-D
nucleation, island growth competes with step flow
when the interisland spacing is comparable to the
terrace width. For example, 2-D nucleation [22.57,
58] was found to contribute to the rapid growth of
crystal on the negative pyramidal faces {101̄} just
above the platform (Fig. 22.15). All the dislocations
formed during regeneration very quickly vanish from
these negative pyramidal faces because of their ori-
entation at some angle to the platform surface. The
dislocation-free growth rate measured in the range of
63–60 ◦C at a = 0.06 is about one order of magnitude
(1–1.5 mm/day) slower than for the case of dislo-
cation growth (about 15–17 mm/day under the same
conditions).

De Yoreo et al. [22.19] estimated that, at super-
saturation below 5%, layer growth on {101} faces
is dominated by the dislocation mechanism, and that
growth on 2-D nuclei begins to compete at 5–10% su-
persaturation. Results from Alexandru [22.59] showed
that growth by the dislocation mechanism on {100}
surface is severely retarded by the stopper action of
impurities, particularly towards smaller supersaturation.
At supersaturation less than 8–10% the dislocation
mechanism of growth appears to compete with 2-D nu-
cleation mechanism at lower impurity concentration.
The two-dimensional nucleation mechanism of growth
becomes dominant at higher supersaturation.

Convex platform
Seed

a) b)
Dislocations
Sector
boundary

Dislocation 
growth

Dislocation-
free growth

Fig. 22.15 (a) KDP crystal with clearly pronounced {101} low
pyramids growing periodically by dislocation and dislocation-free
mechanism; (b) schematic of dislocation geometry on convex-
shaped platform (after [22.42])

b)a)

Fig. 22.16 (a) AFM image (5.4 × 5.4 μm2) of typical hillock on
KDP {101} at which no dislocations are observed. (b) Higher-
resolution (715 × 715 nm2) image of one such hillock showing the
topmost island, for which the radius is 42 nm (after [22.19])

22.2.5 Growth from Crystal Edges

Existing models of dislocation growth typically do not
take into account mutual effects of growing crystal faces
and participation of the edges in the growth process. The
edges of faceted crystals are often considered as pas-
sive places where the steps produced on adjacent faces
meet, although evidence of growth-step generation from
the edges has been reported in many experimental
works [22.60, 61].

Zaitseva et al. proposed a possible mechanism of
growth-step generation from the edges of faceted crys-
tals obtained from experimental observations with KDP
crystals [22.62]. It suggests that growth from the crys-
tal edges is initiated by the deviation of the edges
from their crystallographic orientation and formation
of incomplete shapes of singular facets. An incomplete
crystallographic shape of a singular face is determined
by the existence of concave angles formed by the edges
in the plane of this face. These concave angles are
sources of growth steps in the surface layer. The sur-
face layer generated from a concave angle on a singular
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crystal face completes the crystallographic shape of
the face. Growth of this surface layer does not re-
quire the existence of a preceding layer of the same
orientation.

Formation of the layers on the crystal edges, such
as the z-cut seed regeneration process, can be ob-
served during growth of KDP crystals. The thin surface
layers can grow from the edges in crystallographic
planes without pre-existing layers under them. A typical
explanation for this phenomenon is attributed to a super-
saturation gradient and better hydrodynamic conditions
on the edges [22.63].

Experiments [22.62] including regeneration of sin-
gular faces with incomplete crystallographic shape
(Fig. 22.17) and formation of the thin surface layers
during joining of two equally oriented crystals were per-
formed to clarify what effect such deviations produce
during growth and formation of the surface structure.
These experiments suggested that the process of step
generation from the edges was connected with the de-
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010010
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011

a) b)

c) d)

Fig. 22.17a–d Regeneration of KDP crystal surfaces of incomplete crystallographic shape: (a) initial crystal with a re-
moved part; (b) first stage of the regeneration process; (c) formation of a thin surface layer from concave angles A and
B on the edge of the {101} face; (d) formation of the {100} surface by thin layers; t0 = 65 ◦C; σ = 0.08; crystal cross
section about 10 × 10 cm2 (after [22.62])

viation of faces from crystallographic orientations and
shape, resulting from vicinal hillocks on the crystal
surface.

The growth velocity of these layers has the
same order of magnitude as the tangential growth
rate V of a dislocation step. Estimations give val-
ues for the velocity of the thin-film advancement of
1 × 10−4 –4 × 10−4 cm/s at temperature of 30 ◦C and
supersaturation of about 0.09, while the value of V
from [22.64] is 7 × 10−4 cm/s for about the same growth
conditions. The measurements done at 60 ◦C gave
higher values of about 1 × 10−3 cm/s at approximately
the same supersaturation [22.62].

According to this mechanism, the crystal surface
should be considered as an entire system. The structure
of one separate face is connected with the phenom-
ena that take place on the other faces through the
crystal edges, which play an important role during crys-
tal growth. During the growth of faceted crystals, this
mechanism may work in combination with the dislo-
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cation mechanism of growth. Dislocation sources of
steps form vicinal slopes which lead to a deviation
of the crystal faces and edges from their crystallo-
graphic orientation. The reconstruction of the complete
crystallographic shape of adjacent faces occurs by the
incorporation of building units into the crystal edges.
This process results in the generation of growth steps
to the deviated faces. The deviation from singularity
caused by the presence of vicinal slopes of a crystal

face is compensated for and corrected by growth steps
generated from the edges.

However, the question that still exists is why these
crystals grow not by close packing of the volume but
by creating thin surface layers and hollow spaces un-
der them. Formation of the thin layers creates at least
double the surface area. In this regard, close packing
should be more beneficial because of minimization of
the surface energy.

22.3 Growth Techniques for Single Crystals

There have been more than 80 years of research on
the growth of KDP/DKDP crystals. The need for large
single-crystal plates for use as Q-switches and laser
radiation converters [22.6] has stimulated the develop-
ment of growth techniques for KDP crystals, but the key
problems to be solved are centered on the rapidly grow-
ing large-aperture crystals and improving the optical
quality of the crystal.

22.3.1 Parameters Affecting Growth Rate

The growth rate of KDP crystals depends on many pa-
rameters, such as growth temperature, supersaturation
of growth solution, impurities, and hydrodynamic con-
ditions, as described in detail by Zaitseva et al. [22.55]
and other authors [22.7, 66–68]. KDP/DKDP crystals
typically grow by the screw dislocation mechanism. The
growth rate R of a crystal face in the direction normal
to it is given by the geometrical relation

R = pV . (22.3)

Here p is the slope of the dislocation hillock and V is
the tangential speed of the elementary steps. As follows
from (22.3), the hillock structure and the step veloc-
ity affect the growth rate. In the kinetic limit, the step
speed V is linearly connected with the supersaturation
σ through

V = bβσ , (22.4)

β = β0 exp(−EA/kBT ) , (22.5)

where b and β0 are constants, β is the kinetic coeffi-
cient, EA is the activation barrier of the slowest stage
of growth, T is the temperature, and kB is the Boltz-
mann constant. According to (22.4) and (22.5), the step
speed V can be increased by increasing either σ or T .

Increasing supersaturation has always been known as an
obvious way to accelerate crystal growth. The shift of
the growth process to higher temperature can also in-
crease the growth rate by increasing the value of the
kinetic coefficient [22.65, 69]. In agreement with the
above analysis, the growth rates empirically measured
by Zaitseva et al. [22.42] show very close relationship
with temperature T and supersaturation σ , as shown in
Fig. 22.18.

The slope p in the expression (22.3) is determined
by the structure of a dislocation hillock. It depends on
the amount of dislocations in the growth source m; the
distance between them, defined by the length 2L; the el-
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Fig. 22.18 Temperature dependence σ (T ) corresponding
to approximately constant growth rates of KDP crys-
tals Rz: 10 mm/day ( ), 20 ( ), 30 ( ), 40 ( ), 50 (×),
and 60 (∗); + and are data from [22.65] for 10 and
20 mm/day, respectively. The dashed line is the boundary
of the metastable zone (after [22.42], with permission of
Elsevier)
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ementary step height h; and the critical radius rc, given
by

p = mh/(19rc +2L) , (22.6)

rc = ωα/kBTσ , (22.7)

where ω is the volume of a molecule of the crystallizing
matter and α is the specific free energy of a step edge.
Expression (22.7) is obtained from the Gibbs–Thomson
formula. According to (22.6) and (22.7), p (and hence
R) can be increased by increasing σ or changing the
number of dislocations in the growth source. Direct
control of the growth rate by changing the dislocation
structure is difficult because of the complicated rela-
tionship between the structure of a dislocation source,
σ , and T [22.71]. However, as recently shown [22.68],
for σ > 5% the activity of a growth hillock is dominated
by the presence of strain-induced dislocation cores and
is nearly independent of σ .

There are two more important parameters affecting
growth rate: impurities and mass transfer, or hydro-
dynamic conditions. The metallic cations, especially
those with high valency, were considered to greatly
affect the growth rate. It is well known that metallic
cations (such as Sn4+, Fe3+, Cr3+, and Al3+) affect
the growth rate of prismatic faces of KDP crystals
much more than the pyramidal ones [22.72]. Fe3+
and Al3+ ions can decelerate the growth rate of {100}
faces [22.66]. With increasing impurity concentration
of Fe3+ or Cr3+ ions, the crystal growth rate of {101}
faces first increases and then decreases [22.67]. Sn4+
ions can decrease the growth rate of both {100} and
{101} faces [22.73].

Anions with strong H-bond affinity such as
oligophosphate, are easily adsorbed on the pyramidal
faces and inhibit their growth, resulting in extended
prismatic faces [22.74–76]. Organic materials such as
glycol and ethylene diamine tetraacetic acid (EDTA)
show growth-promoting effects on both pyramidal and
prismatic faces at very low concentration [22.77], but
the growth rate decreases with continuous increase of
additive concentration.

Thus, the growth rate can be increased by purifi-
cation of the raw material, as well as by shifting the
growth process into the kinetic regime by increasing
the velocity of the solution flow relative to the surface
of the growing crystal [22.1, 34]. Unfortunately, wide
variations in impurity levels and hydrodynamic condi-
tions are limited because of their undesirable influence
on the optical quality of growing crystals. Greater ac-
celeration of the growth rate can obviously be obtained
by increasing the supersaturation.

22.3.2 Stability of Solution

Conventional methods could tolerate the presence of
some spontaneous crystals during the growth pro-
cess, but spontaneous nucleation means termination
of the growth run for rapid crystal growth. Zaitseva
et al. [22.32] performed experiments to show that KDP
solution has a wide metastable zone, which provided
the basis to develop fast growth techniques for KDP
crystals.

A number of methods are reportedly used to im-
prove the stability of the growth solution. These include
superheating of the solution to dissolve microcrystals,
filtration to remove insoluble particles, reduction of
rough surfaces in the crystallizer, and prevention of cav-
itations by solution stirring. Nakatsuka et al. [22.70]
found that the maximum supersaturation reached 120%
with overheating above the saturation temperature (by
25 K) at pH 3.2. They also found that lower pH was ef-
fective to yield higher supersaturation. Strong acoustic
energy can be used to achieve greater solution supersat-
uration, replacing overheating (Fig. 22.19). The applied
acoustic energy may greatly accelerate cluster discon-
nection. Zaitseva found that a continuous filtration
system (CFS) (Fig. 22.20) could improve the stability
and minimize the potential for spontaneous nucleation.
They designed a continuous filtration system for 1000 l
crystallizers to grow large KDP crystals [22.78]. De-
gassing the solution is also a useful means to prevent
nucleation [22.79].

w/o Acoustic energy
w/ Acoustic energy
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Fig. 22.19a,b The reciprocal of the time constant to reach
a steady state of the supersaturation (a) without acous-
tic energy, and (b) with acoustic energy, as a function of
overheating temperature (after [22.70], with permission of
Elsevier)
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Fig. 22.20 Schematic of the continuous filtration system
(CFS) (after [22.55], with permission of Elsevier)

There are some factors associated with crystal-
lization systems that may cause spontaneous nucle-
ation, which lowers the stability of solution during
growth [22.42]. Insufficient sealing of the system leads
to the possibility of nucleation on the liquid–vapor in-
terface. Nucleation can occur from embryos retained in
small cracks and cavities in the surface or joined parts
of the equipment immersed in the solution. Nucleation
can happen easily at spots of intensive evaporation or
dry spots on the parts of the system with an interfa-
cial boundary between solution and vapor that appear
as a result of the absence of condensation of the solute
on these parts. A classic example of such nucleation
is crystallization on the walls of the crystallizer. Sec-
ondary nucleation occurs from the main crystal as
a result of defect formation or friction between the crys-
tal and supporting parts during the process of stirring.

The impurity composition of the raw material is typ-
ically considered an important factor affecting the sta-
bility of supersaturated solutions during growth. Some
researchers have described the effect, both positive and
negative, of different impurities on the stability of so-
lutions [22.40, 73]. However, experiments performed
by Zaitseva et al. [22.32] show no correlation between
spontaneous nucleation and the chemical purity of the

solutions. Solutions intentionally doped with Fe, Cr,
and Al were measured to have the same stability as
regular ones up to very high supersaturation (Fig. 22.9).

22.3.3 Conventional Methods

The temperature-reduction method (TRM) and solu-
tion circulating method were two major conventional
techniques used to grow large KDP/DKDP crystals be-
fore the development of rapid growth from point seed;
there are many other methods for KDP/DKDP crys-
tals growth, such as the gel growth and electrodialysis
growth methods [22.81].

KDP/DKDP crystals are grown from aqueous solu-
tions by using TRM [22.82,83] in standard Holden-type
crystallizers due to their positive temperature coefficient
of solubility [22.32]. The growth equipment is simple,
and supersaturation during growth is only controlled
by the rate of temperature reduction (Fig. 22.21). Us-
ing this method it is difficult to maintain stabilization
of supersaturation and the growth rate is generally slow,
1–2 mm/day. Sasaki [22.83] grew large KDP crystal of
size, 400 × 400 × 600 mm3 in 10 months by this method
(Fig. 22.22).

Polymorphism of DKDP crystal gives rise to dif-
ficulties in the growth of useful tetragonal crystal by
TRM. Due to the isotope effect, DKDP crystal may
exist in two polymorphs: the tetragonal form (point
group 42m) and monoclinic form (point group 2).
The tetragonal–monoclinic phase transition tempera-
ture decreases with increasing deuterium concentration
in the crystal, which depends on that of the solu-

Fig. 22.21 A 1.5 m3 growth vessel for large KDP crystals
(TRM) (after [22.80])
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Fig. 22.22 KDP crystals grown at 2 mm/day on average
by TRM (size 40 × 40 × 60 cm3, growth period 10 months)
(after [22.83], with permission of Elsevier)

tion in which the crystal grows. The phase equilibrium
transition point of 99.6 mol % deuterated solution is
21 ± 0.5 ◦C, whereas that of 90 mol % deuterated so-
lution is 49 ± 1 ◦C. The growth of tetragonal DKDP
crystal is very difficult once the tetragonal–monoclinic
phase transition takes place or monoclinic phase spuri-
ous crystals appear. Thus the degree of deuteration of
DKDP imposes strict temperature limits on the growth
process; for example, tetragonal DKDP is difficult to
grow in a solution of 99.3% deuterium concentra-
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Fig. 22.23 Schematic diagram of the crystallizer with three-vessel
solution circulating method (TVM) (after [22.83], with permission
of Elsevier) (F – filter, P – pump)

tion from a starting temperature higher than 43 ◦C by
TRM [22.38].

In the solution circulating method the supersatura-
tion for crystal growth is maintained by circulating the
supersaturated solution at constant temperature. Raw
material can be added during growth. The system is
usually composed of three tanks, namely, the saturation
tank, buffer tank, and growth tank (Fig. 22.23) [22.83].
The supersaturation is provided by the difference in
temperature between the saturation tank and growth
tank. The three tanks are connected by tubes and the
growth solution is circulated by using a pump, so crystal
can be grown at constant temperature and supersatu-
ration. This system is more complex and the tube is
susceptible to blockage due to crystallization [22.82].
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Fig. 22.24 (a) Radial temperature distribution at different
height from the bottom of the crystallizer; (b) relation be-
tween crystal rotation rate and temperature distribution in
axial direction (after [22.84])
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In order to resolve the problem of blocking, Sasaki
made the temperature of the growth tank lower than
room temperature and the others higher [22.83]. Lu
et al. [22.84] further modified the solution circulating
system to resolve all of those problems. The stabil-
ity of the growth solution and the growth temperature
were improved by overheating the growth solution and
adjusting the flux of solution and the temperature differ-
ence between the growth tank and saturation tank. Also,
a suitable temperature gradient inside the growth tank
was obtained along the radial and axial directions with
respect to the crystal rotation rate (Fig. 22.24). The crys-
tal growth rate was thereby increased 3–5 times over
that of conventional TRM. Figure 22.25 shows the bulk
KDP crystal grown by them.

Besides, Vladimin et al. [22.85] designed a method
to grow KDP crystal at constant temperature and con-
stant supersaturation. In this method, supersaturation
was provided by adding solution. This method, which
is very simple, has the advantage of solution circulat-
ing at constant temperature. It has only a tank without
tubes, and can decrease the volume of the growth tank.
Especially for growth of DKDP crystal, this method can
effectively decrease the dosage of heavy water to reduce
the cost of crystal growth.

22.3.4 Rapid Growth from a Point Seed

With the development of ICF, more and larger
KDP/DKDP crystals with higher quality were needed.

Fig. 22.25 Bulk KDP crystal grown by solution circulating
method (weight: 110 kg; size: 260 × 250 × 770 mm3)

However, the problem of low growth rate was par-
ticularly daunting. The main limitation on growth of
large crystals by conventional techniques is the growth
rates of only 1–2 mm/day for KDP and not faster than
1 mm/day in the case of DKDP crystal. In addition, the
growth of each crystal required the production of seed
material of equal cross-section, adding significantly to
the production time. Difficulties in providing reliable
equipment, high risk of failure, and defect formation
during such long periods resulted in low yield and high
cost of final crystals. These reasons stimulated the de-
velopment of new techniques to accelerate the growth
rate without the sacrificing optical quality of large crys-
tals.

Work on rapid growth of KDP/DKDP crystals
started in the early 1980s, aimed at conducting the
growth process in the kinetic regime [22.9]. It improved
the growth rate efficiently by increasing the velocity of
the solution flow relative to the crystal surface. A high
z-direction rate of 5–25 mm/day was achieved using
a novel turbine to enhance mass transport [22.11]. Up
to 150 × 150 × 80 mm3 KDP and DKDP crystals were
grown at a rate of 0.5–1 mm/h by the technique of
properly feeding the growing surfaces [22.86]. The
quality of crystals was reported to remain the same as
those grown by conventional technique, but the results
proved that this was not the ultimate solution.

Zaitseva et al. [22.8, 32] realized that the primary
factor controlling the growth rate was supersatura-
tion, while a number of other researchers focused
on increasing mass transport to the crystal surface.
Results of nucleation and kinetic experiments made
it possible to achieve stable growth rates that were
one order of magnitude faster than conventional tech-
niques. Rapid growth on both {100} and {101} faces of
a point seed was carried out in Holden-type crystallizers
(Fig. 22.26) at high supersaturation by using extensively
purified raw material. The process is depicted in refer-
ences [22.7, 42].

Growth solution was prepared by dissolving salt in
water with saturation temperature depending on the re-
quired mass of the crystal. The solubility data in the
temperature range T = 10–80 ◦C for KDP, and DKDP
with 90% deuteration, are expressed as [22.42]

C0 = 0.1165+3.0017 × 10−3T +8.5768 × 10−6T 2 ,

(22.8)

C0 = 0.1701+3.4817 × 10−3T +2.8062 × 10−6T 2 ,

(22.9)

respectively.
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Fig. 22.26 Scheme of the crystallizer used for fast growth
(after [22.32], with permission of Elsevier)

Solutions were filtered through submicrometer fil-
ters in two ways: prior to growth, or continuously
during the whole growth process. After the filtration
was stopped, all solutions were overheated for not less
than 24 h. Both filtration and overheating were carried
out in air-sealed crystallizers with continuous stirring
at 80 ◦C.

Square seeds with T-shaped cross-section were cut
from previously grown crystals without visible defects.
A water-polished seed was glued into a square hole in
the middle of the platform. After the glue had dried,
the platform with the seed was assembled in an empty
crystallizer and slowly heated to 80 ◦C. Growth so-
lution that was overheated at the same temperature
in a separate vessel was carefully introduced into the
crystallizer without splashing. Alternatively, for small-
scale growth, the platform with the seed was heated
to 80 ◦C in hot water vapor in a separate crystal-
lizer and then quickly introduced into the overheated
solution.

After the seed had been introduction, the crystal-
lizer was tightly sealed and the solution was maintained
at 80 ◦C for 10–15 min. During this time, the seed
was slightly dissolved to eliminate any surface crystal-
lites. Additionally, all dry surfaces that could produce
spontaneous nucleation were wetted by condensation of

the hot solvent vapor. This overheating time was lim-
ited by seed dissolution. Typically, the solution was
cooled to the saturation temperature before the up-
per part of the seed had dissolved to the edge of the
hole.

Continuous cooling was stopped when the temper-
ature corresponded to the supersaturation for regenera-
tion. Under these conditions, the regeneration process
was completed in 1–2 h. During regeneration, the solu-
tion was stirred by reversible rotation of the platform
at 40–60 rpm with a period of about 30 s in one di-
rection and a 2–3 s pause. This platform rotation was
also used during the crystal growth procedure that
followed.

After the regeneration process was completed, the
temperature reduction continued according to a pro-
gram that provided stable growth at the desired growth
rate. The process could be done completely auto-
matically by using concentration sensors [22.87, 88].
Crystals could be grown at nearly constant growth rate
using this procedure. The growth rate could be mono-
tonically decreased toward the end of growth to avoid
increasing supersaturation at lower temperature. When
the growth was completed, the solution was removed
from the crystallizer. If the process finished below or
above room temperature Tr, the system was slowly
heated or cooled to Tr before the crystal was taken
out.

To meet the demands of the National Ignition Fa-
cility (NIF) for a large number of 0.5 m high-quality
KDP/DKDP crystals, many scientific developments and
engineering design changes were incorporated into
the rapid growth crystallizer system (Figs. 22.26 and
22.27). The crystal is rotated alternately in one di-
rection and then in the other using a symmetrically
programmed schedule with controlled acceleration, de-

Crystallizer Overheater
Saturator

Cooler

Pump Filter

Fig. 22.27 Schematic diagram of the 1000 l crystallizer (af-
ter [22.7], with permission of ASM Int.)

Part
C

2
2
.3



Growth and Characterization of KDP and Its Analogs 22.3 Growth Techniques for Single Crystals 775

Fig. 22.28 Photograph of the large 1000 l crystallizer (af-
ter [22.7], with permission of ASM Int.)

celeration, and rotation rates. A special device, called
a seed protector, is inserted within the platform shaft
in order to cover the point seed during the filtra-
tion or overheating procedures [22.89]. The continuous
filtration system shown in Fig. 22.20 contains three
temperature-controlled sections: a superheater and fil-
ter (operating at 80 ◦C), and the third section where
the filtered solution is cooled to the growth temper-
ature [22.78]. The details of this classical loop are
designed such that the solution can be continuously
filtered during the entire growth process at supersat-
urations up to 20% without generating spontaneous
nucleation. Other important changes include a rigid and
streamlined platform compatible with hot KDP solution
that could rotate at sufficiently high rates without flex-
ing, oscillating or creating a large wave at the solution–
air interface [22.7], and a semi-automated system for
temperature reduction [22.87]. Successful incorporation
of these design elements led to a reliable method. By us-
ing this method, a KDP crystal of 317.97 kg was grown
in 52 days in LLNL (ICF Monthly Highlights, January
2000 UCRL-TB-128550-00-04) (Fig. 22.29).

The combination of the regeneration conditions
with a convex-shaped platform and continuous filtra-
tion makes it possible to control the KDP crystal
habit for production. The ratio of dimensions along the

Fig. 22.29 First KDP crystal of the NIF SHG size (53 ×
54 × 55 cm3) grown on the convex platform with continu-
ous filtration (after [22.42], with permission of Elsevier)

crystallographic axes was controlled by two methods:
(1) creation of special dislocation structures during the
seed regeneration process and (2) change in the orien-
tation of the seed [22.58]. These methods enable the
growth of large crystals with specified habit without the
deleterious effects of intentionally introduced chemical
impurities. KDP and DKDP crystals of various habits
were grown at rates of 10–20 mm/day to linear sizes
near 90 cm (Fig. 22.30).

In addition, for DKDP crystal, growth by the point-
seed rapid growth method not only decreases the growth
period but also avoids the emergence of monoclinic
DKDP crystal. This is very important for the growth of
highly deuterated DKDP crystals [22.32, 53, 90].

Fig. 22.30 DKDP crystal grown for THG on a horizontally
oriented seed; X : Y : Z = 1 : 2.2 : 3; length Z = 86 cm;
convex platform (after [22.58], with permission of Else-
vier)
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22.4 Effect of Growth Conditions on Defects of Crystals

Growth conditions as well as the after-growth treat-
ment [22.91, 92] affect the optical quality of crystals.
Discussion of the mechanisms of growth and their in-
fluence on the defect formation process showed that the
major factors that determine the defect structure of KDP
crystals are the impurities content and the dislocation
structure of the crystals. Vicinal sectorality, striations,
and strain are the main parameters affecting the opti-
cal quality of crystals. Solution inclusions and cracks,
which make crystals completely inappropriate for opti-
cal applications, are also largely influenced by the same
factors.

22.4.1 Impurity Effect

Impurities, which originate from the precursors and
from dissolution of the crystal growth tank, can be di-

Fig. 22.31 Photograph of foggy inclusions along prism–prism
boundary of NIF-size KDP boule grown in solution having high Al
content during middle of growth run (after [22.7],with permission
of ASM Int.)
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Fig. 22.32 Scheme of adsorption of anionic and cationic species
(after [22.75], with permission of Elsevier)

vided into three main kinds: metal cations such as Al3+,
Fe3+, Cr3+, Ca2+, Mg2+, Na+, etc., anions such as
SO2−

4 , NO−
3 , Cl−, etc., and organic impurities such as

EDTA, organic dyes, etc. The impurities, as well as the
crystal growth rate, affect the defect structure of KDP
crystal, which in turn affects the optical quality of KDP
crystals.

The metallic cations, particularly those with high
valency were considered to strongly affect the growth
habit and optical properties of crystals. Trivalent metal
cations such as Fe3+, Cr3+, and Al3+ have a deleterious
effect on the growth of {100} faces of KDP [22.1]. Their
introduction into the growth solution poisons the {100}
faces, producing a region of no growth at low supersatu-
ration commonly referred to as the dead zone. They also
promote macrostep formation as the supersaturation is
increased and growth begins. At impurity concentra-
tions in the range 1–10 ppm, this phenomenon often
results in the formation of solution inclusions [22.1,
93]. In addition, these impurities are strongly incor-
porated into the {100} face with effective segregation
coefficient of the order of 10. In contrast, these im-
purities have little or no effect on the growth of the
{101} faces and are strongly rejected with segrega-
tion coefficient of 1.0 [22.92]. This nearly hundredfold
difference in impurity incorporation results in strong
optical inhomogeneities which are manifested in the re-
fractive indices, the linear and two-photon absorption
coefficients, and the anomalous birefringence near the
{100}/{101} boundaries of the crystal [22.94,95]. It was
found that a correlation exists between foggy inclusions
(Fig. 22.31) at the corners of the prismatic sectors and
aluminum concentrations in the growth solution when
a certain concentration is exceeded [22.96].

Table 22.1 presents the relationship between the
concentration of the most common impurities in initial
solutions and their distribution in pyramidal and pris-
matic sectors of KDP crystals. From these results one
can see that most impurities, especially trivalent metal
cations, go preferably into the prismatic growth sectors.
However, some impurities, such as Rb, have approx-
imately the same low concentration in both prismatic
and pyramidal parts of the crystals. Some impurities (B,
Na, Mg, and Ca) seem to be completely rejected by the
crystals.

Anions were traditionally considered to have slight
effect on the quality and growth of KDP crystals. How-
ever, recent research gives us new insights into this
hypothesis [22.74–76, 97, 98]. Some anionic impuri-
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Table 22.1 Distribution of impurity concentration Ci in raw material and pyramidal and prismatic sectors of KDP crystals

Impurity MDL Ci raw material Ci pyramid Ci prism
(ng/g KDP) (ng/g KDP) (ng/g KDP) (ng/g KDP)

B 1000 14000 ND ND

Na 300 86000 ND ND

Mg 5 100 ND D

Al 100 900 200 4400

Si 100 12000 D 390

Ca 100 3600 ND ND

V 0.5 < 80 0.1 6.0

Cr 100 2000 490 11000

Fe 50 5300 110 12000

As 200 < 200 ND D

Rb 10 10000 2600 2100

Sr 5 320 870 1800

Mo 10 790 66 1100

Sb 4 70 30 280

Ba 5 52 120 600

MDL – method detection limit, D – detected, ND – not detected

ties (sodium metaphosphate, potassium pyrophosphate,
formic acid, acetic acid, oxalic acid, and tyrosine) were
found to have an inhibiting effect on the growth of
KDP crystals. Complete stoppage of pyramidal face
growth was observed in the presence of high concentra-
tion of both [Hx−n(PO3)x]n− and [H2P2O7]2−. In these
cases, the crystal habit was changed into a closed oc-
tahedron and the whole crystal stopped growing. The
inhibition is assumed to be caused by the adsorption of
these anions at the growing crystal surface, especially
on pyramidal surface, through the formation of H-bonds
between anions and H2PO4 groups (Fig. 22.32). When
the doped metaphosphate concentration is high enough,
mother-liquor macroinclusions occur along the sector
boundaries and in pyramidal sectors (Fig. 22.33). In
observations using laser tomography, the density of
scatter increases with increasing concentration of doped
metaphosphate. The scatters are suggested to be mi-
crosolution inclusions caused by the inhibition effect
of metaphosphate on the growing faces. These anions
have a harmful effect on the laser damage thresh-
old due to possible incorporation (Table 22.2). Sulfate

Fig. 22.33a–e Photographs of KDP crystals grown on Z-
cut plate seed from metaphosphate-doped solutions with
addition of (a) 50 ppm, (b) 30 ppm, (c) 15 ppm, (d) 10 ppm,
and (e) 1 ppm (after [22.76], with permission of Elsevier)
�

a)

b)

c)

d)

e)
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Table 22.2 The effect of anionic species on the optical
properties of KDP crystal

Dopants Mass ratio A Fth

(ppm) (%/cm) (J/cm2)

Potassium 100 5.1 34.3

pyrophosphate

EDTA 300 5.5 52.0

Tyrosine 20 4.7 40.4

Tyrosine 50 4.8 40.4

Tyrosine 300 4.9 35.1

Formic acid 300 6.1 42.7

Oxalic acid 300 4.5 45.8

Pure KDP 5.2 52.0

material

A – absorption coefficient; Fth – laser damage threshold,

1-on-1, 1.06 μm, 10 ns

(
SO2−

4

)
anions, which can join into the KDP crystal lat-

tices through H-bonding and electron attraction, have
a great effect on the growth habit of KDP crystals at
high dopant concentration. KDP crystals showed many
defects such as mother liquor inclusions, parasite crys-
tals, and cracks. Besides, SO2−

4 content also adversely
affects crystal transparency. At high dopant concentra-
tion, KDP crystal transmittance decreases significantly
in the ultraviolet region [22.98].

Organic additives such as glycerol, ethylene gly-
col, polyethylene glycol, and EDTA show growth-
promoting effects on both pyramidal and prismatic
faces at very low concentration [22.75–77, 99]. In KDP
crystals grown in the presence of optimal amounts of or-
ganic additives, there is a decrease in the concentration
of inorganic background impurities of the cations, an
increase in the transparency in the (100) growth sector
in a certain range, and an increase in optical uniformity
and laser damage threshold.

The distribution of impurities in the KDP crystal is
nonuniform, as is evident in crystals grown from so-
lutions doped with impurities that can produce visible
color. KH2PO4 shows a strong tendency to incorporate
anionic dyes only on the {101} faces, presumably be-
cause these faces are terminated with K+ ions [22.93].
However, impurities may inhomogeneously deposit not
only between growth sectors, but also within a single
growth sector depending on the crystal surface topogra-
phy. Surfaces of crystals grown in the regime of lower
supersaturation often propagate through dislocations
that produce growth spirals or hillocks, and shallow-
stepped pyramids with single or multiple dislocations at

the apex [22.100, 101]. Polygonization of hillocks par-
titions faces into vicinal regions, each having slightly
different inclinations. Impurity partitioning among vici-
nal slopes and intrasectoral zoning result from selective
interactions of impurities with particular stepped hillock
slopes.

Zaitseva and coworkers [22.1] perfected KH2PO4
crystal growth conditions as a prerequisite to the de-
velopment of the National Ignition Facility. Amaranth,
which displayed exclusive affinity for the {101} sur-
faces of KH2PO4 [22.93, 102], was both inter- and
intrasectorally zoned [22.92]. This observation required
introduction of the dye during late growth, thereby
coloring only a thin surface layer so that patterns
of color were not confounded by moving disloca-
tion cores. Figure 22.34 highlights the {101} faces
of KH2PO4/amaranth crystals. The heterogeneities re-
sulted from amaranth having distinguished among the
A, B, and C slopes of the polygonized hillocks preva-
lent on the pyramid faces. Incorporation followed the
trend B > A > C. On the other hand, Chicago sky blue
preferred C [22.103]. At low Chicago sky blue concen-
tration, B remained colorless. The incorporation was
associated with a critical temperature above which the
dye was not captured. In situ interferometry [22.104]
was used to show the influence of the dye on the surface
morphology at different concentrations and KH2PO4
supersaturations.

The effect of impurities on the recovery of sur-
faces out of the dead zone was traditionally explained
by the classic theory of Cabrera and Vermilyea in
terms of pinning of elementary step motion by impu-
rities [22.105]. In this model, impurities adsorbed on
the terraces create a field of impurity stoppers that act
to block the motion of elementary steps. When the av-
erage impurity spacing is less than a critical distance,
whose magnitude is approximately given by the Gibbs–

B
A

A
B

C

C

a) b)

Fig. 22.34a,b Intrasectoral zoning in KH2PO4/amaranth.
(a) Photograph of KH2PO4/amaranth crystal grown by Za-
itseva et al. [22.55]. (b) Idealized representation of crystal
in (a), illustrating the hillocks observed on the surface
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Fig. 22.35 Dependence of step velocity on supersaturation
in the presence of Fe3+ (after [22.26], with permission of
Macmillan)

Thomson critical diameter, the steps cannot advance.
As the supersaturation is increased and the critical
diameter becomes smaller, the steps begin to squeeze
through the fence of impurities and the step speed rises
rapidly. The dotted curve in Fig. 22.35 illustrates the
prediction of such a model. No growth occurs below
a percolation threshold given by σ∗, while for σ > σ∗,
the step speed rises rapidly to its unimpeded value.
While the model correctly predicts the rapid rise in
step speed for σ > σ∗, no growth is predicted below
σ∗, in contrast to what has been observed experimen-
tally. Land et al. [22.106] considered that recovery of
the KDP surface occurred through the movement of
macrosteps (Fig. 22.36), which were mobile even when
elementary steps remained pinned. This led to a slow
increase in growth rate below σ∗, even for supersatu-
rations in the region σd < σ < σ∗. At supersaturation
near σ∗, elementary steps begin to straighten out and
become mobile, but their speed is still considerably
less than that of the macrosteps. Finally, at supersatu-
rations in excess of σ∗, the surface once again consists
of a combination of rapidly moving elementary steps
and step bunches that resemble the step trains for
the undoped solution. The elementary steps are now
moving with a velocity that is close to that of the
macrosteps.

De Yoreo et al. [22.54] point out that, although all
the defects observed in KDP are also present in DKDP,
there are some aspects of crystal quality which are pe-
culiar to the deuterated crystals. DKDP crystals grown
at rates of 1–15 mm/d have always been found to ex-
hibit vicinal sectorality in their x-ray topograph. This
inhomogeneity has a moderate effect on the optical
uniformity.

a)

d)

b)

e)

c)

f)

Fig. 22.36a–f Series of AFM images illustrating the process of
impurity poisoning and recovery (after [22.7], with permission of
ASM Int.): (a–c) 15 × 15 μm2 scans collected at σ = 0.04 along
heavy dashed line trajectory from point a to point b in Fig. 22.35
showing poisoning of surface by introduction of 12 ppm Fe3+ (per
mole of KDP); time at the start of each scan is (a) 0 s, (b) 64 s,
and (c) 106.7 s, and Fe-doped solution was introduced at t = 42.7 s
(steps in image (c) are immobile and inset shows 6 × 6 μm2 im-
age of morphology of elementary steps on macrostep terraces);
(d) 9 × 9 μm2 image collected at point c in Fig. 22.35 (elemen-
tary steps are immobile and macrosteps are distorted but moving
slowly); (e) 13 × 13 μm2 image collected at point d in Fig. 22.35 (el-
ementary steps are still immobile and macrosteps are straight and
moving rapidly); (f) 12.5 × 12.5 μm2 image collected at point e in
Fig. 22.35 (elementary steps are now moving but more slowly than
macrosteps)

22.4.2 Supersaturation

According to the dependence of growth-step velocity of
KDP prism faces on the supersaturation, three regions
can be defined, corresponding to the dead zone, the tran-
sition region of high dV/dσ , and the linear part of V (σ )
with high supersaturation and growth rate.

When crystals grow in the dead zone, large variation
occurs in steepness, resulting from different incorpo-
ration of impurities into separate vicinal slopes. This
variation produces large misorientation between small
crystals formed during regeneration on melted faces and
the z-cut of the seed. This misorientation makes the pro-
cess of joining difficult, which leads to the formation
of cracks and subindividual crystals [22.107–110]. As
a result, the crystallographic shape fails to regenerate.
Even when regeneration occurred successfully, subindi-
vidual crystals and cracks often appeared if growth was
performed within the dead zone.
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The transition region of high dV/dσ is a region
of surface instability that develops when elementary
steps pass through the fence of impurity blockers with
the accompanying macrostep bunching [22.1]. Solution
inclusions form most likely in this region because of
higher variations of supersaturation on the growing sur-
face. Another reason for increasing instability is the
formation of new hillocks, which are frequently ob-
served during the transition. Besides, the change of
leading hillock on the growing face in the region of
low supersaturation and in the vicinity of the dead zone
is inevitably accompanied by the formation of growth
bands. This is due to the appearance of new growth steps
of various orientations which lead to the formation of
inhomogeneity.

When crystal grows at high supersaturation, corre-
sponding to the linear part of V (σ ), no visible inclusions
are formed on the vicinal slopes, despite the fact that
microscopic investigation of the surface clearly shows
the structure of bent macrosteps on both prismatic and
pyramidal faces [22.111]. The formation of large, bent
macrosteps is not a sufficient condition for inclusion
formation. There is also no evidence that such bent
macrosteps cause microsolution inclusions or disloca-
tion since etching did not reveal any dislocation pits.

It can be concluded that, in order to minimize defect
and inhomogeneity formation, crystals should be grown
in the region of the dead zone (traditional growth) or in
the region of the linear part of the dependencies V (σ )
(rapid growth).

22.4.3 Filtration

KDP crystals often contain hairlike inclusions that
run roughly perpendicular to the growth direction
(Fig. 22.37) [22.112]. They have the appearance of fine
fibres a few centimeters in length, extending through the

a) b) c)

Fig. 22.38a–c Appearance of holes in crystals following inclusion of particle: (a) Canavalin, 6 × 6 μm2; (b) Satellite
Tobacco Mosaic virus, 12 × 12 μm2; (c) KDP, 3 × 3 μm2 (after [22.7], with permission of ASM Int.)

Fig. 22.37 Hairlike inclusions in rapidly grown KDP crys-
tals (after [22.7], with permission of ASM Int.)

crystal in the direction of growth and deflecting away
from the z-axis; they occur in both dipyramidal and pris-
matic growth sectors. Most of these inclusions, which
lie at angles to the z-axis that vary between 20 and 90◦,
are not continuous but rather consist of long chains con-
taining from dozens to hundreds of liquid inclusions.

Many models of liquid inclusion formation have
been proposed [22.113, 114]. A most likely source
of hairlike inclusions is particle incorporation. During
crystal growth, steps often close around particles, but
do not cover them. Researchers at LLNL have observed
this process in KDP during the passage of hundreds
of layers. Figure 22.38 shows holes caused by this
process in a number of crystals, including KDP. Ap-
parently, once these holes are formed, they are difficult
to fill in and result in the generation of hollow chan-
nels running at a high angle to the growth front. Given
that the KDP crystals were grown by a temperature
drop method, any channels which formed during growth
would have contained solutions that became increas-
ingly supersaturated as the temperature was decreased
and thus might be expected to condense into chains of
inclusions.
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Filtration of solution before crystallization to re-
move extraneous solid particles and thereby improve
the crystal quality and laser damage threshold is a stan-
dard procedure for experimental or commercial crystal
growth. However, no matter how well the solution is fil-
tered before crystal growth, a large number of particles
appear very soon after the filtration is stopped. This phe-
nomenon is especially pronounced during the growth of
large bulk crystals in equipment containing moving and
rotating parts that generate particulate contamination
and spoil previously purified growth solutions.

The requirement of high damage threshold in NIF
crystals stimulated the design of a continuous filtration
system. The system removes growth solution from the
tank, heats it to prevent spontaneous nucleation, and
filters the solution through 0.02 μm-pore filters. The so-
lution is then cooled before its injection back into the
growth tank. This system filters the solution not only be-
fore the growth (prefiltration) but also during the entire
growth process in a continuous mode.

Comparison of crystals grown with and without
continuous filtration showed substantial difference in
structure and number of defects. When crystals grow
from only prefiltered solutions, the pyramidal face of
the crystal generally has a large number of disloca-
tion pits uniformly distributed over the whole crystal
(Fig. 22.39). This high density of dislocations, which
shows that the distribution of growth sources on the
face is not stable, is more or less typical for all KDP
and DKDP crystals grown without continuous filtration.

2 cm

1

5
4 3

6

2

Fig. 22.39 X-ray synchrotron topographic image of di-
pyramid face of a KDP crystal grown without continuous
filtration. Black dots are dislocation outcrops on the face.
(1–6) Vicinal hillocks tips (after [22.78], with permission
of Elsevier)

Initial dislocation hillocks formed after seed regener-
ation are located approximately in the center of each
face, but the location of vicinal hillocks far from the
central part of the face does not correspond to the distri-
bution bunches created on the seed during regeneration.
These dislocations were formed during the process of
growth. When crystals grow with continuous filtration,
positions of the leading hillocks do not change, and the
crystal surface preserves its simple structure during the
entire growth, with one growth hillock approximately in
the middle of each face, corresponding to the locations
formed during regeneration.

These results indicate that, under continuous filtra-
tion, the formation of new dislocations is significantly
reduced. Large amounts of dislocations lead to the pos-
sibility of formation of vicinal hillocks that can compete
in step generation under changing growth parameters,
such as temperature, supersaturation or hydrodynamic
conditions. The change of leading dislocation hillocks
on the growing crystal face always results in the for-
mation of structural defects. The shift of dislocation
hillocks to the asymmetrical position close to the edges
leads to a higher probability of formation of liquid in-
clusions and new dislocations on them. This is why
crystals grown with continuous filtration have much
higher optical homogeneity compared with crystals
grown under usual conditions.

22.4.4 Hydrodynamic Effects

Obtaining the optimal hydrodynamic conditions in
a crystallizer is a principal factor ensuring high quality
of crystals.

The surface structure of each face of KDP crystal
consists of growth hillocks, intervicinal valleys, and ad-
ditional valleys produced by the bending of macrosteps
originating from a single growth hillock (Fig. 22.40).
By ex situ measurement on the surface topography of
rapidly grown KDP crystals using a precision coordi-
nate measuring machine (CMM) [22.106], these valleys
are observed to be precursors of morphological insta-
bility and the formation of solution inclusions on the
crystal surface. Results from numerical simulations of
the hydrodynamics [22.115] and mass transfer [22.116]
for the conditions used in the rapid growth process show
that the surface supersaturation field generated on these
crystals is inhomogeneous due to the spatially and tem-
porally varying boundary layer thickness on the rotating
crystal surface. These simulations clearly indicate that
the process of step bending can produce the features
which are observed in experiment. The simulations have
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ZZ
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step bending
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Fig. 22.40a,b Photographs of the
typical surface structure resulting
from step bending on the (a) {100}
and (b) {101} face (after [22.106],
with permission of Elsevier)

been used to explore the dependence of step bending on
parameters such as crystal growth rate, rotation condi-
tions, growth hillock location, and (for prismatic faces)
impurity level [22.111]. It has been shown that the step
bending and resulting valley formation is intensified by
increasing crystal growth rate, by decreasing rotational
speed, and (for the {100} face) by increasing the im-
purity level. It has also been shown that the resulting
surface structure depends on the location and number
of hillocks on the surface.

The crystallization process can be regarded as two
stages: supply of crystallizing matter from solution to
the crystallization surface through the diffusion bound-
ary layer by molecular and convective diffusion, and
the formation of a crystal. The former is rate-limiting if
the supersaturation at the crystallization surface is lower
compared with the bulk supersaturation, in which case
the growth is said to proceed in the diffusion regime.
The second stage is rate-limiting if the bulk supersat-
uration and crystal surface supersaturation are similar,
in which case the growth regime is said to be kinetic.
Crystals are generally considered to be in a mixed
diffusion–kinetic regime. However, surface and bulk su-
persaturation should be made as close as possible to the
kinetic regime so that the diffusion processes of supply
of crystallizing matter do not limit the crystallization
rate.

The traditional recommendation to approach the ki-
netic regime is to decrease the thickness of the diffusion
layer by increasing the flow velocity or changing the
flow geometry [22.36]. However, it can also be achieved
by decreasing σ . Thus, to stay close to the kinetic
regime, the growth rate should be lowered by increas-

ing the rotation rate of platform. The dependence of the
growth rate Rz on the rotation rate of the platform can
be determined in a rapid growth crystallizer [22.37].
At very slow rotation of 0–25 rpm, inclusions always
form on some crystal faces. Between 25 and 40 rpm,
crystals grow with and without inclusions. With faster
rotation, formation of solution inclusions is extremely
rare and one can be considered to be close to the kinetic
regime.

The hydrodynamic conditions most likely affect the
solution inclusion process indirectly through changes
of the dislocation structure. Low flow velocity at slow
rotation results in a greater gradient of the thickness
of the diffusion layer along the faces and of the su-
persaturation at the crystallization surface. The growth
hillocks move to the positions of favorable hydrody-
namic conditions, i.e., close to the crystal edges and
apexes. Morphological instability develops on the large
vicinal slope, which covers the whole face. Formation
of macrosteps and increasing slope of the vicinals leads
to large deviation of the face from its singular orien-
tation and initiates step generation from edges. This
phenomenon produces thin surface layers that cover the
deviated vicinals with the formation of liquid inclu-
sions. Shift of the hydrodynamic conditions towards the
kinetic regime decreases the gradient of the supersatura-
tion along the faces, which makes location of the growth
sources close to the edges less probable. In practice, the
approach to the kinetic regime is achieved in large crys-
tallizers by increasing the rotation rate of the platforms,
as well as by continuous filtration. The combination of
these conditions almost completely eliminates solution
inclusions without decreasing the growth rate.
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22.5 Investigations on Crystal Quality

The optical parameters used to evaluate KDP-type crys-
tals for the ICF project mainly include transparency,
optical homogeneity, and resistance to damage by laser
radiation.

22.5.1 Spectroscopic Studies

Transparent Spectrum
Transmission in the KDP crystal spectra is from 250
to 1700 nm. For DKDP crystals, the deuterated crystals
have higher transmission efficiency (> 89%) at 1064 nm
and lower optical absorption efficiency (< 3% cm−1)
than those of the undeuterated crystals (Fig. 22.41).
The infrared (IR) absorption edges of the deuterated
crystals are obviously red-shifted by 0.4–0.5 μm to
about 2.0 μm in comparison with those of the undeuter-
ated crystals (about 1.5 μm) so that DKDP crystals
can be applied over a wider wavelength region. The
infrared cutoff ratio of the hydrogen mode against
the deuterium mode is 1/1.33, which nearly coin-
cides with the ratio of the square root of the reduced
mass of O−H against O−D, which is known to be
1/1.3743 [22.117].

Raman Spectra
The Raman spectra of KDP crystals exhibit a red-shift,
similar to that observed in the transmission spec-
tra [22.117]. The Raman peak 916 cm−1 of the H2PO−

4
group in KDP crystal is red-shifted by 35 cm−1 to the
881 cm−1 Raman peak of the D2PO−

4 group in DKDP
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Fig. 22.41 Transmission spectra of Z-cut KDP/DKDP
crystals (after [22.117], with permission of Elsevier)
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Fig. 22.42 Raman spectra of KDP/DKDP crystals (af-
ter [22.117], with permission of Elsevier)

crystal (Fig. 22.42). This red-shift is due to the iso-
tope substitution effect. In the structure of the tetragonal
phase, the PO4 tetrahedra are coupled by potassium
atoms, and four of these oxygen atoms are transformed
to produce strong lines at 966 cm−1 in the DKDP crys-
tal. These lines are not detected for the KDP crystal.
This result confirms that the spectrum of Raman scatter-
ing in the deuterated crystal can be split into two parts
related to internal and external vibrations.

Effect of Impurities on the Transmission
Spectrum

Certain impurities have a discernible effect on the
transmission of KDP crystals. For example, strong ab-
sorbtion in the wavelength region of 200–300 nm is
a signature of metal impurities.

Many experiments have been done to investigate the
dependence of near-ultraviolet (UV) absorption on the
presence of impurities. Garces et al. [22.118] indicated
that near-ultraviolet absorption is strongly related to the
Fe3+ impurity in the growth solution. Near-ultraviolet
optical absorption spectra taken from two KDP crystals
are shown in Fig. 22.43. These data clearly indicate the
presence of an intense 270 nm optical absorption band,
along with additional absorption in the 200–230 nm
region. They found a direct correlation between the
Fe3+ content and the 270 nm band intensity. Wang
et al. [22.73] also found that doping of Sn4+ lowers
transmission near the ultraviolet region, as shown in
Fig. 22.44.

Part
C

2
2
.5



784 Part C Solution Growth of Crystals

410270 340200

(b)

(c)

(a)

KH2PO4

Absorption coefficient (cm–1)

Wavelength (nm)

16

12

8

4

0

Fig. 22.43 Optical absorption of KDP crystals at room
temperature (after [22.118], with permission of Elsevier)
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Fig. 22.44 Transmission spectra of KDP crystals grown from solu-
tion doped with different concentrations of Sn4+ ion by traditional
temperature reduction method (after [22.73], with permission of
Elsevier)

The effects of some anion and amino-acid im-
purities have been studied and reported by Sun and
others [22.98, 119], showing that pyrophosphoric acid
shortens the transparency range while the addition
of a certain concentration of EDTA can extend the
range of transparency. As shown in Figs. 22.45 and
22.46, other impurities such as boric acid, glycine,
and sulfate can affect the transmittance of KDP
crystal.

1600140012001000800600400

Pure KDP

50 ppm glycine

200

Transmission (%)

Wavelength (nm)

1

0.8

0.6

0.4

0.2

0

Fig. 22.45 Transmission curves of 50 ppm glycine doped
KDP (after [22.119])
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Fig. 22.46 Transmission curves of 10 ppm boric acid
doped KDP (after [22.119])

Generally, metal impurities such as Fe3+ and Cr3+
are mainly responsible for the extra absorption in
the near-ultraviolet band through an electron transition
mechanism, while infrared and near-IR band shifts can
be attributed to anion group and amino-acid impurities,
as they can affect vibration in the IR band.

22.5.2 Homogeneity

Efficient operation of electrooptic devices such as Pock-
els cells and frequency converters requires crystals with
a high degree of optical perfection. For a crystal to per-
form adequately when used in a laser system it must
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maintain beam polarization, introduce minimal distor-
tion of the spatial phase profile, and provide uniform
phase matching for frequency conversion. All growth
defects have the potential to degrade the performance
of KDP and DKDP crystals either by altering the in-
dex of refraction or by generating inhomogeneities in
the unit normal to the c-plane of the crystal. This
latter phenomenon has been referred to as z-axis wan-
der [22.94, 95].

Variations in the refractive index are caused by
two primary effects: impurities and strain. Impuri-
ties, even when uniformly distributed, generate com-
positional variations which can alter the diagonal
components in the projection onto the plane of po-
larization of the refractive index tensor. These control
the velocity and therefore the phase front of a trans-
mitted beam. However, unless the impurities are of
sufficient concentration to alter the crystal symme-
try, the induced anomalous birefringence would be
insignificant.

In contrast, strain due to externally applied stresses,
inhomogeneities in impurity concentrations, foreign in-
clusions or structural defects such as dislocations, twin
boundaries or low-angle grain boundaries can both al-
ter the diagonal components and introduce off-diagonal
components, the latter being the source of anomalous
birefringence. From the theoretical relationships be-
tween optic index and applied strain, measured spatial
variations in transmitted phase and depolarization of an
incident beam can be related to the internal strain field
of a crystal.

The primary effect of z-axis wander is to generate
spatial nonuniformities in the critical phase-matching
angle for frequency conversion. The same sources
which are responsible for anomalous birefringence can
be expected to lead to z-axis wander.

Regarding the techniques employed, x-ray topogra-
phy [22.94, 95], scatterometry [22.120], optical absorp-
tion [22.121], and secondary-ion mass spectrometry
(SIMS) have been used to correlate optical distortions
with defects in KDP crystals:

• X-ray topography and scatterometry reveal the pres-
ence of structural defects and inclusions.• X-ray topography and optical absorption probe the
large-scale impurity variations from growth bands,
crystal sectorality, and vicinal sectorality.• Secondary-ion mass spectrometry, and to some
extent scatterometry, probes the small-scale distri-
bution of impurity ions.

Effect of Dislocations
In conventionally grown crystals, high dislocation den-
sity near the seed cap results in a large degree of optical
distortion. Because the majority of these dislocations
emerge at high angles to the {101} faces, as the crys-
tal grows along the z-direction they pass to the {100}
faces. The resulting crystal has low dislocation density
only far from the seed, as illustrated in Fig. 22.47a. Con-
sequently, useful material can only be taken from areas
that are remote from the seed cap.

In contrast, dislocations in rapidly grown crystals
of both KDP and DKDP are a minor source of opti-
cal distortion. This is because regeneration of the point
seed leads to discrete bunches of dislocations, as shown
schematically in Fig. 22.47b.

The research of Smolsky et al. [22.122] indicates
that a temperature change of 0.1 K is sufficiently high
to form large secondary dislocation sources. The distri-
bution of growth steps over the faces of a crystal during
growth is not constant. They change not only because of
the variations of the external growth conditions but also
because of some internal factors. The steps generated

a)

b)

h

h

Fig. 22.47a,b Schematic of dislocation structure of (a) con-
ventional and (b) rapidly grown KDP crystals (after [22.7],
with permission of ASM Int.)
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Fig. 22.48 Projection x-ray topograph of the X-cut of
a KDP crystal. MoKα1 radiation, reflection vector g[020]:
(1) seed; (2) sectorial boundaries between the prismatic
and bipyramidal faces; (3) striation due to a lower activ-
ity of the leading growth hillocks at the face edge and the
formation of new dislocation sources of steps (after [22.7],
with permission of ASM Int.)

by new dislocations have new spreading directions on
the face and density in accordance with the dislocation
source position and activity. Therefore some stresses are
formed between the old and new layers which, in turn,
give rise to striation (Fig. 22.48).

De Yoreo’s results [22.94] show a distinct depen-
dence on position in the boule. Crystals from near the
seed (grown first) show considerably more strain than
those from near the end of the boule (grown last). This
dependence may result from the distribution of disloca-
tion as shown in Fig. 22.48.

Differences Across Sector Boundaries
There is evidence to show that the level of impurities
changes sharply at {101}/{100} boundaries, but remains
fairly uniform within each sector, when the crystal is
grown at 5 mm/day. In contrast, depolarization data
shows that the strain is concentrated near the boundary,
where the impurity level changes sharply, supporting
the expectation that impurities per se are not the source

of strain but rather local variations in impurity lev-
els [22.7].

Crystals grown at higher rates exhibit strong ultra-
violet absorption in the {100} sectors, but the contrast
between the two sectors is greatly reduced, as is the
strain at the boundary. In fact, the level of optical dis-
tortion due to the presence of sector boundaries is now
at the level of background distortion due to other fac-
tors. Even in crystals with rather uniform transmitted
wavefront (TWF), significant inhomogeneities in phase-
matching angle have been observed [22.123].

Perhaps the most troublesome aspect of crystal sec-
torality is the strong tendency of iron to incorporate into
the {100} sectors, combined with its extremely high ab-
sorption coefficient in KDP at the third harmonic. In
fact, of all the impurities that have been investigated in
NIF development, iron appears to be the only impurity
that generates significant optical absorption at 351 nm,
which lies in the tail of an absorption band that peaks
near 270 nm (Fig. 22.43).

Vicinal Sectorality
Within the {101} sectors of KDP crystals, the bound-
aries between the three sectors of each vicinal hillock
as well as the boundaries between neighboring hillocks
subdivide the crystal into regions of contrasting lattice
parameters. This vicinal sectorality has a distinct de-
pendence on growth rate. High growth rate cause high
depolarization losses [22.7]. Impurities are the source
of vicinal sectorality in KDP. The UV absorption and
impurity content increase sharply at the boundary.

Deuterated KDP Crystals
De Yoreo et al. [22.7] point out that all the defects ob-
served in KDP are also present in DKDP. Besides, there
are some aspects of crystal quality which are peculiar to
the deuterated crystals. These peculiarities arise from
the fact that, in practice, all DKDP crystals contain sig-
nificant levels of hydrogen, unless deuterated salt is
utilized. Consequently, all deuterated crystals contain
hydrogen as a substitutional impurity species at levels
from ≈ 1% to more than 10%. Indeed, in NIF devel-
opment work, DKDP crystals grown at rates from less
than 1 to 15 mm/day have always been found to ex-
hibit vicinal sectorality in their x-ray topograph. This
inhomogeneity has a moderate effect on optical unifor-
mity. Figure 22.49a shows the TWF profile from a 92%
DKDP crystal grown at 9 mm/day that exhibits strong
vicinal sectorality.

The fact that such sectorality is due to variations in
hydrogen content is demonstrated in Fig. 22.49b which
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Fig. 22.49a,b Strong vicinal sectorality of 92% DKDP
crystal grown at 9 mm/day (a) TWF profile; (b) profile
of D/H ratio across vicinal sector boundary as deter-
mined from secondary-ion mass spectrometry (SIMS)
(after [22.7], with permission of ASM Int.)

shows a SIMS profile of the D/H ratio collected across
a vicinal sector boundary. Results demonstrate that the
hydrogen content changes by 15% across the bound-
ary. Other results have shown that the magnitude of this
change depends inversely on growth temperature. The
difference is optically undetectable for growth tempera-
tures greater than about 60 ◦C.

A kind of inclusions also is found in the area of
pyramidal–pyramidal sector boundary, the formation of
which is related to the absorption of impurities. Dur-
ing the growth of pyramidal sector, the impurities are
rejected from the sector and aggregate in the pyramidal–
pyramidal sector boundary, causing lattice mismatch.

Fig. 22.50 Inclusions along Py–Pr sector (after [22.124])

This mismatch breaks the D-bond and creates a bunch
of inclusions (Fig. 22.50) [22.124]. Similar results can
be seen in the reports of Joshi and others [22.76, 105,
125].

In total, there are four possible sources of strain
in crystals of K(DxH1−x)2PO4. Each of them can act
independently to produce strain in KDP–DKDP crys-
tals [22.94]. First among these is dislocations, which
produce strain fields that vary as 1/r, where r is
the distance from the dislocation. The second source
is impurities, which gives rise to strain due to lat-
tice mismatch. These first two factors are commonly
found in the case of KDP crystals. The third one is
the mixing of hydrogen and deuterium on the hy-
drogen sublattice, which generates strain due to the
difference in structural parameters of KH2PO4 and
KD2PO4. Both the cell parameters and orientation of
the PO4 tetrahedron are different for the two end
members of this solid-solution series [22.126, 127],
consequently the mixed crystals will be strained. The
fourth source of strain is that the tetragonal–monoclinic
phase transition in this solid-solution series occurs at
increasingly lower temperature as the deuterium level
increases.

22.5.3 Laser Damage Threshold

The mechanisms of laser-induced damage are still not
well understood. Many papers are devoted to it and sev-
eral models have been proposed, such as lattice defects,
interstitial inclusions and vacancies, multiphoton ion-
ization, and two-photon absorption, etc. [22.128, 129].
Impurities in the raw material and growth conditions
have been proved to have a direct relation with the bulk
laser-induced damage threshold (LDT) of the crystal,
including inorganic impurities, such as Fe3+, anion im-
purities, and some organic materials [22.7, 119].
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Fig. 22.51 Effect of continuous filtration of the 3ω damage
performance of rapidly grown KDP. Samples were grown
under nominally identical conditions with ultrahigh-purity
salts. Sample 210 was prefiltered only, which resulted in
high numbers of inclusions in the crystal, while sample 214
was continuously filtered during growth. Sample 214 rep-
resents the best damage performance of a rapid growth
crystal to date (after [22.130])

Also, filtration before growth and continuous fil-
tration during the growth process help to increase the
LDT; investigations show that continuous filtration re-
sults in an increase in damage performance of ≈ 2 ×
over the entire cumulative failure distribution (CFD)
range [22.130] (Fig. 22.51).

One should be aware that LDT is related to the laser
conditions, such as wavelength, frequency, laser irradi-
ation direction, and polarization, which makes it more
complex [22.128, 133].

Effect of Postgrowth Treatment
Previous investigations of the effects of thermal anneal-
ing on KDP and KD∗P damage performance [22.132–
137] have indicated that it is possible to increase the 1ω

Table 22.3 Compilation of thermal annealing on KDP damage performance [22.132]

Sample Sector Growth temperature Growth Unannealed Annealed Annealed with
(◦C) (d) (J/cm2) (J/cm2) SHG (J/cm2)

F6-1 Pyramid 48 40 32 33 26

F6-2 Pyramid 63 30 17 23 18

F6-3 Pyramid 72 14 17 23 23

F6-4 Prism 71 20 23 40 30

F6-5 Prism 60 33 21 37 36

F6-6 Prism 25 48 17 40 28

damage threshold (R/1) by approximately 1.5 × com-
pared with the level without conditioning (Table 22.3).
The 3ω thresholds, however, were not substantially af-
fected by the annealing process.

LLNL testing showed that postgrowth thermal an-
nealing of KDP crystals at 160 ◦C appears to increase
the damage performance of rapidly grown samples by
2.7 × at 1ω. The benefits of thermal annealing at 3ω

are not as well defined as the dramatic increases seen
at 1ω. On the other hand, thermal annealing appeared
to suppress the low-fluence tail of the CFD at 3ω, thus
leading to less expected damage at 1ω. When large-area
beams were used to study the feasibility of online con-
ditioning for NIF triplers, it was found that substantial
conditioning was achievable in 8–12 shots of equal flu-
ence interval. Analysis of scatter density versus fluence
showed that the number of damage sites evolved expo-
nentially. Furthermore, damage sites were stable against
increases in fluence. Fujioka et al. [22.91] reported sim-
ilar result. The full-width at half-maximum (FWHM) of
x-ray diffraction of KDP crystals was detected to de-
crease obviously after conditioning at 165 ◦C, as shown
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200 reflection
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Intensity (counts/s)

2θ (deg)
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Fig. 22.52 Rocking curve of KDP crystal sample (200)
double-crystal x-ray diffraction at same position before and
after annealing at 165 ◦C (after [22.131])
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in Fig. 22.52, which suggested that internal stress was
released partly and the structural perfection of crystal
was improved [22.131]. The result that the perfection of
rapidly grown crystal improved more than those grown
using conventional methods is consistent with the im-
provement of optical property by annealing [22.91].

DKDP is not amenable to thermal conditioning, be-
cause the crystals tend to fog or fall apart as a result
of either decomposition or phase transformation at the
temperatures used to anneal KDP. Consequently, laser
conditioning is the only option [22.139].

Simulation of the Mechanism of LID
Understanding the susceptibility of KDP crystals to
laser-induced damage (LID) at high laser fluence an
order of magnitude below the expected intrinsic break-
down limits is a long-standing issue [22.7]. Recently,
Carr et al. [22.128] employed a novel experimental
approach in order to understand the mechanisms of
laser-induced damage of KDP crystal. Two notable
sharp steps in the damage threshold centered at 2.55 eV
(487 nm) and 3.90 eV (318 nm) are clearly demonstrated
in their experimental results (Fig. 22.53). Recent sim-
ulation study of KDP crystal seems to be targeted at
the wavelength dependence of laser-induced damage to
support the defect-assisted multistep photon mechanism
proposed by Carr et al. [22.128].

The effect of neutral and charged H-interstitial and
H-vacancy on laser damage was investigated by Liu
et al. [22.140]. They reported that the bandgap of the
neutral H-interstitial and positively charged H-vacancy
are greatly reduced to 2.6 and 2.5 eV, respectively. This
result is well consistent with the first sharp step at
2.55 eV and suggests that these two types of defects
may be responsible for lowering the damage threshold
in KDP crystal [22.128]. Wang et al. [22.141] explained
that −2 charged O-interstitials are responsible for laser-
induced local collapse.

In Liang’s work [22.138], an ab initio study of
[SO4]2− in KDP is presented [22.142]. [SO4]2− is such
a common impurity ion in KDP raw materials that
point defects of [PO4]3− replaced by [SO4]2− are eas-
ily created during crystal growth [22.143]. The same
simulation model as that adopted by Liu et al. [22.140]
and Wang et al. [22.141] was used, which made it
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Fig. 22.53 Wavelength-dependent damage threshold (af-
ter 22.128)
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Fig. 22.54 Total density states of KDP
([SO4]2−)

(af-
ter 22.138)

possible to compare between different works. In the
density of states (DOS) of KDP containing [SO4]2−
(Fig. 22.54), it is shown that the bandgap has reduced
to 3.90 eV (318 nm), which can induce laser absorp-
tion at 318 nm [22.138]. The results of this study
are consistent with the experimental work of Carr
et al. [22.128]. So, it can be speculated that sulfate sub-
stitution accounts to some extent for the second sharp
step.
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Growth and C23. Growth and Characterization
of Silicon Carbide Crystals

Govindhan Dhanaraj, Balaji Raghothamachar, Michael Dudley

Silicon carbide is a semiconductor that is highly
suitable for various high-temperature and
high-power electronic technologies due to its
large energy bandgap, thermal conductivity,
and breakdown voltage, among other out-
standing properties. Large-area high-quality
single-crystal wafers are the chief require-
ment to realize the potential of silicon carbide
for these applications. Over the past 20 years,
considerable advances have been made in sil-
icon carbide single-crystal growth technology
through understanding of growth mechanisms
and defect nucleation. Wafer sizes have been
greatly improved from wafer diameters of
a few millimeters to 100 mm, with overall dis-
location densities steadily reducing over the
years. Device-killing micropipe defects have
almost been eliminated, and the reduction in
defect densities has facilitated enhanced un-
derstanding of various defect configurations
in bulk and homoepitaxial layers. Silicon car-
bide electronics is expected to continue to grow
and steadily replace silicon, particularly for
applications under extreme conditions, as higher-
quality, lower-priced large wafers become readily
available.

23.1 Silicon Carbide – Background and History 797
23.1.1 Applications of SiC ........................ 798
23.1.2 Historical Development

of SiC Crystal Growth ..................... 798

23.2 Vapor Growth ....................................... 799
23.2.1 Acheson Method .......................... 799
23.2.2 Lely Method ................................ 799
23.2.3 Modified Lely Method ................... 800
23.2.4 Sublimation Sandwich Method ...... 800
23.2.5 Chemical Vapor Deposition ............ 800

23.3 High-Temperature Solution Growth ....... 801
23.3.1 Bulk Growth ................................ 801
23.3.2 Liquid-Phase Epitaxy.................... 802

23.4 Industrial Bulk Growth
by Seed Sublimation ............................. 802
23.4.1 Growth System............................. 803
23.4.2 Seeding and Growth Process .......... 804

23.5 Structural Defects
and Their Configurations ....................... 805
23.5.1 Micropipes

and Closed-Core Screw Dislocations 806
23.5.2 Basal Plane Dislocations in 4H-SiC .. 809
23.5.3 Threading Edge Dislocations (TEDs)

in 4H-SiC..................................... 814

23.6 Concluding Remarks ............................. 816

References .................................................. 817

23.1 Silicon Carbide – Background and History

Silicon carbide (SiC), one of the oldest known semicon-
ductor materials, has received special attention in recent
years because of its suitability for electronic and op-
toelectronic devices operating under high-temperature,
high-power, high-frequency, and/or strong radiation
conditions, where conventional semiconductor mater-
ials such as silicon, GaAs, and InP are considered to
have reached their limits. SiC exists as a family of
crystals with more than 200 polytypes and a bandgap

range of 2.4–3.3 eV. As a wide-bandgap material, SiC
possesses many superior properties, e.g., a larger op-
erating temperature range, a high critical breakdown
field (Ecr), high resistance to radiation, and the ability
to construct visible-range light-emitting devices [23.1].
It also distinguishes itself by a combination of high
thermal conductivity (higher than that of copper), hard-
ness second only to diamond, high thermal stability, and
chemical inertness.
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798 Part D Crystal Growth from Vapor

23.1.1 Applications of SiC

High-Temperature Applications
Current and future applications of electronic compo-
nents have placed much more critical environmental
requirements on semiconductors [23.2]; for example,
high-temperature electronic components and systems
can play an important role in many areas, e.g., air-
craft, spacecraft, automotive, defense equipment, power
systems, etc. For reliable functioning of electronic de-
vices under extreme conditions they need to withstand
high temperatures. SiC appears to be a desirable can-
didate because of its high working temperature as well
as Debye temperature. As reported by Chelnokov and
Syrkin [23.2], 6H-SiC is superior to Si, GaAs, GaN,
and AlN for high-temperature application. SiC can
also find applications in sensors for high-temperature,
high-pressure, and highly corrosive environments (e.g.,
combustion systems, gas turbines, and in the oil indus-
try) [23.3]; for example, pressure sensors based on SiC
thin layers deposited on an insulator structure have been
successfully used to measure the pressure in a com-
bustion engine up to 200 bar at temperatures up to
300 ◦C [23.4].

High-Power Devices
Power semiconductor devices are important for regula-
tion and distribution of electricity. Since the efficient use
of electricity depends on the performance of power rec-
tifiers and switches, further improvements in efficiency,
size, and weight of these devices are desirable. SiC has
a high breakdown strength, and therefore it is possible
to dope it at higher concentration while still having thin-
ner layers for a given blocking voltage compared with
corresponding Si devices [23.4]. Indeed, power losses
can decrease dramatically with the use of SiC-based
devices. Another desirable property of SiC for power
application is its high thermal conductivity, which
can facilitate quick dissipation of heat generated in
the component. SiC power metal–oxide–semiconductor
field-effect transistors (MOSFETs), diode rectifiers, and
thyristors are expected to function over wider voltage
and temperature ranges with superior switching charac-
teristics.

High-Frequency Devices
Cellular phones, digital television (TV), telecommu-
nication systems, and radars have made microwave
technology an essential part of everyday life. Al-
though some high-power microwave semiconductor
components have existed for a long time, e.g., Gunn,

impact ionization avalanche transit time (IMPATT),
and trapped plasma avalanche transit time (TRAPATT)
diodes, these devices can only operate in parametric am-
plifiers, which are much more difficult to manufacture
and tune. SiC-based microwave transistors are predicted
to produce more efficient microwave systems and fur-
ther expand their existing applications [23.4]. Silicon
carbide static induction transistors (SITs) and metal
semiconductor field effect transistors (MESFETs) have
already been developed for these applications.

Optoelectronic Applications
The special physical and optical properties of SiC have
been further exploited to fabricate bright blue and green
light-emitting diodes (LEDs) [23.5]. In terms of man-
ufacturing, there are several advantages to using SiC as
a substrate material, such as easier handling and cheaper
processing. SiC is also being used as a substrate for
the growth of GaN, an important material for LEDs.
Compared with GaN growth on sapphire substrates, it
is possible to obtain structurally more perfect epitaxial
GaN layers on SiC due to the smaller lattice mismatch
and closer match of thermal expansion coefficients.

The primary requirement for SiC-based devices is
the production of high-quality thin films, which in turn
requires high-quality substrates.

23.1.2 Historical Development
of SiC Crystal Growth

SiC has been known in the materials world since 1824.
It was recognized as a silicide of carbon in 1895 and
could be synthesized successfully by the Acheson pro-
cess [23.6] using sand and coke. SiC-based LEDs were
made as early as 1907 using small SiC crystals obtained
from the cavities formed in the Acheson system. In
1955, Lely demonstrated the growth of SiC on a porous
SiC cylinder by vapor condensation [23.7]. This method
was further refined by Hamilton [23.8] and Novikov and
Ionov [23.9], and is commonly referred to as the Lely
method. Based on this method SiC platelets were pre-
pared in the laboratory for several different applications.
Halden [23.10] grew single crystals of SiC using Si melt
solutions, but this method was not continued because of
the difficulty in obtaining larger crystals. Kendal [23.11]
later proposed a method of cracking of gaseous com-
pounds containing C and Si at high temperature to form
SiC crystallites, which is probably the basis for today’s
SiC chemical vapor deposition (CVD) technology.

A real breakthrough occurred in 1978 when Tairov
and Tsvetkov [23.12] demonstrated seeded growth of
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SiC using the sublimation method. Since Tairov and
Tsvetkov used Lely’s concept of vapor condensation,
their method is commonly known as the modified
Lely method. Further research on bulk growth is only
a refinement and improvement of this technology. Com-
mercially SiC wafers were first made available by Cree
Research, Inc., in 1991 [23.13]. The availability of

SiC wafers in recent years has spurred extensive re-
search on epitaxial growth. Matsunami group’s [23.14]
research in establishing step-controlled epitaxy is a no-
table development in optimizing SiC epitaxial growth
morphology. Today, 100 mm SiC wafers are routinely
available commercially, and overall defect densities
show gradual improvement.

23.2 Vapor Growth

Unlike most semiconductor crystals, melt growth meth-
ods cannot be adopted for growth of silicon carbide
since it is not possible to melt SiC under easily achiev-
able process conditions. The calculated values show
that stoichiometric SiC would melt only at above
10 000 atm and 3200 ◦C [23.15]. Because of these rea-
sons, single crystals of silicon carbide are grown using
techniques based on vapor growth, high-temperature
solution growth, and their variants. Since SiC read-
ily sublimes, physical vapor growth can be easily
adapted and has become the primary method for grow-
ing large-size SiC boules. On the other hand, SiC
can also dissolve in certain melts, e.g., silicon, which
makes melt solution growth a possible technique. This
method is predominantly used for growing single-
crystal films.

23.2.1 Acheson Method

Commercial production of SiC was established as early
as in 1892 [23.6] using the Acheson method. This
process is primarily used for synthesis of low-purity
polycrystalline material. The Acheson method also
yields spontaneously nucleated SiC platelets of incom-
plete habit. In this process, a predetermined mixture
of silica, carbon, sawdust, and common salt [23.16]
(e.g., 50% silica, 40% coke, 7% sawdust, 3% salt) is
heated by resistive heating of the core of graphite and
coke placed at the center of the furnace. The furnace is
heated to 2700 ◦C and maintained at that temperature
for a certain amount of time, and then the temperature
is gradually decreased. During the thermal cycle, dif-
ferent regions of the reactants are subjected to different
temperatures. In between the outermost and innermost
regions, the temperature reaches above 1800 ◦C and the
mixture transforms to amorphous SiC. In the core re-
gion, SiC is formed first but as the temperature increases
it decomposes into graphite and silicon. The decom-
posed graphite remains at the core and the silicon vapor
reacts with the carbon in the adjacent cooler regions

to form SiC. Crystalline SiC is therefore formed out-
side the graphite layers. The common salt reacts with
metallic impurities and escapes in the form of chloride
vapors, improving the overall purity of the charge. The
reaction yields predominantly 6H-SiC polycrystalline
materials. Platelet crystals up to 2–3 cm are formed
in some hollow cavities. This method does not yield
reproducible quality and dimensions of single crystals
and hence is not suitable for commercial production, al-
though one can obtain SiC platelets suitable for use as
seeds in physical vapor growth.

23.2.2 Lely Method

In the Lely method, developed in 1955 [23.7], SiC
lumps are filled between two concentric graphite
tubes [23.8]. After proper packing, the inner tube is
carefully withdrawn, leaving a porous SiC layer inside
the outer graphite tube called the crucible. The crucible
with the charge is closed with a graphite or SiC lid and
is loaded vertically into a furnace. The furnace is then
heated to ≈ 2500 ◦C in an argon environment at atmo-
spheric pressure. The SiC powder near the crucible wall
sublimes and decomposes because of a higher temper-
ature in this region. Since the temperature at the inner
surface of the charge is slightly lower, SiC crystals start
nucleating at the inner surface of the porous SiC cylin-
der. These thin platelets subsequently grow larger in
areas if the heating is prolonged at this temperature.
Since crystals are nucleated on the lumps of SiC (at
the inner surface) and it is difficult to impose higher
supersaturation, there is no control over the nucleation
process, leading to platelets of incomplete hexagonal
habit. The original Lely method was later improved by
Hamilton [23.8] and others [23.9], where SiC charge is
packed in between the two annular graphite cylinders.
The outer cylinder (crucible) is thick whereas the in-
ner cylinder is thin and porous and acts as a diaphragm.
The sublimed SiC vapor passes through the small holes
in the diaphragm, and crystals are nucleated at the inner
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surface. Thick layers of SiC are also deposited on the
lids at both ends. This modification offers slightly bet-
ter control over the number of nucleation sites and yield,
and crystals up to 20 × 20 mm2 have been grown using
this method. Good-quality, larger crystals are obtained
when the temperature variation in the cavity is small and
the Ar pressure is maintained at about 1 atm [23.9]. Sim-
ilar to the Acheson process, crystals of 6H polytype are
predominantly produced by this method. The amount
of crystals of other polytypes, such as 15R and 4H,
depends on the growth temperature and dopant. Even
though Lely platelets show good structural perfection,
they have nonuniform physical and electrical character-
istics. Also, since the yield is low (≈ 3%), this method is
not suitable for industrial production. The Lely method
is, however, ideal for producing platelets of high struc-
tural perfection that can be used as seed crystals in bulk
growth using other methods.

23.2.3 Modified Lely Method

In 1978, Tairov and Tsvetkov [23.12] developed
the seeded sublimation growth technique, commonly
known as the modified Lely method. They succeeded
in suppressing the widespread spontaneous nucleation
occurring on the (inner) graphite cylinder wall and
achieved controlled growth on the seed (Fig. 23.1). This
method also led to the control of polytypes to some
extent. In the modified Lely method, growth occurs in
argon environment at 10−4 –760 Torr in the temperature
range of 1800–2600 ◦C and the vapor transport is fa-
cilitated by a temperature differential, ΔT = T2 ≈ T1,
between the seed and the source material. The seed
temperature T1 is maintained slightly lower than the
source temperature. The kinetics of the transport of Si-
and C-containing species are primarily controlled by the
diffusion process.

Source
material

Seed

Crystal 
boule

Source
material

Graphite
crucible

Porous
graphite
cylinder

Graphite
powder

Graphite
crucible
Crystal 
boule
Seed

b)a)

Fig. 23.1a,b Modified Lely method: (a) seed at the bottom, and
(b) seed at the top

There are two different designs of the seeded sub-
limation growth system based on the locations of the
charge and seed. In earlier work [23.17–19], the source
SiC was placed in the upper half of the graphite
crucible in a circular hollow cylindrical configuration
between the crucible and a thin-walled porous cylinder
(Fig. 23.1a). The seed platelet was held on a pedestal in
the lower half of the crucible. Using this configuration,
Ziegler et al. [23.17] grew 20 mm-diameter 24 mm-long
crystals while Barrett et al. [23.18] succeeded in grow-
ing 6H-SiC of 33 mm diameter and 18 mm length. In the
second configuration [23.15,20–24] (Fig. 23.1b), which
is commonly used today, the source material is held at
the bottom of the crucible and the seed plate on the
top. No graphite diaphragm is used in this configura-
tion. This arrangement has a high yield (90%) [23.25]
and has therefore become the industry standard for pro-
duction of SiC boules.

23.2.4 Sublimation Sandwich Method

The sublimation sandwich method (SSM) is another
variant of physical vapor transport (PVT) growth where
the growth cell is partially open and the environment
containing Si vapor may be used to control the gas-
phase stoichiometry [23.26–30]. The source material
consists of a SiC single-crystal or polycrystalline plate
with small source-to-crystal distance (0.02–3 mm).
There are several parameters, such as the source-
to-substrate distance, small temperature gradient, and
presence of Ta for gettering of excess carbon, that can
be used to control the growth process. A high growth
rate is achieved mainly due to the small source-to-seed
distance and a large heat flux onto a small amount of
source material with a low to slightly moderate temper-
ature differential between the substrate and the source
(0.5–10 ◦C). While growth of large boules is quite dif-
ficult, this method is quite promising for better-quality
epitaxial films with uniform polytype structures.

23.2.5 Chemical Vapor Deposition

Chemical vapor deposition (CVD) is a popular method
for growing thin crystalline layers directly from the gas
phase [23.14, 31–33]. In this process a mixture of gases
(source gases for Si and C, and carrier gas) is injected
into the growth chamber with substrate temperatures
above 1300 ◦C. Silane is the common Si source, and
a hydrocarbon is used for C. Propane is quite popu-
lar, but methane is of interest because of its availability
with very high purity, although it has lower carbon
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cracking efficiency. The carrier gas is high-purity H2,
which also acts as a co-reactant. Conventional Si and
C source molecules, called multiple-source precur-
sors, have been used successfully, and reproducible
CVD epitaxial films have been produced. However, the
single-source CVD SiC precursor shows several ad-
vantages over the multiple-source precursors, including
a lower growth temperature (less than 1100 ◦C).

The first successful large-area, heteroepitaxially
grown 3C-SiC was obtained by Nishinov et al. [23.34]
on a high-quality commercial Si wafer. With the avail-
ability of 6H-SiC wafers grown by the modified Lely
method, homoepitaxial growth of 6H-SiC and het-
eroepitaxial growth of 3C-SiC have been achieved with
good success [23.14]. SiC epitaxial growth is mainly
performed on 4H and 6H substrates. Growth on the Si
face is preferred because of the superior quality and
well-understood doping behavior. In general, the qual-
ity of films obtained on the (0001) face is poor, but
this problem can be overcome by using a wafer mis-
oriented by 3−8◦ from the basal plane to control the
morphology of the deposited epilayer [23.14], a pro-
cess referred to as step-controlled epitaxy. Doping of
the film is obtained in situ during the growth of each
epilayer by flowing either a p-type or n-type source gas.
The growth rates of CVD processes are low, a few tens
of microns per hour, generally making it unsuitable for
boule production. The rate can be increased by increas-
ing the deposition temperature, but this makes control of
the process much more difficult and also results in many
other problems such as homogeneous nucleation in the
gas phase. The high-temperature CVD (HTCVD) pro-

cess [23.35, 36] is an improved version that can yield
thicker films and higher growth rates. In HTCVD the
substrate is placed at the top of a vertically held graphite
susceptor, similar to the crucible used in the modified
Lely method, with holes at the bottom and top. The
gaseous reactants are passed from the bottom of the
susceptor upwards through the hole at the bottom. To
maintain the growth for a long time and obtain the max-
imum deposition on the substrate, the temperature of the
susceptor wall is kept high and the substrate temperature
is kept slightly lower. In principle, SiC growth by this
method can be continued for longer periods, and bulk
crystals can be obtained. The hot-wall CVD reported by
Kordina et al. [23.37] is probably a good method to pro-
duce uniform epitaxial films on large-diameter wafers.
In this approach, the CVD reactor is made of a sin-
gle graphite block with a protective SiC layer. It has
an elliptical outer cross-section with a rectangular ta-
pered hole which runs through the entire length. The
substrate wafers are placed appropriately on both sides
of the rectangular slit. The mixture of gaseous precur-
sors with carrier gas is passed through the reactor from
the end containing the larger hole. The tapered hole
compensates for severe depletion of Si and C content
in the reactant. The flow rate of the gas can be suf-
ficiently large. This design provides good temperature
homogeneity, and epitaxial films of excellent thickness
uniformity can be obtained. The surface morphology of
the film can be controlled by choosing off-c-oriented
substrate. Recent technological developments have al-
lowed the growth of uniform epitaxial films on wafers
as large as 100 mm in diameter [23.38–41].

23.3 High-Temperature Solution Growth

23.3.1 Bulk Growth

Carbon is soluble in a Si melt, which enables growth
of SiC from high-temperature solution. The solubility
ranges from 0.01% to 19% in the temperature interval
1412–2830 ◦C [23.20], although at high temperatures
the evaporation of silicon makes the growth unstable.
The solubility of carbon can be increased by adding
certain transition metals to the Si melt [23.42]. In prin-
ciple, this can enable growth of SiC from saturated
solution by seeded solution growth. Unfortunately there
is no crucible material that can remain stable at the
required temperatures and with these melts, and also
the evaporation of the Si melt poses a serious prob-

lem at higher temperatures. It is also speculated that
the incorporation of the added metals into the growing
crystal is too high to be acceptable for semiconduc-
tor applications [23.20]. These difficulties restrict the
application of this method to bulk growth of SiC.
Halden [23.10], however, has grown SiC platelets from
Si melt at 1665 ◦C on a graphite tip in Czochralski
configuration. Epelbaum et al. [23.43] have obtained
SiC boules of 20–25 mm diameter and 20 mm length
at pull rate of 5–15 mm/h in the temperature range
of 1900–2400 ◦C at Ar pressure of 100–120 bar. Even
though solution-grown crystals free of micropipes have
been produced, they contain a number of flat silicon
inclusions and show rather high rocking-curve width.
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Because of the high temperature and high pressure in-
volved in this process, the method is not considered
economic for large-scale production.

23.3.2 Liquid-Phase Epitaxy

Even though the high-temperature solution method for
SiC poses enormous difficulties and is not popular for
bulk growth, it has been successfully adopted for growth
of thin films by liquid-phase epitaxy (LPE). Indeed,
LPE has been used for production of several SiC-based
optoelectronic devices [23.17]. In LPE, semiconductor-
grade silicon is used as a solvent in a graphite crucible.
Carbon from the graphite crucible dissolves in the
Si melt and is transported to the surface of the SiC
substrate, which is placed at the bottom of the cru-
cible at a relatively lower temperature. Bright LEDs
have been fabricated using this process. However this
method suffers from several setbacks such as crack-
ing of the film due to differential thermal contraction
while solidifying and the cumbersome process of ex-
traction of the substrate containing the epitaxial film
by etching off the solidified Si. These problems can be
overcome using a dipping technique [23.44]. In this im-
proved process a SiC substrate attached to a graphite
holder is dipped into the molten Si heated by an in-
duction furnace and is kept in the lower-temperature
region of the crucible. The substrate is withdrawn from
the melt after obtaining growth of the epitaxial film
of a desired thickness. The growth is performed in
an Ar environment at 1650–1800 ◦C, and the typi-
cal growth rate is 2–7 μm/h. Doping is obtained by
adding Al to the Si melt for p-type layer, and Si3N4

powder to Si for n-type. It is also possible to obtain n-
type film by passing N2 gas along with Ar. Epitaxial
films obtained on (0001) 6H-SiC substrate have shown
degradation in LED performance. This problem can be
resolved by using substrates misoriented with respect
to the c-axis by a few degrees (3−10◦), which leads to
better polytype control and improved surface morpholo-
gies [23.14]. The method is known as step-controlled
epitaxy and has led to improved quality of the film
and thereby reliable device performance. A better epi-
taxial surface morphology is obtained by this process,
which has been explained based on the nucleation con-
cept [23.14].

It is possible to lower the growth temperature range
by selecting an alternative melt which has a higher solu-
bility than Si. Tairov et al. [23.45] have used Sn and Ga
melts in the temperature range of 1100–1400 ◦C and
have produced LPE layers by using a sliding boat tech-
nique. Dmitriev et al. [23.46] have grown p–n junctions
in the temperature range of 1100–1200 ◦C. In addition
they have demonstrated container-free epitaxial growth
of 6H- and 3C-SiC films in which the melt is held by an
electromagnetic field. This method has the advantage of
mixing induced by the electromagnetic forces [23.47].
Recently, Syvajarvi et al. [23.48] used a special sand-
wich configuration in LPE and succeeded in obtaining
growth rates as high as 300 μm/h. One of the main at-
tractions of LPE of SiC is the potential for filling of
micropipes. The substrate, after filling of micropipes,
does not reveal the presence of micropipes by either op-
tical microscopy or etching [23.35]. However, detailed
analysis is needed to understand the defect configura-
tion around the filled core of the micropipes.

23.4 Industrial Bulk Growth by Seed Sublimation

Seeded sublimation growth, commonly known as the
modified Lely method, is the only method that has been
implemented by industry. The method has spurred in-
tense worldwide research activity in recent years and
has become a standard method for growing SiC crys-
tals [23.12, 17–24, 49–51]. The instrumentation and
technology involved in bulk growth of SiC are com-
plex, and hence the availability of large-size crystals
is still limited. This is primarily due to the fact that
the operating temperatures are extreme, and moni-
toring and control are difficult [23.20]. Even today,
only a few companies are successful in producing
SiC boules of reasonable quality and size. The main

constraint is the difficulty in determining the opti-
mum growth conditions for the modified Lely method,
such as the right combination of pressure, temper-
ature, temperature gradient, charge size, geometric
configuration, etc. It is not feasible to determine the
exact thermal conditions in the growth zone exper-
imentally due to high operating temperatures and
opacity of the graphite crucible. In spite of these
limitations, great success has been achieved in the in-
dustrial production of SiC crystals in terms of crystal
perfection and size [23.52–55]. Numerical modeling
and simulation have been of great help in this en-
deavor [23.56].
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23.4.1 Growth System

As described earlier, there are two main configurations
for seeded sublimation growth (Fig. 23.1). The second
configuration [23.20, 50, 54, 55], where the source ma-
terial is held at the bottom of the crucible and the
seed plate is fixed onto the crucible lid, is the system
commonly used today (Fig. 23.1b). This arrangement
yields a higher growth rate compared with the other ap-
proach, because of the smaller source-to-seed distance.
Also, since the growing surface is facing downwards,
there is no danger of incorporation of charge particles
into the growing crystal as in the first case (Fig. 23.1a)
where particulates can fall from the top. The main dis-
advantage of this configuration is that, in a system for
growing larger-diameter boules, maintaining tempera-
ture uniformity in the source material becomes difficult.
The first configuration is slightly less susceptible to
temperature and pressure fluctuations. The operating
temperature range of seeded sublimation growth is
1800–2600 ◦C [23.12], with the actual temperature for
growth depending on many different process condi-
tions. Induction furnaces operating at lower frequencies
(4–300 kHz) [23.17, 58] are commonly used for the
modified Lely method. The optimum operating fre-
quency of the induction furnace is 10 kHz, which
corresponds to a reasonably high skin depth for the
graphite crucible. Recently, efficient solid-state induc-
tion furnaces have become readily available, and these
low-frequency generators preferentially couple with the
susceptor and crucible, with minimum induction on the
graphite insulator. Additionally, in an induction furnace,
it is possible to vary the temperature gradient at the ini-
tial stage as well as during the run. Another advantage
of the induction furnace over the resistive furnace is
the minimal thermal insulation required as the heat is
generated directly on the susceptor and crucible. The
dimensions and number of turns of the induction coil
are selected based on geometric considerations, the tem-
perature and temperature gradients desired, and heat
losses.

The main chamber of the SiC growth system
(Fig. 23.2) is a vertically mounted double-walled water-
cooled assembly that consists of two concentric quartz
tubes sealed with vacuum-tight end flanges using dou-
ble O-ring seals on ground surfaces of the quartz
tubes. Cooling water is circulated between the con-
centric quartz tubes from bottom to top, although
Yakimova et al. [23.49] have shown that it is also
possible to use an air-cooled quartz enclosure. The
hot zone consists of a high-density graphite crucible
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Fig. 23.2 Schematic of the SiC growth system (after
[23.57])

and susceptor surrounded by rigid graphite insulation.
Because of the higher resistivity of the rigid insula-
tion compared with that of the graphite susceptor and
crucible, heat is generated primarily on the susceptor
by eddy currents induced by the low-frequency mag-
netic field. The graphite components of the growth
chamber, particularly the crucible and susceptor, are
treated at high temperatures in fluorine atmosphere
to remove metallic impurities. The design of the hot
zone is modified based on the requirements of the ax-
ial and radial gradient. This is accomplished with the
help of computer modeling [23.56] and prediction of
the temperature profile as a function of the growth
front.

The normally practiced measurement procedure is
to monitor temperatures of the top (T1) and bottom (T2)
surfaces of the graphite crucible using two color py-
rometers (Fig. 23.2). The temperatures are controlled
by varying the output power of the induction furnace.
Often, the induction coil is mounted on a motorized
linear vertical translation stage, and the position of the
coil is changed during the growth to vary the temper-
ature gradient and the seed temperature. The vertical
growth chamber is connected to a high-vacuum sys-
tem to obtain initial degassing (at 10−7 Torr) as well
as to maintain the required vacuum (e.g., 10–100 Torr)
conditions during growth. Maintaining vacuum at a pre-
determined value, as closely as possible, is essential to
control the growth rate.
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23.4.2 Seeding and Growth Process

After repeated degassing and baking of the growth
zone, the chamber is filled with Ar gas. The Ar partial
pressure is maintained at about 600 Torr–1 atm while
heating to the maximum required growth temperature
(2200–2400 ◦C). The coil position is adjusted such that
a desirable temperature gradient of 10–20 ◦C/cm is
obtained. The seed temperature T1 and the tempera-
ture differential ΔT can be varied by changing the
coil position; however, T1 and T2 cannot be controlled
independently. The Ar pressure is brought down to
a lower value between 1 and 40 Torr at a predeter-
mined pumping speed to initiate the growth smoothly.
The axial temperature gradient influences the growth
rate, whereas the radial temperature gradient changes
the diameter of the crystal [23.56].

The main stages of the growth are:

1. Dissociative sublimation of SiC source
2. Mass transfer of gaseous species
3. Crystallization onto the seed

At a high temperature, the SiC source material de-
composes into several Si- and C-containing species
such as Si, C, SiC2, and Si2C. Since the crucible is made
of graphite, vapor species will react with the graphite
wall to form Si2C and SiC2, with the graphite crucible
acting like a catalyst. Details of the reaction kinetics
are described by Chen et al. [23.56]. The temperature
difference between the seed and source ΔT works as
a driving force and facilitates transport of vapor species,
mainly Si, Si2C, and SiC2. The presence of the tem-
perature gradient leads to supersaturation of vapor, and
controlled growth occurs at the seed. Initially, a high-
quality Lely plate is used as the seed crystal, and the
diameter of the growing crystal is increased by prop-
erly adjusting the thermal conditions. To grow larger
boules of approximately uniform diameter, wafers from
previously grown boules are used as seed discs.

The seed crystal is attached to the graphite top using
sugar melt [23.59], which decomposes into carbon and
gets bonded to the graphite lid. Optimizing this bonding
process is quite important, since the differential ther-
mal expansion between the seed and the graphite lid
can cause bending of the seed plate, leading to forma-
tion of domain-like structure, low-angle boundaries, and
polygonization [23.60]. Micropipes can form at such
low-angle boundaries. Any nonuniformity in seed at-
tachment, such as a void between the seed and the lid,
can cause variation in the temperature distribution, and
the heat dissipation through the seed may be altered.

This can result in uneven surfaces and depressions in the
growth front corresponding to the void. Evaporation of
the back surface of the seed crystal can create thermally
decomposed voids which can propagate further into the
bulk [23.59]. These voids can then become sources for
the generation of micropipes. Protecting the back sur-
face of the seed with a suitable coating eliminates these
voids. Seed platelet attachment to the graphite lid is one
of the important technical aspects of industrial growth.

If the growth process is not optimized, polycrys-
talline deposition due to uncontrolled nucleation may
occur. In addition to optimizing the Ar pressure and
temperature gradient to achieve controlled nucleation,
removal of a thin layer of the seed surface by thermal
etching, obtained by imposing a reverse temperature
gradient [23.61], has been found to be helpful. Etching
is also possible by oscillatory motion of the induction
coil. The in situ thermal etching helps in cleaning the
surface of the seed crystal before starting growth. In
some cases, a small amount of excess silicon is added to
the charge in order to maintain the Si vapor concentra-
tion and stabilize the growth of certain polytypes. The
growth of boule is initiated at a very slow rate and is
increased progressively by decreasing the pressure.

Depending on the design of the crucible and super-
saturation ratio, simultaneous growth of polycrystalline
SiC, predominantly 3C, occurs particularly on the
graphite lid surrounding the seed crystal. If the growth
conditions are not optimal, the polycrystalline SiC can
get incorporated into the boule near the periphery, lead-
ing to cracking due to high stresses. If the growth rate
of the boule is higher than the growth rate of poly-
crystalline SiC, smooth growth of the boule dominating
over the polycrystalline mass is favored. Design of the
crucible for increasing the diameter of the boule is nor-
mally accomplished through modeling [23.56].

Bahng et al. [23.62] have proposed a method of
rapid enlargement of the boule using a cone-shaped
platform, where enlargement depends on the taper angle
of the cone. It has been reported that, in this tech-
nique, the broadening of the boule is not affected by
the growth of polycrystalline SiC. After obtaining the
required diameter of boule, seed discs of larger diam-
eter are prepared from these boules for further growth
in a specifically designed hot zone suitable for pro-
moting predominantly axial growth. As growth of the
boule progresses, the temperature of the growing sur-
face changes, which can be compensated by moving
the induction coil. It is evident that the process parame-
ters must be optimized for a particular crucible design,
system geometry, and boule dimension.
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Among the numerous SiC polytypes, only 6H,
4H, 15R, and 3C have been studied for different ap-
plications. Polytypes 6H and 4H have been studied
extensively in bulk crystal as well as epitaxial form,
whereas 3C has been investigated predominantly in epi-
taxial form. Recently, work on bulk growth of 15R has
been initiated for MOSFET applications [23.63]. Crys-
tals of 4H polytype are grown in a narrow temperature
range of 2350–2375 ◦C at 5 mbar using (0001)C face of
4H seed plates [23.35]. A lower growth rate (0.1 mm/h)
is used in the beginning and then increased to 0.5 mm/h
after growing a 1 mm-long boule. Above 2375 ◦C the
4H polytype transforms into 6H; below 2350 ◦C, crys-
tal quality becomes a limiting factor. Among the SiC
polytypes, 6H is the most extensively studied, and the
reported growth temperature ranges vary widely, al-
though this may be due to differences in growth cell
configuration and temperature measurement conven-
tion. Snyder et al. [23.53] have reported the growth of
100 mm 6H boules at 2100–2200 ◦C and 5–30 Torr Ar
pressure with 10–30 ◦C/cm temperature gradient. The
clearly established result is that (0001)Si face should be
used for growth of 6H, whereas (0001)C face is needed
for growth of 4H. It seems that, for bulk growth of
15R, seed platelets of the same polytype are required.
Schulze et al. [23.64] have demonstrated growth of 15R
crystals on (0001)Si seed face at 2150–2180 ◦C with
5 ◦C/cm gradient. However, Nishiguchi et al. [23.58]
have shown that 15R polytypes can grow stably on both
C and Si of (0001) face at seed temperature not ex-
ceeding 2000 ◦C with growth rate controlled between
0.1 mm/h to 0.5 mm/h. In addition to temperature there
are several other parameters that can be used to control
polytype formation.

Growth of SiC boule depends on many parame-
ters, such as growth temperature, temperature gradient,
Ar pressure, crystal temperature, source-to-crystal dis-
tance, and the porosity of the source material [23.56].
Preparative conditions of the source material alter the

vapor species concentrations and vary the growth condi-
tions. Deviation from stoichiometry can lead to a lower
growth rate. The growth rate increases as the seed crys-
tal temperature increases. It also increases with the
temperature differential (T2 ∝ T1) and temperature gra-
dient but decreases with the source-to-seed distance.
The growth rate varies almost inversely with the Ar
pressure, and the trend is consistent with 1/P depen-
dence on the molecular diffusion coefficient [23.50].
There exists a saturation of growth rate at very low pres-
sures, and one would tend to select this growth regime,
but then control of the vapor composition becomes more
difficult.

The growth rates have been measured by induc-
ing growth bands by simultaneously introducing N2
gas along with the Ar flow at different intervals and
subsequent post mortem studies. In general, (0001)
plate is used as a seed, and growth proceeds along the
c-direction. Even though the crystal grows smoothly
on (0001) plate, this is also the favorable orientation
for nucleation of micropipes. There have been several
attempts [23.65, 66] to grow crystals on non-(0001)
orientation. Even though the micropipe density was re-
duced in the bulk, the generation of other types of
defects such as stacking faults on the basal plane,
which hinder electron transport in device applications,
increased. Presently, seeding is restricted to (0001) ori-
entation for industrial production of SiC boules.

Monitoring and controlling growth of SiC is very
difficult because of the use of opaque graphite materials
in the hot zone. Recently, radiography has been em-
ployed to study the growth interface during the growth
process [23.67]. This imaging technique has also re-
vealed the graphitization of the SiC source material,
which could reduce the growth rate as well as affect
the structural perfection of the growing boule. At-
tempts have also been made to study defect generation
during the growth process using in situ x-ray topogra-
phy [23.68].

23.5 Structural Defects and Their Configurations

Assessment of crystalline imperfections and growth
inhomogeneities in grown crystals is necessary to un-
derstand how they are formed and for the development
of engineering methods to eliminate them or minimize
their effect in order to obtain high-quality crystals re-
quired for electronic applications. SiC crystals grown
using different techniques can contain crystalline imper-

fections such as growth dislocations of screw character
with closed or hollow cores (micropipes), deformation-
induced basal plane dislocations, parasitic polytype
inclusions, planar defects (stacking faults, microscopic
twins, and small-angle boundaries), hexagonal voids,
etc. that affect device performance. A review of SiC
defect characterization efforts reveals that x-ray topog-
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raphy, and in particularly synchrotron white-beam x-ray
topography (SWBXT) [23.69–71], is superior to other
techniques such as chemical etching, atomic force mi-
croscopy (AFM), scanning electron microscopy (SEM),
transmission electron microscopy (TEM), and optical
microscopy-based methods, although these other tech-
niques can be used in a complementary manner. Defects
imaged by x-ray topography are primarily discussed in
this section.

23.5.1 Micropipes
and Closed-Core Screw Dislocations

Origin of the Hollow Core and Frank’s Theory
Among the various defects that exist in SiC crystals,
screw dislocations lying along the [0001] axis are the
most significant and are generally considered to be one
of the major factors limiting the extent of the applica-
tion of SiC. These screw dislocations (SDs) have been
shown to have Burgers vectors equal to nc (where c is
the lattice parameter along the [0001] direction in the
hexagonal coordinate space and n is an integer), with
hollow cores becoming evident with n ≥ 2 for 6H-SiC
and n ≥ 3 for 4H-SiC [23.69]. These latter screw dislo-
cations are generally referred to as micropipes (MPs),
and their hollow cores can be understood from Frank’s
theory [23.73], which predicts that a screw dislocation
whose Burgers vector exceeds a critical value in crys-
tals with large shear modulus should have a hollow core
with equilibrium diameter D related to the magnitude
of the Burgers vector b by

D = μb2

4π2γ
, (23.1)

where μ is the shear modulus and γ is the specific
surface energy. Experimentally, the diameter D can
be measured directly using SEM or AFM, while the
Burgers vector magnitude b can be obtained by de-
termining the step height of the growth spiral on the
as-grown surface using optical interferometry or AFM,
or directly using x-ray topography. Detailed experimen-
tal results indicate a directly proportional relationship
between D and b2 for micropipes in both 6H- and 4H-
SiC [23.69–71].

Growth Spirals and Screw Dislocations
Growth spirals observed on habit faces of as-grown SiC
crystals [23.74, 75] are a clear manifestation of screw
dislocations emerging on the growth surface. The emer-
gence of screw dislocations on a habit face produces
a ledge of height equal to the Burgers vector. The crys-

tal grows by attachment of molecules to the edge of this
ledge. The ledge is self-perpetuating and continues to be
present on the surface as long as the dislocation line in-
tersects the surface. The ledge winds itself into a circu-
lar or polygonal spiral with a dislocation line at the cen-
ter and, as the growth proceeds, the spiral apparently re-
volves. The step height of these spirals is equal to an in-
teger times c. Depending on the sign of the Burgers vec-
tor the spiral can revolve in a clockwise or anticlockwise
direction [23.69]. These spirals have been studied using
phase-contrast microscopy [23.76], scanning electron
microscopy (SEM) [23.76], and recently by atomic
force microscopy (AFM) [23.77]. When two screw dis-
locations of the same sign are present very close to each
other, their spirals spin without intersecting each other,
which are called cooperative spirals. Two dislocations
of opposite sign can form a closed loop.

Back-Reflection Observation
of Screw Dislocations

Screw dislocations in (0001)SiC wafers, of both
closed and hollow core (micropipes), can be effec-
tively characterized using back-reflection geometry in
SWBXT [23.78]. Figure 23.3, a typical back-reflection
topograph taken from a (0001)SiC wafer (grown by
Cree Research, Inc.), clearly reveals the screw dislo-
cations, both hollow and closed core, as white circular
spots surrounded by black rings. The distribution of mi-
cropipes and screw dislocations as well as their detailed
structures can be obtained from such images.

200 µm

Fig. 23.3 SWBXT back-reflection images of closed-core
(smaller white spots) and hollow-core (large white spots)
screw dislocation in a (0001) 6H-SiC wafer. The faint lines
connecting these screw dislocation images are basal plane
dislocation images [23.72]
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The circular white spots in Fig. 23.3 are not im-
ages of micropipes and closed-core screw dislocations
but are actually related to diffraction effects associ-
ated with the long-range strain fields of the screw
dislocations. Using a ray-tracing simulation based on
the orientation contrast mechanism, a model for qual-
itative and quantitative interpretation of topographic
observations in SiC has been developed [23.79–82].
It has been successfully used in back-reflection XRT
to clarify the screw character of MPs and also to
reveal the dislocation sense of threading screw dislo-
cations (TSDs)/MPs, the Burgers vectors of threading
edge dislocations (TEDs), the core structure of Shock-
ley partial dislocations, and the sign of Frank partial
dislocations [23.83–85]. Based on this ray-tracing prin-
ciple, images of micropipes and screw dislocations can
be rigorously simulated. Figure 23.4a shows a mag-
nified image of an 8c micropipe in 6H-SiC, while
Fig. 23.4b shows the simulated image of a screw dis-
location with Burgers vector of 8c (b ≈ 12.1 nm). It
is apparent that the simulation is in excellent agree-
ment with the recorded micropipe image. This proves
that micropipes in SiC are indeed pure screw dislo-
cations. The magnitude of the Burgers vector can be
estimated from the diameter of the screw dislocation im-
age, while the twist direction unambiguously indicates
the dislocation sense, i. e., the direction of the Burg-
ers vector [23.81]. Back-reflection section topographs
of micropipes recorded with a 20 μm-wide slit-limited
synchrotron beam can also reveal the sense of the screw
dislocation (Fig. 23.5a–d).

a) b)

c) d)

0

Fig. 23.5a–d Section topographs
showing the senses of screw disloca-
tions associated to micropipes. (a) and
(b) are simulated and recorded images
of a right-handed screw dislocation,
respectively; (c) and (d) are simulated
and recorded images of a left-handed
screw dislocation [23.80]

50 µm

a) b)

L L'

Fig. 23.4 (a) Back-reflection SWBXT image of an 8c micropipe
taken from a (0001) surface of a 6H-SiC crystal, with sample-to-
film distance of 20 cm. (b) Simulation of a screw dislocation with
Burgers vector |b| = 8c [23.80]

Grazing-Incidence Imaging
of Screw Dislocations

In the grazing-reflection geometry, the incident beam
makes an extremely small angle (less than 1◦) with re-
spect to the (0001) plane, but there is no limitation for
the exit angle of the diffracted beam. This is an es-
pecially useful geometry for characterizing micropipes
and screw dislocations as well as threading edge dis-
locations in SiC epitaxial films, since one can control
the penetration depth of x-rays at will by adjusting the
incidence angle. Figure 23.6a shows a 112̄8 topograph
taken with the recording x-ray film parallel to the (0001)
surface, in which the oval-shaped white spots are im-
ages of micropipes. The simulated images based on the
ray-tracing principle are shown in Fig. 23.6b, c [23.84].
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Fig. 23.6 (a) A (112̄8) grazing-incidence SWBXT image
of 4H-SiC. MPs appear as roughly oval shaped with vari-
ous orientations and dimensions. The MPs can be divided
into two groups according to the orientation of the white el-
liptical contrast. Examples of each kind are shown (marked
by “L” and “R”). Their images in back-reflection geometry
appear as complete circular shapes (insets, on a different
scale), indicating that they are isolated MPs (not MP pairs
or groups). Simulated (112̄8) grazing-incidence x-ray topo-
graphic images of left-handed (b) and right-handed (c) 8c
MPs at a specimen-to-film distance of 35 cm. Both images
appear as roughly white ellipses canted clockwise (a) or
counterclockwise (b) from vertical configuration [23.84]

The observed (Fig. 23.6a) and simulated (Fig. 23.6b,c)
images correlate very well. Simulation shows that left-
handed MPs appear as nearly elliptical features canted
clockwise, while right-handed MPs are canted counter-
clockwise.

Model for the Origin of Screw Dislocations
and Micropipes

Systematic observations of screw dislocation or mi-
cropipe formation processes using a variety of tech-
niques [23.77, 86–89] suggest that a possible mech-
anism for nucleation of micropipes in SiC involves
the incorporation of inclusions, which could be, for
example, graphite particles, silicon droplets, or even
voids, into the crystal lattice. Nucleation of screw dis-
locations at inclusions has been observed in several
systems [23.90–92]. The formation of screw disloca-
tion pairs from inclusions has been briefly proposed by

Chernov [23.93] for crystals grown from solution. This
approach has been extended to explain the observed
nucleation of screw dislocations in SiC [23.94]. This
model assumes that two macrosteps of different heights,
approaching each other on the growth surface, trap
a layer of foreign material (solvent, void or impurity)
on the growth surface. As a result of the higher rate of
feeding of the protruding edge than the re-entrant edge,
an overhanging ledge can subsequently be produced
as the crystal attempts to overgrow the inclusion and
incorporate it into its lattice. This overhanging ledge
is vulnerable to deformation and vibrations and, when
the macrostep meets the approaching macrostep, hori-
zontal atomic planes which were at the same original
height may no longer meet along the line where the two
steps meet. If the layer of foreign material constituted
a void (or transport gases), downward depression of the
overhanging ledge may be expected, whereas if it con-
stituted an impurity, deformation of the opposite-sense
dislocations might be expected. In order to accommo-
date this misalignment, screw dislocations of opposite
sign are created with Burgers vector magnitudes equal
to the magnitude of the misalignment. Since the de-
gree of misalignment depends on the relative size of
the two approaching steps and the lateral and vertical
extent of the inclusion, the production of dislocations
with a range of Burgers vectors becomes possible. In
fact, micropipe-related screw dislocations in SiC can
have Burgers vectors as large as several tens of times the
basic lattice constant along the c-axis [23.95]. In addi-
tion, in cases of large inclusions or groups of inclusions,
the deformation of the protruding ledge may be spread
over the length of the line along which they meet, result-
ing in the creation of distributed groups of opposite-sign
screw dislocations. These groups may not necessarily be
distributed symmetrically, but in all cases, the sum of
all the Burgers vectors of the dislocations created must
equal zero.

In SiC the sources of the growth steps involved in
the above-described model can be the vicinal nature of
the growth surface (which tends to be slightly dome
shaped), two-dimensional (2-D) nucleation, as well as
spiral steps associated with intersections of screw dislo-
cations with the surface. Differences in step height are
certainly conceivable when a vicinal step meets a spiral
step and can even occur when two spiral steps associ-
ated with screw dislocations of different Burgers vector
magnitude meet or if step bunching occurs for a group
of dislocations. Moreover, the merging of 2-D grown
islands also plays an important role in the formation of
growth steps as well as voids. These various sources in
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conjunction with the formation of inclusions thus pro-
vide opportunities for micropipes as well as closed-core
screw dislocations to be created during growth.

23.5.2 Basal Plane Dislocations in 4H-SiC

The primary slip plane for hexagonal 4H- and 6H-SiC
is the basal plane. It is therefore not surprising that
deformation-induced dislocations on the basal plane are
observed in both structures [23.97, 98]. An example is
shown in Fig. 23.7, which shows a transmission topo-
graph recorded from a 4H-SiC basal plane wafer. Also
shown in this figure is a grazing-incidence topograph
recorded from the same region of the 4H-SiC crystal.
Detailed Burgers vector analysis of these dislocations
can be easily performed. Observation of the morpholo-
gies of the basal plane dislocation (BPD) loops clearly
indicates that they are deformation induced and appear
to have been nucleated both at the crystal edges and at
the sites of micropipes/screw dislocations.

The Burgers vectors of the BPDs in SiC are
1/3〈112̄0〉, and two extra (112̄0) half-planes are associ-
ated with an edge-oriented BPD, as the magnitude of its
Burgers vector is twice the d-spacing of (112̄0) plane.
The BPD is energetically favorable to be dissociated

Dislocation line

b2 b1

b1'

b3'

b1

b3

b2

b4

b1''

b3''

b2''b2'

b4''

b4'

c

b4

b3

b

u

u

III: Si (g) + C (g)

II: C (g) + C (g)

IV: Si(g) + C (g)

I: Si (g) + Si (g)

Si (g)

Si (g)

Si (g)

Si (g)

C (g)

C (g) C (g)

C (g)

30° 30°

a) d)

b)

e)

c)

Si-face

SF

Basal plane

C-face

Si-face

Si-face Si-face

C-face

C-face C-face

I II

III IV

+θ–θ

θ

Fig. 23.8a–e Schematics showing Shockley partial dislocations of different core structures dissociated from a perfect
BPD. (a) Four regions defined according to the direction of Burgers vector with respect to the line direction of the
dislocation, assuming Si-face is facing up: (b) 30◦ < θ < 150◦, the BPD is dissociated into two Si-core partials; (c) 210◦ <

θ < 330◦, the BPD is dissociated into two C-core partials; (d) −30◦ < θ < +30◦, one Si-core and one C-core; (e) 150◦ <

θ < 210◦, one Si-core and one C-core. θ is defined in the inset of (a) (after [23.96])

200 µm 200 µm

Fig. 23.7a,b Transmission x-ray topograph ((a), g = [1̄1̄20]) and
grazing incidence ((b), g = [112̄8]) of 20 μm epilayer on 8◦ of-
fcut 4H-SiC substrate. Circular basal plane dislocations (BPDs)
anchored by SDs are seen. Some anchor points are marked by
arrows

into two Shockley partial dislocations with a stacking
fault (SF) area in between, and the equilibrium separa-
tion d of the two Shockley partial dislocations is given
by d = Gb2/4πγ , where G is the shear modulus, b is the
magnitude of the Burgers vector of the Shockley partial
dislocation, and γ is the energy of the SF. This equi-
librium separation is ≈ 330 Å for 4H-SiC, assuming the
SF energy to be 14.7 mJ/m2 [23.99].

The dislocation character of a BPD is determined
by the angle between its line direction and the Burg-
ers vector. Figure 23.8 illustrates the various cases when
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a perfect BPD is dissociated into Shockley partial dis-
locations [23.96]. The angle θ is the counterclockwise
angle from the line direction to the Burgers vector di-
rection (clockwise angles are negative); see the inset
of Fig. 23.8a. In region I, in which 30◦ < θ < 150◦,
the extra half-plane(s) associated with the BPD extend
toward the Si-face determined by the right-hand rule,
u × b. If 30◦ < θ < 150◦, when the BPD with Burgers
vector b1 is dissociated into two partial dislocations
of Burgers vectors b′

1 and b′′
1 (Fig. 23.8b), the angles

between b′
1/b′′

1 and their line directions (assuming the
same line direction as the BPD) will be in the range
(0◦, 180◦). The extra half-planes associated with the
two partials can be subsequently determined again by
right-hand rule: u × b′

1 and u × b′′
1; both are extending

toward the Si-face. Since the Shockley partials in SiC
are glide set dislocations, both partials are Si-core. Un-
der this circumstance, the SF will expand toward both
directions, as both partials are mobile. Similar mech-
anism can be applied for regions II, III, and IV. In
region II (Fig. 23.8c), both dissociated partials are C-
core and neither of them advances, while for regions III
(Fig. 23.8d) and IV (Fig. 23.8e), a Si-core and a C-core
partial are formed and the SF expands as the Si-core
partial advances. Notice that, if the Burgers vector of
the BPD is at 30◦/150◦/210◦/330◦ to its line direction,
it is dissociated into a screw-oriented and a C-core or
Si-core partial.

Susceptibility of Basal Plane Dislocations
in 4H Silicon Carbide

Dissociation of basal plane dislocations (BPDs) into
mobile silicon-core (Si-core) partial dislocations and
subsequent advancement of these partial dislocations
under forward bias pose a large challenge for the life-
time of SiC-based bipolar devices [23.100] since the
expansion of Shockley stacking faults (SFs) associ-
ated with the advancement of Si-core partials causes
the forward voltage to drop. Such expansion of basal
SFs is activated by the electron–hole recombination-
enhanced dislocation glide (REDG) process [23.101–
103]. Through detailed x-ray topography analysis of
a dislocation configuration formed after stacking fault
expansion under forward bias, the susceptibility of basal
plane dislocations to REDG has been determined. Fig-
ure 23.9 shows x-ray topographs (Fig. 23.9a–e) and
the schematic configuration after advancement of the
mobile partial. During the advancement of the partial,
it interacted with a few threading screw dislocations
(TSDs), and the final configuration obtained is shown
in Fig. 23.9f. The Burgers vector b of the original

BPD is determined to be 1/3(1̄1̄20), as indicated in
Fig. 23.9f. Thus, the original BPD is screw oriented
(θ = 0◦) and it is dissociated into a C-core and a Si-
core partial. This corresponds to the case in region IV

g g

P1

P1

P1

P2

P2

P2

U

SF

U

U

U

g

g g

b1

b1

b2
b2

b2

P2

P1

b2

b2

b

a) b)
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Fig. 23.9a–f REDG-activated SF after forward bias from
a screw-oriented BPD. (a) (112̄0) transmission topograph
showing the partials (P1 and P2) bounding the SF. The SF
area is out of contrast since g · R is equal to an integer;
(b) (1̄010) transmission topograph showing the SF; (c) P2
is out of contrast in the (21̄1̄0) transmission topograph, in-
dicating its Burgers vector of 1/3(01̄10); (d) P1 is out of
contrast in the (12̄10) transmission topograph, indicating
its Burgers vector of 1/3(1̄010); (e) (0008) back-reflection
topograph. The sign of P1 and P2 can be determined;
(f) schematics showing the SF configuration. The SF is ob-
tained via expansion of Si-core partial toward the bottom
edge of the view (dashed line) and interaction with TSDs.
The Burgers vector of each partial segment is labeled; the
Burgers vector b of the original BPD can be obtained and
it is screw-oriented (after [23.96])
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of Fig. 23.8, in which θ is between −30◦ and +30◦.
Thus, the susceptibility of the basal plane dislocations
to REDG process is determined by the counterclock-
wise angle θ from the line direction to its Burgers
vector. Basal plane dislocations with 30◦ < θ < 150◦
are most detrimental, as both partials will advance under
forward bias. If −30◦ < θ < 30◦ or 150◦ < θ < 210◦,
only one partial advances. Both partials are immobile if
210◦ < θ < 330◦ [23.96].

The Nucleation Mechanism
in 4H-SiC Homoepitaxial Layers

BPDs in 4H-SiC homoepitaxial layers result largely
from replication, during growth, of BPDs which inter-
sect the surface of the offcut SiC substrates, a process
which can be mitigated by the conversion of the

a)

c)

b)

d)

e) f)

Substrate

Epilayer
substrate

Epilayer
substrate

Basal plane

TED

TED

TED

Step flow

bBPD
BPDID

BPD

ID
BPDID

BPD

ID

TED

TED

TED

b

b
b

ID

b

BPD

BPD

TED

Fig. 23.10a–f Schematic showing the formation mechanism of a HLA. (a–e) Sequential stages in the process; (f) sum-
mary of process. The lighter-shaded planes in (a–f) indicate the basal plane on which the BPD lies in the substrate, while
the darker one lies in the epilayer. See text for details of the mechanism (after [23.104])

BPDs into threading edge dislocations (TEDs) [23.105],
which are not susceptible to REDG. While various
schemes have been developed to increase the conver-
sion rate to nearly 100% [23.106–109], BPDs which
intersect the surface in screw orientation are observed
to persist [23.110], and furthermore, they are observed
to nucleate half-loop arrays. By recording the behav-
ior of a half-loop array (HLA) from a Si-face epilayer
using ultraviolet photoluminescence (UVPL) imaging,
a model has been developed to explain the formation
of HLAs. Figure 23.10a shows a screw-type BPD with
Burgers vector 1/3[112̄0] intersecting the surface of
the substrate, which is expected to be replicated during
epitaxy, in contrast to those with significant edge com-
ponents, which are likely to be converted into TEDs. As
soon as the epilayer exceeds a critical thickness, as per
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the predictions of Matthews and Blakeslee [23.111], the
threading segment of the screw-oriented BPD will be
forced to glide sideways, leaving a trailing interfacial
segment in its wake at or near the substrate–epilayer in-
terface. During this glide process, the mobile threading
segment adopts more edge character near the growth
surface (Fig. 23.10b), rendering it susceptible to con-
version to a TED during continued growth. Slip in
SiC is confined to the basal plane, so that the sessile
TED segment pins the surface intersection of the mobile
BPD segment. During further growth, the TED seg-
ment is replicated while the mobile basal segment of
dislocation pivots about the pinning point, as shown in
Fig. 23.10c. At this juncture, part of the mobile BPD
segment can escape through the epilayer surface (creat-
ing a surface step of magnitude equal to the Burgers
vector), as shown in Fig. 23.10d, leaving two further
BPD surface intersections which, since they are not
in screw orientation, are susceptible to conversion to
TEDs. Upon conversion, one of these TEDs is con-
nected via a short BPD segment to the TED segment
created in Fig. 23.10b, thus creating a half-loop com-
prising two TEDs and a connecting BPD. The other
TED again acts as a pinning point for the still mobile
segment of threading BPD, as shown in Fig. 23.10e, as
the process repeats during continued growth as the TED
segments further replicate and the threading BPD seg-
ment continues to glide. The net result of this process is
an array of half-loops with short, large-edge-component
BPD segments, all deposited on the exact same basal
plane. The direction of the array is nearly perpendicu-
lar to the offcut direction, as summarized in Fig. 23.10f.

ii i

iii

iv

g g g

g

1 mm1 mm

1 mm

1 mm

[112
–
0]

TED

a) b)

d) e)

c)

Fig. 23.11a–e SWBXT images show-
ing BPD of interest inside dashed
frame. Offcut direction is horizon-
tal towards the right: (a) g = 1̄1̄20;
(b) g = 1̄100; (c) g = 01̄10;
(d) g = 1̄010. (e) Schematic showing
the originally screw-oriented BPD at
position i being converted into a TED
at its surface intersection at position ii
and beginning to act as a single-ended
Frank–Read source at positions iii
and iv (after [23.112])

The value of this angle depends on the competition be-
tween the growth rate and the rate of sideways glide of
the threading BPD segment.

Dislocation Behavior in SiC Single Crystals
Recently, the availability of 76 and 100 mm-diameter
4H-SiC wafers with extremely low BPD densities
(3–4 × 102 cm−2) has provided a unique opportunity to
discern details of BPD behavior which were previously
mostly unresolvable [23.113]. Figure 23.11a–d shows
typical x-ray topographs from a section of such a 4H-
SiC wafer (4◦ offcut towards [113̄0]). BPDs (g = 1̄1̄20)
belonging to the three 1/3〈112̄0〉(0001) slip systems
can be observed. For the dislocation inside the dashed
frame pinned at points a–d, at point a, there is a TSD
close to the surface intersection of the BPD which ap-
pears to be responsible for the pinning at that point,
while no TSD is present at point d. Conversion of the
BPD into a sessile TED at point d during growth creates
an effective single-ended pinning point for the BPD. As
the crystal grows, the BPD continues to glide, forming
a spiral configuration around the TED pinning point, as
shown schematically in Fig. 23.11e, thus operating as
a single-ended Frank–Read source [23.112].

Figure 23.12a–d shows images of a 1/3[112̄0] basal
plane dislocation exhibiting several loophole configura-
tions that is pinned at five points a–e (Fig. 23.12a). The
pinning at point a appears to have occurred close to the
wafer surface at a TSD, while no TSDs are observed at
any of the other pinning points. In this case, conversion
of BPD segments into TEDs occurs during growth but
also includes reconversion of the same TED into a BPD
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g g g

g
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500 µm [112
–
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d) e)
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1 2 3
4

Fig. 23.12a–e SWBXT images showing
dislocation loophole configurations. Offcut di-
rection is horizontal towards the right: (a) g =
1̄1̄20; (b) g = 1̄100; (c) g = 011̄0; (d) g =
1̄010. (e) Schematic showing the deflection of
the BPD gliding on basal plane 1 into a TED,
which then acts as a pinning point as the BPD
continues to glide, followed by deflection of
the TED onto basal plane 2 through over-
growth by a macrostep. The process repeats
through basal planes 3 and 4 (after [23.112])

in a process that repeats throughout the growth process.
This is shown schematically in Fig. 23.12e. The initial
BPD segment may have had screw orientation, but con-
tinued glide may cause it to move away from screw
orientation at its growth surface intersection, rendering
it susceptible to conversion into a TED. During further
growth, this short TED segment acts as a single-ended
pinning point for the BPD which continues to glide un-
der thermal stress. This TED can be redirected back
into the basal plane as a screw-oriented BPD through
overgrowth by a macrostep traveling from left to right.
Once back in the basal plane, the screw-oriented BPD,
being glissile, begins to glide in spiral configuration
about its single-ended TED pinning point. Again, once
the BPD moves away from screw orientation, it be-
comes more susceptible to conversion into a TED and
the whole process repeats, as shown schematically in
Fig. 23.12e, leading to the type of configuration ob-
served in Fig. 23.12a,c,d [23.112].

In Fig. 23.13a, the transmission topograph from near
the edge of a 75 mm wafer reveals several long, mostly
straight dislocation images running approximately in
the radial direction, e.g., at AB and CD. These disloca-
tions are growth induced and may have been redirected
from an originally threading orientation onto the basal
plane, for example, due to overgrowth by a macrostep.
These dislocations are associated with several over-
lapping stacking faults (Fig. 23.13b), the contrast from
which arises from the phase shift experienced by the x-
ray wave fields as they cross the fault plane [23.115].
Detailed analysis of the fault contrast on different re-
flections [23.114] indicates that there are three different
types of faults present here. The first type is a pure
Shockley fault, the second is a fault comprising the sum
of a Frank fault (c/4) and a Shockley fault, and the
third is a pure Frank fault (c/4). Figure 23.14a shows
the surface intersection of the TED core, where the two
extra (12̄10) half-planes correspond to the 1/3[12̄10]
Burgers vector. Note that, since the SiC structure com-

prises corner-sharing tetrahedra, overgrowth can only
occur if the stacking position of the underside of the
overgrowing step is able to maintain tetrahedral bond-
ing with the top side of the terrace being overgrown,
i. e., the stacking sequence rules, as, for example, de-
scribed in [23.116], must be obeyed. As the macrostep
advances over the surface outcrop, it is not able to ad-
mit the dislocation into itself so that the dislocation
is necessarily deflected into the direction of step flow,

g

g

g

g

–
11001

–
210

2
–
1

–
14

–
1011

1 mm 1 mm

1 mm1 mm

a) b)

c) d)

Fig. 23.13a–d SWBXT images recorded from a region near the
edge of a 75 mm wafer cut with 4◦ offcut towards [112̄0]: (a) 12̄10
reflection showing long straight dislocations, for example, at AB
and CD; (b) 1̄100 reflection from the same area, showing stack-
ing fault contrast. Faults of interest are numbered 1–9; (c) 1̄011
reflection from same area. Some of the fault images have disap-
peared on this image; (d) 21̄1̄4 reflection showing absence of all
fault contrast [23.114]
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a) b) c)

d) e) f)
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(BPD)
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partial
(BPD)
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Shockley
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(BPD)

Frank
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TED

Fig. 23.14 (a–f) Overgrowth of the surface outcrop of a TED by a macrostep converting it to a BPD. Once on the basal
plane, both Shockley partials are glissile and move in tandem; (b) overgrowth of a c+a dislocation with a c-height step.
After deflection, one Shockley is sessile and the other is glissile (after [23.114])

onto the basal plane. As this happens, the surface in-
tersections of the two extra half-planes are frozen into
the crystal and, in fact, define the line direction of the
resulting BPD, as shown in Fig. 23.13b,c. If these sur-
face intersections occur on an atomically flat terrace,
the resulting BPD will comprise two extra half-planes
on the exact same basal plane. Once on the basal plane,
the BPD can become glissile (i. e., mobile) if sufficient
basal plane shear stresses are available, and the glis-
sile partials (comprising one extra half-plane each) will
most likely separate to their equilibrium value of 20 nm
and track each other as they move; i. e., the leading
partial will fault the slip plane and the trailing par-
tial will unfault the plane. If the surface intersections
of the two extra half-planes occur on a region of sur-
face such that they straddle the riser of a surface step
which is parallel to them, it becomes possible for the
overgrowth to result in two partials lying on slip planes
separated by the height of the step, provided again that
the overgrowth process does not breach the stacking
rules [23.116].

Stacking faults are observed in the vicinity of what
appear to be deflected threading dislocations. Detailed
contrast analysis carried out on the faults is consistent
with the Burgers vectors for the original threading dislo-
cations of type c+a. The surface step (associated with
the screw component) created at the surface intersection
of the deflected dislocations creates a separation be-
tween the slip planes of the partials associated with the a
component of the dislocations, causing one to be sessile
and the other glissile. Glide of the glissile partial creates
the stacking faults, which can be pure Shockley (if the
original dislocation step is one unit cell high), Shockley
plus c/4 (if the step is split into c/4 and 3c/4 com-
ponents), or c/4 if a second c+a dislocation becomes
involved [23.114].

23.5.3 Threading Edge Dislocations (TEDs)
in 4H-SiC

In 4H-SiC, threading edge dislocations (TEDs) are dis-
locations with line directions roughly parallel to the
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c-axis and Burgers vectors in the c-plane. TEDs have
been observed to be one of the major components of
the LAGBs, and they play critical roles in the defect
structures in SiC, e.g., they act as a barrier for glid-
ing BPDs if the spacing between adjacent TEDs is
less than a critical value [23.117]. On {0001} wafer,
TEDs have a 1/3〈112̄0〉 Burgers vector. Thus six dif-
ferent directions of the TED Burgers vector, [1̄1̄20],
[121̄0], [21̄1̄0], [112̄0], [12̄1̄0], and [21̄1̄0], exist on the
4H-SiC epilayers, although all with the same Burgers
vector magnitude. Figure 23.15a shows a (112̄8) to-
pograph recorded from a 4H-SiC wafer [23.118]. The
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d) e)

f) g)
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–
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TSDs
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g

Fig. 23.15 (a) (112̄8) topograph showing various images of
TEDs. (b–g) Six different types of images of TEDs ob-
served in the topographs, probably corresponding to the six
types of TEDs

large roughly white circles are images of TSDs, as
marked in the figure. Other than the TSDs, smaller fea-
tures are also seen, corresponding to the TEDs with
various Burgers vectors. They appear as two dark arcs,
either separated by a white spot or canted to one side
or the other of the g vector. By carefully examining
the images of the TEDs in more than 50 topographs
recorded, six different configurations of TEDs were ob-
served and their highly magnified images are shown
in Fig. 23.15b–g. The topographic images of the ex-
pected six types of TEDs have been simulated by
ray-tracing method and are shown in Fig. 23.16. The
schematics of the six types of TEDs are illustrated at
the top of the figure, according to the extra atomic half-
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Fig. 23.16a–f Simulated (112̄8) grazing-incidence XRT
images of TEDs with six different Burgers vectors (a–f)
Top: six types of TEDs are illustrated according to the po-
sition of the extra atomic half-planes associated with them
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planes associated with them. They appear as two dark
arcs canted to one side or the other of the g-vector,
and these two dark arcs are either shifted vertically
(Fig. 23.15a, b) or separated by an area of white con-
trast (Fig. 23.15c–f). Their Burgers vectors are at 60◦,
120◦, 180◦, 240◦, 300◦, and 0◦ counterclockwise from
the g-vector on the x-ray films for Fig. 23.15a–f, respec-
tively. By comparing the simulated images in Fig. 23.15
and the observation in Fig. 23.16, one-to-one correspon-

dence can be seen. Thus, the Burgers vectors of the
TEDs can be revealed from a single-reflection (112̄8)
grazing-incidence x-ray topograph, based on their topo-
graphic contrast [23.118]. TED arrays in 4H-SiC prefer
to be oriented along 〈11̄00〉, and their Burgers vectors
are perpendicular to the arrays. This is consistent with
the fundamental dislocation theory that edge-oriented
dislocations tend to align perpendicular to their Burgers
vector to minimize the total strain energy.

23.6 Concluding Remarks

An extraordinary combination of physical and elec-
tronic properties makes silicon carbide a unique
material for devices in high-power, high-frequency,
high-temperature, and intense-radiation applications.
Recent developments in SiC bulk growth and epitaxial
film technology have greatly advanced SiC-based de-
vice technology. The modified Lely method has now
become a standard process for industrial production of
SiC boules. Wafers of 75 and 100 mm diameter are
commercially available from numerous vendors. Dislo-
cation densities have been reduced by optimizing the
crystal growth technology in conjunction with modeling
and computer simulation.

Defects, particularly micropipes, have nearly been
eliminated by improving the growth technique, opti-
mizing the process parameters, and developing better
understanding of defect generation and propagation.
Undesirable polytype inclusions have been understood
reasonably well, and it is now possible to grow a sin-
gle polytype using the modified Lely method. With
the availability of 6H-SiC wafers, research on epitax-
ial growth has increased tremendously. High-quality
films are being produced for different device applica-
tions using CVD techniques; in particular, HTCVD and
hot-wall CVD have yielded films of good uniformity.
Even though LPE of SiC is not as successful as CVD,
recent developments such as container-free LPE growth
show promise for better-quality films. In addition, the
quality of the epitaxial film and thereby the function-
ing of the device have been greatly improved by using
step-controlled epitaxy. High dopant incorporation can
be achieved using the site-competition technique.

Defects present in SiC crystals have been charac-
terized using x-ray topography and microscopy-based
techniques such as chemical etching, AFM, SEM, TEM,
and reflection and transmission optical microscopy.
Even though many of these techniques are used in
a complementary manner to obtain detailed informa-

tion on defects present in the crystal, x-ray topography,
particularly SWBXT, is quite superior to other meth-
ods in revealing defects present in SiC crystals.
Indeed, SWBXT has provided complete quantitative
characterization of both closed-core and hollow-core
(micropipes) screw dislocations as well as basal plane
dislocations and threading edge dislocations. It has also
given insights into the formation mechanisms of these
defects and various interesting configurations that can
be formed. Since SWBXT is capable of imaging de-
fects in a full-size wafer with devices fabricated on it,
this technique can be successfully used to study the
influence of various defects on device performance.

The challenges in SiC growth still remain quality,
size, and cost. To enable widespread use of SiC as
a semiconductor, it is important that further progress
be made in all of these areas. While micropipe defects
have been nearly eliminated, other defects such as basal
plane dislocations and screw dislocations need to be
substantially reduced. Another important area is poly-
type control and infringement of polycrystalline growth
directly under the seed. Since different polytypes of SiC
have different properties and also polytype inclusions
can become potential sources for defect generation, it is
critical that a single polytype is maintained throughout
the growth of the boule.

Control of the growth process requires sensing,
measurement, and control strategies. However, the pro-
cess does not allow much measurement, in fact, nothing
inside the growth zone. Measurement of temperatures
at only two locations, far away from the growth surface
and the bulk of the SiC charge, gives very little informa-
tion on the actual growth temperature and temperature
gradient, two critical growth parameters. Also, it is diffi-
cult to determine experimentally the rate of sublimation,
the chemical composition of the vapor, the growth in-
terface shape, etc., which makes control of the process
very difficult.
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AlN Bulk Cryst24. AlN Bulk Crystal Growth
by Physical Vapor Transport

Rafael Dalmau, Zlatko Sitar

Despite considerable research in thin-film growth
of wide-bandgap group III nitride semiconduc-
tors, substrate technology remains a critical issue
for the improvement of nitride devices. With ap-
plications ranging from high-power electronics to
optoelectronics, an increasing number of nitride
semiconductor devices are becoming commer-
cially available. Currently, many of these devices
are being grown heteroepitaxially on nonnative
substrates, leading to a high defect density in
the active layers, which limits device performance
and lifetime. Aluminum nitride (AlN) is considered
a highly desirable candidate as a native sub-
strate material for III-nitride epitaxy, especially
for AlGaN devices with high Al concentrations. AlN
crystals have been grown by a variety of meth-
ods. High-temperature growth of AlN bulk crystals
by physical vapor transport (PVT) has emerged as
the most promising growth technique to date for
production of large, high-quality single crystals.
This chapter reviews recent growth and char-
acterization results of AlN bulk crystals grown
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by PVT and discusses several issues that remain to
be addressed for continued development of this
technology.

Wide-bandgap nitride semiconductors, AlN, GaN, and
InN, have been identified as promising materials for
a broad range of applications in electronics and opto-
electronics [24.1]. Currently, epitaxial heterostructures
involving these semiconductors are being grown by var-
ious techniques on a number of substrates [24.2–6].
The two most commonly used substrates, sapphire and
SiC, are not closely lattice-matched to the III-nitride
overlayers, leading to a high defect density in over-
grown active layers, which limits device performance
and lifetime. Additional limitations of the currently
available substrates include cracking of the device lay-
ers due to the large thermal mismatch, and poor thermal
conductivity. Thus, the performance of III-nitride semi-
conductor devices would be greatly improved by the

availability of native substrates. High-quality, single-
crystalline AlN substrates with low dislocation densities
are expected to decrease defect density in the over-
grown device structures by several orders of magnitude
and, thereby, greatly improve the performance and
lifetime of III-nitride devices. AlN has a number of
excellent properties that make it a highly desirable
candidate as a substrate for III-nitride epitaxy. Its crys-
talline structure is the same as that of GaN, with
a lattice mismatch in the c-plane of approximately
2.5%. Since AlN makes a continuous range of solid
solutions with GaN, it plays an important role in GaN-
based devices and is highly suited as a substrate for
AlGaN devices with high Al concentrations or struc-
tures with graded layers. Its high thermal conductivity
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makes it desirable for high-temperature electronic and
high-power microwave devices where heat dissipa-
tion is critical. The direct, large optical bandgap of
6.1 eV [24.7] makes it suitable for ultraviolet applica-

tions down to wavelengths as short as 200 nm. This
chapter reviews recent growth and characterization re-
sults of AlN bulk crystals grown by physical vapor
transport (PVT).

24.1 PVT Crystal Growth

The vast majority of commercially grown semiconduc-
tor bulk crystals are grown from the melt using one
of several methods, such as the Czochralski, Bridg-
man, and vertical gradient freeze methods. However,
bulk crystal growth by physical vapor transport is an
alternative when melt growth is not possible, such
as when the melting point is too high, the material
decomposes before it melts or the melt reacts with
the crucible. Because of the high melting temperature
and large dissociation pressure at the melting point of
the III-nitrides [24.8], bulk crystal growth from the
melt is precluded unless very high pressure is applied.
Although the first AlN was synthesized in 1862 by
Briegleb and Geuther [24.9] by the reaction between
molten aluminum and nitrogen, it took more than a cen-
tury before any sizeable single crystals of AlN were
grown [24.10]. Past efforts to grow AlN bulk crys-
tals have explored sublimation of AlN, vaporization
of Al, and solution routes, with sublimation yield-
ing the most voluminous AlN crystals to date. Crystal
growth by other methods, such as hydride vapor-phase
epitaxy [24.11], ammonothermal growth [24.12], or so-
lution growth [24.13, 14], has been reported, but only
crystals of either inferior quality or size have been
produced thus far. In recent years, several research
groups [24.15–18] independently developed processes
and models for growth of AlN crystals which all con-
verge to the same basic growth principle and process
parameter space. All these efforts clearly demonstrate
that AlN bulk crystals of very high quality and of sizes
appropriate for use as III-nitride substrates can be pro-
duced by PVT.

In a typical PVT process an AlN powder source is
sublimed within a closed or semi-open crucible, and the
vapors are subsequently transported in nitrogen (N2) at-
mosphere through a temperature gradient to a region
held at a lower temperature than the source, where they
recrystallize. The region where recrystallization takes
place can consist of the crucible walls, in which case we
speak of self-seeded growth, or it may consist of an in-
tentionally selected seed crystal, in which case we have
seeded growth. AlN growth can be achieved at tem-

peratures as low as 1800 ◦C; however, temperatures in
excess of 2200 ◦C are required to achieve commercially
viable growth rates. This high growth temperature, in
combination with the highly reactive Al vapor, creates
a challenge for the identification of appropriate crucible
materials and has been a major obstacle in growth of
high-purity, large-size AlN crystals.

Early kinetic theory formulation for the sublima-
tion growth of AlN indicated that the useful growth
temperature range was 2000–2400 ◦C, yielding growth
rates ranging from 0.3 to 15 mm/h [24.19]. A two-
dimensional model of mass transport in the gas phase
was analyzed by Liu and Edgar [24.20], who deter-
mined that the activation energy for AlN growth was
681 kJ/mol, which is close to the heat of sublimation of
AlN, 630 kJ/mol. To better describe growth at pressures
below 100 Torr, a refined model [24.21] included the
influence of surface kinetics (N2 sticking coefficient),
which is not a limiting factor at higher pressures. Kar-
pov et al. [24.22] and Segal et al. [24.23] identified
two mechanisms of vapor transport in AlN sublima-
tion: at high pressure (760 Torr), vapor transport was
controlled by diffusion in the gas phase, while at low
pressure (10−4 Torr), it was dominated by drift of the
reactive species, Al and N2. Growth at low pressure
required 350–400 ◦C lower temperature to achieve the
same growth rate.

A one-dimensional model was developed for the
high-temperature growth by Noveski et al. [24.24]. Gas-
phase mass transfer of Al species was assumed to limit
the overall growth rate. Thus an equation describing
the temperature (T ) and pressure (p) dependence of the
growth rate (vG) was derived by considering the trans-
port of Al species through the N2 gas,

vG = k
exp

(
ΔS − ΔH

T

)
RT1.2 p1.5

ΔT

δ
, (24.1)

where the pre-exponential term k contains the diffu-
sion coefficient of Al; ΔS and ΔH are the entropy
and enthalpy of sublimation, respectively; R is the
universal gas constant; and ΔT/δ is the temperature gra-
dient in the crucible. An apparent activation energy of
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Fig. 24.1 Predicted growth rate as a function of temper-
ature at the bottom of the crucible (Tbot) for different
temperature differences (ΔT ) along the crucible, 600 Torr
pressure, and 10 mm source-to-seed distance (after [24.24],
with permission)

638.1 kJ/mol was predicted. The theoretical model was
experimentally validated by selecting growth parame-
ters for which the model predicted a growth rate of
1 mm/h (Fig. 24.1). Sustained growth rates on the order
of 1 mm/h were demonstrated, clearly showing that the
growth rate is Al transport limited at total N2 pressures
in the range of 400–800 Torr.

The dependence of growth rate on temperature and
pressure was also studied by Epelbaum et al. [24.25],
who found that PVT transport of AlN was possi-
ble starting at 1850 ◦C, but temperatures exceeding
2100 ◦C were necessary to obtain stable growth of well-
faceted crystals. The vapor pressure of Al as a function
of temperature was calculated for different total sys-
tem pressures (Fig. 24.2) and used to determine the
corresponding AlN growth rates, under the assump-
tion that reaction of adsorbed Al and N2 species to
form AlN is the rate-limiting growth step. According

1900 2000 2100 2200 2300 2400 2500
Temperature (°C)

600

400

200

0

Aluminum vapor pressure (mbar)

Psys= 900 mbar

Psys= 500 mbar

Psys= 300 mbar

Psys= 100 mbar

Stoichiometric Al vapor over solid AlN

Fig. 24.2 Dependence of aluminum vapor pressure on
temperature and system pressure (after [24.25], with per-
mission of Trans Tech)

to the calculations, growth temperatures in excess of
2100 ◦C are required to obtain growth rates in excess
of 1 mm/h for typical PVT process conditions (e.g.,
total pressure, thermal gradient). Experimentally ob-
served growth rates in the range of 0.3–3 mm/h were
achieved during growth of polycrystalline AlN boules
up to 51 mm in diameter and 15 mm in length [24.25].

Two-dimensional simulations [24.26] demonstrated
that at a given temperature both the powder source and
the seed sublime below a critical pressure when the
sum of the Al and N2 partial pressures at the seed and
source are greater than the ambient pressure. Under
growth conditions below this critical pressure, the sim-
ulations showed that the gas phase is transported out of
the growth cell and the sublimation growth fails. The
simulations were used to explain the experimentally
observed effect of growth temperature (Tg), source-
to-seed temperature difference (ΔT ), and ambient N2
pressure on the growth rate [24.27]: For high ΔT , the
source sublimation and crystal growth rates increased
exponentially with temperature; as ΔT decreased, the
sublimation rate continued to exhibit an exponential de-
pendence with temperature, but the growth rate became
a decreasing function of temperature, dropping sharply
at temperatures greater than 2130 ◦C; finally, as the am-
bient nitrogen pressure was decreased, the growth rate
initially increased, but then sharply dropped at a critical
pressure. This critical pressure was found to increase
from ≈ 50 Torr at 2100 ◦C to ≈ 120 Torr at 2200 ◦C.
The simulation results are presented in Fig. 24.3, where
the N2 molar fraction distributions and the velocity
vector fields in the crucible are shown for two differ-
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Fig. 24.3 Nitrogen molar fraction distributions and ve-
locity vector fields in the crucible under different ther-
mal conditions: (left) ΔT ≈ 35 K, Tg ≈ 2150 ◦C; (right)
ΔT ≈ 10 K, Tg ≈ 2215 ◦C (after [24.27], with permission
of Trans Tech)

ent growth regimes. In the first regime, Tg is 2150 ◦C
and ΔT is about 35 ◦C. The Al/N2 gas mixture evap-
orated from the source is divided into two flows, one
of which deposits on the growing crystal, while the
other is transported out of the crucible. In the sec-
ond regime, Tg is higher, 2215 ◦C, and ΔT is lower,
about 10 ◦C. Now, the gas flows evaporated from the
source and seed are both transported out of the crucible,
and the growth fails. When AlN crystal growth exper-
iments were performed using the optimized conditions
determined from the simulations, a distinct dependence
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Fig. 24.4a,b The temperature variation of AlN growth rate computed for pure and oxygen-contaminated N2 atmo-
spheres, ΔT = 30 K, and various XO (a) or Ptot (b) (after [24.28], with permission of Wiley-VCH)

of the growth morphology on system pressure was
observed. Crystals grown at close to atmospheric N2
pressure had a hexagonal facet shape, with a nomi-
nally c-plane growth surface. At much lower pressures,
the presence of many competing growth centers re-
sulted in a rough, porous surface with a rounded shape.
Under optimal growth conditions, growth proceeded
from a single growth center and the surface exhibited
distinct macroscopic steps, suggesting a layer growth
mechanism.

The role of oxygen in the sublimation growth was
also analyzed [24.28]. Closed-box thermodynamics cal-
culations indicated that at elevated temperature Al2O
and AlO are the only major Al–O gaseous compounds,
and that at temperatures less than ≈ 2350 ◦C the only
condensed phase, solid AlN, is thermodynamically sta-
ble. Model calculations were performed for growth
conditions where the growth rate is determined by the
transport of Al-containing species from the source to
the seed. After solving for the fluxes and partial pres-
sures of all reactive species as a function of the source
temperature (Ts), ΔT , total pressure (ptot), and oxygen
atomic fraction in the vapor averaged over the gas vol-
ume (XO), the AlN growth rate was determined by the
total aluminum flux from five Al-containing gaseous
species: Al, Al2, AlN, Al2O, and AlO. The AlN growth
rate as a function of temperature computed for pure
and oxygen-contaminated N2 atmospheres is shown in
Fig. 24.4 for various oxygen atomic fractions and total
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pressures. It is seen that the effect of oxygen on the
growth rate is appreciable only for low growth tem-
peratures and becomes negligible in the temperature
range 1850 ◦C < T < 2350 ◦C typical for sublimation
growth. In addition, the critical oxygen fraction in the
vapor corresponding to Al2O3 inclusion generation on
the AlN surface was determined [24.28]. It was found
that, for typical growth temperatures, sufficient purifi-
cation of AlN source powder is required to produce
less than a 10−3 oxygen fraction in the vapor in order
to avoid inclusion formation. High growth tempera-
tures are also favorable for obtaining crystals free of
inclusions.

The above analyses tend to assume, especially at
high temperature, that the only gas-phase species of
any significance are Al and N2. First-principles gas-
phase composition calculations have indicated that
AlnN (n = 2, 3, 4) species, though present in much
smaller mole fractions than Al and N2, are supersatu-
rated with respect to the AlN crystal (Fig. 24.5) and may
contribute to the growth [24.29]. Additional analysis of
the model was used to show how these trace precursors
contribute to mass transport and the growth rate [24.30].
The model predicts the existence of a small mass trans-
port barrier whose height is dependent primarily on
the amount of Al3N in the vapor, and is sensitive to
changes in the source temperature and total pressure.
Results were used to predict the effective range of ΔT
as a function of Ts and ptot, yielding good agreement
with published experimental data. However, little is
known about the kinetics of these trace species. Their
existence and the effect they have on AlN bulk crystal
growth have yet to be determined experimentally.
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Fig. 24.5 Calculated equilibrium mole fractions of precur-
sors for AlN sublimation growth at a nitrogen pressure of
400 Torr: boundary layer of an Al surface (solid lines); and
boundary layer of the bulk gas (dashed lines) sublimed at
T = 2500 K (vertical line) (after [24.29], with permission
of APS)

24.2 High-Temperature Materials Compatibility

By necessity, commercially viable growth rates are
achieved at very high process temperatures (typically
> 2200 ◦C), making furnace design and materials se-
lection critical to the success of the overall process,
both for achieving durability of growth hardware and
keeping crystal impurity levels low. In particular, cru-
cible materials must be refractory and compatible with
elevated growth temperatures, inert to chemically ag-
gressive Al vapor, a negligible source of contamination
to the growth process, reusable for multiple growth
runs, relatively inexpensive, and manufacturable in var-
ious shapes and dimensions [24.31].

In his early work, Slack [24.10] demonstrated suc-
cessful growth using W crucibles; however, crucible

lifetime was limited and ≈ 50 ppm of W incorpora-
tion was reported. Some efforts have employed graphite
or coated (SiC, NbC, TaC) graphite crucibles. Several
independent studies show that pure graphite crucibles
should be avoided due to incompatibility with Al,
high levels of carbon in crystals, and the detrimen-
tal influence of carbon on growth morphology. Coated
graphite crucibles reduce these shortcomings for low-
temperature growth; however, these coatings deteriorate
quickly above 2000 ◦C, regardless of their thickness or
deposition process, and thus do not offer a long-term
stable growth environment.

There are several reports of crystal growth in boron
nitride (BN) crucibles [24.16,32,33]. Sizeable transpar-
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ent crystals with very low dislocation densities were
grown; however, it seems that a BN growth environ-
ment produces highly anisotropic growth rates at high
temperatures, where the growth rate in the a-direction
is almost completely inhibited. As a result, coalescence
and crystal-size expansion are difficult to achieve.

Compatibility of reactor materials at the high tem-
peratures needed for crystal growth was addressed by
Epelbaum et al. [24.35]. Crystals were grown from AlN
powder with approximately 1% aluminum oxide impu-
rity in a resistively heated reactor at temperatures of
1800–2200 ◦C using W or graphite heating elements.
Different combinations of crucible materials and heat-
ing elements yielded results similar to those reported
previously [24.36]. Crucibles made of graphite were
readily attacked by the Al vapor, while graphite cru-
cibles coated with SiC were unstable at temperatures
above 1950 ◦C, leading to the formation of mixed AlN–
SiC crystals varying in color from dark blue to light
green. Problems were also associated with the com-
bination of W crucible and heating element, namely
degradation of W by aluminum vapor or by oxygen
from impurities in the source. The most flexible reactor
design was deemed to be a combination of W crucible
and graphite heating element.

More recently, efforts with sintered tantalum nitride
and tantalum carbide crucibles confirmed that these ma-
terials are more stable than any of the aforementioned
crucible materials, with crucible lifetimes exceeding
500 h at growth temperatures exceeding 2200 ◦C [24.31,
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Fig. 24.6
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partial pres-
sures present
over solid cru-
cible materials
at 2300 ◦C in
1 atm nitrogen
(after [24.34],
with permission)

37]. Well-faceted crystals with isotropic growth and
very low dislocation densities were obtained. These ma-
terials have melting points around 3100 ◦C and 3900 ◦C,
respectively, and thermodynamic calculations [24.34,
38] of the partial pressure of Ta over the solid carbide
or nitride have indicated that these materials possess ex-
cellent high-temperature stability. Figure 24.6 shows the
calculated partial pressures present over several solid
crucible materials at 2300 ◦C in one atmosphere of N2.

Several groups are developing proprietary processes
for fabrication of suitable growth crucibles. Optimiza-
tion of the sintering process parameters yielded better
than 96% dense TaC shapes, which were successfully
employed in PVT growth of 38 mm diameter AlN
boules [24.31]. Elemental analysis demonstrated that
Ta incorporation was below the detection limit (sub-
ppm level). However, since TaC appears to possess
a larger thermal expansion than AlN, TaC crucibles
may exert a compressive stress upon AlN boules dur-
ing cool-down, leading to the formation of stress-related
defects. Thus, use of these crucibles requires that wall
contact between the AlN boule and the crucible be
avoided. In other work, chemically passivated TaC cru-
cible surfaces were formed by carburization of Ta metal
shapes [24.39, 40]. Mokhov et al. [24.39] carburized Ta
crucibles with 1–2 mm thick walls at 2200–2500 ◦C in
a carbon-containing atmosphere. Carburized crucibles
were stable in an atmosphere of Al vapor and N2 gas at
2300 ◦C for up to 500 h, after which surface cracks ap-
peared, making them permeable to the vapor. Hartmann
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et al. [24.40] studied the reaction kinetics of Ta car-
burization, showing that the diffusion-controlled phase
transformation follows the sequence Ta → Ta2C →
TaC1−x . Incomplete carburization led to a mechanically
stable layered structure of different phases, with Ta2C
at the center and TaC at the surface. When the car-

burization was allowed to proceed completely to TaC,
grain coarsening and anisotropic lattice expansion of
the polycrystalline material led to cracking along grain
boundaries, rendering fully carburized crucibles unsuit-
able for PVT growth. Further evaluation of other inert,
high-temperature materials may prove fruitful.

24.3 Self-Seeded Growth of AlN Bulk Crystals

Edgar et al. [24.17] reported on AlN crystal growth
by sublimation in resistively heated furnaces with W
or graphite heating elements. AlN needles and platelets
freely nucleated from AlN source material in the cold
zone of BN crucibles. Source temperatures were varied
from 2000 to 2200 ◦C and reactor nitrogen pressures
ranged from 300 to 800 Torr. Crystals grown in a fur-
nace with W heating elements were either colorless or
amber in color, while those grown in a furnace with
a graphite heater were colorless. Observed morpholo-
gies included needles up to 4 mm in length and 0.5 mm
in diameter, and thin plates. The plates were as large
as 60 mm2 and contained growth striations running the
length of the crystals along the c-direction. These stria-
tions appear to be characteristic of crystals grown in BN
environments. They are not seen in AlN grown in other
types of crucibles [24.17, 33].

AlN boules up to 10 mm in diameter were pro-
duced at Crystal IS [24.41] in conical crucibles. No
seed crystals were used in the growth process and,
typically, several nuclei formed on the crucible walls
during the early stages of growth. As the crystal grew,
growth competition between different nuclei resulted
in single-crystal regions of varying sizes and orienta-
tions. A driving rate for growth was set by translation
of the crucible relative to the thermal gradient in the
reactor. Under adequate growth conditions (e.g., ther-
mal gradient, reactor pressure) the crystal growth rate
was equal to the driving rate, which was varied between
0.65 and 0.9 mm/h. Atomic force microscopy (AFM)
imaging of the as-grown crystals revealed 0.25 nm high
monolayer steps with straight segments. Step flow re-
sulted from screw dislocations intersecting the growing
surface. Screw dislocation density was estimated at
5 × 104 cm−2.

Wafering of these boules revealed several large
grains and polycrystalline regions, or single-crystalline
regions exhibiting severe cracking around the periph-
ery [24.15, 42, 43]. Chemomechanical polishing (CMP)
was used to obtain surfaces suitable for epitaxial
growth. Final etching of vicinal surfaces in a mixture of

phosphoric and sulfuric acids or potassium hydroxide
solution revealed that the N-terminated face was etched
much faster and was rougher than the Al-terminated
face.

More recently, growth of single-crystal boules up
to 15 mm in diameter and several centimeters in length
was reported [24.44]. These were used to prepare
0.5 mm thick wafers which were polished by CMP.
Wafers exhibited some color variation, which was at-
tributed to absorption by nitrogen vacancies, but were
free of cracks. Synchrotron white-beam x-ray topog-
raphy (SWBXT) was used to characterize the wafers’
defect content. Contrast arising from surface damage
was observed near the edges, probably due to imper-
fect polishing, while a high density of small inclusions
was observed near the center. Typical dislocation den-
sities were in the 800–5000 cm−2 range; dislocations
were distributed inhomogeneously, with higher con-
centrations near the wafer edge. Narrow x-ray rocking
curve widths attested to the high quality of the material
obtained.

Schlesser et al. [24.32] and Schlesser and Sitar
[24.16] reported on growth of AlN by vaporization of
metallic Al in a nitrogen atmosphere and by sublima-
tion of an AlN source [24.32, 45]. Growth temperatures
ranged from 1800 ◦C to 2300 ◦C at reactor pressures of
250–750 Torr. Temperature gradients of 10–100 K/cm
between the source material and crystal growth re-
gion were employed. In Al vaporization experiments,
the crystal shape and fastest growth direction was
found to depend strongly on the growth temperature: at
relatively low temperatures (1800–1900 ◦C) long nee-
dles were grown, temperatures around 1900–2000 ◦C
yielded twinned platelets, while c-platelets were formed
at temperatures above 2100 ◦C. These c-plates grew at
a rate of 5 mm/h in the c-plane and 0.2 mm/h along
the c-axis. Vaporization experiments were performed
for 2 h each at a constant growth temperature. Longer
growth times did not yield substantially larger crystals.
The observed slowdown in growth rate with time was at-
tributed to a decreasing Al flux from the Al source over
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828 Part D Crystal Growth from Vapor

time, which was due to the progressive formation of an
Al-rich, polycrystalline AlN coating over the molten Al.

In order to overcome problems with the Al source
instability in vaporization experiments, crystals were
grown for longer periods of time by subliming AlN
source material [24.32]. Sublimation yielded a stable
Al flux over several days of growth. Experiments were
carried out at higher temperatures of 2200–2300 ◦C in
order to obtain vapor pressures of Al above AlN com-
parable with those above metallic Al in the vaporization
experiments. Transparent AlN single crystals with di-
mensions as large as 13 mm were grown with growth
rates exceeding 500 μm/h. These sublimation experi-
ments were performed in BN crucibles and typically
yielded fastest growth along the c-axis and crystals with
surface striations along the c-direction, similar to those
observed by Edgar et al. [24.33].

The natural growth habit of AlN bulk crystals was
investigated by Epelbaum et al. [24.46]. Crystals were
grown in the 2050–2250 ◦C temperature range using
a low temperature gradient of 3–5 K/cm, intended to
facilitate free nucleation of separate single crystals un-
der conditions enhancing formation of natural crystal
habit planes. A distinct dependence of morphology
on growth temperature was observed: crystals grown
at 2050 ◦C were nearly transparent six-sided prismatic
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Fig. 24.7 (a) Selected crystals grown by spontaneous nucleation at 2250 ◦C showing typical growth habit (millimeter
grid) and (b) characteristic growth faces of best formed AlN platelets (after [24.46], with permission of Elsevier)

needles, 0.1–0.3 mm in diameter and 5–15 mm in
length; columnar crystals 3 mm in length and 1.5 mm in
diameter characterized primarily by {101̄1} and {101̄2}
rhombohedral facets were grown at 2150 ◦C; finally,
thick platelets of dark amber or brownish color grew at
2250 ◦C. The largest of these latter crystals was approx-
imately 14 × 7 × 2 mm3 (Fig. 24.7). Their morphology,
orientation, and polarity was studied in greater detail.
X-ray diffraction was used to index individual facets
and their polarity was confirmed by etching in a molten
KOH/NaOH eutectic at 250 ◦C for 3 min. The Al-polar
(0001) and positive rhombohedral faces were charac-
terized by mirror-like facets and transparent material of
high crystalline quality, while the N-polar c-plane face
contained micrometer-sized inclusions and was opaque.
Since these freestanding crystals were grown under
approximately isothermal conditions, they possessed
a zonal structure corresponding to the simultaneous
growth on multiple facets. Examination of polished cuts
prepared from them revealed that the zones all belonged
to the same single crystal, but exhibited different col-
oration, etching response, and optical properties (see the
discussion in Sect. 24.5.2). Structural, optical, thermal,
elemental, and electrical characterization results on sin-
gle crystals and polycrystalline AlN boules were also
reported [24.47–49].
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24.4 Seeded Growth of AlN Bulk Crystals

Seeded growth of AlN on SiC has been studied as
a way to exploit the availability of large, high-quality
SiC substrates and to control the polarity and orienta-
tion of AlN crystals [24.50]. Due to the high process
temperatures involved and the difference in thermal
expansion between AlN and SiC, the stability of the
SiC seeds and the cracking of the AlN layers are
important issues that need to be addressed in establish-
ing a reproducible seeded growth process on SiC. In
contrast, seeded growth on recently available AlN na-
tive seeds eliminates many of the problems associated
with heteroepitaxial growth, but is only beginning to
be investigated. Techniques to avoid renucleation and
maintain stable growth have been developed and led to
considerable single-crystal size expansion [24.51, 52].
However, several questions, such as which orienta-
tion is most favorable for growth, still need to be
addressed.

24.4.1 Growth on SiC Seeds

The growth of AlN crystals seeded on SiC substrates
was first reported by Balkas et al. [24.36]. Single-
crystal platelets were grown in a resistively heated
graphite furnace by PVT. Growth temperature was
varied from 1900 ◦C to 2250 ◦C. SiC-coated graphite
crucibles were used in 10–15 h experiments. The source
material was 99% dense sintered AlN, chosen to allow
controllable source-to-seed separation, which was cru-
cial for good crystal growth. Optimal separation was
found to be between 1 and 5 mm. Single-crystal 6H-
SiC(0001) substrates 10 × 10 mm2 were used as seeds.
Growth in a high temperature range (2100–2250 ◦C)
and a low temperature range (1950–2050 ◦C) was in-
vestigated. Single crystals of ≈ 1 mm thickness that
covered the entire SiC seed were grown at 2150 ◦C
and 4 mm separation distance. The growth rate was
estimated at 0.5 mm/h. Due to the degradation of
the SiC substrates at higher temperatures, isolated
nucleation sites were formed on the seeds at temper-
atures above 2150 ◦C, and 2 × 2 mm2 hexagonal AlN
crystals were grown. The crystals were colored from
green to blue, indicating the incorporation of impuri-
ties. Secondary-ion mass spectrometry (SIMS) analysis
confirmed the presence of Si and C in these crys-
tals. Crystals grown in the low-temperature range were
colorless and transparent, but growth rates were sig-
nificantly lower, 30–50 μm/h. Cracking was always
observed in as-grown crystals, due to the thermal ex-

pansion coefficient mismatch between SiC and AlN.
X-ray diffraction (XRD) patterns confirmed the single-
crystal nature of all crystals. Bright-field plan-view
transmission-electron microscopy (TEM) and associ-
ated selected-area diffraction (SAD) indicated the high
quality of the single crystals.

The growth of AlN crystals by sublimation on
6H-SiC seeds was more extensively investigated by
Edgar et al. [24.17], Shi et al. [24.53–55], and Liu
et al. [24.56–58]. Experiments were carried out in
tungsten crucibles placed within the axial temperature
gradient of a resistively heated furnace. The growth
temperature was typically 1800 ◦C. SiC wafers (on-axis
and 3.5◦ off-axis) with silicon and carbon terminations
were used as substrates. Direct growth [24.53] on as-
received Si-terminated SiC resulted in the formation
of discontinuous hexagonal subgrains of 1 mm2 aver-
age size. No growth was observed on C-terminated
as-received SiC. In order to promote two-dimensional
growth on Si-terminated substrates, a 2 μm thick AlN
buffer layer was deposited by metalorganic chemical
vapor deposition (MOCVD). Continuous growth was
achieved by the use of the buffer layer, although cracks
formed during cool-down due to stress resulting from
the thermal expansion coefficient mismatch. AFM im-
ages indicated that AlN grew by the step-flow growth
mode.

The initial stages of AlN growth on SiC were stud-
ied by Liu et al. [24.58]. Fifteen minute growth runs
were performed on as-received, on-axis, Si-terminated
6H-SiC(0001) substrates under various temperature and
pressure conditions. During the initial stages of growth,
AlN nucleated as individual hexagonal hillocks and
platelets in an island-like growth mode. Nuclei size and
density increased at constant pressure with increased
growth temperature in the range of 1800–1900 ◦C. At
constant temperature, growth under reduced pressures
yielded coalesced, irregularly shaped platelet crystals.
Scanning Auger microprobe (SAM) measurements in-
dicated varying relative compositions of Al, N, Si, and
C on different crystal facets of the AlN nuclei. The sur-
face morphology and stress in AlN crystals grown on
SiC substrates were also characterized [24.56,57]. AFM
images revealed scratches and steps on as-received 6H-
SiC substrates, which served as nucleation sites for
individual AlN grains grown in a three-dimensional
mode. On SiC substrates with an AlN MOCVD epi-
layer, however, AlN deposited in a two-dimensional
growth mode without island formation. Surface mor-
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phology varied across the sample, from flat surfaces
to regions with large steps (120 nm) separated by
large terraces (up to 5 μm). Root-mean-square (RMS)
roughness for samples grown with an AlN epilayer
was less than 5 nm, compared with 40 nm for crys-
tals grown on as-received substrates. Stress-induced
cracks were always observed in the AlN crystals. It
was predicted [24.59] that AlN grown on 6H-SiC
should be at least 2 mm thick in order to avoid crack-
ing during cool-down from a growth temperature of
2000 ◦C. Raman spectroscopy revealed that crystals
were under compressive stress at the surface and tensile
stress (1 GPa) at the interface. Raman spectra indi-
cated improved crystal quality with increasing AlN
thickness.

The above method was modified in order to re-
duce cracking of AlN [24.54, 55]. After deposition of
the MOCVD AlN epilayer, an AlN0.8SiC0.2 alloy layer
was deposited by sublimation from a source mixture
of AlN–SiC powders. Pure AlN was then sublimed
on the alloy seed as above. The intermediate proper-
ties of the alloy layer helped reduce cracking in the
overgrown AlN. In addition, the SiC powder source de-
creased the degradation of the SiC substrates during
sublimation growth, allowing for longer growth times.
Single-crystal AlN, 4 × 6 × 0.5 mm3, was obtained after
100 h of growth. Characterization by XRD and Ra-
man spectroscopy confirmed the high quality of the
grown material. Thus, three problems identified with
growth of AlN on SiC seeds were addressed by this
method: (1) the presence of Si and C in the vapor
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Fig. 24.8 (a) Bulk AlN crystal grown by gradually decomposing the SiC substrate; (b) transmission topograph (g = [202̄1])
showing inhomogeneous strain and high dislocation density; (c) reciprocal space map showing very low triple-axis ω–2Θ scan
width (10.6 arcsec) (after [24.60], with permission of Trans Tech)

helped suppress the decomposition at high tempera-
ture of the SiC seed, (2) an AlN epilayer promoted
two-dimensional growth, and (3) cracking of the AlN
bulk layer was greatly reduced by an AlN–SiC alloy
interlayer.

Dalmau et al. [24.50, 61] developed a two-step pro-
cess for deposition of thick AlN layers on SiC, and
for reduction of cracks in the grown layers. AlN layers
up to 3 mm thick were grown on on-axis and off-
axis, (0001)-oriented, Si-face SiC seeds by PVT from
an AlN powder source. During the growth, the SiC
seeds were gradually decomposed at high temperature,
yielding freestanding AlN crystals up to 25 mm in diam-
eter. In other samples, the AlN was delaminated from
the SiC seeds. As-grown surfaces of layers grown on
on-axis SiC seeds were characterized by sharp hexag-
onal hillocks, suggesting a dislocation-mediated island
growth mode, while layers grown on off-axis seeds
exhibited steps aligned perpendicular to the off-axis
direction, characteristic of the step-flow growth. Crack-
free AlN crystals were obtained from these layers and
used to fabricate AlN wafers, as shown in Fig. 24.8.
High-resolution rocking curves and reciprocal space
maps of the (0002) reflection showed that the full-width
at half-maximum intensity (FWHM) ranged from 282
to 1440 arcsec, indicating a tilt distribution in the grown
layers caused by strain and/or the formation of low-
angle grain boundaries as the AlN coalesced [24.60,62];
nevertheless, these values were comparable to or better
than those of the SiC seeds used in these experi-
ments. SWBXT indicated that some strain-free crystals

Part
D

2
4
.4



AlN Bulk Crystal Growth by Physical Vapor Transport 24.4 Seeded Growth of AlN Bulk Crystals 831

were obtained, but in all samples the density of dis-
locations was significantly higher (> 106 cm−2) than
in self-seeded AlN crystals. Elemental characterization
showed impurity concentrations comparable to those
found in the AlN source powder (300 ppmw C and
200 ppmw Si), indicating negligible incorporation of C
and Si during growth; the low triple axis ω–2θ scan
widths typically observed (≈ 11 arcsec) were character-
istic of high-purity crystals and consistent with these
results.

In other efforts, Sarney et al. [24.63] grew bulk
AlN on on-axis and 3.5◦ off-axis, c-oriented 6H-
SiC seeds. Sublimation from an AlN powder source
in N2 atmosphere was performed in the temperature
range 2150–2200 ◦C with 4 mm separation between the
source and seed. The AlN grew well aligned with the
substrate. As in previous work [24.36], cracks were ob-
served in the AlN. Epelbaum et al. [24.64] studied AlN
crystal growth on SiC substrates of different orienta-
tions. Layers of 200–500 μm thickness were deposited
at seed temperatures around 2000 ◦C in 350 mbar N2
pressure. Growth on Si-face, c-oriented substrates was
characterized by many hexagonal hillocks on the sur-
face. In contrast, 10◦ off-axis and on-axis, a-plane sub-
strates resulted in more stable growth. The smoothest
morphology, typical of step-flow growth, was obtained
with on-axis, a-plane substrates, however, cracks were
also observed in the AlN layers. Epelbaum et al. [24.65]
and Heimann et al. [24.66] suggested a possible vapor–
liquid–solid mechanism, mediated by the presence of
a molten AlOCx layer on the surface of SiC, dur-
ing seeded growth on SiC. Finally, successful seeded
growth on C-face SiC was reported recently [24.67,68].

a) b) c)

Fig. 24.9a–c Grain evolution observed in different cross-sections of a boule with a diameter of 32 mm: 0.5 mm thick
slice, cut after the first 1 mm of growth (a); 1 mm thick slice cut at 22 mm boule length (b); 2 mm thick slice cut at 35 mm
boule length, showing centimeter-size grains (c) (after [24.51])

24.4.2 Growth on AlN Seeds

Reports on AlN growth on native seeds are limited,
as these seeds have only recently become available.
Seeded growth of AlN on native seeds by PVT was
reported for the first time by Schlesser et al. [24.45].
Transparent, single-crystal c-platelets prepared by va-
porization of Al in N2 were used as seeds. They were
mounted into the top of a BN growth crucible filled with
AlN source material. Growth was carried out at 2200 ◦C
with a temperature gradient between the source and
seed of approximately 3 K/mm. A small seed, 4 mm tall
and 0.5 mm thick, grew over a total of 34 h into a 5 mm
tall and 7 mm wide single crystal. Growth rates were
highly anisotropic, with the fastest growth direction
along the c-axis. Also, growth rates on the two c-faces
of opposite polarity differed by a factor of 2–3, with the
Al polarity showing slower and smoother growth. Crys-
tal quality of the grown crystals was characterized by
XRD. X-ray rocking curves around the (0002) reflec-
tion varied from 25 to 45 arcsec, indicating very high
single-crystal quality of the material grown by seeded
growth.

Noveski et al. [24.51,69] demonstrated a process for
continuous growth of AlN on previously deposited ma-
terial, resulting in significant expansion of single-crystal
grains. Growth was performed in a radiofrequency
(RF)-heated reactor at temperatures between 2050
and 2150 ◦C and pressures of 450–500 Torr, yield-
ing growth rates in the range of 0.1 to 0.3 mm/h.
In this process, a starting layer of coalesced poly-
crystalline AlN was grown into boules up to 38 mm
in length and 32 mm in diameter over the course of
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several growth runs. Sublimation growth from a presin-
tered AlN source was interrupted several times in order
to replenish the source and keep the source-to-seed
distance constant. Renucleation of AlN on the pre-
vious growth front after exposure of the boules to
air was suppressed by using the inverted tempera-
ture gradient method. During the early stages of each
run, the crystal growth region was maintained in an
inverted temperature gradient, effectively desorbing
surface contamination and part of the previously grown
layer. In this manner, continuous expansion of pre-
viously formed single-crystalline grains was achieved
(Fig. 24.9). Centimeter-sized, single-crystal grains were
observed in polished cross-sections of boules, and epi-
taxial regrowth was demonstrated regardless of the
orientation of individual grains.

In order to overcome problems associated with the
formation of cracks in these polycrystalline boules,
large single-crystal grains were harvested and used to
prepare seeds for subsequent seeded growth [24.52,70].
To ensure epitaxial regrowth, seeds were etched in
a phosphoric and sulfuric acid mixture, followed by
dilute hydrofluoric acid, prior to loading into the sys-
tem, and were maintained in an inverted temperature
gradient during the ramp to the growth temperature.
Crystal growth was performed in an axial tempera-
ture gradient of 5–10 ◦C/cm, maintaining the source
temperature at 2200–2250 ◦C and reactor pressure
at 400–900 Torr. A (415̄0)-oriented seed was ex-
panded from 10 to 18 mm after several consecutive
growth runs, representing a 45◦ crystal expansion angle
(Fig. 24.10).

In related work, Herro et al. [24.71, 72] investi-
gated seeded growth along the 〈0001〉 polar directions.
{0001}-Oriented AlN single crystals were successfully

Boule center
Expanded single crystal
Polycrystalline region
Seed

Fig. 24.10 Longitudinal cut of a crystal boule after several
growth runs showing the crystal expansion angle (millime-
ter grid) (after [24.70])

grown along both polar directions, but more stable
growth results were obtained on N-polar seeds. The
growth surface of N-polar crystals was controlled by
a single growth center, leading to a mirror-like growth
facet. In contrast, the surfaces of crystals grown on Al-
polar seeds showed numerous growth centers, leading
to a deterioration of crystal quality, even though the
same growth parameters were used for both types of
seeds. These observations suggest that lower supersatu-
ration is required to obtain stable growth in the Al-polar
direction.

24.5 Characterization of High-Quality Bulk Crystals

As the size of AlN single crystals continues to in-
crease, several characterization techniques are being
used to assess the structural and optical properties of
large bulk crystals, as well as to determine impurity
incorporation, so that the concentration of extended
defects and adverse growth contaminants may be min-
imized by adjusting the growth conditions. Availability
of large, strain-free, high-quality bulk crystals has al-
lowed investigators to study the fundamental properties
of this material in more detail than has previously been
possible with AlN ceramics or thin films. Recent exper-

imental findings have been used to confirm theoretical
predictions about the band structure of AlN, leading to
revised values for the fundamental bandgap.

24.5.1 Structural Properties

The equilibrium crystal structure (α-phase) of the III-
nitrides, AlN, GaN, and InN, is the wurtzite (2H)
structure. The stacking sequence of the (0001) close-
packed wurtzite planes is ABAB. . ., comprising bilayer
sheets of nitrogen and III-metal atoms; this structure
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consists of two interpenetrating sublattices that contain
the nitrogen and III-metal atoms in tetrahedral coordina-
tion. The space group of the wurtzite nitrides is P63mc,
the same as that of the hexagonal (4H and 6H) polytypes
of SiC.

X-ray diffraction topography is used to study a crys-
tal’s internal diffracting planes in order to discern local
changes in the spacing and relative rotation of the
planes [24.74]. X-ray topographs, two-dimensional pro-
jections of the distribution of diffracted intensity as
a function of position in the sample, can be used to map
defect structures in large, nearly perfect single crystals
and to identify the crystallographic orientations of the
diffracting planes. Images are produced by scattering
a low-divergence area-filling beam from a set of Bragg
planes onto a two-dimensional detector, typically high-
resolution x-ray film. In addition, high-resolution x-ray
diffraction (HRXRD) is also commonly employed to
provide information about the orientation and perfec-
tion of single crystals. This technique can be used to
generate a reciprocal space map (RSM) representing
the two-dimensional intensity contour of the diffracted
intensity about a given lattice reflection. These maps
provide much more information than typical x-ray rock-
ing curves, since the distribution of lattice tilts (i. e.,
orientations) and lattice dilations (i. e., d-spacings) can
be read independently from the RSM. The lattice di-
lation distribution is correlated with the concentration
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Fig. 24.11 (a) Transmission x-ray topograph (g = [1̄1̄20], λ = 0.54 Å) from a dislocation-free, spontaneously nucleated
AlN single crystal (A – surface artifacts, GB – growth bands, PF – pendellösung fringes); (b) (0002) reciprocal space
map (triple-axis ω–2Θ scan width: 15 arcsec) (after [24.73], with permission)

of point defects (e.g., vacancies or impurities) in the
sampled crystal volume.

SWBXT studies of self-seeded crystals grown by
sublimation of AlN powder revealed crystals to be vir-
tually dislocation free [24.37, 60, 73, 75]. Overall dislo-
cation densities were estimated to be around 103 cm−2.
Defects such as inclusions, growth sector boundaries,
and growth dislocations were detected. The presence
of Pendellösung fringes in the topographs (Fig. 24.11)
was indicative of the high crystalline perfection at-
tained in several samples. Triple-axis x-ray rocking
curve FWHM of ω–2θ scans of several large crystals
(≈ 10 mm) were as low as 7.2 arcsec, marginally larger
than the theoretical limit of 6 arcsec, indicating a low
density of point defects in these samples.

Characterization results reported for bulk single
crystals grown at Crystal IS demonstrated that crys-
tals were of high quality. X-ray topographs of an
unevenly shaped polished wafer [24.76], approximately
7 × 9 mm2 in size, indicated no significant strain in
the wafer and showed an overall dislocation density
of 800–1000 cm−2. The density of detected inclu-
sions (presumably oxygen related) was on the order
of 105 cm−3. FWHM of high-resolution rocking curves
ranged from 9 to 12 arcsec, indicating very good crys-
talline quality. The edge of the wafer in contact with
the crucible wall contained cracks and slip bands, prob-
ably due to the thermal expansion mismatch between
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a) b)

c) d)1124
Δω = 0

1124
Δω = –40 arcsec

¯ ¯

Fig. 24.12 (a) Optical image of an AlN substrate. The length of the
flat is 22 mm. (b) The same substrate taken through crossed polariz-
ers. (c,d) Two x-ray topography images of the same substrate taken
at an angular distance of 40 arcsec. Small-angle grain boundaries
are shown (black arrows). Δω = 0 refers to the maximum of the
rocking curve. The picture at the right shows the intensity observed
at 40 arcsec from the maximum of the rocking curve. Now the areas
adjacent to the original black arrows show stronger diffraction in-
tensity. The misalignment between these areas is small, on the order
of 40 arcsec (after [24.77], with permission of Wiley-VCH)

the boule and crucible. Figure 24.12 shows a picture of
a polished AlN substrate with a flat width of 22 mm,
an image of the same substrate taken through crossed
polarizers, and x-ray topography images taken at two
different rocking angles [24.77]. X-ray topographs re-
vealed the presence of small-angle grain boundaries
throughout the wafer and individual dislocations at the
wafer edge. No diffraction was observed from inclu-
sions that were optically visible. The nature of these
inclusions was not discussed.

Defects in polished AlN wafers were studied by
XRD, optical microscopy, etch pit pattern delineation,
and AFM [24.78]. A triple-axis rocking curve with
a FWHM of 10 arcsec was reported. Figure 24.13 shows
an optical image of an AlN surface where chemical
etching was used to reveal dislocations (viewed as sin-
gle dots) and slip bands (viewed as straight lines). These

200 μm

Fig. 24.13 Nomarski image of prismatic slip bands as
seen on on-axis oriented AlN after chemical etching (af-
ter [24.78], with permission)

slip bands were oriented parallel to the 〈11̄00〉 direc-
tions, demonstrating the activation of prismatic glide
in AlN single crystals. The density and shape of etch
pits in chemically etched AlN were also studied. Etch
pit densities for c-plane wafers varied from 1 × 103

to 3 × 104 cm−2, while etch pit patterns were used to
distinguish between screw and edge dislocations. In
addition, it was shown how subgrain boundaries may
propagate as cracks into another grain. Also, etch pits on
{11̄00} prismatic planes were reported for the first time;
the etch pit density was higher than on basal planes, av-
eraging from 6 × 104 to 4 × 105 cm−2. AFM images of
Al-polar, c-plane, epiready substrate surfaces prepared
by CMP revealed atomic-level steps for near-on-axis
substrates and for off-axis orientations up to 6◦ off-
axis [24.79]. RMS roughness of 5 × 5 μm2 scans was as
low as 2.15 Å. The presence of shallow pits, whose den-
sity decreased with increasing off-axis orientation, was
observed on these Al-polar c-plane samples. However,
the origin of the pits is still not well understood, but
may be related to the polishing process. These pits were
not observed in AFM scans of substrates with nonpolar
orientations.

AFM studies [24.72] of Al- and N-polar c-plane
AlN surfaces, obtained by seeded growth on AlN seeds,
showed a significant difference in the step-and-terrace
structures observed on the two different polar surfaces
(Fig. 24.14). Single-unit-cell-high steps were observed
on both surfaces, but the terrace width on N-polar AlN,
200–250 nm, was much larger than that observed on
Al-polar AlN, 50–70 nm. Since seeded growth was
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a) b)
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Fig. 24.14a,b AFM micrographs taken on as-grown AlN surfaces: (a) N-polar orientation; (b) Al-polar orientation. In
both cases, single-unit-cell-high steps were observed (after [24.72], with permission)

performed on seeds of both polarities using the same
growth conditions, thus ensuring equal supersatura-
tions of Al vapor, these differences were attributed to
the surface energy difference of the N- and Al-polar
facets.

24.5.2 Fundamental Optical Properties
of AlN

AlN has a direct bandgap at the center (Γ -point) of
the Brillouin zone exceeding 6 eV. In general, there are
still many details concerning the band structure and
optical properties of AlN that require further inves-
tigation. For example, the band structure parameters
near the Γ -point and the fundamental optical tran-
sitions were until very recently not well known. In
the past, measurements of the bandgap have been
performed by optical absorption [24.80–82] and ellip-
sometry [24.83]. Variations in the measured values were
likely due to differences in crystal quality (e.g., impu-
rity and defect concentrations). The room-temperature
value commonly quoted in the literature was 6.2 eV.
Band-edge luminescence has been investigated using
cathodoluminescence (CL) [24.84] and photolumines-
cence (PL) [24.85].

Recently, though, measurements on high-quality
bulk crystals have provided a more complete picture
of the band structure. The conduction band has a sin-

gle minimum (Γ7c) at the Γ -point. The valence band,
on the other hand, is split at the Γ -point by the crystal
field and the spin–orbit interaction. According to cal-
culations [24.86], the spin–orbit splitting ranges from
11 to 20 meV. The crystal field splitting at the top of
the valence band in AlN was predicted [24.87, 88] to
be negative, in contrast to the other III-nitrides, but
calculated values have ranged widely. However, this
information gives a qualitative picture of the valence-
band ordering at the Γ -point, and of the associated
intrinsic free-exciton transitions. In order of increas-
ing transition energies, these are Γ7v (upper, A-exciton),
Γ9v (B-exciton), and Γ7v (lower, C-exciton). The square
of the dipole transition matrix elements between the
conduction band and the three Γ -point valence states
calculated by Li et al. [24.89] indicated that the
A-exciton transition is nearly forbidden for light polar-
ized perpendicular (⊥) to the wurtzite c-axis, while the
B- and C-exciton transitions are nearly forbidden for
light polarized parallel (||) to the c-axis. This picture has
recently been confirmed by Li et al. [24.89] and opti-
cal reflectivity measurements [24.7,90] (Figs. 24.15 and
24.16) which have provided experimental values for the
exciton resonances, the crystal field splitting parameter,
and the fundamental bandgap of AlN. The fundamen-
tal bandgap energy of unstrained AlN was determined
by Chen et al. [24.7] to be 6.096 eV at 1.7 K, while
the crystal field splitting parameter was −230 meV and
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Fig. 24.15 Low-temperature partially polarized optical re-
flectance spectra from the m-face of a bulk AlN crystal
with the c-axis parallel to the spectrometer slits (graph a)
and the c-axis perpendicular to the slits (graph b). Solid
lines are theoretical fits to the spectra. The bottom of the
graph is a (different) finite signal level in each case, to show
the features more clearly (after [24.7], with permission of
AIP)

the exciton energies were 6.025, 6.243, and 6.257 eV
for the A-, B-, and C-excitons, respectively. Note that
the A transition is allowed for light polarized parallel
to the c-axis. This may explain why earlier absorp-
tion measurements consistently resulted in larger values
for the bandgap; these measurements were typically
performed with light polarized perpendicular to the c-
axis, and likely probed the B- or C-transitions. These
results imply that (0001)-oriented devices grown with
AlN or high-Al-content AlGaN alloys will be better
edge emitters than surface emitters, and other ori-
entations should be investigated for surface-emitting
devices [24.7].

In other studies, the crystalline quality and orienta-
tion of a sample oriented with the c-axis in the plane
of the crystal were evaluated by testing the selection
rules for the A1(TO), E1(TO), and E2(high) Raman
modes [24.91, 92]. In the x(zz)x geometry, the allowed
A1(TO) and E1(TO) modes were observed and the for-
bidden E2(high) mode was not, while in the x(zy)x
geometry, the A1(TO) mode was suppressed and the
E1(TO) mode was enhanced, confirming the crystal’s
orientation and high crystalline quality. The superpo-
sition of different Raman modes and the presence of

6.0 6.1 6.2 6.3
Energy (eV)

Intensity (arb. units)

a-face

c-face

AIN OR

T = 6 K

Fig. 24.16 Low-temperature optical reflectivity data at
near-normal incidence for AlN samples oriented in two
different crystallographic orientations (after [24.90], with
permission of APS)

quasi-LO modes was observed in the spectra of a ran-
domly oriented sample.

The dependence of phonon spectra on crystal orien-
tation was also observed by Bickermann et al. [24.93].
Raman spectra of optical phonons in AlN were taken
in backscattering geometry on different well-developed
facets of a self-seeded bulk crystal (such as that shown
in Fig. 24.7). The results indicated that facets belonging
to the same crystal class showed very similar Ra-
man spectra, while the appearance or absence of the
A1(LO), A1(TO), E1(LO), and E1(TO) phonon bands
in the spectra could be used to identify the basal c-plane
facets unambiguously from the prismatic {101̄0} facets
(Fig. 24.17). c-Plane facets showed, in addition to the E2
modes, only the A1(LO) and E1(TO) bands, while pris-
matic facets showed the A1(TO) and both E1(LO) and
E1(TO) bands. When facets with crystallographic ori-
entations between the basal and prismatic planes were
studied, i. e., rhombohedral facets, features correspond-
ing to quasi-LO and quasi-TO phonons with mixed
A1–E1 symmetry appeared in the spectra.

The zonal dependence of the optical absorption and
CL spectra of self-seeded crystals was also investi-
gated [24.94]. Crystals exhibiting natural crystal habits
of AlN with well-developed facets [24.46] were se-
lected, cut in different orientations, and polished on
both sides. The resulting samples included a number of
different zones, which corresponded to volumes of the
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crystal grown on a different facet. Thus, differences in
impurity incorporation and/or defect formation, as re-
flected in the optical spectra, were correlated to growth
on different facets or polar orientations of AlN. In the
near-ultraviolet (near-UV) and visible range, Al-polar
zones had the lowest absorption, followed by zones
grown in the r- and a-directions, and finally by N-polar
zones. These differences corresponded to differences
in crystal coloration, with N-polar zones exhibiting the
deepest amber coloration, which is primarily caused
by a broad absorption band at 2.8 eV whose origin is
still unclear but has in the past been assigned to nitro-
gen vacancies. In the mid-UV range, the peak position
and intensity of the broad absorption bands observed
varied depending on the zone. Zones grown on the Al-
polar c-face exhibited a strong band at 4.6 eV, which
was nearly absent in all other samples. Finally, in the
5.0–5.8 eV range, an increase in absorption was ob-
served for zones grown in the c-direction regardless of
polarity, while zones grown in r- or a-directions ex-
hibited a local minimum; absorption in this range was
attributed to nitrogen vacancies. The CL spectra of bulk
crystals and polished cuts also showed intensity varia-
tions that were dependent on the investigated area. As
shown in Fig. 24.18, r- and a-plane facets exhibited in-
tense luminescence peaking at 3.8 eV, while this feature
was absent on the Al-polar c-plane facet, where broad,
weak bands at 2.5–2.8, 3.3, and 4.3 eV were present.

1 7
Photon energy (eV)

CL intensity (arb. units)

2 3 4 5 6

b)

T = 293 K AlN, a-oriented polish cut

on the N-polar c-facet

on an a-plane facet

on an r-plane facet
on the Al-polar c-facet

Zones grown...

1 7
Photon energy (eV)

CL intensity (arb. units)

2 3 4 5 6

{1012} r-facets
{1011} r-facets
{1010} a-facets¯

¯

¯

(0001) Al-polar
c-facets

AlN, as-grown facets

a)

Fig. 24.18a,b Cathodoluminescence spectra of bulk AlN single crystals taken at room temperature. Logarithmic scale is
used to show weak features; small jumps in the spectra (left) are measurement artifacts. (a) Spectra taken on different
facet surfaces of an as-grown boule. (b) Spectra taken on different zones of an a-oriented polished cut (after [24.94], with
permission of Wiley-VCH)
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Fig. 24.17 Raman spectra taken in normal incidence on different
facets of an AlN single crystal. A logarithmic intensity scale is
used to show weak features. The symbols denote AlN phonon bands
(after [24.93], with permission of AIP)

Optical transitions with energies in the 3–5 eV range
are likely due to Al vacancies and their complexes with
oxygen.

In other work, Silveira et al. [24.84, 95, 96] used
CL to study self-seeded AlN crystals and homoepitax-
ial thin films of AlN grown on these crystals. Both
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c-plane and a-plane wafers were cut from bulk crystals
and polished by CMP. Strong emission was observed at
the near-band-edge (NBE) region around 6 eV, and two
additional bands were observed in the energy range be-
tween 2 and 5.5 eV. One of these bands (VB), at about
3.5 eV, was attributed to oxygen-related defects, while
the second band (UVB), at about 4.4 eV, was tentatively
assigned to oxygen-related complexes. The integrated
intensity of the NBE emission showed a linear depen-
dence with beam current up to 5 μA, and this band was
therefore related to exciton recombination processes.
Analysis of the NBE CL spectrum of an a-plane sam-
ple revealed five transitions in this energy range. Based
on the temperature dependence of the NBE spectra,
features at 6.026 and 6.041 eV (6 K) were attributed
to the free-exciton A- and B-transitions [24.96]. Sim-
ilar assignments, based on thermal quenching studies,
were made for features observed at 6.023 and 6.036 eV
in the NBE spectra of a nominally c-plane AlN ho-
moepitaxial film [24.84]. However, recent reflectivity
measurements [24.90,91] demonstrate that these assign-
ments are likely incorrect.

24.5.3 Impurities

Growth of high-purity AlN is a challenging task. As
a result of the high affinity of Al for oxygen (the

Table 24.1 Published GDMS analysis results for AlN (all values in ppmw; T : sintering/growth temperature, pressure:
system pressure, NA: not available)

Sample T (◦C) Pressure Crucible O C Si W Reference
(Torr) material

1. As-received NA NA NA ≈ 1000 ≈ 3000 200 < 50 [24.37]

powder

2. Sintered 2200 400 TaN ≤ 300 ≤ 200 200 < 20 [24.37]

powder

3. Self-seeded 1950/2070∗ 500/400∗ BN ≤ 500 ≤ 300 5.5 < 1 [24.91]

single crystal

4. Self-seeded 1885/2030∗ 600/600∗ TaN ≤ 1200 ≤ 160 130 < 0.05 [24.91]

single crystal

5. Self-seeded 2100 500 TaC ≤ 50 ≤ 50 40 < 1 [24.91]

polycrystal

6. Self-seeded 2100 500 TaC ≤ 400 ≤ 30 40 < 1 [24.91]

polycrystal

7. Self-seeded 2250 < 750 W ≈ 86 ≈ 100 2.5 7.9 [24.18]

polycrystal

8. Seeded single 2200 400–900 NA < 100 < 100 80 < 10 [24.52]

crystal

* Samples 3 and 4 were grown using a two-stage growth process; temperatures were gradually ramped between the two stages

standard Gibbs free energy of formation of Al2O3
at 298.15 K is highly negative, −1.582 × 106 J/mol
[24.97]), oxygen is a common contaminant in AlN, and
influences, among other things, the lattice parameters,
thermal conductivity, luminescence, and defect struc-
ture of AlN. Early material property measurements on
oxygen-contaminated AlN have been revised as higher-
purity single-crystal material has become available. In
addition, since commercially available AlN powder
contains approximately 1% oxygen impurities, obtain-
ing a high-purity AlN source powder is of interest to
the crystal growth community. Calculations by Karpov
et al. [24.28] have shown that AlN source purification
is favorable for obtaining bulk crystals free of Al2O3
inclusions. Carbon is also a common contaminant in
AlN, while metallic and other impurities are typi-
cally found at trace levels. Knowledge of the influence
these different contaminants have on the growth pro-
cess and fundamental properties of AlN is still limited,
but recent investigations have provided some valuable
data.

Dalmau et al. [24.36] reported that sintering of
a commercially purchased AlN source powder at a tem-
perature of 2200 ◦C resulted in a significant reduction
of nearly all impurities, with the largest reductions ob-
served for oxygen and carbon impurities (Table 24.1).
Several investigators have incorporated source presin-
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tering as part of the PVT growth process [24.46,70,72].
Epelbaum et al. [24.60] identified how low-temperature
transport of Al as suboxides during the ramp to growth
temperature can lead to poisoning of the AlN seed
surface during seeded growth on native seeds. Even
when the AlN source is relatively pure (< 300 ppmw
O), evaporation of a thin oxide layer on the source
may occur at temperatures as low as 1750 ◦C, lead-
ing to an accumulation of aluminum oxynitrides on
the seed surface, which make the surface unsuitable
for growth. However, the inverted temperature gradient
method developed by Noveski et al. [24.51,69] and used
by others [24.52, 70–72] during seeded growth on na-
tive seeds represents a practical solution to the problem.
This surface poisoning does not appear to be a problem
during seeded growth on SiC seeds, possibly due to the
different growth mechanism involved [24.64, 65].

Bulk AlN with low oxygen content was reported
by Bickermann et al. [24.18, 98]. Polycrystals were
grown in a vertical, cold-wall reactor equipped with
W heating elements. Growth was performed in N2 at-
mosphere, at pressures below 1000 mbar, using almost
sealed crucibles. Source and crystal growth tempera-
tures ranged from 2200 to 2350 ◦C, and from 2100
to 2250 ◦C, respectively. Dense, polycrystalline AlN
boules up to 15 mm high and 51 mm in diameter were
produced with growth rates between 0.2 and 2 mm/h.
Boules were composed of c-textured crystalline grains,
some as large as 5 × 5 mm2. Although the AlN source
material contained significant amounts of various im-

purities (6000 ppmw oxygen, 300 ppmw carbon, and
500 ppmw metals), as determined by glow discharge
mass spectrometry (GDMS), impurity incorporation
into grown material was significantly lower (86 ppmw
oxygen, 100 ppmw carbon, ≈ 22 ppmw metals). GDMS
is a mass-spectrometric technique for the analysis of
trace elements in bulk solid samples. It offers several
advantages over other trace analysis techniques, includ-
ing detection limits down to the sub-ppb range, wide
dynamic range (≈ 1011 range between minor and major
components), relative matrix insensitivity, and applica-
bility to a wide variety of materials systems. Table 24.1
shows the results of GDMS analysis on different AlN
samples reported in the literature.

A number of researchers have used compositional
analysis of AlN crystals together with measurements of
optical properties (Sect. 24.5.2) in order to identify im-
purities that correlate with specific optical transitions.
Slack et al. [24.99] reported an oxygen-related absorp-
tion region between 3.5 and 5.2 eV, with peak positions
varying from 4.3 to 4.8 eV depending on the amount of
oxygen impurity. These features are likely due to tran-
sitions involving Al vacancy–oxygen complexes. The
influence of different impurities on the absorption and
luminescence spectra of AlN has also been studied by
other investigators [24.31, 91, 92, 98]. However, more
work is needed before features observed in the ab-
sorption and luminescence spectra of high-quality bulk
crystals can be unambiguously assigned to specific de-
fect transitions.

24.6 Conclusions and Outlook

AlN crystal growth is a challenging task that has been
attempted in the past via a variety of growth meth-
ods. Although several issues remain, PVT growth of
AlN at high temperatures shows the most promising
results and is the only growth technique that can pro-
duce high-quality low-dislocation-density crystals. This
method has yielded AlN crystals of very high quality
and of sufficient size for fabrication of the first de-
vices. The recent demonstration of seeded growth with
subsequent crystal-size expansion is certainly a crucial

milestone for future development of this technology
that will lead to further expansion of single-crystal size.
Lifetime and stability of growth crucibles and reactor
parts remain a challenge that will need to be addressed
in the quest for high-purity crystals and lower produc-
tion cost. Further research is also needed to improve
the understanding of the detrimental effects of various
impurities in AlN, so that technologically relevant prop-
erties of AlN may be fully exploited by reducing the
concentration of adverse growth contaminants.
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Growth of Sin25. Growth of Single-Crystal Organic Semiconductors

Christian Kloc, Theo Siegrist, Jens Pflaum

Organic semiconductor crystal growth presents
a very different set of challenges than their in-
organic counterparts. Although single crystals of
organic semiconductors can be grown by the same
techniques used for inorganic semiconductors,
the weak intermolecular bonds, low melting tem-
peratures, and high vapor pressures and solvent
solubilities require specific modifications to crys-
tal growth techniques of these materials. Bulk
crystals of only a handful of different materials
have been grown from the melt. The Czochralski,
Bridgman, and general melt growth techniques
are hampered by the high vapor pressure, which
causes fast evaporation of the material during
the growth process. However, the significant va-
por pressure of organic semiconductors makes
gas-phase growth methods suitable for most of
them. In general, multistep synthesis of organic
molecules produces impure materials which need
extensive purification. Small crystals, mostly for
structure determinations, have been grown from
organic solvents. Zone melting has been used for
a few materials, but many organic molecules de-
compose before reaching the melting temperature.
The crystal growth of volatile molecules in a stream
of flowing gas is therefore a widely used method
that combines purification and crystal growth. Al-
though gas-phase grown crystals tend to be small
in size, they have high structural quality and supe-
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rior purity and are therefore preferred for physical
property measurements.

25.1 Basics

Most organic molecular crystals are transparent ma-
terials that behave like insulators, with electrical
resistivities in the range of 1013 –1018 Ω cm at room
temperature. However, some organic molecules with
delocalized π-electrons such as conjugated hydrocar-
bons, phthalocyanines, oligothiophenes, etc. may form
colored crystals indicating a small energy gap between

the highest occupied (HOMO) and the lowest unoccu-
pied (LUMO) molecular orbitals. Crystals made from
such substances often show significant absorption and
emission of visible light, and photoconductivity and
electrical conductivity, and in general behave more
like semiconductors than insulators. Photoconductiv-
ity of anthracene, with its three conjugated benzene

Part
D

2
5



846 Part D Crystal Growth from Vapor

rings, intrigued researchers from the beginning of the
20th century [25.1]. The feature that light is emit-
ted from anthracene crystals under the absorption of
high-energy radiation such as neutrons or x-rays has
been widely used in scintillation detectors [25.2]. Later,
research began to explore whether organic semiconduc-
tors may be suitable for applications where inorganic
semiconductors were already established. Such research
required organic semiconductors in thin-film form for
applications, and in single-crystal form mostly for ba-
sic research. Studies that focus on physical properties
resulting from weak intramolecular bonds, high sym-
metry of molecules, and anisotropy of physical proper-
ties require measurements on single crystals. Therefore,
many well-established crystal growth methods for in-
organic materials have been adapted to the growth of
organic semiconductor crystals and are discussed in this
chapter.

Semiconductors composed from van der Waals
bonded molecules, especially those comprising small
organic molecules, may be soluble in numerous or-
ganic solvents, even at room temperature. This fact
allows for low-temperature processing such as print-
ing, spraying, casting, laminating, etc. to mention just
a few. Low-temperature solubility distinguishes signifi-
cantly organic semiconductors from covalently bonded
inorganic semiconductors, which often can only be
dissolved in high-temperature fluxes. Organic semicon-
ductors therefore seem to be the perfect components for
devices where the active materials, as well as the elec-
trodes and conduction paths, may simply be printed by
various techniques. Printing semiconducting elements
on plastic foils promises large-scale production of in-
expensive electronic devices such as bendable displays,
field-effect transistor based circuits or large solar cell
arrays [25.3, 4].

The power of organic molecular synthesis and
crystal engineering allows the formation of new
semiconductor materials through systematic variation
of crystalline and molecular structure for structure–
properties investigations. Optimization of structural,
electrical or optical characteristics through chemical
design of molecules may then result in improved elec-
tronic devices. Furthermore, new properties may give
rise to novel applications and devices. However, un-
derstanding the relationship between the molecular
composition, the packing of molecules into crystals, and
the physical properties of the resulting organic semicon-
ductors still presents a challenge.

Often, studies of physical properties of organic
semiconductors were performed on polycrystalline or

amorphous thin-film devices due to their ease of fab-
rication and good control over physical dimensions.
However, grain boundaries, inhomogeneous distribu-
tion of impurities, and high defect densities make
thin-film devices unattractive for studies of intrinsic
properties [25.5, 6].

In contrast, single crystals contain only small
amounts of impurities and defects, due to the inherent
purification during crystallization. Therefore, proper-
ties measured on single crystals tend to be more
reproducible than those measured on amorphous or
polycrystalline thin-film samples.

Historically, properties of inorganic semiconduc-
tors, such as silicon, germanium or III–V compounds,
have been studied on single crystals or single-crystalline
epitaxial thin films. It is therefore reasonable to assume
that the intrinsic properties of organic semiconductors
can also be studied following the same path. Contrary
to inorganic semiconductors, were the growth units
are atoms, the growth units in organic crystals are
molecules. Such extended moieties, with their internal
structure, require reorientation and alignment before in-
corporation into a crystalline lattice. These processes
need to be considered by using a specific crystal growth
technique for the growth of a particular organic semi-
conductor.

In general, organic semiconductors crystallize in
low-symmetry unit cells. Therefore, all physical proper-
ties are tensorial properties with often large anisotropies
and can only be properly evaluated on single crystals.
The availability of high-purity and high-quality single
crystals of organic semiconductors is thus crucial in ex-
ploring the physics of such materials and is very helpful
in new material design and in building devices with
novel functionality and high performance [25.7, 8].

Single crystals of a series of organic semiconductors
have been grown using well-described crystal growth
techniques. Examples of monographs focused on the
theory and practice of crystal growth are cited at the end
of this chapter [25.9,10]. The weak van der Waals bonds
between the growth units (in particular molecules) in
organic crystals limit the methods applicable to the
preparation of single-crystalline specimens [25.11, 12].
In additional the growth units may decompose rel-
atively easily, thus contaminating the crystals. Since
the properties of organic semiconductors, like their
inorganic counterparts, are sensitive to low levels of
impurities and defects, the growth of high-quality or-
ganic semiconductors needs to consider purification,
contamination, and defect formation in every step of the
preparation process.
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In this chapter, we will therefore focus on
practical approaches for purification and growth of
high-quality molecular semiconductor single crystals.
In the past, reviews concentrated either on melt
growth [25.12] or gas-phase techniques [25.13, 14].
Here, we attempt to compare different crystal growth
techniques in order to suggest their advantages and

disadvantages as well as practical criteria for the
use of these techniques for organic semiconductors.
We focus on technological differences between the
growth of inorganic and organic semiconductors. We
will further discuss defects and contaminants re-
sulting from the use of particular crystal growth
methods.

25.2 Theory of Nucleation and Crystal Growth

The growth kinetics of inorganic as well as organic ma-
terials are determined by their inherent parameters, such
as the interaction between the individual species/units
forming the crystals, and external parameters, such as
the growth temperature or adsorption rate. Especially
the set of external conditions such as the interaction
between a substrate and the initial nucleation layer are
often difficult to control, if at all. These parameters are
critical for the initial step of nucleation and might even
change during growth as a function of temperature.

Furthermore, a fundamental property of organics
is the anisotropic extension of the electronic wave-
functions, meaning that the electron distribution shows
strong spatial anisotropy of intermolecular overlap, in
contrast to inorganic crystals with covalent or ionic
bonding. The intention is to correlate the spatial
anisotropy of the bonding strength with the tensorial
properties, e.g., higher mobility values along certain
crystallographic directions.

To characterize the influence of such external pa-
rameters on crystal preparation, it is helpful to highlight
first the kinetics of crystal formation for the case of an
ideal system. In this case it is appropriate to divide the
crystal formation into two steps: the initial nucleation
and the subsequent growth of the individual nuclei.

25.2.1 Stability Criteria for Nuclei

To initiate volume growth of the intended organic crys-
tal, the formation of the initial nuclei on a given support
is the essential step. Beside the optimization of nu-
clei density in the beginning of crystal formation, an
important criterion is the smallest number of organic
molecules forming a stable nucleus. As for their inor-
ganic counterparts, stability is governed by the balance
between loss in surface energy versus gain in volume
energy upon incorporation of an additional molecular
building block.

However, besides the van der Waals interaction,
which was interpreted on the basis of temporar-

ily fluctuating dipoles by London, the occurring
internal degrees of freedom, e.g., the torsion of
extended phenyl groups as in the case of 9,10-
diphenylanthracene [25.15], might play a considerable
role at the early stage of nucleation. Even thermally
induced changes of the molecular shape in the gas
phase can significantly influence the crystallinity of
the molecular systems. For instance, the thermal en-
ergy during evaporation is not sufficient to planarize
the tetracene backbone of rubrene, which is twisted due
to pairwise repulsion of the attached phenyl rings. As
a result, thin films of rubrene have proven to be amor-
phous without any indication of crystallinity [25.16,17].
In contrast, growth from gradient sublimation under
a constant gas flow provides sufficient energy to over-
come the energy barrier of 210 meV and to planarize
the molecule averaged over time [25.16]. In the latter
case, rubrene shows defined crystal growth with spa-
tial extensions of its growth planes in the centimeter
range.

25.2.2 Thermodynamic Considerations
of Crystal Growth

The thermodynamic quantities describing the energet-
ics of crystal growth and especially of nucleation are
the sublimation enthalpy and the entropy. Neglecting
permanent dipoles, the bonding strength between mo-
lecular entities is governed by the weak van der Waals
force, resulting in a distribution of sublimation en-
thalpies from 45 kJ/mol for benzene up to 215 kJ/mol
for ovalene [25.18]. Normalizing the heat of sublima-
tion divided by the number of intermolecular contacts
reveals an average energy per contact of 50 J/mol for
various polyaromatic hydrocarbon crystals, indepen-
dent of the molecular packing [25.18]. However, for
molecules offering additional degrees of freedom, e.g.,
due to twisted functional groups, the gain in entropy
might add a significant amount of energy, determining
the final crystalline structure.
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25.2.3 Growth Morphology
in Relation to Symmetry

In view of the anisotropic physical properties such as
the tensor of charge carrier mobility or the optical in-
dicatrix, one of the central aspects of crystal growth is
the formation and stability of certain crystallographic
facets, planes or axes. Similar to their inorganic equiva-
lents, high-indices surfaces are unstable over time due
to their higher growth velocities compared with low-
index planes. However, for organic materials the crystal
habit, defined as the relative size of the stable faces,
proves to be more sensitive to the external growth condi-
tions as a consequence of the weak van der Waals bind-
ing energies. Tetracene, and many other oligoacenes
grown by plate sublimation, shows a distinct stable
crystal habit depending on the environmental condi-
tions. Under vacuum, a preferential growth along the
(ab)-plane is observed. This mode is determined by
the long-range diffusion and the gain of energy by
incorporating the individual molecules in this plane un-
der almost equilibrium conditions. In an atmosphere of
400 Torr N2, however, the mean free path of the sub-
limed molecule is shorter than the traveling distance
in the volume, and the crystal growth is governed by
the material transport rather than by the diffusion atop
the (ab)-crystal surface. The crystals emanating from
this growth regime are needle shaped, preferentially ori-
ented with the needle axis along the c∗-direction.

25.2.4 Structural Defects

The growth of organic molecular crystals, occurring
in most cases in a temperature range between room

temperature up to about 700 K, is accompanied by the
formation of structural defects, e.g., vacancies, dislo-
cations, and growth sectors. According to Boltzmann’s
law, the density of vacancies n in a crystal is a func-
tion of the temperature T and the energy, Ev, required
to form a vacancy: n ∼ exp(−EV/kBT ). Possible de-
fects can be characterized by their dimensionality as
vacancies (zero-dimensional, 0-D), dislocation lines or
screw dislocations (one-dimensional, 1-D), or grain
boundaries (two, dimensional 2-D). Even for high-
quality anthracene crystals, thermal treatment might
result in vacancy densities at room temperature of
1014 –1016 cm−3 after growth. Furthermore, due to the
respective packing along the various crystallographic
directions, an anisotropic distribution of defects has
been observed. Especially in crystals with herring-
bone-type packing in the (ab)-plane and a (001) glide
plane, enhanced formation of dislocation lines is ob-
served along the (100)||[010] Burgers vector. The
quadratic scaling of the elastic energy with the re-
spective Burgers vector makes the b-direction (the
shortest distance between adjacent molecules) ener-
getically favorable for the formation of dislocation
lines.

In addition, the external conditions during crystal
growth may have a significant impact on the defect
density [25.19]. In melt-grown crystalline samples, the
interaction of the crystal with the walls of the am-
poule, especially during the cooling process, might
induce dislocation densities three orders of magnitude
higher compared with similar crystals grown from gas
phase. However, subsequent thermal treatments might
decrease the defect density by adding thermal energy to
the system during annealing.

25.3 Organic Materials of Interest for Semiconducting Single Crystals

Organic semiconductors represent a large group
of solids comprised of organic π-conjugated small
molecules, oligomers or polymers. Since polymers are
rarely available in single-crystalline form, the materials
discussed in this chapter are limited to crystals of small
molecules and oligomers.

Organic semiconductors are mostly used as ac-
tive materials in field-effect transistors, light-emitting
diodes or solar cells. These applications determine the
selection of molecules of interest for research and pro-
duction. Figure 25.1 presents examples of molecules
with semiconducting properties used for research and
applications.

Linear or planar fused-ring compounds, hetero-
cyclic oligomers, and fullerenes are among the most
studied molecules with semiconducting properties.

Single crystals of polycyclic aromatic hydrocar-
bons were among the first reported organic materials
exhibiting small but measurable conductivity and pho-
toconductivity. This suggested that these materials
contain delocalized π-electrons and belong to the fam-
ily of semiconducting compounds [25.20, 21].

These early studies required large single crystals for
physical measurements. Therefore, the semiconductors
selected for these measurements included molecules
available in relative large quantity, stable at tempera-
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Fig. 25.1a–n Molecules of examples of the most studied organic semiconductors: (a) naphthalene, (b) anthracene,
(c) tetracene, (d) pentacene, (e) 2,3,9,10-tetramethylpentacene (Me4Pent), (f) rubrene, (g) fullerene (C60), (h) perylene,
(i) copper phthalocyanine, (j) 5,11-dichlorotetracene (DCT), (k) α-quaterthiophene (α-4T), (l) tetracyanoquinodimethane
(TCNQ), (m) α-hexathiophene or α-sexithienyl (α-6T), (n) 2,6-diphenylbenzo[1,2-b:4,5-b’]diselenophene (DPH-BDS)

tures close to their melting point, and grown in the form
of crystalline ingots from the melt. Some materials,
such as naphthalene, anthracene, stilbene, terphenyl,
diphenylacetylene or quaterphenyl, have been chosen
for crystal growth due to their strong scintillation prop-
erties [25.22]. Others, such as naphthalene, anthracene,
and perylene, were selected for melt growth and time-
of-flight measurements [25.12].

Oligothiophenes decompose below their melting
temperature and can only be grown from gas phase

in the form of small single crystals or thin films.
These compounds are widely used in both single-crystal
and thin-film forms for field-effect transistors [25.23,
24]. Hydrocarbons, such as rubrene, pentacene, and
tetracene, are used to study the physical properties of
organic semiconductors and for high-mobility transis-
tors [25.8].

Fullerenes, such as C60, and C70, have received
considerable attention due to their spherically delo-
calized π-electrons, yielding measurable conductivity
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and even superconductivity in alkali metal-C60 com-
pounds [25.25].

Another group showing promise for practical ap-
plication are cofacially stacked phthalocyanine systems
and, often with central 3d transition-metal atom, por-
phyrines [25.26]. These compounds are exceptional due
to their broad chemical variability and excellent stabil-
ity. These properties, and the fact that they are available
in sufficient quantity and quality, make porphyrines and
phthalocyanines prominent candidates for efficient pho-
tovoltaic energy conversion.

The observation of light emission from organic
diodes and the field effect in transistor configurations
stimulated the design and development of many new
organic π-conjugated molecules with semiconductor
properties [25.27]

Many were synthesized and used only in thin-film
field-effect transistors by evaporation or solvent-growth
techniques. However, only a limited number of these
compounds were grown in single-crystal form and only
a few examples are known where the electronic trans-
port properties were optimized.

25.4 Pregrowth Purification

For research purposes, batches of organic semicon-
ductor materials are typically purchased from chem-
ical suppliers. Some special, commercially unavailable
molecules are synthesized by individual chemists. In
both cases, the syntheses involve multistep organic
chemical reactions yielding the expected molecules. Be-
cause the yield of an organic synthesis may be low, the
desired molecules are often mixed with numerous, not
always well-characterized, contaminants. Contaminants
may be the molecules introduced as starting material,
molecules formed by side reactions or decomposition
processes, as well as solvents used in the process. In
comparison with classical inorganic semiconductors,
such as silicon or GaAs, where 6 N purity or better
is available, organic semiconductors are significantly
contaminated, with purity in the range of 95–98%.
The contaminants are often not well defined and may
form by reduction, oxidation, decomposition or pho-
toinduced processes during storage. Therefore, before

Ingot Molten zone
Zone heater

Semitransparent furnace insulation

Fig. 25.2 Zone refining with one molten zone in a horizontal arrangement

crystals can be grown, the source materials need to be
purified.

The purification methods may be the same as
those used for inorganic compounds: zone refining,
sublimation or distillation. Additional, due to the sol-
ubility of organic semiconductors in organic solvents,
recrystallization from organic solvents, or purification
by gas- or liquid-phase chromatography, is feasible.
The product of such purification requires subsequent
removal of traces of solvents. Moreover, some spe-
cific contaminants, which are difficult to remove
by traditional purification methods, may be altered
chemically for effective removal. For instance, re-
moving β-methylnaphthalene and thionaphthalene from
naphthalene by fusing naphthalene with molten potas-
sium, which chemically modifies the solid/liquid and
solid/gas distribution coefficients, may be an example
of chemically altering contaminants prior to removing
them via sublimation and zone refining [25.28].
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Organic semiconductors, due to the peculiarity of
the bonds, may not only decompose during storage but
also dimerize and polymerize, especially if exposed to
light. Anthracene is known to form dianthracene un-
der illumination, but this dimer is not very stable and
photolitically dissociates back to anthracene [25.29].

Pentacene, which has a mobility larger than
1 cm2/(V s) in both thin-film and single-crystal field-
effect transistors, easily oxidizes to 6,13-pentacenequi-
none [25.30], but also dimerizes and additionally reacts
further to form a series of polycondensed aromatic hy-
drocarbons and undergoes a disproportionation reaction
to 6,13-dihydropentacene [25.31].

25.4.1 Zone Refinement

Materials available in larger amounts, which can be
melted without decomposition, such as anthracene,
naphthalene or perylene, may be purified by repeated
zone melting as the technique of choice. Established by
Pfann for inorganic semiconducting materials [25.32],
zone refinement was applied to anthracene [25.33, 34].
In this method, an ingot of about 20–50 cm length is
formed and slowly dragged across a cylindrical heat-
ing zone of centimeter extension under an inert gas
atmosphere. The inert gas on one hand protects the
molten material from reaction with air and on the other
hand reduces the evaporation of the material from the
melted zone. The temperature of the heater is high
enough to locally melt the material to form a short
molten zone. Outside the heating zone the organic ma-
terial remains in its solid phase (Figs. 25.2 and 25.3).
A zone-refinement apparatus can be realized with an
ingot fixed in either horizontal or vertical orientation.
The heater moves along the fixed ingot, or alterna-
tively, the ingot moves relative to fixed heater. To allow
multiple melting and crystallization of zones along an
ingot, a system with numerous heaters may be used
(Fig. 25.4).

Due to the slow movement of the molten zone in
one direction only, the purified material melts at one
end of the zone and crystallizes at the other. Depend-
ing on the solubility of the respective impurities in the
liquid and solid states, impurities with higher solubil-
ity in the melt than in the crystal are moved towards

Fig. 25.4 Multizone refining system. To prevent evapora-
tion of material from the melted zone, zone refining is run
in vertical orientation. To decrease the time required for the
process, a multizone furnace is used �

Fig. 25.3 Zone-refined anthracene. Contamination is moved to both
ends of the ampoule, seen as a dark and a light part at each end
of the anthracene ingot. Also, some cracks and crystal segments,
formed due to crystal contraction during cooling, are seen

Ingot

Molten zone Heater

Semitransparent 
furnace insulation

Ampoule
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the molten interface, while impurities with lower sol-
ubility move to the crystallization interface. Therefore,
the former impurities are pulled with the zone whereas
the others are transferred to the opposite end of the in-
got. Repetition of this process up to several hundred
cycles will accumulate impurities on both ends of the
ingot and pure material is collected from its central part
(Fig. 25.3).

In the case that impurities have equal solubility in
the melt and the solid, they cannot be separated via zone
melting and need to be removed using other techniques
such as sublimation or chemical precipitation. Some
success has been reported by using an additional mater-
ial forming an eutectic with the impurity. In this way the
distribution coefficient is changed from an unfavorable
value close to 1.0, to a smaller value which simplifies
moving the impurities with the eutectic to the end of
an ingot. For instance, tetracene, for eutectic zone melt-
ing purification, has been mixed with 2-naphthoic acid,
while anthracene has been melted with benzoic acid.
The zone refinement of such an eutectic mixture allows
removing otherwise hard-to-remove impurities [25.35].

The purified material does not need to be removed
from the zone-refining apparatus after each run of the
molten zone along the ingot. Therefore, the purifica-
tion process may be automatically repeated many times
in the same ampoule [25.36]. Additionally, subsequent
purification steps may be performed only on material

Heater

Condensed material

Semitransparent furnace insulation

Cold finger

Cooling liquid

Evaporating material

Fig. 25.5 Vacuum sublimation on
a cold finger

collected from the central, purest part of the ingots. The
purity of substances for which this method has been
applied was superior, and low-temperature mobilities,
evaluated by the time-of-flight method, were reported
to be as high as a few hundred cm2/(V s) at low temper-
ature. Because zone melting requires a large amount of
material (on the gram scale) and a specific, noncommer-
cial apparatus, this method is preferred for large-scale
purification and has been used only for a limited number
of organic semiconductors.

25.4.2 Sublimation and Its Modifications

For studies of new organic semiconductors, laboriously
synthesized in only milligram amounts, standard vac-
uum sublimation (with various modifications) has been
commonly used. In this method, material sublimes in
vacuum in a temperature gradient between evapora-
tion and deposition zones. If only a very small amount
of the material is available, the deposition temperature
needs to be significantly lower than the evaporation
temperature. Under such conditions, easily evaporated
molecules, such as most solvents, evaporate into the
vacuum and most of the molecules deposit on some
form of cold finger. Heavy molecules do not sublime
at all and remain in the evaporation zone.

Vacuum sublimation in a temperature gradient is
very efficient, but it often lacks selectivity and most
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molecules with comparable properties deposit simulta-
neously on cold surfaces.

Low-vapor-pressure molecules or solvents may be
efficiently removed by sublimation. However, due to
the weak van der Waals bonds between molecules,
the volatility and evaporation enthalpies of organic
molecules with comparable molecular mass are too
close for efficient separation. It is worth mentioning at
this point that this situation may become even more
complex if the molecular species possess a permanent
dipole moment, thereby significantly changing the sub-
limation enthalpies.

To improve the purification of organic semiconduc-
tors and change the mass transport kinetics, modified
sublimation methods have been proposed. In one case,
a carrier gas was introduced into the sublimation ap-
paratus and a long deposition zone with a shallow
temperature gradient from the evaporation zone to room
temperature was used [25.13,37]. In this way, the heavy

Evaporation

Pumping
system

Deposition

Deposition A

Deposition C
Deposition B

Deposition B
Deposition A

b)

c)

a)

Fig. 25.6a–c The principle of step sublimation. The furnace is kept at constant temperature. The reaction tube is pulled from
the furnace in such a way that material from the consecutive processes deposit at the positions marked A, B, C as depicted
in (a–c)

impurity molecules, similar to vacuum sublimation, re-
main in the heating zone and the molecules with high
vapor pressure (solvents, etc.) are removed from the de-
position zone with the carrier gas stream. The carrier
gas transports molecules with different molecular mass
to different distances, allowing efficient separation of
molecules with different mass.

This method is selective enough that it may even
be used for separation of polymorphs or isomers.
Polymorphs are crystalline substances formed from
the same molecules but which crystallize in different
structures and therefore possess different sublimation
enthalpies.

Polymorphs of oligothiophenes, hexathiophenes,
quaterthiophenes have been separated by this methods
for crystal structure determinations.

Another modification of the sublimation technique
is step sublimation. Here, the pristine material is placed
in a boat at the end of a glass tube that is closed at
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one side. Connecting the open side to a pumping sys-
tem, the tube is evacuated to pressures of 10−6 mbar
and placed with the closed side into a transparent glass
oven. Subsequent stepwise increases of the tempera-
ture, with the ingot partially translated out of the heated
zone after each new temperature, allows for a detailed
analysis of the respective contaminants subliming at
different temperatures as well as the determination of
the sublimation temperature of the intended material.
Furthermore, the open arrangement of the setup allows
for in situ optical investigations of the pristine mater-
ial upon thermal treatment, e.g., for newly synthesized
materials, changes between the solid and the liquid
at a certain temperature can be observed. The tech-
nique can indicate changes in the chemical composition
of the material as well as possible phase transitions.
Due to its simplicity, this technique is well suited to
estimate the thermal stability and sublimation condi-
tions of newly synthesized molecules. Furthermore, this
technique enables the purification of lager amounts of
material compared with gradient sublimation and is

therefore ideal as a prepurification step in combination
with zone refinement.

In both of the above-described modifications the
purified material needs to be removed after one pu-
rification step. For consecutive purification steps, the
material needs to be reloaded into a new clean apparatus
and the purification process may be repeated. To avoid
this laborious and expensive procedure, a vapor zone-
refining technique has been developed [25.35]. In this
method, tetracene in the form of a long ingot was sub-
limed in an apparatus similar to a zone-refining system.
The temperature, however, was kept below the melting
temperature at which tetracene decomposes. Due to the
high vapor pressure of tetracene, it evaporates from the
short heated zone. Because some impurities may have
lower and others higher vapor pressure than tetracene,
the impurities are concentrated at both ends of the vapor
zone-refining ingot. The efficiency of this purification
method was confirmed through liquid-phase chro-
matography, but no other physical properties sensitive
to small quantities of contaminants have been reported.

25.5 Crystal Growth

Organic compounds may be grown from the gas phase,
solution or melt. Many well-established methods used
for crystal growth of elements, (metals and nonmetals)
or compounds (oxides, semiconductors or insulators)
may be modified for growth of single-crystal organic
semiconductors. The relative weak van der Waals bonds
between molecules, the large dimensions of growth
units, and the limited thermal stability of organic
materials impose specific limitations on the use of
these well-established techniques. In comparison with
inorganic materials, melting temperatures of organic
compounds are relatively low. Many small molecules
appear even at room temperature as liquids and cannot
be considered as practical semiconductors for room-
temperature applications.

Thiophene (C4H4S), for example, has a melting
temperature of only −38 ◦C and has not been re-
ported as being used for electronic applications. Both
2,2′-bithiophene (C8H6S2) and 2,2′:5′2′′-terthiophene
are solids at ambient temperatures, with melting
temperatures of 32 and 93 ◦C, respectively. The
larger oligothiophenes, i. e., quaterthiophene (four
thiophene rings), quinquethiophene (five thiophene
rings) [25.38], hexathiophene (sexithiophene, six thio-
phene rings) [25.24] or the longest synthesized octathio-
phene (eight thiophene rings), are all solid at room

temperature and numerous authors report the use of
these oligothiophene for field-effect transistors. The
longest oligothiophene, α-8T is difficult to synthesize,
as it needs high temperatures for evaporation but is not
very stable around the gas-phase growth temperature of
340 ◦C [25.39]. However the polymer polythiophene,
and its derivatives, are soluble and are again very popu-
lar as thin-film field-effect-transistor materials.

Similar relations exist in the polycyclic aromatic
hydrocarbons. Benzene is a liquid at room tempera-
ture; naphthalene is a volatile solid, anthracene melts
at 210 ◦C, but photodimerizes under illumination. The
longer hydrocarbons from the acene family, tetracene
(naphthacene) and pentacene, are relatively stable solids
with excellent semiconducting properties [25.40]. The
next in the series, with six (hexacene) and seven (hep-
tacene) conjugated benzene rings, are hard to synthesize
and not very stable [25.41]. The polymer, an infinite lin-
ear chain of acenes or cyclic polyacenes, has not been
synthesized [25.42].

The most frequently used single-crystal growth
method for organic semiconductors are the numerous
modifications of the vapor growth technique. Most or-
ganic molecules possess sufficient vapor pressure that
the vapor growth method can be efficiently used. Some
materials, such as anthracene, tetracene, pentacene, and
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rubrene, have been crystallized in sealed ampoules in
the form of needles, platelets or even large bulk single
crystals. However, most organic semiconductors have
been grown by evaporation and condensation in a carrier
gas stream. Oligothiophenes and acenes, for example,
have been grown from the vapor phase, and resulting
single crystals have been used for physical measure-
ments as well as device preparation. Many organic
molecules, designed and synthesized for exploration of
their semiconducting properties, have been evaporated
during heating and crystallized in the form of small
(only a few to tens of micrometers long) crystals. Such
small crystals may have sufficient quality that the crys-
tal structure can be determined by diffraction methods
(where dimensions of the order of 50 × 50 × 5 μm3 are
needed).

For some applications, such as scintillation detec-
tors, where large crystals of a few cubic centimeters are
required, the melt growth techniques are more practi-
cal. However, for other applications such as field-effect
transistors, large crystals need to be cut and polished be-
fore preparing devices on their surfaces. Time-of-flight
measurements revealed that the bulk quality of large or-
ganic crystals may be superior compared with at their
surfaces. Unfortunately, due to the requirement for sta-
bility of the material up to the melting point, very few
organic semiconductors have been grown from the melt.

Though the large molecules of oligothiophenes,
acenes, and many others are excellent organic semi-
conductors, they have low vapor pressure, making it
difficult to use them in gas-phase transport setups, and
they often decompose before melting, excluding melt
growth techniques. Additionally they show only limited
solubility in solvents. These large molecules are some-
times functionalized with long alkane chains to improve
solubility, but the substitution creates new molecules
and therefore changes the physical properties of the
semiconductor. Thus, due to their low solubility, crys-
tals can only be grown from solvents by using high
pressures and temperatures in a solvothermal method.
However, to date, the quality of solvothermal-grown
crystals was not optimized and the quality was insuf-
ficient for practical applications.

25.5.1 Melt Growth

Generally, materials that may be purified by zone melt-
ing may be crystallized from a melt by either the
Bridgman or Czochralski method. In the Bridgman
method, the material is melted in a container in a tem-
perature gradient in such a way that crystallization starts

at the lowest point of a narrowed ampoule. In most
practical Bridgman processes the ampoule is sealed; as
a result, the vapor cannot escape from the system. The
growth of crystals may be initiated spontaneously or on
a small oriented single-crystalline seed.

In the Czochralski method, the material is melted
in a crucible at a temperature slightly above the melt-
ing point. A seed crystal, which is just below the
melting temperature, is pulled from the melt. The crys-
tallization begins on an oriented monocrystalline seed.
During the crystal growth process, the melt evaporates
from the crucible during the crystal pulling and the
vapors continuously escape from the crucible. There-

Direction of ampoule
movement

Insulation

Heater
Molten material

Sealed ampoule

Bridgman crystal

Fig. 25.7 The principle of the Bridgman crystal growth system in
a sealed ampoule. A glass ampoule with molten material is moved
through a temperature gradient. The crystal nucleates at the tip of
the ampoule and grows from the melt when the lower part of the
ampoule moves to the colder part of the furnace
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Fig. 25.8 Anthracene crystal grown by the Bridgman method inside
a glass ampoule; the crystal sticks to the ampoule wall and is shown
before removal from the ampoule

Heater

Czochralski crystal

Crystal rotation

Melt

Insulation

Pulling direction

Pulling rod

Fig. 25.9
A sketch of the
Czochralski ap-
paratus used for
the growth of or-
ganic material.
The pulling rod
is slightly cooler
than the melt.
The heat is re-
moved from the
growing crys-
tal through the
pulling rod. The
crystal is pulled
from the melt.
The vapor can
escape during
the growth pro-
cess through the
opening between
pulling rod and
the ampoule

fore this method is suitable only for low-vapor-pressure
materials.

Organic Semiconductors Grown
by the Bridgman Technique

Due to their thermal stability upon melting, low-weight
acenes such as naphthalene, anthracene [25.43, 44],
2,3-dimethylnaphthalene [25.45], perylene [25.46], and
phenanthrene [25.47] have been grown by the Bridgman
technique. Similar to zone refinement, the material is
placed in an ampoule sealed under vacuum or at a pres-
sure slightly lower than ambient; for example, 400 Torr
of N2, at room temperature, may be used. In a vertical
oven with two different temperature zones, the organic
compound is melted in the upper, hotter zone and then
slowly lowered into the cooler region for crystallization.
Depending on the organic materials, the growth speed
can vary over a range from 0.1 mm/h to 0.1 mm/min.
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To avoid possible formation of structural defects caused
by mechanical vibrations during the process, the oven
is moved instead of the ampoule. The resulting crys-
tals are on the centimeter scale and provide a degree of
purity that is as high as the pristine material, and some-
times even better due to the additional refinement cycle
during growth.

A schematic diagram of the Bridgman crystal
growth apparatus is shown in Fig. 25.7, and an an-
thracene single crystal grown by this method is shown
in Fig. 25.8. A Pyrex or quartz glass ampoule containing
a prepurified organic semiconductor is evacuated under
vacuum, purged with inert gas, and sealed under vac-
uum or under reduced inert-gas pressure. The ampoule
is heated slightly above the melting point of the material
and then lowered through the temperature gradient.

Organic Semiconductors Grown
by the Czochralski Technique

Crystals grown by the Bridgman method as well as in-
gots crystallized during zone refining suffer from cracks
and stresses caused by contact with the walls of a con-
tainer. To avoid this effect, the Czochralski technique
was used for benzile, benzophenone, and stearic acid.
The scheme of this method is presented in Fig. 25.9.
A small seed crystal is slightly immersed into the melt
and slowly rotated and pulled from the melt. The melt
crystallizes on this seed, forming single crystals with the
same orientation as the seed. The high vapor pressure
of most organic compounds limits the usability of this
method to a few organic semiconductors even though
the quality of these crystals compares favorably with
the perfection obtained by Bridgman or solution-grown
crystals [25.48].

25.5.2 Growth from the Gas Phase

The most popular method of growing single crystals
of many organic semiconductors is growth by gas-
phase transport. The significant vapor pressure of van
der Waals bonded materials [25.49] at moderate tem-
peratures and the possible high purity and quality of
vapor-grown crystals favor this method for the growth
of single crystals for research purposes.

Even though the gas-phase growth technique is
rather simple, the processes involved in evaporation and
crystal formation are quite complex. The growth of
crystals may be limited by processes occurring in the
evaporating material, the gas-phase transport between
evaporation and growth zone or on the surfaces of the
crystal itself. Crystals may grow close to thermody-

namic equilibrium within their own vapor, or far from
equilibrium when the gas-phase transported molecules
condense very fast or in the presence of an inert gas
where molecules diffuse through the surface layer of
adsorbed gas.

The growth unit of a molecular crystal is a single
molecule, much larger than the growth unit of most
inorganic crystals. Therefore, large molecules require
additional energy to reorient, or even reconstruct, before
incorporation into kinks or steps on the crystal surface.

For some molecules, the required rearrangement has
been experimentally observed. Rubrene, which shows
the highest charge carrier mobility at room tempera-
ture, crystallizes very poorly or as an amorphous layer
if the growth temperature is low. The molecules strike
a surface and stick to it where they hit, forming an
amorphous conglomerate [25.16]. However, by increas-
ing the growth temperature, the crystalline quality of
thin films significantly improves [25.16]. To achieve
a high enough growth temperature during condensation
of rubrene thin film, a semiclosed method, i.e., hot-wall
epitaxy, allowing growth at high vapor pressure, was
used. Even higher growth temperatures are practical for
rubrene and large well-formed rubrene single crystals
are routinely obtained.

The presence of inert gas, in either an open or sealed
system, radically changes the growth modus. Horowitz

a) b)

Fig. 25.10a,b α-Hexathiophene grown from the vapor phase.
(a) Powder evaporated from the lower part of the ampoule, de-
posited in vacuum on the wall in the form of a fine crystalline
powder. No crystals are observed. (b) When the ampoule was filled
with 1 atm of an inert gas, up to centimeter-size crystals grew at the
colder part of the ampoule
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Semitransparent insulation

Gas outputGas input

Heater with 
a temperature gradient

Source material Crystals

Fig. 25.11 The principle of a vapor-phase transport crystal growth system. The inert gas flows through the reactor, causing trans-
port of molecules from high temperature, where the material evaporates, to the low temperature, where the material deposits. The
high vapor pressure impurities are transported with the gas stream out of the furnace and the heavy contaminants remain at the
evaporation zone. The presence of an inert gas modifies the surface processes, resulting in spontaneous formation of single crystals

a)

b)
c'

et al. reported α-hexathiophene single crystals grown at
a few mbar of argon [25.50].

However, α-hexathiophene, during evaporation in
vacuum, deposits as a powder, independent of the
temperature gradient. At higher temperature, the vac-
uum evaporation is very fast and molecules are not
able to rearrange before attaching to the growth sides
and thus form a powder rather than crystals. After
introducing an inert gas into the ampoule or apply-
ing a gas flow in an open system, the evaporation
rate was significantly reduced, allowing even higher
temperatures for evaporation and crystal growth. The
molecules gain additional thermal energy, allowing sur-
face diffusion to the nearest growth steps. There the
molecules rearrange before forming single-crystalline
platelets with well developed faces [25.37]. The same
improvement in crystal growth was observed for
quaterthiophene [25.51, 52].

At temperatures only slightly lower than the melt-
ing point, the occurrence of a rough or even quasiliquid
surface layer is assumed. This layer influences the

Fig. 25.12a,b Examples of crystals grown from vapor
phase. (a) Tetramethylpentacene grown in an inert gas
stream: growth steps are visualized due to the use of illumi-
nation at shallow angle of incidence. (b) Tetracene grown
in a closed ampoule: monolayer-high growth steps occur
on the crystal surface (steps not visualized) �
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Semitransparent insulation
Heater with 
a temperature gradient

Source material CrystalsSealed ampoule

Fig. 25.13 Vapor-phase
growth in a sealed glass am-
poule. The ampoule may be
filled with an inert gas under
controlled pressure. The im-
purities cannot be removed
from the ampoule during the
growth process

adsorption, migration, surface diffusion, surface rear-
rangement, and nucleation of molecules and helps in the
attachment of molecules to the crystal surface [25.53].

Various modifications of the gas-phase crystal
growth technique have been described. They may be di-
vided into processes run in sealed ampoules or in open
tubes. Both processes, in a sealed or open tube, may
run either in vacuum or in an inert gas atmosphere.
In a sealed ampoule, the starting material is enclosed
in a glass ampoule and the amount of the material is
not changed during the process. However, due to chem-
ical reactions, such as decompositions, photoreactions,
polymerization, and others, the chemical composition
of the material in a sealed ampoule may change. In an
open tube system, a carrier gas is injected through one
end of the tube and escapes from the other. The mater-
ial for crystallization is located in the heated part of the
tube, evaporates from there at elevated temperature, and
condenses in the colder part of the tube [25.54]. The
crystallizing material may undergo similar reactions as
in the sealed ampoule. It may further react with the car-
rier gas and escape with it from the growth tube. The
resulting composition and the amount of the material
in the system may therefore change during the growth
process.

Both variations of gas-phase crystal growth require
only small quantities of the starting material. There-
fore, many organic compounds have been grown in
the form of small needles or platelets. These crystals,
while often not large enough for device preparation, are
large enough for x-ray diffraction analysis and structure
determination. However to grow single crystals large
enough for device fabrication, the process parameters
need to be further optimized. To keep the temperature
gradient between the evaporating and growing material

small, sealed ampoules have frequently been used. To
lower the evaporation rate and run the growth processes
at higher temperatures, an inert gas has been introduced
in both sealed and open systems. To purify the ma-
terial during growth, the open system is preferred, as
impurities are carried away from the growing crystal by
a stream of inert gas.

Sublimation in sealed ampoules filled with an inert
gas has been efficiently used for growth of anthracene,
chrysene, diphenyl, p-terphenyl, acridine, pyrene, naph-
thalene, phenanthrene, and benzanthracene. Fluores-
cence measurements have been performed on such
crystals [25.55].

Rubrene and pentacene crystals have been grown
in a small temperature gradient formed in a vacuum
sealed glass ampoule [25.31, 56]. In both cases growth
temperatures were lower than the corresponding tem-
peratures for growth in the gas stream. Also, the crystals
produced by vacuum growth were much thicker be-
cause the surface migration of adsorbed molecules
was limited at lower temperatures. However, the same

Fig. 25.14 C60 crystal grown in a sealed quartz-glass am-
poule
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Direction of ampoule
movement

Insulations

Heater

Crystal

Sealed ampoule

Evaporated material

Fig. 25.15 Schematic diagram of the gas-phase growth of crystals
while pulling the ampoule through a temperature gradient. Crystal
nucleates in the narrow tip of the ampoule during pulling of the
ampoule from the high-temperature zone in the lower part of the
furnace to the colder, upper part of the furnace

growth technique was absolutely inadequate for oligo-
thiophenes, where a gas flow is required to keep
a high temperature and to remove impurities from the
system.

Larger crystals may be obtained from the gas phase
by pulling a sealed glass ampoule up through a tempera-
ture gradient (the inverse of the Bridgman technique). In
this technique, the material evaporates from the lower,
hotter part of the ampoule and condenses at a narrow
tip of an ampoule pulled into the colder part of the
furnace. The conical tip of the ampoule is filled by
the growing crystal. Tetracene single crystals have been

a

Fig. 25.16 Tetracene crys-
tal formed in the tip of an
ampoule while pulling the
ampoule through a tempera-
ture gradient

successfully grown by pulling the ampoule with a speed
of 5 mm/day [25.57].

During the growth in a sealed ampoule, even if pre-
purified materials are used, some impurity molecules
may be formed by decomposition, and some impu-
rity molecules intercalated in the source material may
be discharged during heating. To avoid contamina-
tion of the growing crystals, a part of the vapor
may be removed through a small effusion hole placed
close to the conical tip of the ampoule. This method,
known as semi-open physical vapor transport, has
been successfully used to grow nonlinear optical crys-
tals [25.58, 59], but has not been explored for organic
semiconductors.

One of the striking features of sublimation-grown
crystals is their morphological habit. Many of the
polyacenes, rubrene, and perylene derivatives show
a preferred two-dimensional growth with aspect ratio
between lateral extension and height of the order of
102 –104. Such crystals are most suitable for transport
studies carried out in field-effect transistor (FET) geom-
etry by preparing metal contacts by thermal evaporation
after growth. Since these measurements are governed by
the charge carrier transport along the topmost layers of
the crystal surface, contamination after growth by, for
instance, photo-oxidation, has to be minimized by sam-
ple handling in a glovebox, under controlled lighting,
etc.

The results of some field-effect transistor studies on
organic single crystals with mobility values equal to or
larger than 1 cm2/(V s) are presented in Table 25.1.
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Table 25.1 Organic semiconductors with a single-crystal field-effect transistor mobility above 1 cm2/(V s)

Structure Mobility [cm2/(V s)] Reference

2.2 Roberson et al. [25.31]

Pentacene

13 Zeis et al. [25.56]

Rubrene

N

N

N

N

N

N

N

N
Cu 1.0 Zeis et al. [25.60]

Copper phthalocyanine

Se

Se

1.3 Zeis et al. [25.61]

2,6-Diphenylbenzo[1,2-b:4,5-b′]diselenophene

Cl

Cl

1.6 Moon et al. [25.62]

Dichlorotetracene
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25.5.3 Solvent-Based Growth Methods

The solubility, vapor pressure, and stability of
molecules declines with increasing mass of the organic
semiconductor. Therefore melt or gas-phase crystal
growth methods are unsuitable for large molecules,
since the molecules tend to break apart before melt-
ing or evaporation. The only growth method available in
such cases is solution growth close to room temperature.
In analogy to inorganic materials, the solubility may
be increased by high pressure and moderate tempera-
tures below the melting point, similar to quartz crystals,
which are grown by the hydrothermal method a few
hundred degrees below the melting point of SiO2.

This concept has been used for organic mater-
ials [25.63], where a pressurized solvent (instead of
water), was used. With this solvothermal method, it was
shown that the practically insoluble material, hexathio-
phene, is well soluble in benzyl phenyl sulfide sealed in
a glass ampoule. During cooling, hexathiophene precip-
itates to form small platelets. The crystal growth process
has not been optimized, and resulting crystals were only
a few hundred micrometers in dimensions, insufficient
for transistor fabrication or transport measurement.

Small or polar molecules were successfully grown
from organic solvents. During solvent evaporation or
during cooling of saturated solutions, the material
precipitates in the form of crystalline powders or, some-
times, small crystals. This is the method of choice for
growth of small crystals for x-ray crystal structure de-
termination. However, the solvent may intercalate or
even form ordered mixed crystals. Larger crystals of or-

ganic semiconductors, such as anthracene and pyrene,
were also grown from solvents by solvent evapora-
tion or by temperature lowering and have been used
for semiconducting parameter evaluation. Anthracene
and pyrene crystals of a few millimeters, formed by
slow evaporation of a solvent, were successfully used
for dark conductivity and photoconductivity measure-
ments [25.46].

Anthracene crystals with up to 2 cm2 in area have
been grown while suspended in a solvent. The essential
feature of this method is the choice of the solvent, ethy-
lene dichloride, with a density that is slightly greater
than the density of anthracene at room temperature.
Since the density of the solvent decreases faster than
the density of anthracene upon heating, it is possi-
ble to find a temperature at which both solvent and
anthracene density are equal and the crystal can be sus-
pended and grown in solution. Additionally, a layer of
xylene (a poor solvent for anthracene) was placed on
the top of the anthracene/ethylene chloride solution.
Xylene prevents ethylene dichloride from evaporating
and further diffuses slowly into the ethylene dichlo-
ride and causes a decrease in anthracene solubility,
thus creating supersaturation. Under such conditions,
crystals can grow undisturbed while suspended in the
solvent [25.64].

Further, large crystals of organic materials for
nonlinear optics applications have been grown from sol-
vents [25.65]. However, these crystals are transparent
large-gap insulators and do not show properties typi-
cal of organic semiconductors; they are therefore not
discussed in this chapter.

25.6 Quality of Organic Semiconducting Single Crystals

To understand the electronic properties of organic semi-
conductors, high-quality single crystals are required.
In the past the structural quality of gas-phase-grown
anthracene and Bridgman-grown 2,3-dimethyl naph-
thalene were studied with x-ray topography [25.19].
Because anthracene grew in the form of very thin
platelets that were strongly warped, x-ray topography
was severely hampered. Large, ultrapure Bridgman-
grown anthracene as well as 2,3-dimethyl naphthalene
single crystals were used for time-of-flight measure-
ment of charge carrier mobilities. The x-ray topographs
of these crystals revealed that defects were formed af-
ter the crystal growth process, during cooling of the
crystals from the growth temperature to room tempera-
ture, during removal from ampoules, and during sample

preparation for measurements. However, if properly and
carefully handled, the quality of cleaved lamellae pre-
pared from Bridgman-grown ingots displayed a highly
perfect mosaic with only a few dislocations appearing,
mostly at the side where the cleavage process caused
stress and glide dislocations [25.19].

Double-crystal x-ray topography was performed
on rubrene single crystals grown from the vapor
phase [25.66]. In comparison with other organic
semiconductors that crystallize in lower symmetries
(monoclinic or triclinic), rubrene crystallizes in the
orthorhombic system. Besides thin platelets, rubrene
forms also thicker crystals suitable for structure anal-
ysis. The thermal expansion is not very anisotropic.
The rocking curve width of a few crystals (selected
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under polarized light from a large batch grown in
numerous growth runs) revealed a full-width at half-
maximum (FWHM) of the (12 0 0) reflection of 0.013◦
for the best samples. Such a narrow rocking curve
was also observed for the (004) reflection, but the
FWHM was twice as large for the (020) reflection.
Such a low mosaic spread is among the best exhib-
ited by organic crystals. However, many other measured
rubrene crystals displayed larger FWHMs of the or-
der of 0.15◦. The mechanism of forming such mosaic
spreads in these crystals is not known. Furthermore, it

is assumed that both the growth process and, more prob-
ably, any temperature gradient formed during the crystal
cooling are responsible for defect formation in these
crystals, often with an inhomogeneous distribution of
dislocations.

Rubrene single crystals show high charge carrier
mobility, close to ten times larger than values seen in
other organic semiconductors such as tetracene or pen-
tacene. However, the mechanisms by which defects,
impurities, and intra- and intermolecular structure im-
pact on charge carrier mobility is not clear as of today.

25.7 Organic Single-Crystalline Field-Effect Transistors

At the foundation of organic semiconductors as an ac-
tive element of plastic electronics is the ability to use
assemblies of molecules in FETs. Charge carrier trans-
port has attracted attention for decades and was often
studied using thin-film FET structures. In contrast, only
a limited number of groups have focused on intrinsic
electronic properties of single-crystal organic semicon-
ductors. While the measurements on thin films, which
are the configurations used for applications, are useful
and indicate the potential of a particular organic com-
pound, the presence of grain boundaries, impurities, and
defects obscures the intrinsic performance that one can
expect to achieve from a specific material. The alterna-
tive approach for evaluation and selection is the fabri-
cation of an FET structure directly on a single crystal.
In this way, the most efficient π-conjugated molecules
can be selected from among the many commercially
available organic compounds. The latter method al-
lows better evaluation of intrinsic properties of organic

a) b)

Gate electrode
Dielectric

Drain 
electrode

Single crystal

Source electrode

Single crystal pressed
onto prefabricated FET structure

Gate electrode

Dielectric

Drain electrode

Single crystal

Source electrode

Fig. 25.17a,b Schematic diagram of two types of single-crystal field-effect transistor fabrication. (a) The FET electrodes
and dielectric are prefabricated and a single crystals is attached by adhesion to the FET structure. (b) Electrodes and
dielectric are built up step by step on the natural surface of a single crystal

semiconductors because the optical, electrical, and
other properties are directly dependent on molecular
properties of individual molecules that self-assemble
(crystallize) on a nanoscale into well-ordered oriented
grains, macroscopically defining a single crystal.

FET structures prepared on the natural surfaces of
single crystals were described previously [25.8]. Two
general variations are used. In the first, the source and
drain electrodes, dielectric layer, and gate electrodes are
fabricated by different techniques on a silicon wafer or
plastic foil, and the single crystal is stamped (placed)
onto such a device structure. In the second variation,
the source and drain contacts are evaporated or printed
onto the natural surface of a single crystal, then the di-
electric is spun on or evaporated onto the crystal, and
finally the gate electrode is fabricated on the dielec-
tric layer. In the first method a strongly doped silicon
wafer covered by an insulating layer of silicon oxide
(SiO2) with deposited metallic (mostly gold) electrodes
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is used as a support for crystals, which are gently af-
fixed by adhesion to form the channel region between
the source and gate electrodes. Good adhesion between
the prefabricated FET support and crystal is crucial for
proper operation of such a device. A similar concept of
a prefabricated FET structure has been realized by us-
ing either a transparent indium oxide gate on glass or
flexible foil and spun-on polymers as a gate dielectric.
Again, strong adhesion between the electrodes, poly-
mers, and crystals is crucial and may be controlled
through chemical treatment of the polymer. An interest-
ing modification of the last structure is an elastomeric
stamp where the gate dielectric is replaced by an air gap.
Since no direct contact between the dielectric (here air,
inert gas or vacuum) and semiconductor surface occurs,
the natural surface of the semiconductor may be stud-
ied and effects of the atmosphere on the FET properties
may be observed.

For the second method, contact metals for p-type
semiconductors are preferably gold or silver or low-
work-function metals such as magnesium in the case
of n-type materials. The lowest contact resistance
on rubrene was obtained with painted contacts from
a water-based solution of colloidal graphite. The gate
insulation layer may consists of 0.5–2 μm of parylene,
prepared from the dimer Parylene N or C. The dimer
is evaporated at 160 ◦C and cracked to a monomer at
680 ◦C that subsequently polymerizes on the surface of
a crystal kept at room temperature. The gate electrode
may either be evaporated or painted (colloidal graphite)
directly on the parylene layer over the channel area be-
tween source and drain contacts.

In both FET structures, the semiconductor proper-
ties are tested only in the very thin surface layer of

the single crystals (or thin films in a thin-film FET).
However, this surface layer may be easily affected by
intercalation/adsorption of gases present in the transis-
tor environment. In this way, chemical sensors may be
constructed, where the molecules are introduced into
the channel area of the FET. Additionally, with the ex-
ception of the air-gap structure, the channel area may
be modified/affected by the direct contact with a gate
dielectric.

The highest FET mobility of 20 cm2/(V s) in p-type
rubrene or 1.6 cm2/(V s) in n-type tetracyanoquinodi-
methane (TCNQ) [25.67] has been obtained in such
devices. However, since FET structures probe only the
top surface layers, the charge carrier mobility obtained
in this way is not necessarily identical to the mobilities
measured in the bulk.

The surface charge transport mobility generally de-
creases with decreasing temperature, an effect attributed
to trapping states present at the surface. The bulk charge
transport values of electrons and holes may be much
higher, as was demonstrated by time-of-flight measure-
ments in naphthalene, anthracene or perylene at low
temperatures. In these cases the superior transport prop-
erties were attributed to meticulous purification and
bulk crystal growth optimization as well as the insen-
sitivity of the bulk properties on chemically poorly
defined surface states.

In any case, electronic transport measurements are
indispensable tools in evaluating the electronic traps af-
fecting the charge transport in organic semiconductors.
Together with optical methods and x-ray topography
and diffraction to measure structural quality and ele-
mental/molecular purity, the overall crystal quality of
organic semiconductors can be efficiently assessed.

25.8 Conclusions

Single crystals of organic semiconductors have been
grown mostly for basic research studies, for structure
evaluation as well as for evaluation of maximum per-
formance of organic semiconductors devices. Many
purification and crystal growth methods have been ap-
plied to organic single crystals. Gas-phase transport is
often used for growth of crystals used for field-effect
transistors and x-ray structure determinations, whereas
the Bridgman method dominates the growth of large
crystals. So far, the highest electron and hole mobili-
ties measured by the time-of-flight method have been
achieved on crystals purified by extensive zone refin-
ing and grown from the melt by the Bridgman method.

However, the highest field-effect mobilities have been
achieved on crystals purified by sublimation and grown
from the vapor phase. The difference in mobilities be-
tween the bulk and surface measurements is attributed
to different types of defects and contamination in the
bulk and on the surfaces. These measurement values
still reflect extrinsic effects and do not yet measure the
intrinsic properties of organic semiconductor.

As of today, there are not enough studies of quality,
purity, defect concentration, and optical and electri-
cal properties on the same material grown by different
methods. On the one hand this is a result of the insta-
bility of organic compounds and associated changes of
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their properties with time, while on the other hand it is
challenging to use specific analysis methods for precise
characterization of brittle crystals where defects alter
with aging. Organic semiconductors need defect and
impurity evaluation at part-per-million levels, similar to
inorganic semiconductors. Even though organic semi-
conductors are much less studied than their inorganic
counterparts, it seems that organic semiconductors will

be an important component of future microelectronics.
Organic light-emitting diodes (OLEDs) and displays
are already commercially available. However, progress
in organic material characterization is needed to guide
improvements in purification and crystal growth that
will consequently lead to the development of new,
better organic semiconductors and higher-performance
devices.
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Growth of III-26. Growth of III-Nitrides
with Halide Vapor Phase Epitaxy (HVPE)

Carl Hemmingsson, Bo Monemar, Yoshinao Kumagai, Akinori Koukitu

III-nitrides can be grown by employing several dif-
ferent techniques, such as molecular-beam epitaxy
(MBE), metalorganic vapor-phase epitaxy (MOVPE),
halide vapor-phase epitaxy (HVPE), high-pressure
solution growth, and sputtering. Each of these
are suited for a particular application; the spe-
cific property of HVPE is a much larger growth rate,
which makes this technique the natural choice
for growth of very thick layers that can be used
as high-quality native substrates for subsequent
growth of device structures using other techniques.
Such substrates will be needed for certain devices
with high current density or high voltage load,
where the high defect density caused by growth
on foreign substrates (heteroepitaxy) cannot be
tolerated. The HVPE technology is still under de-
velopment, and below we present the present
situation with emphasis on GaN. The thermody-
namic limitations of HVPE growth are discussed
first, including the high-temperature chemistry in
both the source zone and growth zone of a growth
reactor. Examples of the design of growth sys-
tems are given; in particular, issues such as flow
patterns, parasitic growth, and growth rates are
discussed. Methods to reduce the defect density
for growth on foreign substrates are discussed,
as well as various lift-off techniques to prepare
free-standing GaN wafers. Common characteri-
zation techniques are mentioned, and important
physical properties of high-quality GaN wafers are
given. The ongoing developments of HVPE growth
for AlN and InN are also briefly summarized.
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26.1 Growth Chemistry and Thermodynamics

Commonly, a HVPE reactor for growing group III ni-
trides (GaN, AlN or InN) consists of two main zones:
the source zone for forming chloride gas of a group III

metal (Ga, Al or In) and the growth zone where the chlo-
ride of a group III metal and NH3 are mixed to grow the
nitride film. Therefore, understanding of the chemistry
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at both source zone and growth zone is essential to grow
nitrides by HVPE.

In the source zone of a reactor, the group III
metal is placed and maintained at a certain temper-
ature. HCl gas is commonly used to form chloride
gas of the group III metal. Therefore, the gaseous
species formed at the source zone and their equilib-
rium partial pressures when HCl gas is introduced over
the group III metal are important issues. Principally,
gaseous species at the source zone are III ·Cl, III ·Cl2,
III ·Cl3, (III ·Cl3)2, HCl, H2, and inert gas (IG: N2,
He, Ar, etc.). The following chemical reactions occur
simultaneously

III(s or l)+HCl(g) = III ·Cl(g)+ 1
2 H2(g) , (26.1)

III(s or l)+2HCl(g) = III ·Cl2(g)+H2(g) , (26.2)

III(s or l)+3HCl(g) = III ·Cl3(g)+ 3
2 H2(g) , (26.3)

2III ·Cl3(g) = (III ·Cl3)2(g) . (26.4)

Equilibrium partial pressures of the gaseous species in
the source zone can be calculated by a thermodynamic
calculation [26.1]. It should be noted that a low source-
zone temperature, a high HCl input partial pressure or
a small surface area of group III metal might cause in-
sufficient reactions in the source zone, i. e., the reactions
will be kinetically limited.

Figure 26.1 shows equilibrium partial pressures of
the gaseous species Pi in the source zone under a to-
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Fig. 26.1a–c Equilibrium partial pressures of gaseous species over group III metals placed in the source zone as a func-
tion of temperature calculated for (a) Ga, (b) Al, and (c) In source zones

tal pressure of the source zone (
∑

Pi ) of 1.0 atm,
an input partial pressure of HCl (P0

HCl) of 6 × 10−3 atm,
and a mole fraction of hydrogen in the carrier gas (F0)
of 0.0 (inert carrier gas), calculated for Ga, Al, and
In source zones. The source-zone temperature ranges
from 300 to 1000 ◦C. In the Ga source zone, the ma-
jor gaseous species of Ga is GaCl and its equilibrium
partial pressure is almost equal to P0

HCl at temperatures
above 500 ◦C. This means that the predominant reac-
tion at the Ga source zone is (26.1), and almost all
HCl introduced into the source zone reacts with Ga
metal. The In source zone shows the same tendency
as the Ga source zone. Only the Al source zone shows
a change of the predominant reaction with increase of
the source-zone temperature. At low temperatures, the
major gaseous species of Al is AlCl3, with an equilib-
rium partial pressure one-third of P0

HCl, whereas it is
AlCl at high temperatures, above 800 ◦C. Although the
carrier gas used in Fig. 26.1 is IG, the equilibrium par-
tial pressures of group III chlorides do not vary when
H2 is used as a carrier gas (F0 = 1.0).

Figure 26.2 shows the values of equilibrium con-
stants K of the growth reactions of GaN, AlN, and InN
using III ·Cl or III ·Cl3 and NH3 as a function of the
reciprocal of the reaction (growth-zone) temperature.

The equilibrium constants can be calculated using
thermochemical tables [26.2, 3]. As seen in Fig. 26.1,
the group III chloride formed at the source zone is
III ·Cl (monochloride) when the source-zone temper-
ature is sufficiently high. However, with decreasing
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source-zone temperature, the equilibrium partial pres-
sure of III ·Cl3 usually increases. Also, GaCl3, AlCl3,
and InCl3 are available commercially in powder form,
which makes it possible to sublimate them for growth of
nitrides, as an alternative to the use of HCl. Therefore,
equilibrium constants of growth reactions using trichlo-
rides are also shown. In the figure, the following order
of equilibrium constants K for growing nitrides is seen

K
AlN

� K
GaN

> K
InN

. (26.5)

In general, this order corresponds to the growth rate of
nitrides using group III chlorides. For the growth re-
actions of GaN, the equilibrium constants are close to
zero in both reactions using GaCl and GaCl3. Therefore,
growth of GaN is possible using GaCl or GaCl3. In the
AlN growth, the values of equilibrium constants are ex-
tremely large in both reactions using AlCl and AlCl3,
indicating high-speed growth of AlN. On the other
hand, in the case of InN growth, the value of log K using
InCl is significantly small and negative. Consequently,
growth of InN is possible only using InCl3 as an In
source. Another point expected from the figure is the in-
fluence of H2 on the growth of nitrides, since the growth
reactions contain H2 as a product when monochlo-
rides are used. Therefore, thermodynamic analysis for
the growth zone of a HVPE system is meaningful as
well as that for source zone, since growth is commonly
performed under mass-transportation-limited or ther-
modynamically controlled conditions.

Thermodynamic analysis of the HVPE growth zone
has been performed and reported for GaN [26.4, 5],
AlN [26.6], and InN [26.7]. In the literature the influ-
ence of various growth conditions on the driving force
of growth is described. Here thermodynamic analysis
of the conventional GaN growth zone is described as
an example. When GaCl formed at the source zone and
NH3 are separately introduced into the growth zone
with a carrier gas mixture of H2 and IG, the following
chemical reactions occur simultaneously

GaCl(g)+NH3(g) = GaN(s)+HCl(g)+H2(g) ,

(26.6)

GaCl(g)+HCl(g) = GaCl2(g)+ 1
2 H2(g) , (26.7)

GaCl(g)+2HCl(g) = GaCl3(g)+H2(g) , (26.8)

2GaCl3(g) = (GaCl3)2(g) . (26.9)

Equation (26.6) is the main reaction producing GaN
growth and the others (26.7–26.9) are secondary reac-
tions. Then, gaseous species coexisting at the growth

0.7 0.8 0.9 1

GaCl(g) + NH3(g) = GaN(s) + HCl(g) + H2(g)

GaCl3(g) + NH3(g) = GaN(s) + 3HCl(g)

AlCl(g) + NH3(g
) = AlN(s) +

 HCl(g) + H2(g
)

AlCl3(g) + NH3(g) = AlN(s) + 3HCl(g)

InCl3(g) + NH3(g) = InN(s) + 3HCl(g)
InCl(g) + NH3(g) = InN(s) + HCl(g) + H2(g)

1.1 1.2 1.3
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Fig. 26.2 Values of log K as a function of reciprocal of temperature
calculated for growth reactions of GaN, AlN, and InN using mono-
or trichloride of group III metals and NH3

zone are GaCl, GaCl2, GaCl3, (GaCl3)2, NH3, HCl, H2,
and IG. Figure 26.3 shows equilibrium partial pressures
of gaseous species at the growth zone as a function
of growth-zone temperature. Calculation of equilibrium
partial pressures was performed after a procedure de-
veloped by Koukitu and Seki [26.8] for HVPE growth of
arsenide and phosphide of Ga and In. The growth condi-
tions are as follows: total pressure of the reactor (

∑
Pi)

of 1.0 atm, input partial pressure of GaCl
(
P0

GaCl

)
of

6.0 × 10−3 atm, input V/III ratio
(
P0

NH3
/P0

GaCl

)
of 50,

and mole fraction of hydrogen in the carrier gas (F0) of
1.0 (H2 carrier gas). An additional parameter α which
denotes the mole fraction of decomposed NH3 before
GaN growth is introduced as follows

NH3(g) → (1−α)NH3(g)+ α

2
N2(g)+ 3α

2
H2(g) .

(26.10)

The value of α is difficult to determine exactly since
it depends on the growth conditions, equipment, and
temperature. In Fig. 26.3, the value is fixed at 0.03
according to the literature [26.9], and agreement be-
tween the calculated and experimental results [26.4–7].
It is seen that NH3, GaCl, IG (N2), and HCl are major
gaseous species as well as H2 used as the carrier gas.
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Fig. 26.3 Equilibrium partial pressures of gaseous species
over GaN as a function of growth temperature

The equilibrium partial pressure of HCl decreases with
increase of growth-zone temperature, while that of GaCl
increases with increase of growth-zone temperature and
approaches a value nearly equal to P0

GaCl. This means
that the growth rate of GaN becomes smaller at high
growth temperatures. It is of interest to calculate the
driving force for growth as functions of various growth
conditions. The driving force ΔPGa is given by

ΔP
Ga

= P0
GaCl

− (
PGaCl + PGaCl2 + PGaCl3 +2P(GaCl3)2

)
,

(26.11)

i. e., the difference between the number of Ga atoms
put in and the amount of Ga atoms remaining in the
vapor phase. Figure 26.4 shows the driving force for
GaN growth using GaCl and NH3 as a function of
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Fig. 26.4 Driving force for growth of GaN as a function of
growth-zone temperature calculated for several values of
F0

growth temperature calculated for several values of
F0. It is seen that the driving force decreases with
increase of the growth temperature and F0. Further-
more, the influence of H2 on the decrease of the driving
force is more significant at high growth temperatures.
It has also been clarified that the driving force de-
creases with increase of H2 in the carrier gas in GaN
and InN growths using trichlorides [26.5, 7]. By con-
trast, growth of AlN using mono- or trichloride of Al

does not depend on the presence of H2, which is due to
the extremely large equilibrium constants of the growth
reactions, as can be seen in Fig. 26.2. Consequently,
for high-speed and high-temperature growth of GaN
by HVPE, use of inert carrier gas or mixed carrier
gas of H2 and IG with a small amount of H2 is quite
effective.

26.2 HVPE Growth Equipment

A schematic picture of a typical horizontal hot-walled
HVPE growth system, which is the most commonly
used geometry, is shown in Fig. 26.5. The reaction
chamber is normally a quartz tube that is heated ei-
ther with a multizone oven or by radiofrequency (RF)

induction. The reactor has one low-temperature region
where the halides are formed by letting high-purity
HCl or Cl2 gas flow over a melt of a group III metal.
The temperature is normally kept about 800–900 ◦C in
this section of the reactor. The precursors are reacting
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on the substrate, which is kept at a temperature about
1000–1100 ◦C. In order to minimize parasitic growth in
the inlet of the growth zone and on the walls of the reac-
tor, it is important that the ammonia and the halide are
not mixed before they reach the substrate. Inert gases
such as nitrogen (N2), helium (He), argon (Ar) or hydro-
gen (H2) and mixtures of these gases are used as carrier
gases. In terms of the flow pattern, gases with lighter
molecules, such as He or H2, are more favorable, i. e.,
the laminar flow condition is obtained more easily.

In HVPE, a huge amount of ammonium chloride
(NH4Cl) is formed downstream of the growth zone due
to the reaction between HCl and ammonia. Thus, care
has to be taken in order to avoid clogging of the ex-
haust. The growth system has to be equipped with some
type of trap at the outlet. The deposition of ammonium
chloride can also be avoided by heating the outlet pipes
above ≈ 150 ◦C. Growth of boules requires very long
growth runs, thus it may be necessary to change the trap
during the process.

The growth takes place under excess ammonia con-
ditions and in a growth regime where the growth rate
is mass transport limited by the vapor pressure of the
halide precursor. Thus, in a horizontal system such as
shown in Fig. 26.5, it is difficult to achieve a uniform
deposition of high-quality material over a large-area
substrate since the halide easily becomes depleted over
the substrate. Using an inlet geometry where the halide

Counterflow
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Ga boat
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Main carrier

900 °C

1000–1100 °C

Exhaust

Resistive heater

Gallium boat
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RF coil
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NH3 + carrier
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a) b)

Fig. 26.6 (a) Top-fed vertical reactor geometry. The geometry is taken from [26.10] and (b) bottom-fed vertical HVPE
reactor with a concentric inlet in order to minimize parasitical growth in the inlet

Ga boat SubstrateN2

HCl/N2

NH3/N2

Quartz tubes

Five-zone furnace

Quartz
loader

Pumping
system
gas exhaust

Fig. 26.5 Conventional horizontal HVPE system with a five-zone
furnace

precursor is dispersed uniformly across the deposition
zone by a showerhead can solve this problem. The prox-
imity of the showerhead to the susceptor, on which
the wafer is placed, minimizes premature reactions be-
tween the ammonia and the halide, which leads to good
chemical efficiency. A showerhead in combination with
rotation of the susceptor is suited to the deposition
of uniform layers, allowing scalability to be combined
with ease of operation. This type of reactor is normally
used commercially in order to produce layers up to typ-
ically 300–500 μm. In order to grow thicker layers,
this type of reactor is not suitable, mainly because of
limitations due to parasitic deposition, which will cre-
ate particle problems and changes of growth conditions
during the growth run.
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874 Part D Crystal Growth from Vapor

An alternative reactor geometry is a vertical setup,
as shown in Fig. 26.6. The precursors can be introduced
either from the top (Fig. 26.6a) or from the bottom
(Fig. 26.6b). In the geometry where the gases are intro-
duced from the top, the gas flow has to be controlled
by adjusting the downward forced-convective flow to
balance it with the upward buoyancy-driven convec-
tion. The problem with this geometry is a possible
particle contamination over the substrate due to par-
ticles released from the parasitic growth upstream of the
substrate. These particles may fall down and induce de-
fect nucleation centers that degrade the quality of the
grown crystal. By introducing the precursors from the
bottom, this kind of problems can be minimized since
the surface of the growing crystal is facing downwards.
Figure 26.6b shows a schematic picture of a hot-walled
vertical growth system where the precursors are intro-
duced from the bottom. This system is designed for the
growth of boule crystals (layers up to several millime-
ters). In order to avoid premature reactions between the
GaCl and the ammonia, which will cause parasitic de-
position at the inlet of the reactor, the inlet is designed
with concentric tubes where the GaCl and the ammo-
nia are separated using a sheet flow. In addition to the
inlet sheet flow, a sheet flow close to the reactor walls
prevents parasitic growth on the walls. The reactor is
equipped with rotation of the sample holder, and the dis-
tance between the growing surface and the inlet can be
kept constant by pulling of the holder.

In a vertical system one problem is to stabilize
a high and constant conversion ratio of HCl to GaCl
due to the small Ga area. This will affect the reactions
(26.1–26.4). A reduction of the GaCl vapor pressure
will reduce the growth rate, and the increase of the HCl
vapor pressure increases the etching component in the
growth process. Thus, it is important to design the Ga
container in such a way that the HCl volume over the
liquid Ga in the Ga container is kept approximately con-
stant over time. Early work established that the GaCl
conversion in a horizontal reactor with a large liquid Ga
area was typically stabilized at a high value: the con-
version efficiency to GaCl was above 95% [26.9]. By
careful design of the Ga container, it has been shown
that the conversion efficiency can be up to 98% in
a vertical reactor [26.12], which is close to chemical
equilibrium at 850 ◦C [26.13].

To achieve a desirable mass transport behavior, it is
important to establish a stable, vortex-free flow field in
the reactor. Any recirculating flow can create a nonuni-
form growth rate over the substrate, less control of the
parasitic growth, and increased impurity incorporation.

Since the decay of ammonia is a slow process [26.9]
which can be accelerated by catalytic effects, a recir-
culating flow where the gas may be in contact with the
walls is especially severe in HVPE, since the parasitic
growth on the walls can accelerate the decomposi-
tion of the ammonia and, consequently, change the
growth conditions. It has been shown that, by mini-
mizing the recirculation flows in the reactor, run-to-run
reproducibility is improved drastically [26.14].

The flow pattern in a HVPE reactor is influenced
by several mechanisms, such as reactor geometry, heat
transfer characteristic, flow boundary conditions, and
choice of carrier gases. With respect to recirculation
flow, a bottom-fed vertical configuration where the
colder gases are flowing upwards towards the normally
hotter substrate is preferred because the buoyancy ef-
fect has a tendency to stabilize the flow. The use of
a hot-walled system will also reduce the recirculation
flows generated by natural convection since the precur-
sors are efficiently heated and the thermal gradients are
small in such a system. However, since the substrate is
oriented perpendicular to the flow direction some care
has to be taken in the choice of carrier gases and gas
velocities. Figure 26.7 shows an example of modeling
using different gas velocities and gas compositions in

a) b)

Fig. 26.7 (a) Streamline plots using N2 as a carrier gas.
The left side shows the streamlines using 0.5 l/min of car-
rier gas and the right side shows the situation when using
5 l/min of carrier gas and (b) shows the streamlines using
3 l/min of N2 (left side) and 3 l/min of He (right side). The
GaCl and NH3 flow was 20 and 500 ml/min, respectively,
in all cases (after [26.11])
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a bottom-fed vertical configuration [26.11]. With a low
total N2 carrier gas flow (< 1 l/min), the growth is
turbulent, with a vortex pattern in the middle of the sub-
strate. At higher total flow the pattern evolves to an
approximately laminar flow in the range 3–10 l/min.
N2 is an attractive choice for carrier gas, since it is in-

ert during the growth conditions, and does not affect the
growth chemistry. However, in terms of the flow pat-
tern, gases with lighter molecules, such as He or H2,
are more favorable, i. e., the laminar flow condition can
be obtained using lower gas velocities, as clearly shown
from Fig. 26.7b.

26.3 Substrates and Templates for Bulk GaN Growth

The ideal way of producing bulk GaN crystals is ho-
moepitaxial growth on a GaN seed crystal. However,
due to the lack of commercially available GaN wafers,
the use of GaN substrates for HVPE bulk growth
is not yet commonly employed. In the few reported
experiments on homoepitaxial growth using HVPE,
high-pressure grown platelets [26.15] have been used.
The dislocation density is low (< 100 cm−2) in this type
of substrate; however, the lateral size and thickness are
limited to about 1 cm and 100 μm, respectively, and the
carrier concentration is very high (≈ 1019 cm−3). The
high carrier concentration expands the lattice param-
eters compared with the relatively low-doped HVPE
GaN, which results in stress and cracking problems for
layers thicker than ≈ 100 μm [26.16, 17]. Thus, due
to the lack of commercial bulk GaN substrates, the
growth of bulk crystals is mostly performed on foreign
substrates (heteroepitaxy). Several different types of
substrate are used or have been used for growth of thick
GaN layers using HVPE, such as sapphire (Al2O3), SiC,
GaAs, Si, MgO, ZnO, TiO2 and MgAl2O4 [26.18], to
mention a few.

Among these Al2O3 is the most commonly em-
ployed substrate material for bulk GaN growth, mainly
due to the possibility of obtaining large-area sapphire
wafers (2 inches) at relatively low cost. Most often, het-
eroepitaxial growth gives rise to numerous defects such
as threading dislocations (TD), stacking faults, voids,
and hexagonal pits due to the lattice mismatch and

Table 26.1 Surface lattice parameters and thermal expansion coefficients of some technologically important substrate
materials for GaN growth

Substrate Crystal Growth Surface In-plane Thermal
structure plane for lattice lattice expansion

wurtzite GaN parameter (Å) mismatch coefficient
to GaN (%) (10−6 K−1)

GaN Wurtzite (0001) 3.189 5.6

Al2O3 Wurtzite (0001) 4.758 16.1 7.5

6H-SiC Wurtzite (0001) 3.08 3.54 4.2

GaAs Zincblende (111) 2.54 20.2 6.03

difference in thermal expansion between the substrate
and the grown material. Table 26.1 summarizes these
properties for some of the most important substrate ma-
terials used today. A nonpolar substrate can also give
rise to inversion domains and mixed polarities in the
grown layer. These defects are detrimental to device
performance, causing high device leakage current, short
minority-carrier lifetime, reduced thermal conductivity,
etc. Other important properties of the substrate that have
to be considered are those related to the surface, such
as surface roughness, step height, terrace width, and
wetting behavior.

26.3.1 Sapphire

Heteroepitaxial growth on sapphire involves several
problems. The large difference in lattice constant be-
tween sapphire and GaN gives rise to a high density
of TDs, and the larger thermal expansion coefficient of
sapphire compared with GaN causes a biaxial compres-
sive stress in the GaN layer as it is cooled from growth
temperature. For thicker films (> 50 μm), the stress can
cause cracking of both the GaN epilayer and the sub-
strate. GaN epitaxy on c-plane (0001) sapphire, which
is the most common orientation, results in c-plane-
oriented films, but with a 30◦ rotation of the in-plane
GaN crystal directions with respect to the same direc-
tions in the sapphire. Without the in-plane rotation, the
lattice mismatch between the GaN and the sapphire is
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about 30%. However, the in-plane rotation of the GaN
minimizes the lattice difference between the GaN and
the sapphire to about 16%. The good morphological,
crystallographical, and electrical properties of c-plane-
grown GaN is mostly responsible for the widespread use
of the c-orientation.

Nevertheless, in some cases it is beneficial to use
growth on planes other than the c-plane. In c-plane
nitrides, we have a built-in electrostatic field in the
[0001] direction due to the spontaneous and piezoelec-
tric polarization [26.19]. This field is undesirable for
optoelectronics devices since it results in an uncontrol-
lable shift of the emission peak and/or a reduction of
the emission efficiency. The influence of this field can
be avoided by the use of GaN with other orientations.
Thus, other orientations such as r-plane (11̄02), a-plane
(112̄0), and m-plane (101̄0) sapphire have been used in
order to grow nonpolar a-plane GaN [26.20] or to fa-
cilitate cleavage of the structure to form edge-emitting
lasers [26.21].

By using a miscut sapphire wafer it has been
shown that the GaN quality can be improved in
MOVPE [26.22, 23]. In HVPE an improvement in the
morphology has been observed. Using a slightly miscut
c-plane substrate with an ≈ 0.3◦ off-orientation against
the a-plane or the m-plane, a reduction in hillocks is
observed [26.24]. It has been shown that a-plane off-
oriented substrates suppress the hillock formation more
efficiently than other directions.

Growth on sapphire requires a pretreatment of the
sapphire to improve the wetting properties and the crys-
tal quality. One pretreatment step is nitridation, which is
done by exposing the sapphire substrate to ammonia at
typical growth temperatures (1000–1100 ◦C). It is be-
lieved that a thin AlN or AlN–Al2O3 layer forms on the
surface, which facilitates nucleation [26.25]. This type
of pretreatment is also employed in MOVPE [26.26–29]
and MBE [26.30] growth of GaN on sapphire sub-
strates. A second step, which is commonly employed
and has been shown to reduce the pit density and
improve the crystal structure [26.31, 32] is GaCl pre-
treatment. The GaCl pretreatment is done just before the
growth of GaN commences, by exposing the sapphire
to GaCl for ≈ 10–20 min at the growth temperature.
It is believed that the GaCl pretreatment supplies nu-
cleation centers for GaN islands and the promotion of
the coalescence of the GaN layer in the early stages of
growth.

The crystal quality has been shown to improve
by the use of a low-temperature-grown GaN buffer
layer (LT-GaN). This technique is used for MOVPE

growth of GaN on sapphire and has also been shown
to be useful for HVPE growth. This LT-GaN layer
greatly improves the surface morphology and reduces
the dislocation density of the subsequently grown high-
temperature GaN layer. Initially, a thin GaN film on
the order of 100 nm is grown at ≈ 550–650 ◦C. This
layer can serve as a starting layer for growth [26.33].
However, it has been shown that annealing of the
LT-GaN layer in ammonia before commencing the
high-temperature growth reduces the TD density fur-
ther [26.34]. Upon annealing of the LT buffer, relatively
large grains are formed that can serve as nucleation
centers for the subsequent high-temperature growth.

26.3.2 Silicon Carbide

SiC is widely used for growth of device structures using
MOVPE and MBE due to the fact that it has several ad-
vantages to sapphire such as a smaller lattice mismatch
(3.1%), a higher thermal conductivity (3.8 W/cm K), it
is conductive, SiC has a polarity which facilitates con-
trol of polarity of the GaN, and there is no in-plane
rotation between the GaN and the SiC, which makes it
possible to cleave the crystal for laser facet formation.
However, it has also several disadvantages, i. e., it re-
quires in most cases a buffer layer of AlN or AlGaN due
to its poor wetting properties, and the surface rough-
ness is one order of magnitude larger than that of
sapphire. The cost of SiC is also much higher than
that of sapphire. Most of the above-mentioned favor-
able properties are not very important for bulk growth
and, consequently, SiC substrates are not commonly
employed for bulk growth.

26.3.3 GaAs

GaAs is an interesting substrate material since it is
brittle and can easily be mechanically removed after
growth. It can also be easily removed by etching in
aqua regia. Furthermore, it has a thermal expansion co-
efficient closer to that of GaN than any other foreign
substrate material (Table 26.1). GaAs substrates can be
used both for growth of zincblende GaN and wurtzite
GaN depending on the orientation of the substrate.
GaAs(001) gives zincblende GaN while GaAs(111)
is used for growth of wurtzite GaN. In principle,
zincblende GaN has better electronic properties for de-
vice applications, such as isotropic properties, higher
mobility, and high optical gain; however, the quality of
the zincblende GaN grown on GaAs is very poor due
to coexistence between the two phases. Thus, hereafter
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we only consider growth of wurtzite GaN grown on
GaAs(111).

One problem with growth of GaN on GaAs is the
fact that GaAs is decomposed in ammonia ambient
at a temperature where the growth of GaN normally
takes place (above 1000 ◦C). This may lead to problems
with a degraded GaAs surface before the growth starts
and autodoping of As [26.35]. Thus, it is necessary to
grow a buffer layer to protect the GaAs surface. One
way to do that is to grow a thin protective GaN layer
at lower temperatures [26.36, 37]. Using the epitax-
ial lateral overgrowth (ELO) technique in combination
with a low-temperature GaN buffer, 2 inch free-standing
GaN layers with a thickness of about 500 μm have been
demonstrated [26.28].

26.3.4 Lattice-Matched Substrates

There exist several other potential substrate mater-
ials such as LiAlO2, LiGaO2, and NdGaO3 with
closer lattice matching to GaN than the substrate
materials discussed above. Among these, γ -lithium
aluminum oxide (LiAlO2) has shown potential as
a substrate material for growth of thick GaN us-
ing HVPE [26.38]. The orientation between the
LiAlO2 and the GaN is GaN(0001)||LiAlO2(110) and
GaN(0001)||LiAlO2(001) with a lattice mismatch of
−1.4% and −6.3%, respectively.

Lithium gallate (LiGaO2) has the best lattice match-
ing of all, with only 0.9% lattice mismatch in the
basal plane, and has been used for growth of thick
GaN [26.39]. However, the poor chemical and ther-
mal stability of these substrate materials in the HVPE
growth environment makes the growth conditions very
critical. In order to avoid decomposition of the substrate
surface before growth, elaborate starting procedures
have to be applied, with pretreatment steps and low-
temperature GaN buffer layers before growth can
commence. However, due to a partial decomposition of
the substrate during growth, the grown GaN layer is
very often spontaneously separated from the substrate
during cooling after growth.

26.3.5 Growth on Templates

A very common growth procedure in HVPE is to
start the growth on a starting layer of GaN [26.40],
AlN [26.41–43] or ZnO [26.25,44–46] in order to facil-
itate the initial nucleation process. The starting layer is
normally grown heteroepitaxially with MOVPE (GaN)
or by sputtering (AlN, MgO). Among these different

types of starting layer, MOVPE-grown GaN is the most
frequently used. With the state of the art of the MOVPE
GaN heteroepitaxial growth technique today, the start-
ing layers have a TD density typically in the 109 cm−2

range. In order to reduce the TD density further, the
ELO technique can be used. However, this reduction
is obtained at the expense of several additional process
steps.

26.3.6 Basic 1S-ELO Structures

As mention above, one way to reduce the TD density
is the ELO process. This technique has been used in
growth of GaAs and has also been successfully used for
growth of GaN. A one-step ELO structure (1S-ELO) is
fabricated as follows, as depicted in Fig. 26.8: A sub-
strate is covered with a dielectric film (Fig. 26.8a),
normally SiN or SiO2, and patterned by conventional
photolithography to form on its whole area a grating
of mask-free seeding windows, as shown in Fig. 26.8b.
The orientation of the stripes is normally in the {11̄00}

Substrate

Threading dislocationa)

Substrate

Substrate

w
d

b)

c)

Substrate

d)

Fig. 26.8a–d Cross-sectional view perpendicular to the
[11̄00] direction showing the different steps in the fab-
rication of a 1S-ELO structure. Black thin vertical lines
represent threading dislocations. (a) Deposition of dielec-
tric film, (b) after etching of the dielectric film, where d is
the width of the stripes while w is the period of the stripes,
(c) growth in the lateral direction over the film and (d) fully
coalesced structure
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direction of the GaN layer since it has been shown that
lateral expansion is easier in this direction [26.47–50].
The width of the windows (d) in the mask and the peri-
odicity of the lines (w) in the grating is typically about
3 and 10 μm, respectively, and the thickness of the di-
electric film is typically about 100 nm. The dielectric
is deposited using well-established techniques such as
chemical vapor deposition (CVD) or plasma-enhanced
CVD (PECVD). Then, an epitaxial layer is deposited
on such a substrate. Initially, there is no nucleation on
the dielectric stripes; however, as soon as the crystal-
lization front passes the top layer of the mask, growth
in the lateral direction over the film starts (Fig. 26.8c),
which finally leads to coalescence of the layer, as shown
in Fig. 26.8d, and a smooth (0001) surface suitable for
further processing is formed.

The basic idea of the ELO technique is that the di-
electric mask filters dislocations present in the substrate
since defects cannot penetrate through the mask. Thus,
in areas above the dielectric stripes where the GaN has
grown laterally (wing region), the GaN should be dis-
location free. However, in the region where the two
laterally grown crystallization fronts meet on the mask,
defects are created. Thus, using this technique, two re-
gions with a higher defect density are formed, one in the
region without mask and the other in the region where
the two laterally growing parts meet on the mask. By
using the 1S-ELO technique, the TD density can be
reduced by about two orders of magnitude [26.47].

26.3.7 2S-ELO

To reduce the TD density further, double-layer ELO (or
2S-ELO) can be used, where a second dielectric mask
layer is processed on a fully coalesced ELO structure.
The idea is to cover the remaining regions where the
TD is still high with a second dielectric mask. Thus,
the remaining TDs are prevented from propagating to
the second ELO layer. The mask can either be rotated
by 60 or 90◦ [26.51] in order to keep the orientation
along another equivalent 〈11̄00〉 orientation, or be dis-
placed [26.52] from the first array of openings so that
the second mask covers the coherent GaN over the win-
dow region of the first mask layer. From the theory
of image dislocations and image forces [26.53], it is
known that dislocations near a free surface bend to-
wards the free surface. In the case of TDs in GaN,
they can be bent 90◦ and start to propagate along the
basal plane [26.47, 54, 55]. This phenomenon can be
used to reduce the TDs over larger areas. A mask is
formed in a similar way as for the conventional ELO

a)

Substrate

b)

Substrate

c)

Substrate

2S-ELO

d)

Substrate

2S-ELO

1S-ELO

Fig. 26.9a–d Cross-sectional view perpendicular to the
[11̄00] direction showing the different steps in the fabri-
cation of a 2S-ELOG structure (a–c) and a layered ELO
structure (d). Black thin vertical lines represent threading
dislocations. (a,b) The evolution of the formation of trian-
gular stripes with {112̄2} lateral facets, (c) fully coalesced
2S-ELOG structure and (d) additional 1S-ELO on 2S-ELO
structure

process as described above. However, initially during
the first step of growth, growth parameters that favor
vertical expansion are selected, as shown in Fig. 26.9a.
By tuning the process parameters, the stripes will adopt
a triangular shape in cross section with {112̄2} lateral
facets. Thus, since the TDs are propagating perpendic-
ular to the growing surface, they are bent 90◦. This
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growth mode is kept until the (0001) top facet vanishes
completely (Fig. 26.9b). In the second step, the growth
condition is changed to promote lateral growth in or-
der to fully coalesce the layer. This can be done either
by adding Mg or increasing the growth temperature.
The bent TDs from the neighboring window regions
meet each other in the middle of the dielectric mask
layer, as shown in the Fig. 26.9c. Thus, the TDs pile up
above the middle of the mask and start to grow in the
c-direction.

To further reduce the TDs, a 1S-ELO can be pro-
cessed on a 2S-ELO with the mask located exactly
above the first structure [26.56]. Thus, the TDs orig-
inating from the coalesced region on the 2S-ELO
structure are efficiently prevented from propagating
to the top GaN layer, as shown in Fig. 26.9d. Using
this technique with several ELO structures stacked on
each other, it has been shown that the TD density
can be reduced down to or even below the 106 cm−2

range [26.57].

26.4 Substrate Removal Techniques

The development of advanced III-nitride devices, such
as laser diodes (LDs) or some high-power lamps for
general illumination, will require the growth of de-
vice structures on high-quality III-nitride substrates
with a low TD density (< 106 cm−2). These types
of substrates are very difficult to produce by using
heteroepitaxial growth on sapphire or SiC substrates,
which is the common technique today. Thus, there is
a strong need for free-standing GaN substrates with low
TD density in order to fully exploit the III–V nitride
materials.

Two major routes have appeared towards the pro-
duction of bulk GaN wafers. One possibility is growing
a thick boule followed by slicing and polishing. The al-
ternative is growing a thick GaN layer on some foreign
substrates, followed by substrate removal and proper
polishing. Among these, the most attractive way to pro-
duce GaN substrates is directly by slicing of a GaN
boule and polishing. However, despite many years of
development and research, the process control and tech-
nical issues are not yet fully solved. Instead, several
techniques using thick GaN layers grown by HVPE on
foreign substrates followed by substrate removal have
been developed.

26.4.1 Laser Lift-Off

The most used substrate material in HVPE is sap-
phire, which is very hard and chemical inert. This
makes it very difficult to remove the substrate me-
chanically or chemically. Instead, a technique which
relies on thermal decomposition of the GaN at the in-
terface between the sapphire and the GaN film has
attracted most attention in recent years. Using this so-
called laser lift-off process (LLO) [26.58], large-area
crack-free GaN substrates up to 2 inches in diameter

with a thickness of about 300 μm have been demon-
strated [26.59].

The idea behind the LLO process is to irradiate
the GaN–sapphire substrate through the sapphire with
a laser beam with an energy that is less than the bandgap
of sapphire but larger then the bandgap of GaN. Thus,
the laser beam will be absorbed at the GaN–sapphire
interface, as shown in Fig. 26.10. If the power density
of the laser beam is sufficient, a thin layer (of the or-
der 100 nm) of GaN at the interface to the sapphire will
decompose into liquid Ga and N2 gas according to

2GaN → N2(g)+2Ga(l) . (26.12)

The decomposition rate of GaN rapidly increases for
elevated temperatures [26.60] and a high-power laser
beam can easily obtain the onset of thermal decompo-
sition. By scanning the beam, the GaN at the interface
can be completely decomposed and, consequently, the
GaN layer is delaminated from the sapphire.

Figure 26.11 shows a schematic picture of an LLO
setup. It consists of a high-power laser with pho-
ton energy larger than the bandgap of GaN (3.43 eV).
A suitable energy of 3.49 eV (355 nm) is obtained from
the third harmonic of a neodymium-doped yttrium alu-

Pulsed laser beam

Hot plate

Decomposed region

Al2O3

GaN

Fig. 26.10 Drawing of the principle of the LLO process
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Fig. 26.11 (a) Schematic drawing of a laser lift-off setup. The
movement of the wafer on the hot plate is done with a computer-
controlled x–y stage tool. (b) Transmission light image of a 300 μm
thick 2 inch free-standing GaN layer. On the backside of the wafer,
traces from the laser lift-off process can be observed

minum garnet (Nd:YAG) laser. Another type of laser
system that can be used is, for example, a KrF laser with
an energy of 5 eV (248 nm). The laser beam is directed
and focused on the backside of the sample. In order to
reduce the stress due to the difference in thermal ex-
pansion coefficients between the substrate and the GaN
layer and facilitate the thermal decomposition process,
the sample is heated to about 700 ◦C. The entire sam-
ple holder is connected to an x–y stage, which is moved
in a controlled fashion via a computer. The laser spot is
moved in a spiral pattern from the perimeter to the cen-
ter of the wafer. An example of a 300 μm thick 2 inch
GaN wafer removed from the substrate by this tech-
nique is shown in Fig. 26.11b. The wafer is shown in
transmitted light with the top surface up, and the spi-
ral pattern from the scanning of the laser beam over
the wafer can be observed as a circular pattern on the
backside of the wafer. The process is very sensitive to
the focusing of the laser beam and the laser output en-
ergy. Too high a power density generates cracks in the
interface that can propagate through the layer and cause
cracking of the wafer, while too small a power density
might cause local islands where the layer has not sep-
arated. These islands create a strong nonuniform stress
in the material during cool down after LLO, which may
result in cracking of the layer. Another cause for incom-
plete separation is parasitic GaN growth on the backside
of the substrate. The parasitic GaN absorbs the laser
light and prevents the decomposition of the GaN at the
interface.

The free-standing layers obtained after LLO are
practically strain free. The main problem with free-
standing GaN wafers is the substantial bowing of the
wafers typically observed. Figure 26.12a shows an ex-
ample of bowing of a 250 μm thick 2 inch layer residing

0 25 50

Bending (µm)

a)

b)

Distance (mm)

400

200

0

–200

Fig. 26.12a,b Experimentally observed bow for two GaN
layers. (a) 250 μm thick layer residing on sapphire and
(b) 300 μm thick free-standing GaN layer. A convex bow
of the GaN layer is observed when the GaN layer is resid-
ing on sapphire. When the sapphire is removed, the bow
switches to a concave bow (after [26.12], with permission
from Elsevier)

on sapphire and a 300 μm thick free-standing GaN layer
obtained by LLO. As can bee seen, the bowing can be
quite large, in this example 400 μm before LLO and
200 μm after LLO. The sign of the bow is changed after
LLO. Before LLO, the wafer is convex due to the larger
thermal expansion coefficient of the sapphire, while af-
terwards the layer adopts a concave shape due to the
defective interfacial region with large dislocation den-
sity and microcracks between the sapphire and the GaN,
as shown in Fig. 26.12b. The layer shown in the exam-
ple has too large a bow for further processing. Thus, in
order to reduce the bowing, further processing such as
annealing and/or removal of the highly defective region
by etching is necessary.

26.4.2 Self-Separation

Many alternative techniques to LLO are under develop-
ment since the LLO process normally has a relatively
low yield. Several of these techniques use the stress
that is built up in the GaN layer during cooling due
to the difference in thermal expansion of the substrate
and the GaN layer. By making a weak link that is pro-
vided by cavities between the substrate and the GaN
layer, the separation of the substrate and the layer can be
done spontaneously during cool down from the growth
temperature.

Using ELO structures, voids can intentionally be
created. By adjusting the growth process, the size and
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a)

Substrate

b)

Substrate

c)

Substrate

d)

Substrate

Fig. 26.13a–d Example of using ELO and mass transport
in order to create voids at the substrate–GaN interface.
(a) 1S-ELO structure with not fully coalesced wing region.
(b–d) Evolution of the void under mass-transport condi-
tions

shape of the voids can be engineered to facilitate sep-
aration during cooling [26.54, 61]. Figure 26.13 shows
an example of a structure created by using mass trans-
port. A conventional ELO structure with a SiO2 or SiN
mask is used as a starting template. During growth, in
the stage when the lateral growth starts, the growth con-
ditions are tuned such that the lateral facet becomes
{112̄0} (Fig. 26.13a). The growth is interrupted when
the distance between the two lateral facets is a couple of
microns. Then, by increasing the temperature to about
1100 ◦C under ammonia, mass transport will occur, as
shown in Fig. 26.13b, c. At the end of the mass transport
process, a vertical cavity has been created (Fig. 26.13b),
which will facilitate the separation of the GaN layer
from the substrate.

One of the more successful techniques that rely
on self-separation is the so-called void-assisted sepa-
ration (VAS) technique. The idea is basically the same
as using ELO structures with cavities in the interface.
Using this technique, high-quality free-standing sub-
strates of both c-oriented [26.62] and a-oriented [26.63]
GaN have been demonstrated. A thin layer of suitable
metal (≈ 20 nm), generally Ti or Al, is deposited onto
a thin MOVPE-grown GaN template prepared on a sap-
phire substrate. Subsequent annealing at ≈ 1050 ◦C of
the metal-coated GaN template in a mixture of hy-
drogen and ammonia causes the metal to break up
and form a nanonet-like metal nitride structure with

many nanoscale holes with a typical diameter of about
20–30 nm. During the subsequent growth of the thick
GaN layer, additional etching of the mask and the un-
derlying GaN occurs, creating multiple voids at the
substrate–GaN interface. If these voids exceed a critical
size, it is found that the GaN layer is spontaneously sep-
arated from the substrate during cooling after growth.
For a 250 μm thick GaN layer it was estimated that
the critical void size is about 20 μm [26.63]. The
nanonet-like metal nitride structure layer also serves
as a growth mask, which efficiently blocks the prop-
agation of threading dislocations along the growth
axis.

26.4.3 Mechanical Polishing

Using mechanical polishing with diamond slurry,
30 × 30 mm2 free-standing GaN substrates have been
demonstrated from 400–450 μm thick GaN layers
[26.64] grown on sapphire. However, this technique will
be difficult to use for large-area wafers due to the strong
convex bow of the layers that normally occurs after
heteroepitaxial growth on foreign substrates. The bow
makes it difficult to achieve uniform removal of the
substrate by polishing.

26.4.4 Plasma Etching

Free-standing GaN wafers with a thickness of 200 μm
and diameter of 30 mm have been demonstrated us-
ing reactive-ion etching (RIE) to remove the substrate.
The GaN layer was grown on a SiC substrate and the
substrate was removed by RIE in an SF6-containing
mixture gas [26.65, 66]. The main disadvantage with
this technique is the long plasma processing times. Con-
sidering a typical etching rate of ≈ 100 nm/min for SiC,
for a 300 μm thick SiC substrate an etching time of
about 50 h is required.

26.4.5 Chemical Etching
and Spontaneous Self-Separation

Sapphire and SiC are very hard and chemically inert and
are difficult to etch chemically. However, for other types
of substrates, which are softer and less chemically inert,
the removal process can be done more easily. Growth
of GaN on GaAs(111) has been shown to be a possi-
ble route to fabricate free-standing GaN. The substrate
can most easily be removed by wet etching in aqua regia
after growth. Using GaAs as the substrate, 2 inch free-
standing GaN layers with thickness of about 500 μm
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have been demonstrated [26.28]. Chemical etching has
also shown to be useful for separation of GaN grown on
LiGaO2. LiGaO2 can be rapidly etched in a buffered ba-
sic solution at 50 ◦C [26.67] with an etch rate of about
0.25 μm/min.

GaN layers grown on softer and less chemically
inert substrates have shown in many cases to be spon-
taneously separated from the substrate after growth.
Examples are HVPE-grown GaN on NdGaO3 [26.68,
69], LiGaO2 [26.39] or LiAlO2 [26.38].

26.5 Doping Techniques for GaN in HVPE

Doping in HVPE can be done either by introducing a di-
luted dopant gas, mixing of the dopant in the Ga melt or
using a separate doping source exposed to HCl in order
to form gaseous metal halides.

26.5.1 n-Type Doping of GaN

Nitride semiconductors can easily be n-type doped; in
fact they often exhibit unintentional n-type conductivity.
This background doping has mainly been attributed to
unintentionally introduced impurities, such as oxygen
or silicon, which can be introduced from quartz parts
within the reactor or from the process gases. For inten-
tional n-type doping, silicon is the most suitable doping
element. Silicon can, in principle, act as both an accep-
tor and a donor, depending on whether it is substituting
a gallium atom or a nitrogen atom. However, the sili-
con atom mainly replaces a gallium atom due to the low
covalent radii difference between Si and Ga compared
with the radii difference from nitrogen.

Both gaseous sources and solid silicon sources
have been used in growth of n-type HVPE GaN. The
most commonly used doping gas for n-type doping
of MOVPE-grown GaN is silane (SiH4) or disilane
(Si2H6). Silane has also been reported to be a useful
source for HVPE growth of GaN [26.70]. However, the
entrance zone where the Ga boat is situated is rather
far away in most HVPE systems, which may results in
problems with decomposition of the silane (or disilane)
before it reaches the substrate, since the decomposition
of the silane (disilane) starts already at temperatures be-
low the temperature of the Ga boat. This problem can
be solved by using more stable gases such as dichlorosi-
lane (SiH2Cl2) that decomposes at higher temperatures.
Using dichlorosilane, doping levels up to 8 × 1018 cm−3

have been reported [26.71].
Solid Si can also be used as a Si source by exposing

the Si to HCl to form SiClx . Using this technique, a free
electron concentration in GaN up to 1018 cm−3 has
been reported [26.72]. The temperature of the Si source
can control the doping level. By changing the tem-

perature in the range 200–400 ◦C the Si concentration
was controlled in the range 1.0 × 1017 –2.5 × 1019 cm−3.
However, only 30–50% of the Si atoms were activated
as donors.

Bulk growth requires a stable well-controlled dop-
ing source. This can be a problem with a solid Si source,
as pointed out in [26.71]. These authors observed that
controllability was poor using a solid Si source due to
changes of the exposed Si area and morphology during
growth.

Other n-type dopants that have been used in
MOVPE growth of GaN are O, Ge, and Sn. However,
there are no reports on intentional doping of HVPE-
grown GaN using these dopants.

26.5.2 p-Type Doping of GaN

One of the major challenges associated with growth
and development of III–V nitride-based materials is to
understand and control the p-type doping. Today, mag-
nesium (Mg) is the only element that has been shown
to be a relatively efficient and controllable p-type impu-
rity. Other elements such as Zn and Cd have too large
activation energies to be useful as a p-type dopant for
GaN due to a very low activation of these dopants at
room temperature. Be introduces a shallow acceptor,
but suffers from self-compensation problems, so p-type
material is not obtained with Be doping [26.73]. How-
ever, despite Mg being the most suitable acceptor, it still
has a relatively high thermal activation energy (Ea ≈
0.17 eV, after [26.74]). The high ionization energy re-
sults in only a few percent of the Mg acceptors being
ionized at room temperature. One additional problem
with Mg doping, which was for a long time the bottle-
neck for the development of III-nitride technology, is
that hydrogen can passivate the Mg dopants by forming
an Mg–H complex. The Mg dopant can be activated by
removing the hydrogen either by postgrowth annealing
in N2 or an electron irradiation treatment using low-
energy electron-beam irradiation (LEEBI) [26.75, 76].
For thick bulk-like material, thermal annealing is the
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only useful technique for activation of the acceptors
since the penetration depth of low-energy electrons is
small. This treatment is normally done in situ, directly
after the growth. However, despite the thermal post-
growth treatments, the acceptor thermal activation effi-
ciency is still only a few percent. Thus, obtaining a suit-
ably high hole concentration (> 1018 cm−3 at 300 K) in
p-doped GaN using Mg is not an easy task. The upper
limit of Mg acceptors that can be incorporated into the
lattice is about 1020 cm−3, which gives a hole concen-
tration only in the low 1018 cm−3 range in c-plane GaN.
Increasing the Mg concentration does not improve the
conductivity; in fact, it has been reported that it leads to
an even lower hole concentration [26.77]. It has been
suggested that the solubility of Mg is limited due to
competing formation of Mg3N2 [26.78]. Increasing the
Mg concentration in GaN beyond this limit may result
in precipitation of Mg3N2, which leads to a reduction in
the hole concentration and a decrease in crystal quality.

Doping of Mg in HVPE can be done by either
using a separate boat for the doping species or mix-

ing it with the Ga source. The HCl gas is reacted
with the Mg, forming its halide MgCl, which is trans-
ported to the growth zone by some suitable carrier gas.
A second technique, which has been used both for Zn
and Mg doping [26.79], is to thermally evaporate the
dopant and transport the species in a suitable carrier
gas to the growth zone. To avoid passivation of the
acceptors by formation of Mg–H complexes, the ra-
tionale would be to avoid using hydrogen as carrier
gas. However, it has been suggested that hydrogen is
actually beneficial for p-type doping [26.80–83] com-
pared with the hydrogen-free case. It has been proposed
that the hydrogen passivates the Mg acceptors during
growth and, consequently, represses formation of na-
tive donors to compensate for the acceptors. However,
despite the technological breakthroughs in growth and
development of GaN-based devices, many properties of
this material system are not well understood. Doping
of bulk growth of GaN using HVPE is not well doc-
umented and only a few scientific reports have been
presented.

26.6 Defect Densities, Dislocations, and Residual Impurities

Thick HVPE-grown GaN layers are typically developed
for the purpose of later use as thick high-quality sub-
strates for epitaxial growth of device structures. Such
substrates need lapping and chemical polishing to ob-
tain a suitable surface finish for later epitaxy with other
growth techniques. Defects such as minor surface fea-
tures will be removed during these processing steps, and
will therefore not be discussed here. Important prob-
lems are wafer bowing, dislocations and stacking faults,
impurities, and localized bulk defects.

A major problem already discussed above is the
bowing of bulk GaN wafers produced by HVPE on
a foreign substrate, which is removed by some lift-off
techniques. It is important to reduce the original bow-
ing before lift-off as much as possible; some techniques
involving ELO structures with cavities are successful
in this respect. Another technique to accomplish this
is to grow under conditions where an O-rich defective
layer is present close to the substrate. This layer can ab-
sorb the deformation during growth and cooling, and
give a low-strain (and low-bowing) GaN layer prior to
lift-off [26.84]. For substrates suitable for epitaxy the
bowing should ideally not be larger than about 10 μm
(measured as the elevation of the middle of a 2 inch
wafer compared with the perimeter). If the grown free-

standing wafer has a substantially larger bowing, the
subsequent polishing may produce a variable lattice tilt
across the final wafer, i. e., a variable miscut. This in
turn might cause a variable growth morphology across
the wafer in a later epitaxial growth process for a de-
vice structure. If the wafers are prepared from boules,
these boules are usually grown with a length of about
10 mm. In this case the memory of a bowing is typi-
cally very much reduced, but these properties are not
well documented in the literature to date.

A problem related to bowing is cracking. For thick
layers on sapphire, cracking typically already occurs
in situ during the first tens of microns of growth, due to
the tensional strain developed in this initial growth pro-
cess [26.85]. This cracking helps relax the strain during
growth. These cracks typically overgrow (Fig. 26.14)
and are generally not seen after growth of a 300 μm
layer. Their presence in the interior of the material may
well initiate more severe cracking during cool down
after growth or during the polishing step. When GaN
buffer layers are used for the growth it seems that this
initial cracking behavior can be avoided, and the strain
in the layer accumulates during growth, increasing the
bowing of the wafer. Cracking during cool down is then
a more critical issue, depending on the wafer thickness.
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10 µm

Fig. 26.14 Scanning electron microscopy (SEM) image of
a HVPE-grown GaN layer on sapphire, showing an array
of pits along a partly overgrown crack

Dislocations threading up through the wafer are
severe defects in substrates, since they are typically
replicated in the device structure epitaxially grown
on top of the wafer. Dislocations are known to have
a serious influence on carrier recombination in semi-
conductors; in GaN it seems that screw dislocations and
mixed dislocations are most severe in terms of causing
nonradiative recombination [26.86]. The threading dis-
location density can be studied in several ways. Upon
surface etching they typically form pits, which have
a specific shape and size depending on the type of dis-
locations, and on the etch procedure used. This was
studied by Hino et al. with HCl etching at 600 ◦C, where
different pit shapes were produced by screw, mixed, and
edge dislocations, respectively [26.86].
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Fig. 26.15 (a) AFM pictures of a 250 μm thick layer after etching in H3PO4 at 180 ◦C for 45 min and (b) CL image of
a 400 μm thick layer

The dislocation types were established from sepa-
rate transmission electron microscopy (TEM) studies.
Complementary studies by cathodoluminescence (CL)
topography reveal a different dark contrast, usually in-
terpreted as due to nonradiative recombination, with
strong contrast for screw and mixed dislocations, and
quite a weak contrast for edge dislocations [26.86].
Similar results are observed from comparison of a dif-
ferent etching procedure (H3PO4 at 180 ◦C for 45 min)
in Fig. 26.15. Here different sizes of pits observed
by atomic force microscopy (AFM) (Fig. 26.15a) are
observed [26.12]. The large pits are supposed to cor-
respond to dislocations with a screw component, while
the small pits correspond to edge dislocations. Fig-
ure 26.15b shows a CL topograph of another sample,
showing mainly the high-contrast screw and mixed dis-
locations.

If the etching times are tuned to avoid overlap be-
tween different pits, the TD density of a layer can thus
be determined by a simple etch pit count, a convenient
method for a quick evaluation. The reliability of this
technique can be tested by comparison of the disloca-
tion count via etch pits and TEM studies of the same
wafer, as reported in [26.86]. Obviously etch pit count-
ing will omit dislocations that are running parallel to
the surface, but these are usually not replicated in the
overgrown epitaxial structure anyway.

The experience from HVPE growth of thick GaN
layers is that the dislocation density is reduced with
thickness in a manner that looks like a linear rela-
tion in a log–log plot, as seen in Fig. 26.16, where
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Fig. 26.16 Threading dislocation density as a function of
thickness of thick HVPE-grown GaN layers. Points la-
beled ( ), ( ), and ( ) are taken from [26.89], while ( )
from [26.87]

data from different groups are collected. For a thick-
ness of 500 μm the TD density is typically at or
below 107 cm−2, while for a thickness of several mil-
limeters a TD density of the order of 105 cm−2 is
expected [26.87]. The mechanism for this has been in-
vestigated and suggested to be dislocation annihilation
by recombination, driven by the dislocation strain fields
and a certain mobility of dislocations at the growth tem-
perature [26.88].

Stacking faults (SFs) are not abundant in GaN
grown in the conventional polar (0001) direction. The
situation is quite different in the case of growth of non-
polar wafers, such as a-plane and m-plane GaN on
foreign substrates. a-Plane GaN can be grown on r-
plane sapphire, and the defect density in such thick
layers has been investigated [26.90]. Apart from dis-
locations a high density of stacking faults is observed,
as shown in Fig. 26.17. These stacking faults thread up
through the entire wafer, and are clearly undesirable
defects, since they will propagate into an overgrown
epitaxial structure [26.91]. The defects are found to be
important recombination centers, and have a radiative
emission characteristic for each type of SF (Fig. 26.18).
This figure shows the low-temperature photolumines-
cence (PL) spectrum of an a-plane GaN layer grown
by HVPE, with SF defects as shown in Fig. 26.17. The
near-bandgap emission peak (NBE) is due to donor-

100 nm 100 nm

[0001]

[11
–
00]

[112
–
0]

a) b)

Fig. 26.17a,b Bright-field plan-view TEM images of an a-plane
GaN film grown by HVPE with an MOVPE-GaN template layer
taken close to the [112̄0] zone axis, slightly tilted: (a) along the
[0001] direction, visualizing stacking faults formed in the basal
plane of GaN by parallel lines, and (b) around the [0001] direction,
visualizing partial dislocations having a nonzero [0001] component

bound excitons, while the broad peak at 3.43 eV is
related to basal-plane SFs [26.92].

Growth employing ELO techniques has been at-
tempted to reduce the SF density in thick HVPE GaN
layers [26.93]. In this way part of the wafer surface can
be free from SFs. However, efficient methods to elim-
inate these defects over an entire nonpolar wafer have
not yet been developed.

X-ray diffraction (XRD) is a standard technique to
obtain an overall characteristic of the structural qual-
ity of a semiconductor sample. The presence of internal
defects such as microcracks and wafer bowing strongly
affects the XRD characteristics of thick GaN wafers
produced in the way discussed above. The coherence
length along the growth direction increases as the TD

3 3.1

HVPE on MOCVD template

T = 2 K

3.43 eV

NBE

3.2 3.3 3.4 3.5

Normalized PL intensity

Photon energy (eV)

1

0.8

0.6

0.4

0.2

0

Fig. 26.18 Low-temperature PL spectra of an a-plane GaN
layer grown by HVPE on an MOCVD-GaN template on
r-plane sapphire
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Fig. 26.19a–c Measured XRD line widths versus thick-
ness for HVPE-grown GaN layers on sapphire. (a) Shows
the line shape of a single rocking curve for a rather thin
layer, while a thicker layer in (b) shows clear evidence of
a mosaic substructure. (c) Shows a typical dependence of
the line width on thickness for both rocking curve and the
radial scan �

density is reduced. The full-width at half-maximum
(FWHM) value of ω–2θ scans then decreases as the
GaN film grows thicker, as seen in Fig. 26.19c for a set
of moderately thick HVPE layers on sapphire. These
data are consistent with those for another set of much
thicker samples (about 300 μm), all having ω–2θ val-
ues of about 1 arcmin. The ω-scans show dramatically
larger FWHM values, reflecting the presence of domain
formation after a certain thickness (Fig. 26.19a,b), the
residual bowing, and perhaps to some extent the inter-
nal cracks, and these effects are expected to contribute
to the lattice tilt of the layers [26.94].

The characteristic XRD data for much thicker free-
standing layers typically show much lower line widths.
As an example, the FWHM for the ω-rocking curve
of a 2 mm thick free-standing layer for the (002) re-
flection is 187 arcsec and the corresponding 2θ–ω peak
has a FWHM of 36 arcsec, measured from the top Ga
face [26.12].

Another class of defects of decisive importance for
the quality of the material is impurities and point defects
such as vacancies and interstitials. Residual impurities
are introduced in the material during growth, and the
density of such defects is critical mainly in the case
of high-resistive material. The two common shallow
donors in GaN are Si and O, both of which are eas-
ily introduced during growth, for different reasons. The
Si contamination may strongly depend on the purity of
the ammonia gas used; high-purity ammonia will min-
imize the Si contamination. There may also be some
contribution from the attack on the quartz by parasitic
growth upstream and in the growth zone. This process
will depend on the proximity of the quartz walls to the
substrate during growth. It has been shown that, with ex-
tended growth time, Si becomes the dominant residual
impurity, while at the beginning of growth O is typically
the dominant impurity incorporated. This is natural
since O and water vapor are present, e.g., adsorbed or
chemisorbed on quartz walls, or on the surface of the Ga
source, and will gradually be released during a growth
run, so that the amount of O contamination finally de-
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creases as the source of O is depleted. O can of course
also be introduced via small air leaks in the system. An
example is shown in Fig. 26.20, where the PL spectrum
from the cross section of a 2 mm thick GaN wafer is
dominated by the O bound exciton (BE) spectrum close
to the N-side, but dominated by Si at the Ga side (grown

Fig. 26.20 Spatially resolved PL spectra at 2 K measured
from different spots at the cross section of a 2 mm thick
bulk GaN layer grown by HVPE, measured at two differ-
ent delay times after the excitation pulse. The lower-energy
O-related bound-exciton line (at about 3.471 eV) clearly
dominates at the N face, while at the Ga face (grown last) Si
is the dominant donor species (the peak at about 3.4725 eV)
�

last). The ultimate value of Si contamination in a system
not used for Si doping is presumably below 1015 cm−3,
but this has not been well documented to date.

Other important impurities are metal contaminants,
in particular those from the iron group. These cre-
ate deep levels in GaN, and thus act as compensation
centers which decrease the efficiency of doping. The
main source of these contaminants are the metal parts
of the growth setup (tubing, manifolds, cylinders).
Compounds including these metals may transport to
the growth zone as particles, although these can be
eliminated via particle filters. A more severe process
is the transport of chloride molecules of these met-
als, promoted by the rather high vapor pressure they
have already at room temperature. Such contaminants
can easily be detected by optical spectroscopy, since
these metals have characteristic spectra (typically sharp
lines in the range 0.8–1.3 eV) related to the internal
transitions in the ions [26.95]. Other important de-
fects are vacancies. In n-type and undoped GaN the
main vacancy defect is the VGa–O complex, with the
so-called yellow luminescence (YL) as the optical sig-
nature [26.96]. These defects are deep acceptors, and
can be eliminated by carefully excluding O from enter-
ing the material during growth.

26.7 Some Important Properties of HVPE-Grown Bulk GaN Material

At present, HVPE is the only method that can produce
high-purity (< 1016 cm−3) strain-free GaN material
with low dislocation density (< 106 cm−2). Such ma-
terial is therefore the prime choice for establishing the
most relevant properties of bulk GaN. Such properties
are lattice parameters, thermal expansion coefficients,
thermal conductivity, and electron and hole mobilities.
The lattice parameters obviously depend significantly
on strain [26.97], but also on defect density and dop-
ing [26.98,99], and values in the literature are therefore
dependent on the material used. Recent studies on
a 2 mm thick nominally undoped, free-standing GaN

bulk layer with a residual doping of about 1016 cm−3

and a dislocation density of about 106 cm−2 proba-
bly represent the most accurate values of the lattice
parameters for pure bulk GaN (Table 26.2). The lat-
tice parameters as a function of temperature were
also measured recently on a free-standing GaN layer,
and thermal expansion coefficients were established
with improved accuracy [26.100]. The thermal con-
ductivity is another important property that depends
strongly on the quality of the material. Early deter-
minations of this quantity on rather defective HVPE
GaN layers gave a value of 1.3 W/(cm K) [26.101].
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Table 26.2 Some important material parameters for strain-free bulk GaN

Lattice Lattice Thermal Thermal Electron Hole
parameter parameter expansion conductivity mobility mobility
a (Å) c (Å) [26.105] coefficient αa 300 K 300 K 300 K

(10−6 /K) at 300 K (W/(cm K)) (cm2/(V s)) (cm2/(V s))
n < 1016 cm−3 p ≈ 1018 cm−3

3.18943 5.18501 4.3 2.3 1350 10

±0.00015 ±0.00015

A more recent study on HVPE material with low
dislocation density and low doping indicates that the
phonon-scattering-limited thermal conductivity at room
temperature is much higher, about 2.3 W/(cm K), i. e.,
considerably better than Si [26.102]. The best elec-
tron mobilities in GaN has been obtained in nominally
undoped free-standing thick HVPE grown samples;
a value of 1350 cm2/(V s) has been reported [26.103].
The hole mobilities have so far been measured only

in highly doped and highly defective GaN; no reli-
able data are available for low-doped HVPE-grown
bulk p-GaN to our knowledge. Extrapolated values for
such material indicate a limiting hole mobility above
200 cm2/(V s) [26.104], to be confirmed in the future.
In Mg-doped epitaxially grown device structures with
a typical Mg concentration close to 1020 cm−3, the hole
mobility is at best about 10 cm2/(V s) [26.104] (see also
Table 26.2).

26.8 Growth of AlN by HVPE: Some Preliminary Results

High-quality and large-scale AlN wafers are recently
in increasing demand as substrates for ultraviolet (UV)
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Fig. 26.21 Equilibrium constants (K ) as a function of the recipro-
cal of reaction temperature for reactions between Al chlorides and
quartz

light-emitting devices and high-power high-frequency
electronic devices. There have been several reports
on growth of AlN by the sublimation–recondensation
method [26.106, 107] and by solution growth [26.108].
Although AlN crystals with extremely low dislocation
densities can be grown by these methods, expanding the
size of the grown crystals is a challenging problem.

On the other hand, high-speed growth of thick
AlN layers by HVPE followed by separation of the
grown layers from the starting substrates is an inter-
esting approach to prepare AlN wafers. As is widely
known, GaN wafers of 2 inch diameter have been
mass-produced by HVPE using GaAs [26.109] or
sapphire [26.59, 62, 110, 111] as starting substrates.
However, investigations concerning HVPE of AlN have
been limited [26.1, 112–115] due to the fact that the
molten Al or hot AlCl gas reacts violently with the
quartz (SiO2) reactor of the HVPE system, damaging
the reactor. On the other hand, there are other Al chlo-
rides such as AlCl2, AlCl3, and (AlCl3)2. Figure 26.21
shows the values of the equilibrium constants K of the
thermodynamically feasible reactions between gaseous
AlCl, AlCl2, AlCl3 or (AlCl3)2 and quartz as a function
of the reciprocal of the reaction temperature [26.1]. The
following order of the equilibrium constants K of the
reactivity of Al chlorides is seen

KAlCl > KAlCl2 > K(AlCl3)2 > KAlCl3 . (26.13)
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Fig. 26.22 Dependence of AlN growth rate on the AlCl3
input partial pressure at 1100 ◦C

The reactions between AlCl and quartz have extremely
large values of K . On the contrary, reactions between
AlCl3 and quartz have small values of K , and nega-
tive values of log K at 700 ◦C or above. Therefore, the
reaction between AlCl3 and the quartz reactor is neg-
ligible, and AlCl3 is suitable as an Al source in AlN
HVPE.

It has already been reported that preferential gen-
eration of AlCl3 is possible [26.1] at the Al source
zone of a conventional HVPE system by decreasing the
source-zone temperature to about 500 ◦C (Fig. 26.1b).
Exploiting this fact, several groups have grown AlN
using a conventional hot-walled quartz reactor. In
Fig. 26.22, the dependence of AlN growth rate on the
AlCl3 input partial pressure is shown [26.114]. Al metal
pellets (6 N grade) were placed in the source zone to en-
large the surface area and maintained at 500 ◦C. AlCl3
was formed by the reaction between the Al metal and
HCl gas and mixed with NH3 in the growth zone where
a (0001) sapphire substrate was placed. The input V/III
ratio (NH3/AlCl3) was fixed at 2. Growth was per-
formed at 1100 ◦C under atmospheric pressure using H2
as a carrier gas. A linear increase of the growth rate with
increase of AlCl3 input pressure is seen in the figure.
With an AlCl3 input partial pressure of 2 × 10−3 atm, the
growth rate exceeds 100 μm/h. Therefore, high-speed
growth of AlN by HVPE is possible just as in the HVPE
growth of GaN.

Figure 26.23 shows the FWHM of the x-ray diffrac-
tion (XRD) rocking curves of (0002) (tilt component)
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FWHM (min)

Growth rate (µm/h)

1000

800
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400

200

0
0 20 40 60 80 100 120 140

Growth temperature: 1100 °C

Fig. 26.23 FWHM of XRD rocking curves of the (0002)
(tilt component) and the (101̄0) (twist component) of AlN
layers grown at 1100 ◦C with various growth rates

and (101̄0) (twist component) of AlN layers grown at
1100 ◦C with various growth rates [26.114]. Although
high-speed growth of AlN is possible at 1100 ◦C,
the FWHM of the (0002) and the (101̄0) increase
with increasing growth rate. In order to grow high-
quality AlN layers with a high growth rate, it is
considered that a higher growth temperature will be
required.

The result of absorption measurements for a 2 μm
thick AlN layer grown at 2 μm/h on a sapphire substrate
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Fig. 26.24 Absorbance squared versus photon energy of
an AlN layer measured at room temperature
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is shown in Fig. 26.24, where absorbance squared is
plotted as a function of photon energy. Extrapolation of
the linear region to the horizontal axis gives the bandgap
of AlN to be just above 6.0 eV (somewhat influenced by
strain).

From the results shown above, the next challenges
for AlN HVPE are thought to be high-temperature
(> 1100 ◦C) growth and reduction of dislocation den-
sity in the grown layer using AlN templates, ELO
structures, etc.

26.9 Growth of InN by HVPE: Some Preliminary Results

Recent progress in the growth of InN by MBE and
MOVPE has clarified that the bandgap of InN is around
0.7 eV [26.116–118]. However, growth of thick InN lay-
ers remains difficult due to poor thermal stability, low
growth rate of InN, and the lack of a suitable substrate
material for epitaxy.

Although HVPE is a useful method for high-speed
growth of GaN [26.47] and AlN [26.114] without for-
mation of metal droplets, HVPE of InN is complicated:
InN growth does not occur when InCl is used as an
In source [26.119], while appreciable growth of InN
occurs when InCl3 powder is sublimated and trans-
ported by a carrier gas other than H2 [26.119–121].
This is due to the fact that the equilibrium constant of
the reaction between InCl3 and NH3 is larger than that
between InCl and NH3 (Fig. 26.2), and a suppression
of InN growth in the presence of H2 [26.7]. How-
ever, in order to grow high-quality InN layers without
contamination, formation of InCl3 gas in the source
zone of a conventional HVPE system is needed, since
commercially available InCl3 powder inevitably con-
tains water due to its hygroscopic nature. According

Growth rate (µm/h)

Source zone temperature (°C)
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0

300 400 500 600 700

Growth zone: 500 °C

Fig. 26.25 Dependence of InN growth rate on the In
source-zone temperature. Growth-zone temperature was
fixed at 500 ◦C

to the thermodynamic analysis of the In source zone,
where Cl2 gas is introduced over the In metal, the
equilibrium partial pressure of InCl3 increases with de-
creasing source-zone temperature [26.122]. Here, it is
essential to use Cl2 instead of HCl to form InCl3 be-
cause the reaction between In metal and HCl produces
H2, which suppresses the growth of InN at the growth
zone [26.7].

We report preliminary results for successful HVPE
growth of InN. Figure 26.25 shows the dependence
of InN growth rate on the In source-zone tempera-
ture [26.122]. Cl2 with an input partial pressure of
3.0 × 10−3 atm was introduced over the In metal using
N2 carrier gas, and NH3 with an input partial pres-
sure of 1.5 × 10−1 atm was separately introduced into
the growth zone using N2 carrier gas. Single-crystalline
InN layers c-axis oriented without In droplets can be
grown on a (0001) sapphire substrate at a growth zone
temperature of 500 ◦C. It is seen that the growth rate in-
creases with decreasing source-zone temperature above
450 ◦C. This is due to the increase of the InCl3 equilib-
rium partial pressure at the In source zone. On the other
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Growth zone temperature (°C)
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0

300 400 500 600 700
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Fig. 26.26 Dependence of InN growth rate on the growth-
zone temperature. In source-zone temperature was fixed at
450 ◦C
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hand, with the source-zone temperature below 450 ◦C,
the growth rate dropped rapidly because of insufficient
reaction between Cl2 and In metal.

As for the growth-zone temperature, InN growth
is obtained within a narrow temperature range. Fig-
ure 26.26 shows the dependence of InN growth rate
on the growth-zone temperature. The temperature of
the In source zone was fixed at 450 ◦C. At growth
temperature above 500 ◦C, the growth rate decreases
as the growth-zone temperature increases. The growth
rate also decreases with decrease of the growth-zone
temperature below 500 ◦C due to insufficient reaction
between InCl3 and NH3. Therefore, either an increase
of Cl2 input into the In source zone or an increase of
the total gas flow rate in the reactor will be required to
increase the growth rate of InN.

A room-temperature cathodoluminescence spec-
trum of the InN layer grown at 500 ◦C is shown in
Fig. 26.27. An emission peak is seen at around 0.7 eV.
Hall-effect measurements revealed that the InN layer
had n-type conductivity with a carrier concentration of
3 × 1019 cm−3 and a carrier mobility of 890 cm2/(V s).

CL intensity (arb. units)

Photon energy (eV)
0.6 0.7 0.8 0.9 1 1.1

Room temperature

Fig. 26.27 Room-temperature CL spectrum of an InN
layer grown at 500 ◦C by HVPE

The carrier concentration obtained is in agreement with
that estimated from the dependence of the bandgap on
electron concentration due to the Burstein–Moss ef-
fect [26.123].
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Growth of Se27. Growth of Semiconductor Single Crystals
from Vapor Phase

Ramasamy Dhanasekaran

Growth of single crystals from the vapor phase
is considered to be an important method to
obtain stoichiometric crystalline materials from
inexpensive and readily available raw mater-
ials. Elements or compounds which are relatively
volatile can be grown from vapor phase. Most
II–VI, I–III–VI2, and III–N compounds are high-
melting-point materials which may be grown
as single crystals by careful use of vapor phase.
The chemical vapor transport (CVT) method has
been widely used as an advantageous method
to grow single crystals of different compounds
at temperatures lower than their melting points.
This method is quite useful for the growth of
II–VI and I–III–VI2 compounds, which generally
have high melting point and large dissocia-
tion pressure at the melting point. In addition,
they undergo solid-state phase transition dur-
ing cooling or heating processes, which makes
the growth of these compounds by some other
methods, such as from the melt, difficult. In
addition, the low growth temperature involved
reduces defects produced by thermal strain, pol-
lution from the crucible, and the cost of the
growth equipment. II–VI compound semicon-
ductors cover a very broad range of electronic
and optical properties due to the large range of
their energy gaps. These materials in the form
of bulk single crystals or thin films are used in
light emitters, detectors, linear and nonlinear
optical devices, semiconductor electronics, and
other devices. The development of growth tech-
nology for II–VI compound semiconductors from
the vapor phase with the necessary theoretical
background is important. I–III–VI2 chalcopyrite
compounds are of technological interest since they
show promise for application in areas of visi-
ble and infrared light-emitting diodes, infrared
detectors, optical parametric oscillators, upcon-
verters, far-infrared generation, and solar energy
conversion.
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A great deal of interest in these materials is generated
by their chalcopyrite structure, which is noncentrosym-
metric and makes them useful for second-harmonic
generation. III-nitride semiconductors are of great
interest to industry and the military due to their op-
toelectronic and mechanical properties, permitting the
development of devices operating in the blue and ultra-
violet regions of the spectrum and at high temperatures.
Gallium nitride has particularly attracted considerable
attention in this regard. Despite the progress recently
achieved, some fundamental properties of GaN and its
related compounds, such as InGaN and AlGaN, are
still not fully understood. Epitaxial methods continue
to lead the field of crystal growth by exploring new
physics, materials science, and fabrication of novel de-
vices. Good-quality GaN layers have been grown by
employing vapor-phase epitaxy systems, the technical
details of which are presented in detail herein.

During recent decades, ternary, quaternary, and
more recently multinary semiconductor materials have
been widely investigated because of their importance
for solid-state device applications. However, their crys-
tal growth technology is far from well understood. Due
to practical difficulties involved in growing single crys-
tals of most of these materials by melt techniques,
regular production of small samples perfect enough and
of good enough quality almost always depends upon
the availability of vapor-phase (VP) chemical trans-
port reactions (usually iodine transport) in closed tubes.
One of the common drawbacks of these VP methods
is the high level of supersaturation, and hence uncon-
trolled primary nucleation, which can give rise to many
small-sized (often submillimeter) crystals. This high
supersaturation is also responsible for various insta-
bility patterns (dendrites, overgrowths, etc.) that show
up in the final crystals. Crystal growth from the vapor
phase is in principle a flexible method of growing sin-
gle crystals. This potential flexibility has occasionally
been exploited, but more often the principles have been
poorly understood [27.1]. Preparation of a crystal from
the gas phase requires the general reaction

GAS (disordered phase) −→
CRYSTAL (ordered phase) .

27.8 Conclusion ........................................... 929

References .................................................. 930

The gas phase may consist of molecules of the crys-
tal substance, or of its separate constituents, if they are
all volatile. Otherwise, the constituents may be reacted
with a transporting agent to provide volatile species.
In all cases, an inert gas is added to modify the trans-
port kinetics. The basic reaction results in an increase
in atomic order.

Important research efforts have been focused on
II–VI compounds since the late 1950s. Because of
their superiority over rival materials, these compounds
are becoming of more importance day by day in re-
search into electronic materials. Many experimental
procedures have been improved, and theoretical models
have been developed. However, in spite of their posi-
tive properties, the crystallographic properties of some
II–VI semiconductor materials (e.g., ZnS and ZnSe)
have hindered their application in the electronic indus-
try due to polytypism.

Currently, I–III–VI2 compounds (chalcopyrite ter-
nary semiconductor), such as copper indium diselenide
(CuInSe2), copper indium disulfide (CuInS2), and
copper gallium diselenide (CuGaSe2), are the most
promising low-cost thin-film materials for solar cell
applications due to their high absorption coefficient
and excellent thermal stability. Photovoltaic (PV) cells
based on these materials have potentials to be used
on the Earth as well as in various space applications.
Scientists from the US National Renewable Energy
Laboratory (NREL), have achieved efficiency of about
19.2% with CuInSe2 absorber in laboratory cells. The
best efficiency of a thin-film solar cell up to now
is 19.5%, by using Cu(In,Ga)Se2 as absorber [27.2],
which is comparable to that for polycrystalline Si so-
lar cells. In view of their potential low cost and light
weight, these solar cells have been expected to be useful
in space applications in addition to the terrestrial do-
main. Thus, there is strong demand for improvement of
the efficiency of PV cells based on these chalcopyrite
materials.

The demonstration of blue light-emitting diodes
(LEDs) and blue laser diodes (LDs) [27.3] has led
to the emergence of III–V nitrides as a suitable ma-
terial for high-power, high-temperature electronic and
optoelectronic device production. The development of
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high-quality nitride-based devices is still restricted
by the lack of suitable epitaxial substrates materials.
Nitride-based structures are most commonly deposited
on sapphire (Al2O3) substrates. The lattice mismatch
of about 15% to GaN causes formation of thread-
ing dislocations (TDs) in the sapphire interface and
device layers [27.4]. In order to improve GaN epi-
taxial layers, a two-step deposition process is often
applied in both metalorganic chemical vapor deposition
(MOCVD) [27.5, 6] and hydride vapor-phase epitaxy
(HVPE) [27.7] systems. The application of HVPE tech-

nology assures high growth rates of about 500 nm/min
for growth of GaN. Hence, sufficiently thick layers
can be deposited in a relatively short time. This makes
HVPE an advantageous fabrication option for freestand-
ing GaN substrates.

In this chapter, growth of semiconductor single
crystals from the vapor phase is explained in general,
and the chemical vapor transport technique in particular.
Growth of II–VI and I–III–VI2 compounds is reviewed,
and growth of GaN thin films using vapor-phase epitaxy
is presented.

27.1 Classifications of Vapor Growth

The growth of crystal from vapor phase can be di-
vided [27.7] into various categories:

1. Sublimation or evaporation, in which the vapor is
obtained from the pure condensed phase at an ap-
propriate temperature;

2. A compound may highly dissociate in the growth
system, namely dissociative sublimation;

3. If a transporting reaction is used for one or more of
the constituents of the crystal, the process is termed
either chemical vapor transport (CVT) or physical
vapor transport (PVT), distinguished on the basis
of the conditions over the growing crystal. A com-
parison between PVT, physical vapor deposition
(PVD), chemical vapor deposition (CVD), and CVT
is shown in Table 27.1

PVT is a closed-tube technique that can be used
to grow crystals if the vapor pressure of the material
exceeds 10−2 Torr at some feasible temperature. Typ-
ically in these processes, the source is a solid which
must be sublimed (dissociatively or similarly) to pro-
vide the vapor. The process by which vapor is obtained
from the pure condensed phase at an appropriate tem-
perature and transported to a deposition zone at a lower
temperature is called physical vapor transport. The va-
por atoms impinge on the substrate surface and become
adsorbed, releasing part of their latent heat of conden-
sation and migrating across the crystal surface. They
become incorporated into the crystal lattice, releas-
ing their remaining heat of condensation; otherwise
they evaporate. This is a relatively high-temperature
method.

In the CVT process, as shown in Table 27.1, va-
por atoms or molecules are chemically different from

those of the growing crystal. Chemical transport reac-
tions are those in which a solid or liquid substance A
reacts with a gas to form exclusively volatile products,
which in turn undergo the reverse reaction at a differ-
ent place in the system, resulting in the formation of A.
The process appears to be sublimation; however, it does
not possess appreciable vapor pressure at the tempera-
tures applied. In addition to a reversible heterogeneous
reaction, a concentration gradient must be established.
The latter can be the result of a temperature difference,
changes in the relative pressures, or the difference in
free energy of formation of two substances.

10.1

10–8

10–7

Total pressure (atm) 

Total mass flux (mol/cm2 s) 

1
2

1
2

1ΔT = 60 K 
2ΔT = 100 K 

Fig. 27.1 Variation of total mass flux as a function of total
pressure in the CdSe–I2 system for the given two tempera-
ture differences between the source zone and growth zone
and for the given diameter of 15 cm and length of 14 cm of
the growth ampoule
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Table 27.1 Comparison between PVT, CVT, PVD, and CVD

Parameters Physical vapor Chemical vapor Physical vapor Chemical vapor
transport (PVT) transport (CVT) deposition (PVD) deposition (CVD)

Growth mechanism Monatomic, associative or Reversible chemical Direction always from Conformal deposition

and bond energy dissociative sublimation reaction migration from hot to cold Multidirectional deposition

Direction always from hot hot to cold (Ts → Tg) as Nonconformal deposition Bonding energy is strong

to cold (Ts → Tg) well as from cold to hot Highly directional compared with physical bond,

(Tg → Ts) possible deposition up to 200 kcal/mol

Bonding energy is weak,

less than 10 kcal/mol or

0.434 eV/atom

Transport (carrier) Without transport agent Needs a transporting Not necessary Needs a transporting agent

gas or inert gas agent such as I2, Cl2, etc. such as nitrogen, argon, etc.

Temperature 1–10 K 3–500 K ≈ 50 K to ≈ 50–100 K

difference (ΔT ) Several 100 K

Total system High vacuum (or) Up to 3 atm 1 atm Atmospheric pressure

pressure (P) inert gas of 0.01–0.5 atm to very low pressure

Thermophysical Constant Varying Constant Varying

parameter

Compressible Insignificant Significant Insignificant Significant

effect

Aspect ratio (l/d) Typically 5 Typically 10 – –

Possible flow Diffusion/advective and Diffusion/advective and Diffusion/advective and Diffusion/advective, thermal

pattern solutal convection thermal convection solutal convection convection and laminar for

HVPE GaN

The stationary temperature profile (STP) technique
has been successfully applied for growing crystals since
the growth of crystals by chemical vapor transport was
initiated several decades ago. In the STP procedure, the
source temperature (Ts) and growth temperature (Tg) are
fixed at particular values after keeping a reverse temper-
ature profile for the first few hours in order to clean the
crystallization zone. As Ts and Tg are kept at constant
values, the supersaturation remains unchanged during
the whole growth period. Though this procedure can be
adopted to obtain single crystals of many compounds,
it may not be the most suitable technique for obtain-
ing large-size single crystals. Also in most cases one
ends up with too many crystals as the supersaturation is
maintained constant throughout the growth experiment.

In the time-varying temperature profile (TVTP)
method, the source temperature is increased linearly
with time from a value below the growth temperature,
while the growth temperature is kept constant. Hence
the supersaturation increases form a negative value (i. e.,
at Ts < Tg) to positive values at which the formation
of primary nuclei is possible. After the formation of
primary nuclei, although Ts continues to increase, the

supersaturation drops due to the decrease of the vapor-
ized mass, which is consumed in producing the first
crystal. Then, for a certain length of time depending
on the particular vaporization kinetics of the charge,
supersaturation remains sufficiently low that the first
crystal can be further grown by secondary nucleation.
After this, supersaturation increases again, enabling pri-
mary nucleation to take place. This TVTP procedure
was adopted for growing ternary chalcopyrite crystals.
It enables the growth of crystals much larger than those
grown by the STP procedure. Also the quality of the
crystals has been reported to be superior to those grown
by adopting the STP procedure.

One of the drawbacks of the STP procedure is of-
ten the onset of constitutional undercooling from the
very beginning of the growth process. In this respect,
the TVTP procedure is an improvement because, in the
first part of the growth period, this cause of instability is
avoided. Constitutional undercooling appears as a result
of both large supersaturation and the presence of mass
convection in the vapor. Supersaturation can practically
be reduced by working with small Ts and Tg differences,
possibly at temperatures and pressures where thermody-
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namics predict low supersaturation. Mass convection,
which can be reduced by working at suitably small
values of the Grashof number, induces constitutional
undercooling through the reduction of the diffusion
boundary layer at the growing interface. It is concluded
that the time-varying temperature profile method de-
scribed above can be used to increase the size of the
crystals of some ternary compounds. Enlargements of
about two- to threefold were obtained by this pro-
cedure, as compared with the usual STP technique.
Time-varying temperature profile methods have been
applied by various researchers to improve the size of
CdS [27.8], CdIn2S4, and CuInS2 [27.9] single crystals
grown by CVT technique.

In PVD there is a transfer of subliming molecules/
atoms A by (saturated) carrier gas to a colder growth
area.

In chemical vapor deposition gaseous compounds
of the materials to be deposited are transported to
a substrate surface, where a thermal reaction/deposition
occurs. Reaction byproducts are then exhausted out of
the system.

The other vapor growth methods are:

1. Metalorganic chemical vapor deposition (MOCVD)
2. Vapor-phase epitaxy (VPE)
3. Metalorganic vapor-phase epitaxy (MOVPE)
4. Organometallic vapor-phase epitaxy (OMVPE).

27.2 Chemical Vapor Transport – Transport Kinetics

Crystal growth from the melt using the classical meth-
ods of Czochralski, Kyropoulos or Bridgman becomes
difficult if the compounds to be grown have high
melting points. Additional difficulties arise if the com-
pounds show appreciable dissociation at the melting
point or melt only under elevated pressure. To obtain
single crystals of such compounds, they are sublimed
(either in vacuum or in a stream of carrier gas or va-
por of its constituents) and allowed to react in the
crystallization chamber [27.10–12]. The temperature
required for these processes is high, in the vicinity
of the sublimation point. Instead of directly vaporiz-
ing a solid at high temperature it may be vaporized
at much lower temperature by forming highly volatile
chemical intermediates and reacting back the result-
ing gas mixture at a different temperature, utilizing
the temperature dependence of the chemical equilib-
rium involved [27.12–16]. By properly adjusting the
two temperatures, the departure from chemical equilib-
rium in the vicinity of the growing seeds can be made
small enough to avoid nucleation but large enough to
make the seeds grow, i. e., appropriate supersaturation
can be maintained.

27.2.1 Transport Models

In general transport models have been developed based
on the following experimental conditions:

1. The system is one dimensional and the length of
the growth ampoule is L units, with the source at
x = 0, transported to a deposit at x = L .

2. The transport mechanism involves a chemical equi-
librium which can be written as

S(s) +aA(g) = bB(g) + cC(g) + . . . , (27.1)

associated with an equilibrium constant K and an
enthalpy change ΔH , where S(s) is the crystalline
source materials, A is the transporting agent, and B
and C are the gaseous products.

3. Diffusion is the only means of transport through the
vapor phase; turbulent flow and thermal diffusion
are ignored.

4. The mean free path is much smaller than the di-
mension of the system. As a consequence, a total
pressure gradient cannot be considered. Impedance
to the flow due to total pressure gradients is so small
that we can ignore these gradients relative to partial
pressure gradients.

5. The surface rate of the reaction is infinitely fast,
so local equilibrium is essentially established in the
neighborhoods of the source and the substrate.

6. The change of the equilibrium constant upon mov-
ing from x = 0 to x = L , leads to a difference in
temperature between the source and growth zones
ΔT , which is much smaller than Tg. An equiva-
lent statement is ΔT = Ts − Tg � (RTgTs/ΔH),
according to the usual thermodynamic relationship
between ΔH and ΔT .

7. |ΔH| � RT ∼= 1
2 R(Tg +Ts). This also implies ΔT �

Tg.
8. All gases behave ideally.
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Following Schäfer’s model [27.12], a transport re-
action is defined as a reaction of a solid or liquid with
a gaseous component in a temperature gradient to form
exclusively gaseous products. For chemical transport
caused only by diffusion, such as in a sealed silica am-
poule, Schäfer [27.12] obtained a transport equation
for the migration of a solid in a one-dimensional sys-
tem. Lever [27.14] described the chemical transport of
a solid involving several simultaneous heterogeneous
and homogeneous equilibria [27.17, 18]. Arizumi and
Nishinaga [27.19–21] proposed transport equations for
the transport of materials (semiconductors) in closed
tubes, assuming a one-dimensional system and consid-
ering diffusion and laminar flow as the fundamental
transport mechanism (AN model).

Following the model of Factor and Garrett [27.22,
23] in a one-dimensional transport system, the flux rate
J (mol/cm2 s) of a component i caused by diffusion
and Stefan flow can be described. The variation of total
mass flux as a function of total pressure in the CdSe–I2
system for various growth temperatures for given di-
mensions of the growth ampoule (diameter 15 cm and
length 14 cm) is shown in Fig. 27.1.

Using the flux function method of Richardson and
Noläng, it is possible to calculate the net fluxes Jk
(mol/cm2 s) based on an equilibrium model [27.24–26].
The flux function takes into account the Stefan flow,
as well as the temperature and total pressure variation
of the diffusion coefficient. Thus it becomes possible
to compute the transport rates of the simultaneous mi-
gration of several condensed phases. A flux function Φ

takes into account the temperature dependency of the
diffusion coefficient. The advantage of this flux function
is that different transport systems with different trans-
porting agents, temperature gradients, and diffusion
coefficients can be compared with each other [27.27–
29].

27.2.2 Physical Chemistry
of Chemical Transport Reactions

Partial Pressure
Consider a closed system containing n + 1 compo-
nents, all of which are in chemical equilibrium with
one other [27.30]. The temperature is chosen such that
only one component is solid, whereas the other n com-
ponents are in gaseous state. For n = 1, the trivial
case of sublimation of a solid via its gaseous atoms
or molecules results. In the following, the case n = 3
is considered, which applies to the transport of metal
chalcogenides by halogens. The equilibriums involved

are [27.12]

MX(s) + I2(g) ⇔ MI2(g) + 1
2 X2(g) , (27.2)

where M = Cd, Zn and X = S, Se.
A specific example is [27.13, 18, 31]

ZnS(s) + I2(g) ⇔ ZnI2(g) + 1
2 S2(g) . (27.3)

In a CVT system, a solid substance MX reacts
with a gaseous transporting agent I2 (chalcogenides)
at a higher temperature Ts to form exclusively vapor-
phase products MX and 1

2 X at the source zone. The
vapor products in turn undergo the reverse reaction at
the growth zone at a lower temperature Tg

I2(g) ⇔ 2I(g) . (27.4)

The corresponding equilibrium constants of (27.2) and
(27.4) are

K(27.2) =
pMI2

(
1
2 pMI2

) 1
2

pI2

, (27.5)

K(27.4) = p2
I

pI2

, (27.6)

respectively.
The total pressure of the system is given by

P = pI2 + pI +1.5pMI2
. (27.7)

The equilibrium constant Ki (T ) (i = 3.2, 3.4) as a func-
tion of temperature T can be evaluated using the
relations (27.2) and (27.4–27.6) [27.27–29]

log Ki(T ) = ai −bi T
−1 −ci T

−2 −di log(T )−ei T .

(27.8)

If the temperature T and total pressure p are fixed and
the value of Ki (T ) is known, then the partial pressure
of species MI2, X2, I2, and I can be determined by
using (27.2) and (27.4–27.8). A graph showing the par-
tial pressure of various gaseous species as a function
of total pressure of the CdSe–I2 system is shown in
Fig. 27.2; for ZnSe–I2 and other systems, refer to lit-
erature [27.13, 31–34].

Thermophysical Parameters
The diffusion coefficient of a binary gas mixture
is based on the well-known Chapman–Enskog for-
mula [27.29, 32, 35, 36]

Dij = 1.858−27

√
T 3(1/Mi +1/M j )

Pσ2
ijΩDij

. (27.9)
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In (27.9) σij is the characteristic length expressed in Å
and ΩD is the dimensionless diffusion collision inte-
gral. The binary collision integral was estimated from
individual collision diameters σA and σB using the ex-
pression

σij = σi +σ j

2
, (27.10)

where ΩD is a function of kBT/εij , where kB is
the Boltzmann’s constant, εij = (εiε j )1/2, and εi and ε j
are the Lennard–Jones energy values for species i and
j, respectively. The complete expression for ΩD can be
given as

ΩD = A

T ∗B
+ C

exp(DT ∗)
, (27.11)

where T ∗ = kBT/εij is the reduced temperature and
the values of A, B, C, and D can be calculated from
reported data. The diffusion collision integral and dif-
fusion coefficients for various species are presented in
Table 27.2.

The molecular viscosity μ and thermal conductivity
kT of the species can be calculated from Chapman–
Enskog and Lennard–Jones potential theory [27.29, 37,
38]

μ = 2.669 × 10−26

√
MT

σ2
ijΩμ

[kg/(m s)] (27.12)

and

kT = 8.324 × 10−22
√

(T/M)

σ2
ijΩμ

[W/(m K)] , (27.13)

where M is the molecular weight (kg/mol), T is the av-
erage temperature (K), σij is the collision diameter, and
Ωμ is the viscosity collision integral.

Table 27.2 Characteristic length and diffusion collision integral of different species

i j σi j (Å) ΩD−i j at i j σi j (Å) ΩD−i j at
T = 1173 K T = 1173 K

I2-S2 4.051 0.914 ZnI2-Se2 5.278 0.945

I-S2 3.538 0.903 ZnI2-I2 4.955 0.954

I2-Se2 4.189 0.967 Cd-I2 3.512 0.981

I-Se2 4.409 0.935 Cd-S2 3.422 0.914

I2-I 4.253 0.938 Cd-Se2 3.762 1.040

Zn-I2 4.081 1.007 CdI2-Cd 4.248 0.977

Zn-S2 4.597 1.175 CdI2-I2 5.534 1.262

Zn-Se2 4.323 0.946 CdI2-Se2 5.431 1.232

ZnI2-S2 4.673 1.189 CdI2-S2 5.072 1.129

1 100.1
Total pressure (atm)

Partial pressure (atm)

10

1

0.1

0.01

0.001

1 --- 900 K
2 --- 950 K
3 ---1000 K
4 ---1050 K
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Fig. 27.2 Partial pressures of various gaseous species as a function
of total pressure of the CdSe–I2 system for different temperatures

27.2.3 Factors Affecting the CVT Reaction

Influence of Chemical Parameters
on CVT Growth of Crystals

Generally chemical vapor transport reactions depend on
chemical parameters such as the free energy change
(ΔG), the concentration of the transporting agent (CT),
the temperatures at the source and growth zones (Ts and
Tg), etc. [27.29,39–42]. The free energy change for a re-
action depends to a considerable extent on the partial
pressures of the chemical species used in the reactions.
The amount of material transportation from the source
to the growth zone depends strongly on CT. Also it has
been observed by many authors that there is a strong de-
pendence of the size and quality of the resulting crystals
on CT.
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904 Part D Crystal Growth from Vapor

If one is concerned only about the rate of trans-
portation and not the quality of the crystals, the absolute
values of the temperatures Ts and Tg can be varied over
a relatively wide range.

Influence of Geometrical Parameters
on CVT Growth of Crystals

The amount of material transported decreases linearly
with the length of the tube due to the increase in flow re-
sistance [27.13]. If several seeds are to be formed and to
grow in one experiment then the crystallization chamber
should not be too small, to avoid intergrowth between
the crystals. The distribution of the temperature in the
deposition zone must be as uniform as possible in or-
der to avoid reevaporation of crystals from warmer parts
during the experiment. The use of a tapered growth zone
is advantageous for this purpose, and it induces nucle-
ation at the corner of the tube where the temperature is
low. The most important geometrical parameter is the
tube cross-section q, which influences the transport rate
decisively [27.12, 39, 43, 44].

27.2.4 Choice of Transporting Agents

The choice of transporting agent generally depends on
the thermodynamics of the transport reaction and the
volatility of the compounds involved [27.1, 22]. In se-
lecting the transporting agents, the following conditions
should be taken into consideration [27.40–42, 45–51]:

1. The transporting agent should be chosen such that
all species that will be formed by reaction with
the solid to be transported have adequate volatil-
ity. Moreover there should be good knowledge of
the volatility and stability of all the vapor species
formed in the reaction and their solubility in the
growing crystal.

2. If it is assumed that element M is transported by
halogen I through the transport reaction (27.2), the
equilibrium constant for this reaction is given by
(27.4). To obtain efficient transport, the equilibrium
constant for the reactions must not be extreme and
should have suitable magnitude at a convenient tem-
perature.

3. The knowledge on the various components of the
substances to be transported which have sizable va-

por pressures in the temperature range selected for
growth.

4. It should be known to the extent of the substance
to be transported as undissociated, uncombined
molecules in the vapor phase.

27.2.5 Advantages and Limitations
of CVT Method

Advantages of Chemical Vapor Transport

1. The growth process is normally carried out at tem-
peratures much lower than the melting point of the
material, which is useful for the growth of materials
with high melting points and those that exhibit ap-
preciable dissociation at their stoichiometry melting
points.

2. Decrease in contamination from the crucible due to
the reduced growth temperature.

3. Allotropic crystalline forms can be grown.
4. Good stoichiometry control is possible.
5. Growth of epitaxial layers is possible.
6. In situ chemical vapor cleaning of the sub-

strate/system is possible.
7. The solid–vapor interfaces exhibit higher interfacial

morphological stability during growth than in the
case of solid–liquid interfaces.

Limitations of Chemical Vapor Transport

1. Thermodynamics and kinetics are complex and
poorly understood.

2. Deposition occurs on the substrate as well as on the
walls of the container.

3. The reactive gases involved are dangerous in some
cases and need special handling procedures.

4. Controlling nucleation is difficult, and growing sev-
eral crystals due to primary nucleation will result in
a decrease in their sizes for a given amount of charge
materials.

5. Transporting agents will incorporate into the grow-
ing crystals during the growth process and alter the
physical properties of the grown crystals.

6. There are difficulties incorporating some doping el-
ements (e.g., Ga, In, Al) into the growing crystals
because of their low vapor pressures.
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27.3 Thermodynamic Considerations

27.3.1 Estimation of Optimum Growth
Parameters for the ZnSe–I2 System
by CVT

The partial pressures inside the tube during growth,
the temperature, the iodine concentration, and the
tube dimensions have been taken into account for
these calculations (Fig. 27.3). The vapor-phase chem-
ical transport of ZnSe with iodine has been considered
to consist of three equilibria

ZnSe+ I2 ⇔ ZnI2 + 1
2 Se2 , (27.14)

ZnSe+ I2 ⇔ Zn+2I+ 1
2 Se2 , (27.15)

ZnSe+2I ⇔ ZnI2 + 1
2 Se2 . (27.16)

Neglecting dissociation of ZnSe via

ZnSe ⇔ Zn+ 1
2 Se2 , (27.17)

and dissociation of ZnI2 via

ZnI2 ⇔ Zn+ I2 , (27.18)

it was assumed that, as a first approximation, the vapor
phase contains only four components (I, I2, ZnI2, and
Se2) and also the law of mass conservation of iodine at
equilibrium was considered

I2 ⇔ 2I . (27.19)

1.6

1  CdI2
2  Se2
3  I
4  I2

1

2

3

4

1.2

0.8

0.4

0
500 800 1100 1400

Temperature (K)

Pressure (atm)

Fig. 27.3 Partial pressures of various species as a function
of temperature for various iodine concentration

The partial pressures in terms of initial iodine concen-
tration can be expressed by

p0
I2

= pI2 +0.5pI + pZnI2 . (27.20)

The exact stoichiometry of the ZnSe source mater-
ials gives the equation

pZnI2 = 2pSe2 , (27.21)

where p0
I2

is the partial pressure of iodine concentra-
tion initially taken into account for the calculations,
and the other p symbols are the partial pressures of
the corresponding components at a given temperature.
The equilibrium constants for the reactions (27.14) and
(27.19) are given by

K(27.14) =
(

pZnI2 p0.5
Se2

)
pI2

, (27.22)

K(27.19) = p2
I

pI2

. (27.23)

The values can be calculated as a function of tempera-
ture from [27.52]

K(27.14) = 7.64−5849T−1 −4154T−2

−0.83 log T −1.5 × 10−4T , (27.24)

K(27.19) = 4.34−7879T−1 +4264T−2

+0.33 log T +2 × 10−5T . (27.25)

Using (27.20–27.25), the following equation can be de-
rived

2
p2

I

K2.6
+

(
4

K(27.14)

K(27.19)

) 2
3

p
4
3
I + pI −2

CRT

M
= 0 ,

(27.26)

where pI is the partial pressure of atomic iodine, C is
the initial concentration of iodine, R is the universal gas
constant, T is temperature, and M is the molar mass of
iodine.

It was assumed that iodine behaves as an ideal
gas in these calculations. From (27.26), the partial
pressures of the components inside the tube during
growth were calculated for iodine concentration in the
range 0.5–10 mg/cm3 and for temperatures in the range
500–1200 ◦C. The partial pressures of I, I2, ZnI2, and
Se2 for temperatures of 500–1200 ◦C are plotted in
Fig. 27.4 for iodine concentration of 2 mg/cm3.
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Fig. 27.4 Partial pressure of components for 2 mg/cm3 io-
dine

The amount of ZnI2 formed with respect to the ini-
tial concentration of I2 can be described by the ratio α

α = pZnI2

p0
I2

. (27.27)

The variation in the ratio α for different iodine
concentrations at different temperatures is shown in
Fig. 27.5. The transport rate of ZnI2 determines the size
and quality of the crystal grown at the growth zone. It
can be considered as the difference in α between the
source and growth zones for given temperature. It can
be approximated by

Δα = ΔpZnI2

p0
I2

. (27.28)

0.8

0.6

0.4

0.2

0

0.8 0.9 1.0 1.2 1.4
103/T (K–1)

0.5 mg/cm3

1 mg/cm3

2 mg/cm3

4 mg/cm3

5 mg/cm3

6 mg/cm3

8 mg/cm3

10 mg/cm3

α

Fig. 27.5 Variation in the ratio α for different iodine con-
centrations at different temperatures

The temperature difference between two zones was
fixed at 50 ◦C in the calculations. The number of moles
of ZnSe transported from the source to the growth end
as ZnI2 in time t is given by

nZnSe ∝ Δαxt . (27.29)

The diffusion-limited transport rates (JD) can be calcu-
lated using the formula [27.15, 53]

JD = 2DZnI2 pT

RTL
ln

((
2pT − pZnI2(g)

)
(
2pT − pZnI2(s)

)
)

, (27.30)

where DZnI2 is the diffusion coefficient of the compo-
nent ZnI2, pT is the total pressure at the temperature
T , pZnI2(g) is the partial pressure of ZnI2 at the growth
zone, pZnI2(s) is the partial pressure of ZnI2 at the source
zone, R is the universal gas constant, T is temperature,
and L is the distance between the sublimed source and
growing crystals in the ampoule.

27.3.2 Fluctuations
in the Transport Rates

The iodine concentration of 2 mg/cm3 is considered for
the present investigation. The partial pressure of the
components I, ZnI2, and Se2 increases with increasing
temperature. The partial pressure of I2 decreases with
increasing temperature. The ratio (α) between the par-
tial pressure of ZnI2 and that of initial iodine pressure is
found to decrease with increasing iodine concentration
at a given temperature. Also, at higher iodine concentra-
tions, the change in partial pressures of ZnI2 is found to
be minimum. Hence it can be concluded that increase
in iodine concentration has little effect on the partial
pressure of ZnI2. From (27.29), the transport rate of
ZnI2 is proportional to the difference in α values of
source and deposition zones, i. e., Δα. The variation
of Δα with respect to temperature for the various io-
dine concentrations is shown in Fig. 27.6. For a given
iodine concentration the value of Δα is found to in-
crease gradually, reach a maximum, and then decrease
with increasing temperature. As the iodine concentra-
tion increases, the maximum of the curve positions
shifts to higher temperatures and also the curves be-
come broadened. From the figure, it can be observed
that, for each iodine concentration, there is an opti-
mum temperature region near the peak position where
the change in Δα is minimum. Hence the fluctuations
in transport rates will be minimum in that region. The
change in transport rate is proportional to ΔpZnI2 , i. e.,
the difference between the partial pressures of ZnI2
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Fig. 27.6 Change in the value of Δα with respect to tem-
perature for a given iodine concentration

in the source and deposition zones. So, it can be as-
sumed that, without considering the type of migration
along the ampoule, the growth rate is proportional to
Δα.

The fluctuation in transport rates affects the qual-
ity of the crystals grown. The fluctuation in transport
rates should be minimum to achieve good-quality crys-
tals. Hence it is essential to find the optimum conditions
for which the fluctuation is minimum. However a slight
drop in temperature at the deposition zone during
the growth process causes multinucleation of crystals,
which leads to intergrowth and changes in the com-

–2 –1   0   1   2

–2.0

Fluctuations in temperature (°C)

700°C
750°C
800°C
850°C
900°C  

–1.0

0

1.0

2.0

3.0
Fluctuations in transport rate (× 10–10mol/cm2s)

Fig. 27.7 Fluctuation in transport rates at different tem-
peratures for ΔT = 50 ◦C and for iodine concentration of
2 mg/cm3
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Fig. 27.8 Change in supersaturation ratio as a function of
growth temperature for undercooling of 50 K and various
iodine concentrations

position of the crystals. The flow of the material is
highly dependent on temperature, and control of tem-
perature at the growth interface is always poorer than
the accuracy shown by the temperature controllers in
the furnace. Temperature variation up to ±2 K can nor-
mally be expected inside the quartz ampoule during the
growth process. The fluctuation in transport rates has
been calculated for temperature fluctuation up to ±2 K
using (27.30), considering an iodine concentration of
2 mg/cm3 and a constant temperature difference be-
tween the two zones of 50 K; the results are shown in
Fig. 27.7. It can be observed from the figure that the
temperature range of 800–850 ◦C was found to have
minor fluctuations in the transport rates. Somewhere in
this temperature range, one can find a line nearly par-
allel to the x-axis and close to zero on the y-axis, for
which the fluctuation in transport rate is expected to be
minimum. It was therefore concluded that one could
obtain good-quality crystals in the temperature range
800–850 ◦C.

The change in supersaturation ratio ΔpZnI2/pZnI2

as a function of growth temperature for undercooling
of 50 K and various iodine concentrations is shown in
Fig. 27.8. It can be seen from the figure that an in-
crease in iodine concentration produces only a small
change in supersaturation at given temperature. It can be
concluded that the iodine concentration has very little
influence on the supersaturation ratio at a given temper-
ature and thus the growth of the crystals.
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908 Part D Crystal Growth from Vapor

Nucleation Calculations for the Growth
of ZnSxSe1−x Single Crystals by CVT

The binary nucleation theory was applied to find the
critical radius and free energy for the formation of
the critical nucleus. The formation and composition of
ZnSxSe1−x single crystals by CVT was found to be af-
fected by the supersaturation ratios of S2 and Se2 and
hence by the corresponding partial pressure values. The
partial pressures of the components in the ZnSxSe1−x -
I2 system by CVT were found with the thermodynamic
model as applied to the case of ZnSe in the previous
section.

27.3.3 Supersaturation Ratios
in the ZnSxSe1−x System

The formation of ZnSxSe1−x by iodine transport may
take place by the following chemical equilibrium reac-
tions.

At the source zone

ZnS+ZnSe+2I2 ⇔ 2ZnI2 + 1
2 S2 + 1

2 Se2 . (27.31)

At the growth zone

ZnI2 + xS2 + (1− x)Se2 ⇔ ZnSxSe1−x . (27.32)

It is assumed that the vapor phase contains only I, I2,
ZnI2, S2, and Se2. The vapor-phase chemical transport
of ZnS and ZnSe with I2 in a closed tube follows the
individual reaction steps as given below

ZnS+ I2 ⇔ ZnI2 + 1
2 S2 , (27.33)

ZnSe+ I2 ⇔ ZnI2 + 1
2 Se2 . (27.34)

Also, considering the mass conservation of iodine at the
equilibrium

I2 ⇔ 2I , (27.35)

the partial pressures in terms of initial iodine concentra-
tion can be given by

p0
I2

= pI2 +0.5pI + pZnI2 . (27.36)

The equilibrium constants for (27.33–27.35) are given
by

K(27.33) = 8.8−7539T−1 +8745T−2

−1.19 log T +2.18 × 10−6T , (27.37)

K(27.34) = 7.64−5849T−1 −4154T−2

−0.83 log T −1.5 × 10−4T , (27.38)

K(27.35) = 4.34−7879T−1 +4264T−2

+0.33 log T +2 × 10−5T . (27.39)
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Fig. 27.9 Variation in supersaturation ratios of S2 and Se2

with deposition temperature

The partial pressures of the components inside the
growth ampoule were calculated using these equations.
The partial pressures of S2 and Se2 were found to af-
fect the composition of ZnSxSe1−x even when an ideal
solid solution of ZnS and ZnSe (1 : 1) was assumed.
Therefore the supersaturation ratios of S2 and Se2 have
been obtained as a function of deposition temperature
for a fixed source temperature and iodine concentra-
tion. The supersaturation ratio of the S2 component
in closed-tube vapor transport of ZnSxSe1−x is given
by

pS2

p∗
S2

=
(

pS2

)
s(

pS2

)
d

, (27.40)

where pS2 is the partial pressure of sulphur at a given
temperature, p∗

S2
is the equilibrium partial pressure of

sulphur, (pS2 )s is the partial pressure of sulphur at the
source zone, and (pS2 )d is the partial pressure of sul-
fur at the deposition zone. Similarly, the supersaturation
ratio of selenium can be calculated using

pSe2

p∗
Se2

=
(

pSe2

)
s(

pSe2

)
d

. (27.41)

Figure 27.9 shows the change in supersaturation ratios
of S2 and Se2 with respect to varying growth zone tem-
perature for fixed source temperature (900 ◦C).
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Homogeneous Nucleation in the Growth
of ZnSxSe1−x Single Crystals

The spontaneous formation of a nucleus of another su-
persaturated phase is called homogeneous nucleation.
The simple theory of homogeneous nucleation brings
out two essential features of the nucleation process:
(1) The vapor must be supersaturated with respect to
the bulk condensate for small clusters to have any sta-
bility; the greater the supersaturation, the smaller the
cluster which stands an even chance of increasing in
size. (2) The rate of nucleation is strongly dependent
on the size of the critical nucleus and hence on the su-
persaturation. In the present study, binary nucleation
theory (capillarity approximation) was applied to the
ZnSxSe1−x system containing 1 : 1 ZnS and ZnSe

xZnS+ (1− x)ZnSe ⇔ ZnSxSe1−x . (27.42)

The free energy of formation of a nucleus is given by

ΔG = −akBT ln
pS

x p∗
S

−bkBT ln
pSe

(1− x)p∗
Se

+ (
aVZnS +bVZnSe

)2/3(36π)1/3σ , (27.43)

where pS/p∗
S is the supersaturation ratio of sulfur,

pSe/p∗
Se is the supersaturation ratio of selenium, a the

number of ZnS molecules in the nucleus, b is the num-
ber of ZnSe molecules in the nucleus, x is the mole
fraction of ZnS, (1− x) is the mole fraction of ZnSe,
VZnS is the molecular volume of ZnS, VZnSe is the mo-
lecular volume of ZnSe, σ is the interfacial tension
(assumed to be constant at 1000 erg/cm2), kB is Boltz-
mann’s constant, and T is temperature.

The free energy of formation of a nucleus corre-
sponding to the saddle point can be obtained from

(
∂ΔG

∂a

)
T,P

= 0 ,

(
∂ΔG

∂b

)
T,P

= 0 . (27.44)

Applying this condition to (27.43) yields

− kBT ln
pS

x p∗
S

+ 2
3 VZnS(36π)1/3

×σ
(
a∗VZnS +b∗VZnSe

)−1/3 = 0 , (27.45)

and

− kBT ln
pSe

(1− x)p∗
Se

+ 2
3 VZnSe(36π)1/3

×σ
(
a∗VZnS +b∗VZnSe

)−1/3 = 0 . (27.46)
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Fig. 27.10 Change in critical radius with deposition tem-
perature

Assuming the shape of the nucleus to be spherical, one
has

4
3πr∗3 = (

a∗VZnS +b∗VZnSe
)
,

r∗ =
(

3
(
a∗VZnS +b∗VZnSe

)
4π

) 1
3

, (27.47)

solving (27.45) and (27.46) to

r∗ = 2σVZnS

kBT ln
(

pS
x p∗

S

) . (27.48)

The value of the critical radius has been calculated
for iodine concentration of 0.5–10 mg/cm3 and deposi-
tion temperature of 800–890 ◦C with a constant source
temperature of 900 ◦C. The variation of the critical ra-
dius of the ZnSxSe1−x nucleus is shown in Fig. 27.10
with respect to deposition temperature.

The free energy of formation of the critical nucleus
is given by

ΔG∗ = 16πσ3

3(ΔGv)2 , (27.49)

ΔG∗ = 16πσ3

3k2
BT 2 ln2

(
pS

x p∗
S

) . (27.50)
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Fig. 27.11 Free energy change for the formation of a critical
nucleus with deposition temperature under homogeneous
nucleation condition

The value of the free energy has been calculated as
a function of deposition temperature for various iodine
concentrations and is shown in Fig. 27.11.

Heterogeneous Nucleation
of ZnSxSe1−x Single Crystals

The nucleation of a condensed phase on the surface
of a foreign body is called heterogeneous nucleation.
The nucleation rate depends on the presence of avail-
able sites on the surface on which growth can take
place to a considerable extent. For example, kinks,
steps on a surface, inclusions, etc. facilitate the process
of nucleation. In chemical vapor transport, deposition
may occur on the ampoule wall so that transported va-
por components react to form the crystal. Since the
presence of a suitable surface induces nucleation at su-
persaturations lower than that required for spontaneous
nucleation, the free energy associated with the forma-
tion of such a critical nucleus must be less than the
corresponding free energy change. It is given by

ΔG∗
het = φ(θ)ΔG∗

hom , (27.51)

where the factor φ(θ) is less than 1. In treating such nu-
cleation, a spherical cap-shaped embryo of radius r of

ΔGhet (×10–13 erg/mol)*
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Fig. 27.12 Change in free energy for the formation of a crit-
ical heterogeneous nucleus (for contact angle 10◦) with
deposition temperature

solid phase S deposited on a substrate is considered. The
contact angle between the cap and the substrate is θ. The
ΔG∗

het for a critical nucleus is given by

ΔG∗
het = 16πσ3

13φ(θ)

3ΔG2
v

, (27.52)

where σ13 is the interfacial tension between the vapor
and solid

φ(θ) = (2+ cos θ)(1− cos θ)2

4
. (27.53)

The contact angle θ varies between 0◦ and 180◦. In
this case, ΔG∗

het has been calculated for θ values of 10◦,
30◦, and 50◦ at different deposition zone temperatures,
as shown in Figs. 27.12–27.14, respectively.

Variation in Composition
with Growth Temperature

In vapor growth, the composition of the growing com-
pound is controlled by the composition of the vapor over
it. The undercooling or supersaturation plays the domi-
nant role in determining the composition of the growing
crystals. It has been found that the partial pressures of
S2 and Se2 affect the formation and composition of

Part
D

2
7
.3



Growth of Semiconductor Single Crystals from Vapor Phase 27.3 Thermodynamic Considerations 911
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Fig. 27.13 Change in free energy for the formation of a crit-
ical heterogeneous nucleus (for contact angle 30◦) with
deposition temperature

ZnSxSe1−x even when the ideal solid solution of ZnS
and ZnSe was assumed [27.54]. The mole fraction ra-
tio of ZnS and ZnSe is proportional to corresponding
partial pressure ratios, given by

xZnS

xZnSe
= KZnSe

KZnS

(
pS2

pSe2

)1/2

, (27.54)

where KZnS is the dissociation constant of ZnS, KZnSe
is the dissociation constant of ZnSe, xZnS is the mole
fraction of ZnS, xZnSe is the mole fraction of ZnSe,
and pi is the partial pressure of the corresponding com-
ponent (i = S2 or Se2). By considering this fact, in
the present investigation, the supersaturations ratios of
S2 and Se2 were taken into account for the calcula-
tion of the critical radius and free energy of formation.
From Fig. 27.9, it was observed that the supersaturation
decreases with decreasing undercooling (ΔT ). Under
conditions of smaller undercooling, the supersaturations
of S2 and Se2 were found to be close enough; on the
other hand, for large undercooling, the difference in the
supersaturations of S2 and Se2 was large. So one could
expect correct stoichiometry of the supersaturated vapor
for the case of lower undercooling, resulting in crystal
with equal x and (1− x) values for an initial 1 : 1 solid

ΔGhet (×10–10 erg/mol)*

1 mg/cm3

0.5 mg/cm3

4 mg/cm3

2 mg/cm3

5 mg/cm3

8 mg/cm3

10 mg/cm3

800 840 880
Deposition temperature (°C)

0.4

0.8

1.4

1.8

0.6

1.2

1.6

Contact angle 50°

1.0

Fig. 27.14 Change in free energy for the formation of
a critical heterogeneous nucleus (for contact angle 50◦)
with deposition temperature

Composition (x)

Ts= 900 °C

800 840 880
Deposition temperature (°C)

0.4

0.8

0.6

Fig. 27.15 Change in the composition of the grown crystal
as a function of deposition temperature
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source. For larger undercooling, the crystal would have
an S-rich composition as the supersaturation of S will be
high compared with that of Se. The calculated change
of composition with deposition temperature is shown in
Fig. 27.15. As the difference supersaturation ratio of S2
and Se2 increases, a crystal with sulfur-rich composition
may be obtained.

The deposition temperature was varied from 800 ◦C
to 890 ◦C for a fixed source zone temperature of
900 ◦C. The range of iodine concentrations used was
0.5–10 mg/cm3. The critical radius was found to be
high under conditions of smaller undercooling, and re-
mained the same irrespective of iodine concentration.
Under conditions of larger undercooling, the critical
radius was found to decrease with increasing iodine

concentration. The partial pressure of ZnI2 increased
with increasing iodine concentration (and hence super-
saturation), resulting in the formation of large number
of primary nuclei in the growth zone so that spurious
nucleation occurred and hence the size of the criti-
cal nucleus decreased. The free energy of formation
of a critical nucleus was calculated using (27.49) for
different growth zone temperatures and iodine concen-
trations. As discussed earlier, ΔG∗

het was calculated for
different contact angles between the substrate or am-
poule wall and the crystal using classical nucleation
theory. As the contact angle increased, the free energy
also increased. The results are similar to that of ΔG∗

hom
with respect to deposition temperature and iodine con-
centration.

27.4 Growth of II–VI Compound Semiconductors by CVT

This section deals in detail with the apparatus generally
used for growth of II–VI compound single crystals by
CVT technique and the preparation of starting materials
for the growth process [27.54–68].

27.4.1 Apparatus

Double-zone or multizone furnaces are generally used
for crystal growth by CVT technique [27.17, 54–59].
Depending on the required temperature profile and max-
imum operating temperature, the design and material
used in fabrication of these furnaces will be different.
Figure 27.16 shows a schematic of a double-zone hori-
zontal furnace.

The muffles are made from ceramic materials or
quartz tube of different lengths and diameters depend-
ing on the design of the furnace. The gap between
the outer casing and muffle is packed with bricks and

Zone 1

35 cm

Zone 2

35 cm

ZrO2 ceramic fibre

Galvanized iron outer casing

Ceramic muffle

Inner diameter 
5 cm
Thickness 4 mm

35 cm

Fig. 27.16 Schematic diagram of a double-zone horizontal furnace
for CVT growth

nonconducting materials such as asbestos powder in or-
der to avoid heat loss. The ampoule is placed above
the brick support. The two temperature zones must
be considered as two different furnaces, and there is
a gap between the two zones called the dead zone,
which provides a smooth temperature gradient between
the source and growth zone. The length of the dead
zone is normally a few centimeters, depending on the
required profile. The temperature of each zone is con-
trolled by separate temperature controllers. Each zone
has its own temperature sensors. For various regions,
the temperature field in a typical cylindrical furnace is
not radially symmetrical. If the axis of the furnace is
horizontal, then the top part is usually a few degrees
hotter then the bottom. If the furnace is set with its
axial vertical, this effect is removed as for as the ra-
dial distributaries is concerned, but the heat field still
depends on the configuration of the heating elements,
etc.

In chemical vapor transport growth, the most com-
mon temperature measurement and control techniques
are based on thermocouples. Chromel–alumel thermo-
couples can be used to measure up to 1273 K. The
essential requirement for this is purity, which should be
99.999% of the individual metal or alloy. An alumina
sheath has to be provided to protect the thermocou-
ple to a considerable extent of its diameter. Generally
these temperature sensors will give a very weak signal,
on the order of mV. The weak signal will be ampli-
fied and used to control the power input of the furnace.
The requirements of crystal grower are not fulfilled by
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Growth of Semiconductor Single Crystals from Vapor Phase 27.4 Growth of II–VI Compound Semiconductors by CVT 913

mechanical regulators and on–off controllers and nowa-
days they have been replaced by electronic controllers.
To achieve a stable temperature without a setting er-
ror in real systems, proportional–integral–differential
(PID) or Eurotherm controllers are used. Since the
weak signals obtained from thermocouples are passed
to the controllers, they must be carefully shielded. Oth-
erwise stray voltages may be introduced by direct or
capacitative coupling. Extension wires used to connect
thermocouple outputs to the controller must be prepared
from the same alloys with similar thermoelectric char-
acteristics. Such cables are referred to as compensating
cables. However these compensating cables can only
minimize the error.

The ampoule may be made of any material which
does not melt, soften or react appreciably with the
species in the system at the operating tempera-
ture [27.13]. At temperature up to about 450 ◦C, Pyrex
glass is suitable for many systems. At higher tempera-
ture silica is very commonly used, but aluminosilicates
can be used as alternatives. Generally a cylindrically
shape ampoule is used to grow the crystals, although
different shapes of growth and ampoule have been stud-
ied. The effect of changing the shape of the growth
end of the ampoule has been investigated by many
researchers. A rounded end usually results in distribu-
tions of crystallites over several centimeters. A tapered,
pointed end defines the cold region much better. The
next stage was to extend the end of the ampoule by
a narrow tube. Nucleation takes place inside the tube
at several places, and after a time the crystallites grow
together. The final stage of evolution was to provide
a crystallite seed, rather than wait for nucleation. A con-
venient way of doing this is to trap a crystallite at
the end of the ampoule by inserting a stopper above
it. Generally it is considered that a rounded end to
the ampoule gives the lowest possibility of develop-
ing unwanted nuclei, assuming that there is initially
just one nucleus located centrally at the end of the
ampoule.

Vacuum systems are used to evacuate the reaction
tubes after filling with the charge materials and trans-
porting agents. This is done for the following reasons:

1. It reduces the chance of explosion of the tube at
operating temperature due to the increased vapor
pressure of the elements.

2. It enables easy access to the growth zone as the
mean free path of the gaseous particles becomes
greater than or comparable to the size of the am-
poule at lower total pressure.

3. It is advantageous for materials which exhibit a ten-
dency for thermal decomposition and affinity for
oxygen.

Oil rotary with diffusion pumps generally provide
a vacuum level down to 10−6 Torr for loaded transport-
ing agent and feed material within the ampoule.

Before loading the charge materials, the ampoules
should be properly cleaned. Cleaning of the ampoule
is one of the most important aspects of the growth of
crystals by chemical vapor technique. If the ampoules
are not cleaned properly, impurities may get into the
growing crystal or serve as sites for heterogeneous nu-
cleation and affect crystal quality. The general cleaning
procedures include washing and etching (50 : 50 con-
centrated HNO3 and 40% HF) and flame polishing. The
polycrystalline of the material to be grown is taken in
one tube (A) and the other tube (B) is loaded with trans-
porting agent with the use of stopper D while it is cooled
with Dewar flask to minimize sublimation of iodine.
Then tube A will be cooled while B is heated gen-
tly. The iodine which has sublimed from tube B will
be condensed in tube A, which will be sealed off in
vacuum.

27.4.2 Preparation of Starting Materials

Purification
Whenever the impurity content of the starting elements
is higher than desired, a careful check should be made
to determine whether a purification step will effectively
improve the situation. If one is dealing with an already
high-purity semiconductor-grade material, one runs the
risk that impurities will be introduced during handling
or processing of the material. It is also possible that,
even though multiple purification steps may sufficiently
decrease certain impurity concentrations, one or two
less desirable impurity elements may at the same time
be incorporated into the material. Thus, it can occur
that, after purification, the overall purity may be better,
but the material may be of lesser quality with regards
to a specific application. The above comments are not
to be taken as a discouragement towards purification
steps, but rather as a caution that, during the purification
procedure and in the handling of high-purity material
in general, great care must be taken to avoid unneces-
sary contamination. There are two types of purification
steps which can often be incorporated during prepara-
tion and therefore deserve special mention. The removal
of surface oxide is readily achieved by firing the metal
compounds, i. e., Zn or Cd, in a stream of pure H2 just
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prior to use. The other step is distillation of the elemen-
tal compounds into apparatus.

Preparation of the Starting Compounds
If it is possible to prepare large quantities of the start-
ing compounds in a single sealed system, the chance
of obtaining high-purity or controlled impurity-doped
material is greatly improved. There are several methods
used to prepare ZnSe. In one procedure, ZnO, ZnS, and
Se are reacted to yield ZnSe, which probably contains
some residual sulfide and oxide.

The most direct method is rapid heating of Zn and
Se under argon pressure of 200 atm in an autoclave to
the melting point of ZnSe, followed by rapid quenching
of the system. The reactor has been designed [27.69]
along with a temperature profile for synthesizing ZnSe
powder of ≈ 0.9 crystal density from the reaction of 5 N
pure elemental zinc and H2Se in the gas phase by means
of H2 carrier gas. The gas flow rates are: H2 carrier at
100 cm3/min, H2 over zinc boat at 90 cm3/min, and H2
mixed with H2Se at 20 cm3/min with H2-to-H2Se ratio
of 40 : 1. The zinc boat is loaded with 10 g zinc before
each run, and used entirely to prevent cracking of the
quartz upon cooling. ZnSe is controlled as a granular
yellow powder both on the liner and attached in a solid
chunk to the H2/H2Se nozzle. The rate of collection is
1.0 g/h with 50% yield. This powder is then vapor trans-
ported under a dynamic vacuum of 10−5 Torr out of
a furnace at 850 ◦C using a 20 mm-diameter tube. Again
a high-density ZnSe powder is collected at the mouth of
the tube furnace while unused Zn and Se are transported
further downstream. The approximate weight loss is
10%. All impurities usually detected by spectroscopic
analysis are present at less than 0.1 ppm, including cop-
per. This material is then collected and used for crystal
growth.

27.4.3 Growth of ZnSe Single Crystals

Increasing attention has been focused on the growth
of ZnSe single crystals for application as a substrate
for blue light-emitting diodes [27.70, 71]. Growth of
ZnSe single crystals was initiated in 1958, but no re-
port of the size of the grown crystals was made in the
early literature. The first report on the growth of ZnSe
single crystals with mention of their size came from
Nitsche [27.72], who used the CVT method for growth
of these crystals with size of up to 4 × 4 × 3 mm3. Since
1960 there have been a lot of reports on growth of ZnSe
single crystals, mostly by vapor methods and in limited

cases by other methods such as melt [27.69, 73], so-
lution [27.74], and solid-state recrystallization [27.75].
The high melting point (1520 ◦C), multitwin patterns
produced during phase transitions from hexagonal to
cubic at 1425 ◦C, and other defects produced at high
temperatures have made growth of ZnSe from the melt
difficult [27.76]. Attempts have been made by various
researchers to use CVT with iodine as a transporting
agent to grow ZnSe single crystals with larger size
and improved properties suitable for device applica-
tions [27.77].

By using seed methods and applying smaller un-
dercooling (ΔT = 7 K), ZnSe single crystals with
dimensions of 20 × 15 × 15 mm3 were grown [27.78].
Later it was shown that the grain size of the grown crys-
tals depends strongly on the undercooling and growth
ampoule geometry, and growth of ZnSe with dimen-
sions of 24 × 14 × 14 mm3 with undercooling as small
as 7 ◦C using an ampoule with a steep conical tip was
reported [27.79]. Later there was no further improve-
ment in the size of ZnSe single crystals grown by CVT,
and attempts were oriented towards growth of these
crystals with more attention to their morphological
perfection and improved electrical and optical proper-
ties. Kaldis [27.80] discussed that the morphology of
crystals grown from the vapor phase depends on the
mechanism that is rate determining. Very recently, it has
been shown that changes in experimental variables such
as the system pressure, the temperature conditions, and
the concentration of the transporting agent will affect
the contribution of mass transport through the con-
vection and diffusion mechanisms and affect the crys-
tallographic perfection and morphological stability of
ZnSe single crystals grown by the CVT method [27.81].
The growth aspect of ZnSe single crystals grown by
CVT has been studied with special emphasis placed on
the formation of different micromorphological patterns
formed on the surface of crystals grown under different
experimental conditions [27.58].

Pretreatment of starting material for the growth pro-
cess was carried out by mixing a stoichiometric ratio
of ZnSe elements with 5 N purity and loading them
into a quartz ampoule. The mixture was heated in
vacuum at a temperature of 850 ◦C for 10 h in order
to remove volatile impurities and obtain homogenized
polycrystalline ZnSe. The formation of ZnSe was veri-
fied by x-ray diffractography. Ampoules with length of
23 cm and diameter of 1 cm were filled with 3 g heat-
treated ZnSe polycrystalline powder along with iodine
at concentration of 3 mg/cm3 of the empty space of
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the ampoule. The ampoules, cooled by ice, were evacu-
ated to 2 × 10−6 Torr and sealed off. The capsules were
placed into a double-zone horizontal furnace controlled
by Eurotherm controllers with accuracy of ±0.1 K. PID
controllers with accuracy of ±5 K were also used in
one of the growth runs. A reverse temperature profile
was developed across the ampoule, with the growth
zone at high temperature for 24 h to remove powders
sticking to the deposition zone of the ampoules and di-
minish the active sites. Growth runs were carried out for
different undercooling (ΔT ) values using various com-
positions of starting materials and ampoule geometries
while keeping the temperature of the growth zone con-
stant at 890 ◦C. Each growth run was carried out for
a week. At the end of each growth process, the fur-
nace was slowly cooled to room temperature at a rate
of 50 ◦C/h to prevent thermal strain. The grown crystals
have been characterized for their structure and morphol-
ogy [27.80–85].

27.4.4 Growth of CdS Single Crystals

There has been a long-standing interest in CdS because
of its optical and electrical properties. Due to its large
bandgap (≈ 2.5 eV) and high quantum efficiency, CdS
is used for applications from window material for solar
cells to coloring plastics [27.86]. Single crystals of CdS
have been grown largely by vapor and in limited cases
by melt [27.87], solution, and flux methods [27.88].
Vapor growth of CdS at low temperatures was first
achieved by Nitsche [27.72], who utilized the chemical
vapor technique with iodine as the transporting agent.
The growth of CdS by CVT technique was contin-
ued by various researchers, and crystals with different
morphological habits and sizes were grown under dif-
ferent experimental conditions. Paorici [27.89] reported
growth of CdS single crystals in the form of hollow pris-
matic rods in an iodine-rich atmosphere. Kaldis [27.90]
has extensively studied the growth of CdS single crys-
tals by CVT under different experimental conditions
such as source temperature (750 ◦C < T2 < 1120 ◦C),
undercooling (5 ◦C < T < 200 ◦C), and iodine concen-
tration (0.1 mg/cm3 < c < 12 mg/cm3) in order to find
suitable conditions for control of nucleation and to im-
prove the size of the grown crystals. These studies
showed that, using the vertical pulling method with io-
dine transport, controlled nucleation was possible only
at iodine concentration less than 0.2 mg/cm3 and crit-
ical undercooling less than 15 ◦C. However, applying
these conditions resulted in growth of crystals with cad-
mium deficiency. It was also reported that CdS grown

under different experimental conditions exhibited dif-
ferent morphological habits (e.g., hexagonal platelets,
hollow conical, and pyramidal) due to random nucle-
ation and when using seed and undercooling of 5 ◦C.
Change in morphology of CdS crystals with change in
growth temperature and iodine concentration was also
reported by other researchers. Matsumoto et al. [27.91]
observed that CdS crystals grown at different temper-
atures and with different iodine concentrations showed
different morphological habits such as needles, polyhe-
dron, prisms, pyramids, rods, platelets, dendrites, and
irregular shapes. Attolini et al. [27.8] improved the
perfection of CdS single crystals grown by CVT by
adopting the time-increasing supersaturation method,
showing that crystals grown under small supersatura-
tion do not exhibit skeletal and hollow forms. Later
it was reported that using hydrogen as the transport-
ing agent improved the size of the CdS single crystals
and has several other advantages such as better control
of nucleation, up to the point of obtaining large crys-
tals and lack of contamination of grown crystals by the
transporting agent [27.92]. Paorici and Pelosi [27.36]
extensively studied closed-tube CVT techniques for the
Cd:I2 system from the thermodynamical as well as hy-
drodynamical point of view and calculated the mass
transport rate as a function of overall pressure inside the
tube, considering the contribution of thermal convec-
tion. Attolini et al. [27.93] applied the multidirectional
productivity function for predicting the maximum trans-
port efficiency as well as some other CVT features
such as the relative importance of the various chem-
ical reactions and the effect of inert gas on transport
performance in the CdS:I2 system.

CdS single crystals grown by CVT in closed tubes
using iodine as the transporting agent show different
morphological habits and degree of perfection when
changing experimental conditions such as the growth
temperature and iodine concentration. The growth tem-
perature and iodine concentration have been changed
over wide ranges to find empirically the most suitable
growth conditions which yield CdS crystals of higher
quality and large size. However the optimal growth tem-
perature for a particular concentration of transporting
agent for the growth of nearly perfect CdS single crys-
tals remains to be determined. Hence the growth of
CdS single crystals under different growth conditions
has been studied to proof the agreement of theoreti-
cally predicted optimum conditions with experimental
observations [27.94].

The experimental details for the growth of CdS sin-
gle crystals followed at Crystal Growth Centre, Anna
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University, are as follows: The starting material was
cadmium sulfide of spectroscopic grade (5 N purity).
Before use, the powder was heat-treated at 200–300 ◦C
for several hours in vacuum. Three grams of heat-
treated powder was filled into quartz ampoule having
length of 20 cm and diameter of 1 cm, along with iodine.
Due to the high vapor pressure of CdS, the ampoules
were made from quartz tubes with thickness of 2 mm for
safety reasons. The ampoule, cooled by ice, was evac-
uated to 2 × 10−6 Torr and sealed off. The capsule was
placed into a double-zone horizontal furnace controlled
by Eurotherm controllers. A reverse temperature profile
was developed across the ampoule over several hours to
remove the powder sticking to the tip or deposition zone
of the ampoule. The growth temperature (Tg) was varied
from 600–950 ◦C. The concentration of the transporter
was varied from 1 to 10 mg/cm3 and the difference in
temperature of the source and deposition was kept con-
stant at (ΔT = 50 K) for all growth runs. Each growth
run was carried out for 1 week. After that, the furnace
was cooled at room temperature in 20 h.

Crystals grown at different growth temperatures
with the same amount of iodine concentration showed
different habits and optical quality. The crystals were
orange, red, and pale yellow in color, with average
dimensions of 3 × 2 × 1 mm3. The experimental results
observed are in good agreement with the theoretical
calculations. Crystals grown at growth temperature of
750 ◦C had complete faces, and their habits were mostly
pyramidal and platelet. They were found to be more
transparent compared with CdS crystal grown at other
temperatures for the same transporter concentration. In
general, the quality of the grown crystals was found to
be good. This could be due to the stability of the flow of
the materials transported from the source to the growth
zone and the growth at the temperature of 750 ◦C pre-
dicted to be optimum for the iodine concentration of

Fig. 27.17 CdS crystals grown at growth temperature of
750 ◦C

5 mg/cm3. At the growth temperature of 600 ◦C, due
to the higher partial supersaturation, more crystals, of
smaller size, with needle and irregular habits, and of
poor quality were grown. Crystals grown at 950 ◦C were
found to have poorly developed faces in most cases
and showed less transparency. The deficiency in the
surface perfection and optical quality of CdS crystals
grown at 600 ◦C and 950 ◦C compared with CdS crys-
tals grown at 750 ◦C may be due to variations of the
transfer rate caused by small fluctuations in the temper-
ature of the deposition zone where the slope of the Δα

curve is large. Since the optical transmission measure-
ments were carried out for crystalline samples of the
same thickness (2 mm) and equally polished surfaces,
the difference in transmission could be due to scattering
from defect centers. Because of the temperature fluctua-
tion at the growth interface, defects such as precipitates,
inclusions, and dislocations may get into the lattice of
the growing crystals and affect their optical quality. Fig-
ure 27.17 shows some of the CdS single crystals grown
at 750 ◦C for c = 5 mg/cm3 and ΔT = 50 K.

27.5 Growth of Nanomaterial from Vapor Phase

ZnSe can be used in optoelectronic devices such as
LED and LDs in the blue wavelength region [27.95].
ZnS:Mn and ZnSe:Mn are known to be good lumi-
nescent materials [27.96, 97]. The recent interest in
these semiconductors is due to the magnetic prop-
erties when transition metals are doped at lower
concentrations, forming a separate class of research
identified as diluted magnetic semiconductors [27.98].
The sp–d exchange interaction between ZnSe and Mn

makes it possible to obtain magnetic character in
nonmagnetic semiconductor, as applicable in magne-
tooptical devices [27.99]. Nanocrystalline growth of
ZnS:Mn- and ZnSe:Mn-based semiconductors has at-
tracted substantial interest in recent years [27.100,
101]. Nanocrystals and nanostructures of these mater-
ials were grown from aqueous solutions [27.102, 103].
Vapor growth methods such as MOVPE and MOCVD
have also been used to synthesize nanostructures of
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ZnSe [27.104, 105]. Magnetron sputtering has been
used to deposit SiO2/CdTe/SiO2 nanocrystalline thin
films [27.106]. A few II–VI compound nanocrystallites
were grown on glassy matrix [27.107]. Sol–gel syn-
thesis of ZnS was carried out in SiO2 gels [27.108].
These nanostructures have usually been analyzed by
characterizations techniques such as transmission elec-
tron microscopy (TEM), photoluminescence, Raman
and ultraviolet–visible spectroscopy (UV-vis), etc. Elec-
tron spin resonance (ESR) has been used as a tool to
analyze paramagnetic impurities in ZnS nanocrystals
and quantum dots [27.109].

SiO2 aerogels were obtained by sol–gel synthe-
sis followed by annealing at high temperatures up to
400 ◦C. This matrix has been used to deposit nanocrys-
talline ZnSe:Mn on its pores by the chemical vapor
transport method using iodine as transporting agent.
ZnSe doped with 0.2 mol % Mn powder synthesized
by vapor transport has been used in the experiment.
The growth temperature was 800 ◦C and the tempera-
ture difference was 50 K. The experimental procedure
has been discussed in detail [27.26]. The characteriza-
tion details have been reported in the literature [27.104–
115].

27.6 Growth of I–III–VI2 Compounds

Nonvolatile solid substances can be transported through
a vapor phase by chemical vapor transport (CVT) when
suitable reactive gases are provided in the presence
of a temperature gradient, such as when transforming
solid substances into gaseous compounds via heteroge-
neous chemical reactions and vice versa. Vapor-phase
chemical transport methods, as first described by
Schäfer [27.12] and Nitsche et al. [27.116], are widely
used in closed-tube arrangements for growing crystals.
These vapor-grown crystals are often perfect enough
and of good enough quality to be used in solid-state
physics experiments.

Honeyman and Wilkinson [27.117] have grown
CuGaS2, CuAlTe2, AgGaS2, AgAlS2, AgAlSe2, and
AgAlTe2 single crystals from polycrystalline materials
by chemical vapor transport using iodine as the trans-
porting agent to form single crystals. Table 27.3 gives

Table 27.3 Growth parameters of some I–III–VI2 compounds by CVT method and their results

Compound Ampoule Length Source–growth Transport Crystals obtained
diameter of ampoule zone temperature time
(mm) (cm) (◦C)

CuGaS2 18 20 800–700 3 days High yield, yellow–green

850–750 crystals stable in atmospheres

CuAlTe2 18 20 780–650 5 months Very low yield,

red hexagonal platelets

AgGaS2 18 20 840–740 2 weeks Moderate yield straw-yellow

transparent crystals

AgAlS2 15 14 800–600 3 weeks Colorless crystals,

very unstable in air

AgAlSe2 18 20 750–630 3 months Low yield, yellow–black

crystals

AgAlTe2 18 20 830–630 2 weeks No crystals

the details of the growth conditions used, such as tem-
peratures, ampoule dimension, and transporting time,
and the crystals obtained.

In all cases 5 mg/cm3 iodine per unit volume of
ampoule was used as the transporting agent. The sil-
ver compounds required much longer growth times than
the copper compounds. This is probably due to the va-
por pressure of silver iodide, which is approximately 30
times less than that of copper iodide at the same temper-
ature. The tellurium compounds were also very difficult
to grow and gave a low crystal yield. This may be due to
the formation of TeCl4, which would prevent the normal
iodide vapor transport.

Paorici et al. [27.9] have grown CuGaS2, CuInS2,
CuAlS2, and AgIn5S8 single crystals using a tempera-
ture-variation method of the chemical vapor transport
technique and iodine as the transporting agent. Larger
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crystals were obtained by means of a time-varying tem-
perature profile method. The principle of the method
involves a gradually increase of the source tempera-
ture, which allows firstly reduced primary nucleation
and secondly the avoidance of constitutional undercool-
ing during the first stages of nucleus growth. The source
temperature (at the hot end of the ampoule) Ts is slowly
raised as a function of time, while the growth tem-
perature Tg is kept constant. Initially, the ampoule is
placed such that Ts is lower than Tg by about 100 ◦C
(temperature inversion). This temperature inversion is
a very important feature of the method, because of its
cleaning effect on the quartz wall of the deposition
zone. After 2–3 days of temperature inversion, Ts is
adjusted to about 10 ◦C lower than Tg. Qualitatively,
the growth mechanism can be described as follows. By
increasing Ts, when Ts reaches some value, the super-
saturation reaches a value for which primary nucleation
has a high probability of occurring on some active sites
of the quartz walls. If careful quartz treatment is per-
formed, only a few primary nuclei are found. Since
now the growth process of these primary nuclei will re-
sult in a more probable process, their development into
large single crystals is expected. The two alternative
methods, i. e., stationary temperature profile (STP) and
time-varying temperature profile (TVTP), were used
and the sizes of the crystal grown were compared.

27.6.1 Growth of Undoped
and Doped Crystals of CuAlS2

CuAlS2 is a wide-bandgap (3.49 eV) member of the
ternaries, which has been found to emit strong green
and blue photoluminescence (PL) and therefore is
considered a candidate material for blue and green light-
emitting device realization [27.118,119]. Single crystals
were grown by chemical vapor transport technique from

Table 27.4 Summarized PL results on CVT-grown CuAlS2 single crystals

Energy Crystals Assignment

As grown Annealed

Stoichiometric Al-rich Cu-rich In sulfur In vacuum

3.376 + − + − − −
3.567 + Broad + + + −
3.550 ++ − ++ ++ ++ Free exciton

3.540 ++ − ++ + ++ Bound exciton

3.532 ++ Broad ++ + ++ Bound exciton

3.500 + − − ++ − Bound exciton

3.475 + − − ++ − Bound exciton

polycrystalline CuAlS2, which was prepared by direct
melting of the constituent elements in a BN crucible.
The resulting crystals, which were typically plate-like
with dimensions of 20 × 10 × 0.5 mm3, were then an-
nealed in evacuated and sealed quartz ampoules in the
presence of 100 mg Zn metal placed at one end of the
ampoule with the CuAlS2 crystals placed at the other
end. Thermal treatments were carried out for 50 h at
different temperatures in the range 973–1173 K.

Shirakata et al. [27.120] have grown CuAlS2 sin-
gle crystals by chemical vapor transport using iodine
as the transporting agent. Growth conditions of source
and growth temperatures were 800–650 ◦C and iodine
concentration was 5 mg/cm3. PL measurements were
carried out at low temperatures (77 and 10 K). Most of
the crystals exhibited a strong, orange PL band peak-
ing at 2.1 eV and weak peaks at 2.9 and 3.55 eV. These
results can be explained by considering that a large
concentration of antisite disorder defects should be ex-
pected in Cu- and Al-rich crystals, being acceptors such
as CuAl defects in Cu-rich samples and donors such
as AlCu defects in Al-rich samples. Thermal treatment
in sulfur vapor will result in a decrease of the con-
centration of sulfur vacancies and an increase of the
concentration of the cation vacancies VCu and VAl.
Since the former defects are donor-like while the lat-
ter are acceptor-like the degree of compensation under
sulfur annealing will be reduced, which was observed
experimentally as an increase of p-type conductivity.
The results for the sharp, near-bandgap PL lines are
summarized in Table 27.4, where peak energies and as-
signment of the exciton PL lines in CuAlS2 crystals are
given. The crystals under consideration are as-grown
ones of stoichiometric, Al-rich, and Cu-rich compo-
sitions as well as crystals annealed in sulfur and in
vacuum. Strong lines are indicated by (++), weak lines
by (+), and missing lines by (−).
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Aksenov et al. [27.121] recorded PL spectra for
CuAlS2 single crystals doped with Zn by adding metal-
lic zinc into the starting composition of the constituent
elements prior to synthesis of the CuAlS2 compound.
Zn doping was carried out by using different techniques:

1. Zn dopant was added into the starting composition
of constituent elements prior to synthesis of CuAlS2
by direct melting. In this case the concentration of
Zn in CVT-grown crystals was found to be equal to
the nominal one.

2. Undoped CVT-grown crystals were annealed in
evacuated and sealed quartz ampoules in the pres-
ence of ZnS and S at 973–1073 K for 60 h, the S
pressure being 1–3 atm.

3. The undoped crystals were annealed at 873 K for
20–120 h in the presence of Zn, the Zn metal being
placed at one end of the ampoule and the crystals to
be doped at the other.

Aksenov et al. [27.122] have grown Cd-doped
CuAlS2 single crystals by CVT using iodine as the
transporting agent, with grown crystal annealed under
different atmospheres such as Cd. Annealing of the
crystals in the presence of Cd at 700 ◦C did not re-
sult in any significant change in the PL properties of
the crystals, the resulting PL spectrum being essen-
tially the same for as-grown crystals. In the case of
annealing at 900 ◦C for 50 h, an intense yellow–green
photoluminescence band peaking at 565 nm was ob-
served. This emission is interpreted as originating form
donor–acceptor pair recombination, involving deep lev-
els, formed by Cd-introduced defects.

27.6.2 Growth of Undoped
and Doped Crystals of CuAlSe2

CuAlSe2 is one of the wide-bandgap ternary com-
pounds with chalcopyrite-type structure and is promis-
ing as an optical application in the blue wavelength
region. Kurposhi et al. [27.123] have grown single crys-
tals of CuAlSe2 by chemical vapor transport, which
were plate-like and transparent with yellowish color.
Relatively large single crystals with a well-developed
(112) face and typical dimensions of 9 × 5 × 0.45 mm3

were obtained at source and growth temperatures
of 1263 K and 1223 K and iodine concentration of
2–3 mg/cm3 . It was found that the light transmit-
tance of the crystals decreased with during the days
after growth. This may be due to surface oxidation of
CuAlSe2 crystals after growth, which is a serious prob-
lem for optical applications of this compound.

Chichibu et al. [27.124] have studied the resistiv-
ities, carrier concentrations, optical absorption, and PL
of undoped and Cd- and Zn-doped CuAlSe2 single crys-
tals grown by CVT. The electrical and optical properties
were almost unchanged after annealing under Se pres-
sure. However, resistivity increased about seven orders
of magnitude after annealing in vacuum. Resistivity also
increased with Cd or Zn doping. The samples showed p-
type conduction even with Cd or Zn doping. It was seen
in all samples that the reduction of transmittance began
from about 2.4 eV. A binding state such as a deep donor
level which accompanies a lattice relaxation acts as an
optical absorption center that needs more than 2.4 eV
for its excitation. The assumed binding state appears
to be related to a vacancy at the Se site because the
absorption edge was almost unchanged after annealing
in a Se atmosphere and shifted after annealing in vac-
uum. Therefore, taking into account that the absorption
edge did not shift with Zn doping but did shift with Cd
doping, the binding state may be a complex center con-
sisting of the cation atoms and the nearest XSe, where X
is an atom or vacancy.

CuAlSe2 single crystals were grown by CVT
method using an ingot synthesized by a melt-grown
technique in a rotating horizontal furnace using the
elements Cu, Al, and Se with excess Se of 3 mol %
form the stoichiometry. A concentration of iodine
of 5 mg/cm3 was used [27.125]. The crystal growth
was carried out for 7 days at constant temperature of
850 ◦C for the source region and 700 ◦C for the growth
zone. As-grown crystals had platelet and needle shape,
with typically dimensions of about 9 × 6 × 0.5 mm3, and
showed a greenish yellow color. In PL spectra meas-
ured at 80 K, two independent, broad emission bands
with peak energies of 1.77 and 1.93 eV were observed.

Prabukanthan and Dhanasekaran [27.126] reported
the growth of CuInTe2 single crystal by CVT method.
A polycrystalline ingot of stoichiometric CuInTe2 was
synthesized from copper, indium, and tellurium el-
ements with 4 N purity. The stoichiometric ternary
mixture was taken into a quartz ampoule and sealed
in a quartz ampoule under vacuum of 2 × 10−6 Torr
(0.3 mPa). The ternary mixture was gradually heated
to 1323 K at a heating rate of 20 K/h. The am-
poule was maintained at this temperature for 2 days
until the reaction was complete. Then the furnace
was cooled at a rate of 50 K/h. The ampoule was
opened and the synthesized polycrystalline CuInTe2
material was analyzed using powder x-ray diffraction
(XRD). Single-phase polycrystalline CuInTe2 pow-
der showed a well-defined chalcopyrite structure. Two
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grams of synthesized CuInTe2 polycrystalline mater-
ial and 5 mg/cm3 of high-purity iodine were taken
into a quartz ampoule. The ampoule, cooled by ice,
was evacuated to 2 × 10−6 Torr and then sealed off.
The ampoule was placed into a double-zone horizontal
electrical furnace controlled by Eurotherm temperature
controller. During the first stage, the furnace was slowly
heated. The temperatures of the source and the growth
zones were allowed to reach 873 and 923 K, respec-
tively, in order to remove the material and also to clean
the growth zone of the ampoule. The duration was 20 h.
After this, the temperatures of the source and growth
zones were maintained at 923 and 873 K, respectively.
After growth lasting 14 days, the furnace was slowly
cooled at a rate of about 20 K/h. When the tempera-
ture of the ampoule reached room temperature it was
opened to obtain CuInTe2 crystals. The crystals were
then cleaned in an ultrasonic bath containing a mixture
of acetone and methanol, and then rinsed with deion-
ized water. The CuInTe2 single crystals obtained were
black in color with mirror-like upper surface; the max-
imum dimensions of the crystals obtained was 15 × 5 ×
3 mm3. Similarly, single crystals of CuInTe2 were also
grown by maintaining source and growth temperatures
of 923–823 K and 923–773 K, respectively, for a period
of 14 days. The dimensions of the crystals grown at 823
and 773 K were 7×3×5 mm3 and 4×3×3 mm3, respec-
tively. The single crystals of CuInTe2 grown at growth
zone temperatures of 873, 823, and 773 K are shown in
Fig. 27.18a–c. Single-crystal x-ray diffraction studies of
CuInTe2 single crystals carried out on crystals grown at
different growth zone temperatures indicated tetragonal
(chalcopyrite phase) structure.

a) b) c)

Fig. 27.18a–c CuInTe2 crystals grown at growth temperature of (a) 873 K, (b) 823 K, and (c) 773 K

Gombia et al. [27.127] have grown CuGaTe2 and
CuInTe2 single crystals by chemical vapor trans-
port technique and considered thermodynamically the
growth parameters. The behavior of all gaseous species,
the formation of spurious phases, i. e., liquid Te and
solid TeI4, and transport conditions were discussed.
Polycrystalline CuGaTe2 and CuInTe2 ingots were
prepared by fusion of the constituents, weighed in sto-
ichiometric ratio. The mixture was sealed in a quartz
ampoule under vacuum of 10−6 Torr and heated at a rate
of about 10 ◦C/min up to 420 ◦C (below the Te melting
point) for several hours, then kept at a temperature of
900 ◦C for CuInTe2 and 950 ◦C for CuGaTe2 for several
hours to ensure complete reaction and homogenization.
Finally the samples were cooled slowly to 650 ◦C, an-
nealed at this temperature for 3 days, and quenched to
room temperature.

A vapor transport method in a closed tube, using
iodine as transport agent and polycrystalline CuGaTe2
and CuInTe2 as the starting source, was employed. To
produce single crystals of significant size it is necessary
to limit the number of potential sites for crystallization
nuclei. Experimentally this can be done by thoroughly
cleaning the quartz ampoule and using a low starting
temperature gradient to assure a small supersaturation.
To ensure the latter condition, a tubular eight-zone
furnace permitting different gradients and profiles to es-
tablish conditions as close as possible to the theoretical
ones was used. Inversion of the temperature profile be-
tween the source and crystallization zones reduced the
number of nuclei. This process was performed auto-
matically by means of an electronic programmer. The
grown crystals were characterized and the resistivity,
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carrier mobility, and carrier concentration were deter-
mined in the temperature range between 80 and 300 K.
CuInTe2 crystal grown in this way and annealed under
Cd atmosphere changes from p-type to n-type and also
exhibits increased mobility.

27.6.3 Growth of CuGaS2-Based Single
Crystals

Yu et al. [27.128] have grown CuGaS2 single crystals
by two different methods: melt-growth and chemical
vapor-phase transport. In the CVT technique iodine was
used as a transporting agent. The crystals were synthe-
sized from the constituent elements (Cu, Ga, and S of
6 N purity) in stoichiometric proportions in an evac-
uated quartz ampoule. The material was held in the
temperature range 1050–1100 ◦C. It was cooled slowly
at a rate of 2 ◦C/h to 700 ◦C and then cooled at a faster
rate to room temperature. Crystals obtained from the
melt varied in color from red to yellow–green. The crys-
tals grown form the melt were crushed into powder and
used as the initial charge for the vapor transport. This
method involved placing the reacted material together
with a small amount of iodine in an evacuated quartz
ampoule, and heating it in a temperature gradient. The
volatile iodine serves as the transporting agent. The
temperature difference between the charge and crystal-
lization zones was kept at 50 ◦C. The temperature of the
charge zone was 1000 ◦C. The grown crystals were ho-
mogeneous and showed yellow–green color. The typical
crystal dimensions obtained were 1 × 3 × 0.4 mm3.

Shirakata et al. [27.129] have grown CuGaS2 sin-
gle crystal by chemical vapor transport method using
iodine as the transporting agent. Stoichiometric quan-
tities of the elements Cu, Ga, and S (6 N) with total
weight of 0.5 g were sealed into an evacuated quartz
ampoule (10 mm inner diameter, 15 cm length) together
with 3–25 mg/cm3 iodine. The ampoule was placed
in a two-zone horizontal furnace with temperature gra-
dient of 900–700 ◦C and maintained for 4 days. With
more than 10 mg/cm3 iodine all source materials were
transported to the other end of the ampoule, and plate-
like crystals (5 × 5 × 0.2 mm3 typical dimensions) with
well-developed (112) plane were grown. With less than
5 mg/cm3 iodine, some of the source materials re-
mained and crystals were typically yellow–green, but
the color became greenish as the quantity of iodine was
increased. PL measurements have been carried out on
CuGaS2 single crystals at 4.2 and 77 K. At 4.2 K, high-
quality single crystals grown by CVT method show
sharp PL lines.

Prabukanthan and Dhanasekaran [27.130] have
grown CuGaS2 (CGS) single crystal by CVT method.
Single crystals of CGS were grown by chemical va-
por transport method using iodine as the transporting
agent. The CGS crystals were grown at three different
growth temperatures with 10 mg/cm3 iodine concentra-
tion and temperature difference of 50, 100, and 150 K.
The purity of the elements used for these experiments
was 4 N. A mixture of the elements Cu, Ga, and S
was taken into a quartz ampoule of length 18 cm and
diameter 1 cm along with iodine at a concentration of
10 mg/cm3. The ampoule, cooled by ice, was evacuated
to around 2 × 10−6 Torr and sealed off. The ampoule
was placed into a double-zone horizontal furnace con-
trolled by temperature controllers with accuracy of
±0.1 K. A reverse temperature profile was developed
across the ampoule over several hours to clean the
quartz walls of the growth zone. The duration was
20 h [27.131, 132]. After this, the temperatures of the
source and growth zones were maintained at 1173 K and
1123 K, respectively. The growth duration was 7 days,
after which the furnace was slowly cooled at a rate of
about 10 K/h to 773 K and then at the rate of 60 K/h.
The CGS single crystals obtained were yellow in color
with maximum dimensions of 6 × 4 × 6 mm3. Similarly
single crystals of CGS have been grown with the same
iodine concentration and source zone temperature of
1173 K. Temperature differences of 100 and 150 K were
maintained between source and growth zones, i. e., the
temperature of the growth zone was maintained at 1073
and 1023 K, respectively. Growth was carried out for
a period of 7 days in each case. The CGS single crys-
tals obtained with growth zone temperature of 1073 and
1023 K were orange and green in color, respectively.
The maximum dimensions of orange-colored CGS sin-
gle crystals were 4 × 2 × 3 mm3 and of green-colored
crystals were 15 × 0.4 × 1.2 mm3 (needle like) and 3 ×
2.5 × 3 mm3.

Single crystals of CGS grown with growth zone
temperature of 1123, 1073, and 1023 K are shown
in Fig. 27.19. The temperature difference between the
source and growth zones affects the quality and color
of the resulting crystals. The crystal nucleation rate
depends on the magnitude of supersaturation of the
gas phase, which is proportional to the temperature
difference between the source and growth zones. Nor-
mally the temperature difference between the source
and growth zones is very low so that the formation
of primary nucleation is controlled to form large-size
crystals [27.17]. To initiate the crystallization processes,
crystal nuclei have to be formed in the crystallization
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b) c)a)

Fig. 27.19a–c As-grown single crystals of CuGaS2 at different growth temperatures: (a) 1123 K, (b) 1073 K, and
(c) 1023 K

zone. This is possible only if the gas phase is suf-
ficiently supersaturated (i. e., the gas phase is in the
unstable state). In the unstable state of high supersat-
uration, the rate of crystal nucleation is high and crystal
nuclei are formed spontaneously in a short period of
time. In the case of our experimental observations at
growth temperature of 1023 K, the crystals grown were
small in size due to high supersaturation ratio. How-
ever, at 1123 K, the crystals grown were larger in size
due to the low supersaturation of the gas phase. Under
chemical vapor transport conditions, the partial pres-
sures of noble-metal iodides (CuI and GaI3) are high
compared with the partial pressure of sulfur. So con-
trolling the stoichiometric composition is difficult. It is
concluded from our experimental observations that, dur-
ing the growth of CGS single crystal by CVT method
with temperature difference between source and growth
zones of 50 and 100 K, sulfur may play the main role
in the transport process. The formation of other phases
such as Cu2S and Ga2S3 takes place during the growth
of CGS single crystals at 1123 and 1073 K, respectively.
However,when the temperature difference is maintained
at 150 K, iodides such as CuI and GaI3 may be the
dominant gas species to from stoichiometric CGS single
crystals.

Prabukanthan and Dhanasekaran [27.133] have
grown Mn-doped CuGaS2 single crystal by CVT
method. Stoichiometric compositions of Cu, Ga, and
S with 1 mol % Mn as precursor materials were taken
into a quartz ampoule with iodine concentration of
10 mg/cm3 (total weight 1 g, including Mn concentra-
tion). The quartz ampoule, cooled by ice, was evacuated
to around 2 × 10−6 Torr and sealed off. The ampoule
was placed into a double-zone horizontal electrical
furnace. The furnace was controlled by Eurotherm tem-

perature programmer and controller. The source and
growth zones temperature were 1173 and 1023 K, re-
spectively. The growth period was 7 days. The furnace
was slowly cooled at a rate of 10 K/h to 873 K, af-
ter which it was cooled rapidly at a rate of 60 K/h.
Similar growth conditions were used for growth of
2 mol % Mn-doped CuGaS2 crystals. CuGaS2 single
crystals grown with 1 mol % and 2 mol % Mn doping
were green and orange in color with dimensions of
2.5 × 3 × 4 mm3 and 4 × 3 × 3 mm3, respectively. Single
crystals of 1 mol % and 2 mol % Mn-doped CuGaS2 are
shown in Fig. 27.20a,b. The Mn-doped CuGaS2 single
crystals were determined to be paramagnetic in na-
ture. The increase of bulk conductivity of the Mn-doped
CuGaS2 single crystals at room temperature indicates
an increase of hole concentration, and p-type conduc-
tivity was also found.

Tanaka et al. [27.134] have grown CuGaS2−2xSe2x
single crystal by CVT method. First, in order to pre-
pare CuGaS2 powder, Cu, Ga, and S were weighed in
stoichiometric portions and sealed into evacuated sil-
ica tubes; then the tubes were heated in a furnace.
The temperature was increased gradually to 1200 ◦C
for about 24 h. CuGaSe2 powders were also prepared
in a similar way. Subsequently CuGaS2−2xSe2x crys-
tals were prepared by iodine transport method. CuGaS2
and CuGaSe2 powders were weighed in certain pro-
portions, crushed, mixed, and then sealed in evacuated
silica tubes (12 mm inner diameter, 10 cm length) with
about 18 mg/cm3 iodine. These ampoules were placed
in a two-zone furnace. The source and growth zone tem-
peratures were kept at 850–900 ◦C and 650–700 ◦C,
respectively. Under these conditions all starting mater-
ials were transported by iodine within several days, and
crystals of dimensions 3 × 10 × 0.5 mm3 were yielded.
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a) b)
Fig. 27.20a,b As-grown single crys-
tals of (a) 1 mol % Mn-doped and
(b) 2 mol % Mn-doped CuGaS2

The color of the crystals obtained varied continuously
with composition: from dark green (x = 0), through red,
to black (x = 1).

Sato et al. [27.135] have grown Fe-doped single
crystals of CuAl1−xGaxS2 by CVT method using io-
dine as the transporting agent. Polycrystalline powders
of CuAlS2 and CuGaS2 prepared by sintering were used
as source materials. The source material and a transport-
ing agent was sealed in vacuum in a silica ampoule with
inner diameter of 13 mm and length of 20 cm. The io-
dine concentration was 25 mg/cm3. The silica ampoule
was placed in a double-zone electrical furnace. Then the
temperature of the source and growth zones were kept at
900 ◦C and 700 ◦C, respectively. The dimensions of the
crystals were 3 × 4 × 2 mm3. All of these undoped bulk
crystals were black. Crystals with composition in the
vicinity of CuAlS2 were colored blue when polished to
less than 0.5 mm, while those with the composition near
CuGaS2 were colored green, indicating the presence
of trace impurity of iron. Crystals intentionally doped
with Fe were also prepared with Fe concentrations of
0.1 mol % and 0.3 mol %. The grown crystals were char-
acterized by PL. In addition, several researchers have
grown CuGaS2 single crystals, described in the litera-
ture [27.130, 132].

27.6.4 Growth of AgGaS2
and AgGaSe2 Single Crystals

Prabukanthan and Dhanasekaran [27.136] have re-
ported the growth of AgGaS2 single crystal by CVT
method. The 1 : 1 : 2 mole ratio of Ag, Ga, and S
with excess 0.5% sulfur as precursor materials, and
10 mg/cm3 of high-purity iodine as the transporting

agent, were taken into a quartz ampoule. In order to
prevent deviation from stoichiometry resulting from
possible volatile loss of sulfur during initial steps, it
was found necessary to add excess sulfur. The start-
ing materials were taken into a quartz ampoule (15 mm
diameter, 180 mm length) evacuated to 2 × 10−6 Torr
and then sealed off. The ampoule was placed into
a double-zone (source and growth zones) horizontal
electrical furnace. During the first stage the furnace
was slowly heated at the rate of 10 K/h. The temper-
atures of the source and growth zones were allowed to
reach 1023 and 1073 K, respectively, in order to clean
the wall of the ampoule. The duration was 20 h. After
this, the temperature of the source and growth zones
were maintained at 1073 and 1023 K, respectively, for
the next 15 days, after which the furnace was slowly
cooled at a rate of 20 K/h. When the temperature of the
ampoule reached room temperature it was opened to ob-
tain yellow-colored AgGaS2 crystals. Similarly single
crystals of AgGaS2 were grown with the same iodine
concentration and source zone temperature of 1073 K.
A temperature differences of 100 K was maintained
between source and growth zones, so that the tempera-
ture of the growth zone was maintained at 973 K. The
growth was carried out for a period of 15 days. The
AgGaS2 single crystals obtained were yellow in color.
AgGaS2 single crystals grown at growth zone tempera-
tures of 1023 and 973 K are shown in Fig. 27.21a,b. Cut
and polished AgGaS2 single crystal grown at 1023 K
is shown in Fig. 27.21c. Single-crystal XRD and pow-
der XRD studies indicate that the as-grown AgGaS2
crystals belong to the tetragonal (chalcopyrite) system
with (112) plane as the dominant peak. The full width
at half-maximum (FWHM) of the x-ray rocking curve
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a) b) c)

Fig. 27.21a–c AgGaS2 crystals grown at (a) 1023 K, (b) 973 K, and (c) cut and polished AgGaS2 crystals grown at 1023 K

for the as-grown AgGaS2 single crystal was 5 arcsec.
The quality of the crystals obtained with both tempera-
ture differences (100 and 50 K) between the source and
growth zones was found to be good.

Noda et al. [27.137] have measured the trans-
port rate for CVT growth of AgGaS2 single crystal.
The transport rate was measured by weighing the to-
tal amount of AgGaS2 crystals grown in the growth
zone. The important parameters affecting crystal growth
were the amount of iodine, source temperature, and the
temperature difference between the source and growth
zones. The observed transport rate tends to increase
with increasing ΔT at fixed Ts, but a higher transport
rate does not necessarily mean larger single crystals.
The other parameters affecting crystal growth is the
presence of a maximum transport rate with increasing
Ts at fixed ΔT . This indicates that condensation of the
atoms at the growth zone was delayed with increas-
ing growth temperature. All the as-grown crystals were
transparent and yellowish in color and had rod and plate
morphologies. The rod forms of single crystals were
obtained when the growth temperature was more than
1173 K and the transport rate less than 10 mm/day. The
biggest plate-type crystal (7 × 5 × 2 mm3) was obtained
under the conditions of Ts = 1248 K and ΔT = 75 K for
1 week. The habit plane of the rod was (112) and the
growth direction was nearly in the (112) direction. The
PL spectra of the crystals were dependent on the amount
of iodine used, and excitonic emission was observed,
which means that good-quality crystals were obtained.

Polycrystalline AgGaS2 was prepared by synthesis
from its constituent elements Ag, Ga, and S with 5 N

purity taken into a quartz tube. Polycrystalline powder
(2 g) as a source, was sealed with iodine as the trans-
porting agent at concentration of 5 mg/cm3 into a quartz
ampoule of length 20 cm and inner diameter 1 cm. The
as-grown AgGaS2 single crystals were transparent and
yellowish in color.

Single crystals of AgGaSSe [27.56] have been
successfully grown from 2.5 g polycrystalline powder
AgGaSSe as source, sealed with iodine at concentration
of 5 mg/cm3 into a quartz ampoule of length 20 cm and
inner diameter 1 cm.

Nigge et al. [27.138] have grown single crystals
of AgGaSe2 by CVT method using iodine as the
transporting agent. Growth temperature of 770 ◦C and
concentrations of the transporting agent of 1.6–1.7 mg
I2/cm3 yielded compact single crystals with dimensions
up to 8 × 5 × 5 mm3.

Tafreshi et al. [27.57] have grown single crys-
tals of Cu0.5Ag0.5InSSe for the first time by chemical
vapor transport technique using iodine as the transport-
ing agent. A stoichiometric mixture of the constituent
elements with 5 N purity was taken, and polycrys-
talline Cu0.5Ag0.5InSSe ingots were synthesized in
a vertical furnace in vacuum at 900 ◦C. The poly-
crystalline synthesized powder of 2.5 g together with
5 mg/cm3 5 N purity iodine was placed in a quartz
ampoule with length 16 cm and diameter 1 cm. The am-
poule, cooled by ice, was evacuated to 2 × 10−6 Torr
and sealed off. The capsule was then placed into
a double-zone horizontal furnace controlled by Eu-
rotherm controllers. A reverse temperature profile was
developed across the ampoule over several hours to
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remove the powder sticking at the tip or deposition
zone of the ampoule. The source and growth zone
temperatures were kept at 937 ◦C and 849 ◦C, respec-
tively. The growth run was carried out for 1 week. After
that, the furnace was cooled to room temperature in
20 h. The grown crystals were in the form of small
platelets with dimensions of 1 × 2 × 0.5 mm3, joined to-

gether with mirror-like upper faces. X-ray analysis,
surface analysis, and microindentation studies were car-
ried out on the grown crystals to determine structure
and lattice parameters, the growth mechanism, and
mechanical properties, respectively. Cu0.5Ag0.5InSSe
was found to crystallize in tetragonal chalcopyrite
structure.

27.7 Growth of GaN by VPE

Epitaxial growth can be achieved by solid-phase, liquid-
phase, vapor-phase, and molecular-beam deposition.
Vapor-phase growth is by far the most widely used tech-
nique for semiconductors. It consists of oriented crystal
growth of a material transported from the gas phase onto
a suitable solid substrate.

27.7.1 Vapor-Phase Epitaxy (VPE)

VPE systems are particularly employed in mass produc-
tion of electronic devices because of their proven low
cost and high throughput, in addition to their capability
to grow advanced epitaxial structures. The fundamental
reason for their success is due to the ease of dealing
with low- and high-vapor-pressure elements. This is
achieved by using specific chemical precursors, in the
form of vapor, containing the desired elements. These
precursors are brought into the reactor by a suitable car-
rier gas and normally mix shortly before reaching the
substrate, giving rise to the nutrient phase for the crys-
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products
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products to
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Fig. 27.22 The sequence of steps in a VPE process

tal growth [27.139]. The release of the gas elements
necessary for the construction of the crystalline layer
may occur at the solid–gas interface or directly in the
gas phase, depending on the type of precursors and the
thermodynamic conditions.

In vapor-phase epitaxy with open flow systems
a carrier gas containing the reactive species is forced
to flow past the substrate crystal. At the crystal surface
the species undergo a sequence of chemical reactions
leading to extension of the substrate crystal lattice and
formation of products which must leave the vicinity in
order for the process to continue.

The sequence of steps which is generally assumed to
occur is shown schematically in Fig. 27.22. The factors
which influence the growth rate and material composi-
tion are the vapor pressure and the temperature, both
of which can be precisely controlled. Depending upon
the sources and the reactor type, one can distinguish
between two special cases of VPE, namely hydride
vapor-phase epitaxy (HVPE) and metalorganic vapor-
phase epitaxy (MOVPE). The former uses inorganic
sources and a hot-wall reactor, whereas the latter uses
fully or partly organic sources and a cold-wall reactor.

27.7.2 VPE GaN Film Growth

Since the earliest pioneering work on growth of epi-
taxial films by VPE [27.140] until the early 1980s,
VPE was a popular method for the growth of epitax-
ial layers of gallium nitride [27.141]. However, this
technique was largely abandoned in the early 1980s
because of its apparent inability to reduce the native
defect concentration to nondegenerate levels and thus
achieve p-type doping. This was presumed to be due
to nitrogen vacancy defects, which would be thermo-
dynamically favored at the high growth temperatures
typically used in HVPE GaN growth. This interpreta-
tion predominated in spite of reports of nondegenerate
films grown by HVPE [27.141] and careful growth stud-
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926 Part D Crystal Growth from Vapor

ies which suggested that the incorporation behavior of
this donor was inconsistent with a nitrogen vacancy de-
fect [27.142]. With the advent of high-purity source
materials and improved heteronucleation schemes, the
growth of nondegenerate material has been reported by
several groups.

The nature of the chemistry involved in GaN growth
by HVPE technique differs from that of other III–
V semiconductors. For instance, in GaAs growth by
halide vapor-phase epitaxy, which uses the halide of the
group V precursor AsCl3 instead of its hydride AsH3,
thermal dissociation of the arsenic compounds results
in the formation of As4 and As2 molecules, which typ-
ically remain volatile and chemically reactive and thus
participate in film growth. In GaN HVPE, NH3 is used
as a source of nitrogen rather than nitrogen halide,
NCl3, which is highly explosive and highly unstable.
In this process the thermal dissociation of NH3 results
in the formation of N2 molecules, which are extremely
stable and essentially unreactive at temperatures of in-
terest [27.143–145].

Hydride VPE (HVPE) and chloride VPE (Cl-VPE)
operate in a very similar manner and can be described
by the final reaction as

GaCl+NH3 → GaN+HCl+H2↑ ,

GaCl3 +NH3 → GaN+3HCl . (27.55)

However, the precursor for generating gallium chlo-
ride is different in both techniques. In HVPE of GaN,
the gallium source is gallium monochloride (GaCl),
which is stable only at temperatures above 600 ◦C and
is produced by the reaction of liquid gallium with HCl
gas [27.146–149]. The supply of GaCl is controlled by
the gallium cell temperature and the flow rates of HCl
gas and H2 carrier gas. Several researchers have chosen
presynthesized GaCl3 instead of HCl gas [27.134, 143–
145]. In Cl-VPE, gallium trichloride (GaCl3) is used as
the Ga source, due to its high vapor pressure. The use
of monohalide (GaCl) or trihalide is the main difference
between HVPE and Cl-VPE, respectively.

27.7.3 Strength of HVPE Method

It is important to analyze the importance of HVPE
with respect to the other techniques. Shaw [27.150]
has demonstrated that the Cl-VPE technique is an
equilibrium process. The other epitaxial techniques
(MOVPE and MBE) operate far from equilibrium
conditions [27.151–153]. The near-equilibrium nature
arises because of the reversible processes occurring at

the interface due to the volatility of group III at the op-
erating temperatures; shift from equilibrium is caused
by kinetic factors mainly due to ammonia decomposi-
tion. Based on this description it is easy to enumerate
the strengths of VPE:

1. In VPE, being a near-equilibrium process, the
growth rates are in principle uniquely determined by
the mass input rate of the reactants; hence, unlike
in nonequilibrium processes (MOVPE and MBE),
very high growth rates (> 10 μm/h) can be easily
achieved;

2. The lack of carbon incorporation into the film;
3. Cost effectiveness.

In the following, the details of the system and the
process of chloride VPE for the growth of GaN lay-
ers are described. Furthermore, the optimum conditions
for the growth of gallium nitride have been established.
Based on our experimental investigations on the influ-
ence of the different growth parameters on the quality
of the layer, it has been identified that the growth tem-
perature plays a dominant role in the growth of GaN as
compared with other parameters such as the flow rate,
deposition time, etc.

27.7.4 Development of VPE System
for the Growth of GaN

The development of experimental apparatus for the
growth of GaN at our university is described [27.153].
The vapor-phase epitaxy (VPE) system mainly consists
of a reaction chamber, single-zone furnace, GaCl3 cell
assembly, process control, and ammonia gas purifier as-
sembly. The schematic diagram of the system is shown
in Fig. 27.23.

As the film growth involves a high-temperature pro-
cess, the reaction chamber is made out of a quartz tube
of length 90 cm, wall thickness 2 mm, and diameter
70 mm. Both ends of the tube are made of stainless steel
and the assembly consists of two ports on one end and
three ports on the other. Integral structures are made to
hold the quartz tube rigidly at either end. One end of
the quartz is used for the transport of GaCl3 vapor with
nitrogen as carrier gas, and another inlet is used for an-
other stream of nitrogen gas for diluting the reacting
species, as the reaction is a dilute reaction. The other
end of the reactor tube is used for an ammonia gas input
port, exhaust line, and substrate holder setup.

The single-zone furnace consists of heating arrange-
ments surrounded by metal boxes. A ceramic muffle
of length 80 cm has been used for winding the heating
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Fig. 27.23 Schematic diagram of the
GaN vapor-phase epitaxy system

element (A1 Kanthal wire: SWG 18 type). The wind-
ings were done in such a way that the space between
them gradually becomes narrow at the ends compared
with at the center of the tube in order to compensate
for heat losses at the ends of the tube to a certain ex-
tent. The windings were insulated by applying a paste of
corundum cement and silica gel mixture (the silica gel
provides a binding action to the refractory cement). The
tube is then packed inside a stainless-steel container us-
ing a zirconia-grade fiber blanket of density 128 kg/m3,
which acts as a heat shield. Two thermocouples are
used: one to control the furnace temperature, placed at
the middle of the ceramic tube, i. e., near the growth
zone; and another mounted inside the quartz tube, very
close to the boat, so that the growth temperature could
be monitored correctly.

The GaCl3 cell assembly is made of quartz tube and
a special Teflon assembly. The crystalline GaCl3 in the
cell is melted by a liquid-paraffin bath in which it is im-
mersed. An electric heater maintains the paraffin bath at
a suitable temperature in the range 80–150 ◦C. GaCl3
vapor was transported to the reactor by nitrogen carrier
gas. The partial pressure of GaCl3 could be controlled
by both the GaCl3 cell temperature and the flow rate of
the N2 gas. A mass flow controller and solenoid valves
were used to control the flow rate of the carrier gas.
A separate nitrogen gas line is used to dilute the ammo-
nia gas to the required partial pressure. This nitrogen
gas flow is measured by a float-type flow meter. The
flow rate is varied by a needle valve. A computer pro-

gram controls the temperature of both the furnace and
the GaCl3 bath. The entire growth scheme can be pre-
programmed. The program also enables the heating and
cooling cycle to be programmed and data to be acquired
during the growth cycle.

The purifier system consists of molecular sieves,
which is a palladium- and silica-based compound, to
remove moisture, carbon monoxide, and carbon diox-
ide form the ammonia gas. The purified ammonia is
expected to be of analytical grade. After this online pu-
rification of the ammonia gas, its flow is monitored by
a gas flow (float-type) meter.

27.7.5 Growth of GaN by HVPE

The experimental conditions for growth of high-quality
GaN layers using GaCl3 precursor are discussed in
this section. In view of the high-quality GaN growth,
it is understood that careful cleaning of substrates
prior to loading into the growth furnace is an im-
portant issue, because the quality of the grown layer
(desired morphology and good optical properties) de-
pends on this process, as does the reproducibility of
the results. Sapphire (Al2O3(0001)) substrates were de-
greased in trichloroethylene (TCE), acetone, methanol,
and deionized water in sequence for about 10 min. Af-
ter completing the organic cleaning processes, in order
to remove residual damage and scratches on the surface,
substrates were chemically etched with HCl +H3PO4
(3 : 1) solution heated at 80 ◦C for 15 min. Etched
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sapphire substrates were again rinsed thoroughly in
deionized water.

A quartz plate of 8 cm2 area was used as the sub-
strate holder, located at an optimized distance from the
GaCl3 : NH3 mixing zone. Substrates of 1 cm2 area are
used per run and are placed lengthwise along the de-
position zone. Considerable variation of the amount
and quantity of deposition was observed between lay-
ers grown in a single run with respect to the position
of the substrate. It was observed that GaN layer al-
ways deposits in regions closer to the GaCl3 : NH3
mixing zone. Initially the substrates are placed close to
the mixing zone to find the exact position of uniform
deposition. The substrate position has been varied fur-
ther downstream from the mixing zone. It is observed
that the layer thickness decreases rapidly with distance
from the mixing zone. Growth ceases completely at
distances from 6 to 10 cm downstream of the mixing
zone.

After loading the substrates, the reactor was purged
with nitrogen gas. Subsequently, the substrate was
heated to the desired growth temperature and GaCl3 was
supplied using nitrogen carrier gas. The nitrogen source,
NH3, is not stable at high temperature and will ther-
mally decompose to nitrogen and hydrogen gases. At
the typical growth temperature (1200 K) the equilibrium
value is about 0.1. Hence most of the ammonia will
decompose to nitrogen and hydrogen at that elevated
temperature in thermodynamic equilibrium. However,
it is not easy to reach thermodynamic equilibrium in
such an open system. The actual value depends on the
NH3 temperature, partial pressure, residence time, and
surface conditions. Both NH3 partial pressure and resi-
dence time can be changed by varying the NH3 and N2
flow rates. The H2 gas, produced from the thermal de-
composition of ammonia, will promote the reduction of
GaCl3 to GaCl. If hydrogen reduction of GaCl3 is not
complete, the remaining GaCl3 can react with ammonia
via the following reaction:

GaCl3 +NH3 → GaN+3HCl . (27.56)

No low-temperature buffer layer was used in these
experiments. Typical N2 flow rate for GaCl3 transport
was 0.1 l/min. During the process, 1.0–2.0 l/min NH3
and 1.0–2.0 l/min of N2 were introduced into the re-
actor zone. The growth temperature was varied in the
range 925–1050 ◦C. Ambient pressure inside the reac-
tor was maintained at 1 atm for all the experiments.

Under typical growth conditions, reaction (27.56)
is thermodynamically favorable. A thick deposition of
GaCl3 is always observed on the exhaust side of the re-

actor, which implies that unreacted GaCl combines with
HCl and forms GaCl3, which is a more stable form of
gallium chloride at lower temperature (< 600 ◦C).

27.7.6 Characterization of GaN Films

Following the development of the growth technique de-
scribed previously, the next most important element
aspect is characterization of the materials grown. Char-
acterization of a material can be defined as complete
description of its physical and chemical properties.
A thorough and extensive characterization of a epilayer
is very difficult because this would require a variety of
tests using a number of sophisticated instruments. It is
obvious that there are no ideal crystals in reality and all
crystals grown by any technique contain some defects,
impurities, and inhomogeneities. Most physical prop-
erties are therefore sensitive to deviation from ideality,
and generally the characterization of the grown crystals
is necessary.

The assessment of crystalline perfection is es-
sential to interpret the structure-dependent properties.
Postgrowth analysis of a epitaxial layer provides infor-
mation on the processes that occurred during growth.
Feedback from the analysis can be used to modify
the growth process in order to improve the quality
of the layers. Moreover, characterization of the grown
epilayers forms an integral part of the growth stud-
ies performed by the crystal grower. The demand for
layers of the highest quality is increasing, and only sys-
tematic characterization enables the crystal grower to
optimize growth parameters in order to obtain better
results.

An epitaxial layer may be characterized by a de-
scription of its chemical composition, its structure,
its defects, and the spatial distribution of these three
features. It is crucial to know the degree of pu-
rity and perfection of epilayers in order to interpret
structure-dependent properties and determine whether
the material can be successfully employed in experi-
ments or for device fabrication.

GaN, being a technologically important mater-
ial, has elicited a large number of characterization
studies [27.154–159]; further optimization of device
performance requires that the fundamental mechanisms
upon which these devices operate be better understood.
Optimization of GaN growth to reduce defect density
is of paramount importance for achieving high-quality
GaN layers. The grown epilayers were subjected to the
following characterization studies that provide a basic
understanding of the GaN material properties:
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1. Crystal structure analysis by x-ray powder diffrac-
tion and high-resolution x-ray diffraction (HRXRD)
techniques

2. Molecular structural analysis by Raman scattering
studies

3. Determination of the bandgap of the film by UV–vis
absorption spectra

4. Identification of excitonic transitions by both room-
and low-temperature photoluminescence (PL) spec-
tra

5. Surface morphology by scanning electron micro-
scope (SEM) studies

6. Electrical transport properties and Hall-effect mea-
surements.

X-ray diffraction was used to determine the crys-
tallinity and orientation of the GaN films. GaN films
grown under different experimental conditions were
characterized for crystalline quality and phase forma-
tion by using powder x-ray diffractometer with Cu
Kα radiation; the recorded XRD patterns are shown in
Fig. 27.24. It is clear from this figure that films grown
at 950 ◦C and 990 ◦C exhibit a high degree of c-axis
orientation nature, which indicating that basal planes
of the GaN film and sapphire substrate are parallel
to each other. However, the XRD pattern for the film
grown at 925 ◦C shows polycrystalline nature. When
the temperature is increased to 950 ◦C and 990 ◦C, the
polycrystalline nature of the film is suppressed and the
single-crystalline nature dominates. It is observed from
the XRD results that decomposition of NH3 is very low
at those temperatures and hence the amount of atomic
nitrogen for the reaction is also very low.

From XRD analysis, it has been observed that
GaN layers are single-phase wurtzite structure. For
GaN grown at 925 ◦C and 950 ◦C, XRD spectra ex-
hibit a sharp peak of wurtzite GaN (0002) at 34.25◦

990°C

950°C

925°C

10 20 30 40 50 60 70

Intensity (arb. units)

(0002) GaN

(0006) Al2O3

(1100) Ga¯

(1101) Ga¯

(0002) GaN

(0006) Al2O3

(0002) GaN
(0006) Al2O3

(1101) Ga¯

2θ

Fig. 27.24 XRD pattern of GaN grown on (0001) sapphire
substrate at different growth temperatures

with blunt peaks for GaN (1011) and GaN (1100)
at 2θ = 36.60◦ and 32.24◦, respectively. However the
XRD spectrum for GaN grown at 990 ◦C shows diffrac-
tion only from the c-plane of GaN and the sapphire
substrate. This indicates that preferentially oriented
GaN layer is realized when the growth temperature is
kept at 990 ◦C [27.152]. The lattice parameters have
also been calculated from the XRD data as a = 3.186 Å
and c = 5.184 Å, which are in very good agreement with
reported values. The results of the other characteriza-
tion studies are available in the literature [27.160–162].
Single-crystalline GaN nanowires on C-Al2O3 sub-
strates have been synthesized by vapor-phase epitaxy
process with the help of a Ni catalyst [27.163].

27.8 Conclusion

The growth of single crystals of II–VI and I–III–VI2
compounds from vapor phase is a field of active re-
search, with many researchers. The theoretical and
thermodynamical background for the growth of these
crystals have been given. The partial pressures of differ-
ent components inside the growth ampoule during CVT
growth of ZnSe single crystals were calculated using
a thermodynamic model. Iodine was considered as the
transporting agent. From the calculations, the optimum

conditions for the growth of good-quality ZnSe sin-
gle crystals were determined. The optimum temperature
range was found to be 800–850 ◦C for an iodine con-
centration of 2 mg/cm3. The undercooling and hence
supersaturation ratios of S2 and Se2 were the factors
determining the composition of ZnSxSe1−x single crys-
tals grown in closed-tube vapor transport when ZnS
and ZnSe were taken as source materials in 1 : 1 ratio.
These values were calculated as a function of deposition
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temperature and iodine concentrations. The partial pres-
sures were calculated using a thermodynamic model.
The critical radius and free energy of formation were
calculated using the supersaturation ratios by classi-
cal nucleation theory. Undercooling was found to have
an influence on the supersaturations of S2 and Se2,
and hence on the composition of the resulting crystals.
Conditions of larger undercooling were found to favor
S-rich composition whereas smaller undercooling was
found to favor ZnSxSe1−x composition near to that of
the source. ZnSe:Mn nanocrystals have been synthe-
sized by chemical vapor transport method using iodine
as the transporting agent on a matrix of SiO2 aero-

gel. The cubic structure has been confirmed based on
powder XRD results. The size of the nanocrystals calcu-
lated using Debye–Scherrer formula was ≈ 60 nm. This
result is supported by TEM and electron diffraction pat-
tern. A well-resolved ESR spectrum containing six lines
corresponding to the Mn2+ ion in the ZnSe nanocrys-
tal lattice was obtained and attributed to the presence
of a low concentration of Mn. The luminescence spec-
trum shows the band-edge emission at around 466 nm
and Mn-related emission at 570 nm. The growth of
I–III–VI2 compounds has been described. Our recent
results on vapor-phase epitaxial growth of GaN have
been presented.
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The properties of silicon carbide materials are
first reviewed, with special emphasis on proper-
ties related to power device applications. Epitaxial
growth methods for SiC are then discussed with
emphasis on recent results for epitaxial growth by
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some unpublished work.
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Advanced Si technology has brought about the very
large-scale integrated circuits (VLSI) that are avail-
able today, and still further development of Si VLSI
technology is expected. However, Si is approaching
its performance limit due to intrinsic material proper-
ties, especially in applications related to high-power,
high-temperature, and high-frequency devices. Thus,
the development of new materials and technologies use-
ful in this area is crucial.

SiC is a an extremely hard and inert IV–IV com-
pound material having a lot of attractive features, in
particular electrical properties which are suitable for
advanced electronic devices that cannot be achieved
using Si. An appreciation of the potential of SiC for
electronics can be gained by examining Table 28.1,
which compares the relevant material properties of

SiC with Si and GaAs. As can be seen, SiC has
large bandgaps (2.4–3.3 eV) [28.1–4], high breakdown
fields (≈ 3 × 106 V/cm) [28.5], high saturation electron
velocities (2.7 × 106 cm/s) [28.6, 7], and high ther-
mal conductivity (3.2–4.9 W/(cm K)) [28.8]. Owing to
these excellent electrical and physical properties, SiC
has been regarded as able to function well under high-
temperature, high-power, and high-radiation conditions
at which conventional semiconductors cannot perform
adequately. This ability is expected to enable signifi-
cant improvements for a wide variety of applications
and systems. These applications range from greatly im-
proved high-voltage switching for energy savings in
public electric power distribution and electric vehicles,
to more powerful microwave electronics for radar and
communications, to sensors and controls for cleaner-
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Table 28.1 Physical properties of 3C-, 6H-, 4H-SiC, Si, and GaAs at 300 K [28.1]

Properties 3C-SiC 6H-SiC 4H-SiC Si GaAs

Crystal structure ZB Hex. Hex. Dia. ZB

Lattice constant (Å) 4.36 a = 3.09 a = 3.09 5.43 5.65

c = 15.12 c = 10.08

Band structure Indirect Indirect Indirect Indirect Direct

Bandgap (eV) 2.4 3.0 3.3 1.11 1.43

Electron mobility (cm2/(V s)) 350a 720a

900 50b 650b 1400 8500

Breakdown field 106 (V/cm) 1.2 2.0 2.4 0.3 0.4

Thermal conductivity (W/(cm K)) 3.2 4.9 3.7 1.5 0.5

Saturation drift velocity ×107 (cm/s) 2.0 2.0 2.0 1 2

Dielectric constant 9.6 9.7 10 11.8 12.8
a mobility along a-axis, b mobility along c-axis

burning more fuel-efficient jet aircraft and automobile
engines.

Theoretical simulations have indicated that SiC
power metal-oxide semiconductor field-effect transis-
tors (MOSFETs) and diode rectifiers would operate
over higher voltage and temperature ranges, have su-
perior switching characteristics, and yet have die sizes
nearly 80% smaller than correspondingly rated silicon-
based devices [28.9]. Hence, realization of practical SiC
power devices will greatly impact the power electronics
field.

The development of SiC for electronic applica-
tions has been a subject of study for more than
40 years. During the early years, a significant amount
of fundamental research was performed, but the de-
velopment of commercially viable SiC-based devices
was limited by the low quality of bulk materials and
inadequate epitaxial process. During the late 1980s,
significant improvements in bulk and epitaxial pro-
cess enabled commercial availability of device-quality
wafers from Cree Research, Inc. Together, these factors
have enabled the fabrication of higher quality device
structures and have generated increased research ac-
tivities in SiC electronic devices. A large number of
devices, such as high-voltage Schottky rectifiers [28.10,
11], power metal-oxide semiconductor field-effect tran-
sistors [28.9], microwave and millimeter-wave de-
vices [28.12], and high-temperature, radiation-resistant
junction FETs (JFETs) [28.13], have been fabricated.
However, SiC devices with quality sufficient for large-
scale industrial applications were not available until

recently. This is primarily due to the fact that the crys-
tal growth and device fabrication technologies for SiC
were not sufficiently developed to the degree required
for reliable incorporation into electronic systems. Re-
cent commercial availability of SiC Schottky diodes (up
to 1200 V and 20 A) from Infineon Technology AG and
Cree, Inc., should accelerate the introduction of SiC
in commercial systems [28.14]. However, bipolar and
power MOSFETs remain commercially elusive.

As for SiC epitaxial growth, homoepitaxial growth
of SiC epitaxial layers on SiC substrates has been
achieved by so-called step-controlled growth [28.15].
The quality of the epilayer and controllability of growth
are improving with the improvement of the substrate
quality and growth technology. However, abundant de-
fects, including micropipes, screw dislocations, growth
pits, step bunching, and 3C inclusions can still be
found even in today’s commercial wafers. Among these,
growth pits, step bunching, and 3C inclusions can be
caused by an unoptimized growth process while others
are mainly due to defects propagated from the substrate.
It is believed that these structural and surface morpho-
logical features are the major cause of poor device yield
and premature device failure. Thus, these issues have to
be addressed in order to advance the widespread com-
mercial introduction of SiC-based systems, especially
for high-power applications.

In this chapter, some basic properties of SiC that are
relevant for good epitaxial growth are described. Re-
cent progress on thick epitaxial growth as well as on
selective growth of SiC will also be described.
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28.1 Polytypes of Silicon Carbide

In this section, a concise review of the physical and
electrical properties of SiC are presented. This is by no
means complete, and further information can be found
in the references of this chapter.

SiC has a large number of crystal structures (more
than 200) [28.16], which are called polytypes. Con-
sidering close-packed structure, each layer of atoms
along the c-axis can occupy three different positions,
denoted by A, B, and C (Fig. 28.1). For SiC, a Si–C pair
should be considered as one unit for atoms in close-
packed structure. Variation of occupation sites along
the c-axis brings about different crystal structures. They
are usually represented by Ramsdell notation, which
is denoted by the number of layers in the unit cell
and a crystal system (C for cubic, H for hexagonal,

A A A

A A A

A

C
C C

C C

B B

BBB

A A A

Fig. 28.1 Hexagonal close-packed structure

Stacking direction

Wurtzite

Zincblende

Si C

Fig. 28.2 Wurtzite bonding and zincblende bonding be-
tween Si and C atoms in adjacent planes. The three
tetrahedral bonds are rotated 60◦ in the cubic case and
mirror images in the hexagonal phase

R for rhombohedral). From ABCABCABC. . . stacking,
we generate the 3C-SiC lattice, and from ABABAB. . .
stacking, we generate the 2H-SiC lattice. Depending on
the stacking order, the bonding between Si and C atoms
in adjacent bilayer planes is of either zincblende (cu-
bic) or wurtzite (hexagonal) nature. Zincblende bonds
are rotated 60◦ with respect to nearest neighbors while
hexagonal bonds are mirror images (Fig. 28.2). Each
type of bond provides a slightly altered atomic en-
vironment, making some lattice sites inequivalent in
polytypes. This also results in different ionization en-
ergy for dopants when substituted at these two different
sites. Bonds in 3C-SiC are all cubic whereas bonds in
2H-SiC are all hexagonal. All of the other polytypes
are mixtures of the fundamental zincblende and wurtzite
bonds. Some common hexagonal polytypes with more

A B C A B C

2Hh

h

h
k

kl

k

C

Si

A B C A B C A CB

3C

C A B C A B

4H

A B C A B C A B

6H

c-axis

Fig. 28.3 Stacking sequences of different SiC polytypes projected
on the [112̄0] plane. Examples of hexagon-stacked bilayers are la-
beled with h, while cubic-stacked bilayers are labeled with k
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complex stacking sequences are 4H-SiC and 6H-SiC.
4H-SiC is composed equally of cubic and hexago-
nal bonds, whereas 6H-SiC is two-thirds cubic and
one-third hexagonal. Despite the cubic elements, each
has overall hexagonal crystal symmetry. The family of
hexagonal and rhombohedral polytype is sometimes re-
ferred to as α-SiC, whereas 3C-SiC is referred to as
β-SiC.

Figure 28.3 shows the stacking sequences for 3C-,
4H-, and 6H-SiC [28.16]. As can be seen, cubic SiC has
a lattice constant of a = 0.4349 nm at room tempera-
ture. For hexagonal SiC, a is approximately 0.3080 nm
for all polytypes whereas c varies with the number of
layers in the unit cell, one single atomic layer being
approximately 0.252 nm for all polytypes.

Why are there so many polytypes? The simplest
level of understanding is that the formation energy
difference between different polytypes is small. As

calculated by Park et al. [28.17], the total energy dif-
ference for various polytypes is within 4.3 meV/atom.
Hence, the temperature and other crystal growth condi-
tions significantly affect the stability of the polytype.
The occurrence probability of polytypes depends on
the temperature. Generally, 3C-SiC is stable at tem-
perature below 1900 ◦C, and 6H-SiC is stable at
temperature above 1900 ◦C. A 3C-to-6H solid-phase
transformation has been observed at temperature above
2150 ◦C [28.18, 19]. 4H-SiC also sometimes occurs
in the high-temperature region, but the probability is
low compared with 6H-SiC [28.20]. The 2H poly-
type is typically unstable because it can transform to
a mixture of 3C and 6H polytypes at typical crys-
tal growth temperatures [28.21]. Powell and Will have
reported that the phase transformation away from
2H polytype can happen at temperatures as low as
400 ◦C [28.22].

28.2 Defects in SiC

Quality of materials is essential to the performance
of the devices. As the development of devices pro-
ceed, demands on the quality of the bulk and epitaxial
SiC wafers are increasing. Commercially available SiC
wafers still contain a large number of various defects,
including impurities, micropipes, growth pits, disloca-
tions etc. Understanding the nature and properties of
these defects is important to improve both the material
quality and device performance. Since structural defects
are currently limiting the introduction of commercial
SiC devices, these defects are briefly reviewed.

SiC bulk and epitaxial wafers contain a large num-
ber of crystal structural defects, including micropipes,
screw dislocations, growth pits, triangular inclusions,
etc. Table 28.2 summarizes the properties of these
defects and their impacts on device operation. More de-
tailed descriptions of some of these defects are given
below. Over the last few years, the concentrations of
these structural defects have come down significantly,
but their density is still high enough to cause problems
in devices.

28.2.1 Micropipes

Among the various defects that exist in SiC crys-
tals, screw dislocations lying along the [0001] axis
are the most significant and are generally accepted to
be one of the major factors limiting the extent of the
successful applications of SiC [28.23]. These screw

dislocations have been shown to have Burgers vector
equal to nc (where c is the lattice parameter and n is
an integer), with hollow cores becoming evident with
n ≥ 2 for 6H-SiC and n ≥ 3 for 4H-SiC. These lat-
ter hollow-core dislocations are generally referred to as
micropipes. The diameter of micropipes ranges from
a few tens of nanometers to several tens of micro-
meters. Their density has come down in recent years,
and micropipe-free wafers have been announced by
commercial vendors [28.14]. Figure 28.4 shows an op-
tical microscope picture of a micropipe in a typical 6H
substrate used for our epitaxial growth. Using proper
growth initiation procedure, it has been possible to close
these micropipes during epitaxial growth [28.24]. How-
ever, this closure of the micropipe results in a group of
elementary screw dislocations in its vicinity.

28.2.2 Screw Dislocations

When the Burgers vector of a SiC screw dislo-
cation is small enough, hollow-core formation is
avoided [28.25]. Nevertheless, the screw dislocation
possesses many properties similar to micropipes, start-
ing with an undesirable propensity to propagate through
the entire thickness of bulk crystals and epilayers. These
defects are present in average densities on the order
of several thousands to around ten thousand per cm2

in commercial wafers [28.21]. Because they have not
declined in density over time as fast as micropipes, it

Part
E

2
8
.2



Epitaxial Growth of Silicon Carbide by Chemical Vapor Deposition 28.2 Defects in SiC 943

Table 28.2 Properties of SiC epilayer extended structural defects [28.29–31]

SiC epilayer Density Observed Observed impact on Summary
defect (/cm2) defect source high-field junction (comments)

Micropipe < 30 (commercial) Substrate > 50% breakdown Improved in recent

< 1 (best) micropipes that voltage reduction years such that the

propagate into epilayer Microplasmas density is less than

Increased leakage ≈ 1 cm−2 so, large-area

current power devices possible

Closed-core ≈ 3000 to 10 000 Substrate screw ≈ 10–30% breakdown Density slowly

screw dislocation dislocations that voltage reduction improving, but will be

propagate into epilayer Softened breakdown present and affect

Microplasmas ≈ 1 cm2 power devices

Triangular 3C < 5 Wafer preparation > 50% breakdown Density improving to

inclusions and epitaxial growth voltage reduction where these may not be

process Increased leakage present in most ≈ 1 cm2

current power devices

Carrots and < 5 Undetermined Increased leakage Density improving to

comet tails current where these may not be

Nonsmooth surface present in most

seems likely to impact ≈ 1 cm2 power devices

on Schottky rectifying

properties

Small growth pits > 3000 Screw dislocations Nonsmooth surface Density improving, but

Wafer preparation and seems likely to impact screw dislocation

epitaxial growth on Schottky rectifying density may represent

properties a limiting floor for these

defects

would appear that all devices manufactured on mass-
produced wafers will contain these defects for the
foreseeable future. While not as detrimental to device
characteristics as micropipes, experimental evidence is
emerging that screw dislocations somewhat negatively
impact on the electrical properties of high-field SiC
junctions. One study that used x-ray topography to map

20 µm

Fig. 28.4 Optical microscope image of a micropipe in
a 6H-SiC substrate

screw dislocations demonstrated that elementary dis-
locations are detrimental to the reverse leakage and
breakdown properties of low-voltage (< 250 V) 4H-SiC
p+n diodes [28.26]. Similar observations of increased
reverse leakage, soft breakdown, and microplasma not
associated with micropipes are reported in [28.27, 28].
The physical mechanisms and models for the electri-
cal behavior of these dislocations remain to be further
studied.

28.2.3 Growth Pits
and Triangular Inclusions

Besides screw dislocations, other defects, such as
growth pits, triangular inclusions, etc., have also been
observed in SiC epilayers [28.32, 33]. Unlike mi-
cropipes and closed-core screw dislocations, which
generally extend through the whole wafer, growth pits
and triangular inclusions are primarily present in the
epilayer. They are believed to be primarily caused by
nonoptimized wafer preparation and epitaxial growth
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944 Part E Epitaxial Growth and Thin Films

processing. Powell and Larkin [28.33] also demon-
strated that many morphological imperfections in the
as-grown SiC epilayer surface are greatly impacted by
surface polishing as well as the epitaxial growth ini-
tiation process. However, a recent study by Schnabel
et al. [28.32], in which electron-beam-induced current
(EBIC) measurements were correlated with x-ray screw
dislocation mapping and surface growth pit mapping on
a 6H-SiC epitaxial layer, revealed that all closed-core
screw dislocations on the substrate mapped by x-ray
resulted in a corresponding small growth pit on the as-
grown epilayer. This suggested that epilayers process
improvements may not be able to reduce small growth
pit densities below bulk wafer screw dislocation densi-
ties.

The quality and smoothness of the semiconductor
surface are well known to critically control the electrical

properties of Schottky diode junctions. The presence of
nonsmooth surface features, such as growth pits and tri-
angular inclusions, could perturb the local electric field
and thermionic carrier emission properties, which could
result in locally increased current under both forward
and reverse bias [28.21]. It is plausible that p–n junc-
tion devices are perhaps less affected by SiC surface
defects, primarily due to the fact that the peak electric
field occurs at the junction buried within the semicon-
ductor. However, p–n junction characteristics can be
expected to track surface imperfections in those cases
where a surface defect arises due to an extended defect
that actually runs through the thickness of the epilayer
to intersect the p–n junction. For example, 3C triangular
inclusions have been found to greatly increase leakage
current and decrease breakdown voltage for kV-class
epitaxial p–n junction diodes [28.34].

28.3 Epitaxial Growth of Silicon Carbide

To improve the quality of materials for use in devices
and to produce complicated device structures, epitaxial
growth techniques are necessary. This section contains
a summary of several aspects of SiC epitaxial growth
technology, including the SiC growth mechanism, com-
monly used reactors, SiC precursor sources, substrate
materials, and dopant incorporation control. Also dis-
cussed are some recent advancements in SiC epitaxial
growth.

28.3.1 Substrates for Silicon Carbide Growth

The majority of earlier chemical vapor deposition
(CVD) crystal growth research was focused on de-
termining the appropriate processes for obtaining
low-defect-density single-crystal SiC films for the ad-
vancement of SiC-based devices. The first available
substrates for SiC epitaxial growth were mainly small
(≈ 5 mm2) and irregularly shaped Lely and Acheson-
derived SiC substrates that were only suitable for some
epilayer physical property studies and limited prototype
SiC-based devices. Therefore, dissimilar substrate ma-
terials of regular shapes and larger areas were usually
chosen for CVD SiC epitaxial growth.

Motivated by the potential for Si–SiC device inte-
gration [28.35–37], many workers have attempted to
grow SiC heteroepitaxially on Si. Since the growth
temperature is limited by the melting point of the Si
wafer (< 1412 ◦C), only cubic SiC can generally be

grown on Si substrates, whether the substrate used is
(100) or (111). This is because the more stable poly-
type at these temperatures is cubic. Large thermal and
lattice mismatches between Si and SiC have limited
the resultant material quality. Many defects such as
antiphase boundaries (APBs), stacking-fault (SF) de-
fects, and threading dislocations usually existed in these
films and contributed to electrically leaky p–n junc-
tions. APBs are the result of polar SiC growth on
nonpolar Si substrate. In addition, other novel substrates
such as silicon-on-insulator (SOI) [28.38], twist-bonded
universal compliant (UC) substrates [28.38], porous
silicon [28.39], and free-standing 3C-SiC (made by
removing silicon substrates from thick SiC heteroepi-
taxial layers) [28.40] have been investigated. Epilayers
with improved quality on these substrates have been re-
ported, but p–n junctions built on these layers still show
very high leakage current. Recently, a group in Japan
has used undulating Si substrates to grow thick cubic
SiC, followed by the removal of the Si substrates to
obtain large-area 3C-SiC wafers [28.41, 42]. Using this
undulating Si substrate, they succeeded in reducing the
stacking fault density compared with films grown on
a planar substrate. However, the large-scale commer-
cial use of this 3C-SiC appears years away, as high-field
device performance has remained relatively poor.

TiC has been used as an alternative to Si to grow
3C-SiC, since TiC is more closely lattice-matched to
SiC [28.43]. Although 3C-SiC epitaxial layers on TiC

Part
E

2
8
.3



Epitaxial Growth of Silicon Carbide by Chemical Vapor Deposition 28.3 Epitaxial Growth of Silicon Carbide 945

were somewhat superior to those grown on Si, lack of
high-quality TiC substrate material and high defect den-
sities in the resulting SiC epitaxial layers have limited
advancement of device research using 3C-SiC on TiC
substrates.

As (0001)-oriented SiC substrates have become
commercially available, more researchers started choos-
ing SiC to grow SiC homoepitaxially. For epitaxial
growth on (0001)SiC, typically the Si face has been
the preferred surface, partly because of the superior
epitaxial surface morphology and well-understood dop-
ing behavior compared with the C face. For 6H-SiC,
the Si-face substrates are typically polished 3◦ off-axis
from the basal plane, which increases the number of
crystallographic steps on the surface to ensure SiC ho-
moepitaxial growth (see the next section). In general,
this homoepitaxial growth using off-axis SiC substrates
proceeds by a step-controlled crystal growth process,
as reported by Itoh and Matsunami [28.20]. Now the
focus of much epitaxial crystal growth research has
turned to 4H, mainly because of superior intrinsic prop-
erties such as higher bandgap, higher electron mobility,
and lower dopant ionization energies. Similar to its
off-axis 6H-SiC substrate predecessors, 4H-SiC sub-
strates were initially polished 3◦ off-axis from the basal
plane. However, researchers discovered that, compared
with epitaxial growth on 6H-SiC substrates, 4H-SiC
growth produces more triangular defects, which were
later identified as 3C polytype inclusions [28.44, 45].
With the use of in situ pregrowth surface treatments, the
occurrence of these 3C inclusions can be significantly
reduced. Subsequently, the incidence of 3C inclusions
was eliminated by increasing the 4H step density by
using 8◦ off-axis substrates [28.46].

28.3.2 How to Control the Polytypes
in SiC Homoepitaxy

As mentioned in the pervious section, the best way to
obtain a high-quality epilayer is homoepitaxy, which is
effectively free from lattice mismatch between the epi-
layers and the substrates. To ensure the growth of single
polytypes, a method commonly called step-controlled
growth has been employed in which the substrates are
miscut a few degrees off from the (0001)Si face [28.20,
47]. Miscut SiC(0001) crystal surfaces consist of ter-
races and steps, and these steps reflect the substrate
crystal structure, either 4H or 6H. According to the clas-
sical growth theory, adsorbed species migrate on the
surface and are incorporated into the crystal at steps
where the surface potential is low. Another competi-

tive growth process of nucleation takes place on the
terraces when the supersaturation is high enough. On
the slightly misoriented (0001) plane, the step density
is low and vast terraces exist. Then, crystal growth may
occur on the terrace through two-dimensional nucle-
ation due to the high supersaturation on the surface. In
this case, the polytype of grown layers is determined
by the growth conditions, mainly the growth tempera-
ture. At temperatures below 1800 ◦C, 3C-SiC is usually
formed because it is stable at low temperature [28.48].
The growth of 3C-SiC can take two possible stack-
ing orders, ABCABC. . . and ACBACB. . . , which leads
to the formation antiphase boundaries (Fig. 28.5a). On
off-oriented substrates, the step density is high and the
terrace width is narrow enough for adsorbed species to
reach steps. At a step, the incorporation site is uniquely
determined by bonds from the step (Fig. 28.5). Hence,
homoepitaxy can be achieved through lateral growth
from the steps, inheriting the stacking order of the sub-
strate. Hence, epitaxy is usually carried out on (0001)
face of SiC (usually Si face) misoriented either 3.5◦ for
6H or 8◦ for 4H towards (112̄0) surface. In recent years,
the emphasis has been to use reduced miscut wafers,
such as 4◦-off (0001) wafers, since they provide several
advantages, such as reduction of crystal wastes while
slicing wafers from the ingots and reduction of basal
plane dislocations [28.49]. It is still possible to replicate
substrate polytypes with SiC wafers with smaller off-
cut, but the optimum growth window for good growth
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Fig. 28.5a,b Growth modes and polytypes on 6H-SiC substrate.
(a) 3C-SiC growth by two-dimensional terrace nucleation, (b) ho-
moepitaxy of 6H-SiC by step-flow growth (after [28.20])
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is much narrower. In addition, increased step bunch-
ing is observed when the offcut angle is reduced, thus
resulting in increased surface roughness.

28.3.3 SiC Epitaxial Growth Techniques

The purpose of epitaxy is to create a high-quality layer
of desired thickness with controlled doping concentra-
tion, such as the abrupt p–n junction structure. Various
epitaxial growth techniques have been used to achieve
this goal. In this section, several important non-CVD
epitaxial growth techniques that have been used for
growing SiC are presented.

Liquid-phase epitaxy (LPE) is appealing since it is
a growth process carried out at or close to equilibrium
and thus produces high-quality materials [28.50]. Dur-
ing the LPE process, a SiC wafer, fixed on a graphite
holder, is dipped into Si-based melt, which is heated
to between 1000 and 2000 ◦C in a graphite cru-
cible [28.50–54]. Growth takes place due to mass
transfer from the crucible acting as the C source to the
SiC wafer (seed) in the established temperature gra-
dient. One of the most promising advantages of this
method for SiC epitaxial growth is the potential to close
micropipes emerging from the substrate. LPE epitax-
ial layer grows at low supersaturation compared with
the physical vapor transport (PVT) growth technique, in
which supersaturation is much higher and temperature
fluctuations may easily result in local deviations from
optimal growth conditions, leading to defect formation.
LPE of SiC was shown to be an effective technique
to overgrow micropipes in SiC wafers prepared by
the physical vapor transport (PVT) technique [28.50–
54]. Micropipe closing efficiency of > 80% has been
demonstrated, and the growth rate ranges from sev-
eral micrometer to millimeter per hour. LPE of SiC
requires accurate control of thermal equilibrium con-
ditions to avoid growth of different polytypes at the
same time. It is difficult to control the doping concentra-
tion by LPE. Also the surface morphology of LPE SiC
is rough, and terraces and steps are usually observed
on the surface, which needs to be avoided for device
fabrication.

Molecular-beam epitaxy (MBE) is an ideal tech-
nique for thin epitaxial layer deposition. Gas-source
MBE (GSMBE) has been used for SiC homoepitaxial
growth [28.55,56]. It was found that low substrate tem-
perature (< 1000 ◦C) resulted in deposition of 3C-SiC
instead of replication of the stack sequences of the sub-
strate. The growth rate is typically several nm/h. MBE
has also been used for growing SiC on Si at relatively

low temperature [28.57, 58] to avoid the formation of
the voids that are usually observed in Si substrates at
the SiC/Si interface when CVD techniques are used.
Single-crystal 3C-SiC could be obtained by GSMBE
at temperatures as low as 800–900 ◦C. MBE is suit-
able for low-dimensional modulation-doped structures
or heterostructures of different SiC polytypes in the
quantum regime due to its low growth temperature and
growth rate. However, the thick epilayers required by
high-voltage power device are unlikely to be obtained
by MBE.

28.3.4 Chemical Vapor Deposition

The most common epitaxial growth technique for SiC
is chemical vapor deposition (CVD), which has the
advantages of precise control of the epitaxial layer
thickness and impurity doping combined with a rea-
sonable growth rate and good surface morphology. The
growth temperatures for typical SiC CVD processes
range from 1200 to 1800 ◦C, while the growth pressures
vary from several tens of Torr to atmospheric pressure.

Precursors for SiC CVD Epitaxial Growth
Typical CVD techniques for SiC epitaxial layer growth
employ separate sources of Si and C. Silane is the com-
monly used silicon source, while various choices of
hydrocarbons have been used as carbon source. Both are
introduced into the reactor with a high-purity H2 car-
rier gas. Propane has been the most popular among the
hydrocarbon choices, probably because of its associa-
tion with the first successful demonstration of large-area
epitaxial SiC on Si substrates [28.35], while methane,
ethylene, and acetylene have been used less extensively.
Methane is of interest because of the increased purity
available from commercial sources compared with that
of propane, although the larger thermal stability results
in a smaller C source cracking efficiency [28.59].

Chlorine-based silicon sources, such as SiH2Cl2 and
Si2Cl6, have been used to grow 3C-SiC on Si [28.60,
61]; one advantage is that Cl in the reactor could help
to suppress silicon codeposition. Also, as reported by
Yagi and Nagasawa [28.61], the supplied SiH2Cl2 is de-
composed into SiCl2 and H2 at the growth temperature.
The in situ generated SiCl2 absorption is thought to be
self-limited. Thus, atomic-layer epitaxial growth can be
achieved by alternating supply of SiH2Cl2 and hydro-
carbon. Using this method, Yagi and Nagasawa [28.61]
have grown high-uniformity 3C-SiC on 6 inch Si sub-
strates. The thickness deviation of the SiC film (4215 Å
in thickness) was less than 1.3% over the substrate. Re-
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cently, Miyanagi and Nishino [28.62] used Si2Cl6 as
a silicon source material to grow 4H-SiC. Si2Cl6 is
a safer material than SiH4, but large numbers of etching
pits and scratch-like defects were seen on the resulting
epilayers.

Single-source SiC precursors, such as hexamethyl-
disilane (HMDS) [28.63] and tetramethylsilane [28.64],
have also been studied because they usually have
much lower cracking temperature than that of multiple-
source precursors, which could make lower-temperature
(< 1100 ◦C) SiC CVD possible. However, these chemi-
cals are not available in sufficiently high purity, so their
use will not result in layers with low background carrier
concentration. Also it is impossible to adjust the C/Si
ratio with a single-source precursor, which makes op-
timization of growth conditions difficult. One possible
solution is to use an additional carbon source such as
propane to control the C/Si ratio and hence the back-
ground doping concentration [28.65]. In addition, a few
examples of their use in obtaining reproducible growth
of high-quality SiC epitaxial layer have been reported.
Hence, use of higher-purity chemicals such as silane
and propane offers the best possible routes for growing
layers for high-voltage applications. These chemicals
can be further purified in situ in the reactor using resin-
based purifiers [28.66] .

CVD Reactor Configurations
The most commonly used simple reactor configuration
for SiC CVD has been the quartz horizontal reactor
operating at atmospheric or low pressure (Fig. 28.6).
These reactors can be warm-walled or water-cooled.
Researchers from the National Aeronautics and Space
Administration (NASA) and Kyoto University have
shown that high-quality SiC epilayers can be achieved
using this type of reactor [28.33,67]. The gases used are

RF Quartz tube

OutletInlet

a) b)

Fig. 28.6a,b Schematic drawing of a typical horizontal cold-wall SiC CVD reactor (a) and a horizontal water-cooled
cold-wall reactor in operation at Rensselaer Polytechnic Institute (RPI) (b) (RF – radiofrequency)

silane (SiH4) and propane (C3H8) with a large amount
of H2 carrier gas. Figure 28.6 shows the schematic of
the reactor. The growth rate is determined by the flow
of silane gas, whereas the layer quality and the density
of defects such as cubic SiC inclusions, dopant incor-
porations etc. are strongly dependent on the growth
temperature and the flow rate of propane for a given
growth rate. If the silane flow is increased beyond
a certain value, the morphology of the grown layer de-
teriorates quickly. Growth rates of a few μm/h have
been obtained using this type of system. Nakamura
et al. [28.68] reported epitaxial growth in a hori-
zontal cold-wall system with growth rates of up to
6 μm/h at 1500 ◦C by improving the initial growth
conditions. Procedures to minimize doping and thick-
ness nonuniformities include increasing the carrier gas
flow (decreasing the residence time of the precursor),
reducing the deposition pressure, and tilting the sus-
ceptor with respect to the gas flow. More importantly,
the limited growth rate and parasitic deposits falling
from the ceiling of the reactor wall make it difficult to
grow thick (> 50 μm) SiC epilayers with good surface
morphology.

Vertical cold-wall reactors have also been built and
used to grow SiC with high purity and crystal qual-
ity [28.69–71]. Precursor gases were introduced from
the top of the reactor and the particles falling from the
ceiling in the horizontal cold-wall reactor were avoided.
The susceptor and attached sample were rotated at up
to 1500 rpm to increase uniformity and prevent recir-
culation of the gases in the chamber. This fast rotation
provides a pumping action for the gas flow. A back-
ground impurity level below 1014 cm−3 was obtained
with a growth rate of 5–6 μm/h. Although a similar
growth rate was obtained to that achieved in the hori-
zontal cold-wall reactor, longer growth times could be
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used with the vertical reactor. Thick epilayers up to
50 μm have been obtained using this type of reactor.

In order to reproducibly grow thick, high-quality
epilayers for power device applications, horizontal hot-
wall reactors were proposed by Kordina and cowork-
ers [28.72]. The idea of the hot wall was to obtain very
good heating efficiency together with a high cracking
efficiency of the precursors since gases could be much
more efficiently heated in a hot-wall reactor. Also, since
the system is heated more uniformly, Si droplet forma-
tion just above the sample surface may be suppressed,
and hence a much higher silane flow can be used for
growing SiC. This has been discussed as one of the
problems that limit the growth rate in cold-wall reactors.
Since the reactor walls are all heated (Fig. 28.7), the par-
asitic deposits on the reactor walls are polycrystalline
SiC, which tends to stick to the wall more strongly
than the amorphous SiC or byproducts that stick to the
reactor wall in cold-wall reactors. Due to all these rea-
sons, it is possible to grow SiC in a hot-wall reactor
at a much higher rate and also for longer time without
creating the dusting and surface morphology degrada-
tion that usually occur in cold-wall reactors. Several
researchers have adapted this hot-wall process to grow
SiC, and currently this appears to be the common-
est process to grow SiC epitaxial films. For example,
Kimoto et al. [28.73] have improved on this process,
and have reported very high-purity SiC growth using
this type of reactor. Epilayers with 50 μm thickness
and n-type background doping in the low 1013 cm−3

range have been achieved reproducibly at 1550 ◦C and
80 Torr. With additional mechanical rotation, excellent
thickness uniformity (1% standard deviation over mean
value) and doping uniformity (6% standard deviation
over mean value) have been achieved on 2 inch wafers

RF Quartz tube

Outlet

Graphite foam
insulation

SiC coated
graphite susceptor

SiC substrate

Inlet

Fig. 28.7 Schematic drawing of a typical horizontal hot-
wall SiC CVD reactor. The cross section of graphite wall
is rectangular in shape

using a horizontal hot-wall reactor [28.74]. Recently,
Thomas and Hecht [28.75] reported a planetary hori-
zontal hot-wall reactor with handling capacity of seven
2 inch or five 3 inch wafers. High-quality epilayers
were grown by optimizing the process conditions. Ex-
cellent intrawafer homogeneity (thickness uniformity
standard deviation of 2% of mean, doping uniformity
standard deviation of 9% of mean) as well as wafer-
to-wafer (thickness uniformity standard deviation of
1.6% of mean, doping uniformity standard deviation of
3.3% of mean) on 3 inch wafers have been achieved
using this system. These horizontal hot-wall reactors
with multiple-wafer capability are becoming industry-
standard for growing epitaxial films for commercial
production.

The vertical hot-wall reactor (also called the
chimney CVD reactor) has also been developed as
a high-temperature CVD technique in order to in-
crease growth rates further [28.76–78]. The epitaxial
growth of SiC in this geometry is investigated mainly
for the purpose of growing thick epitaxial layers
for high-power applications. In the chimney reactor,
the high-temperature (1600–1900 ◦C) growth process
enables epitaxial rates of 10–50 μm/h. Under opti-
mum conditions, mirror-like SiC epilayers with low
background doping of low 1013 cm−3 can be ob-
tained. Recently, Danno et al. reported fast epitaxial
growth (14–19 μm/h) on 4H-SiC(0001̄) substrate using
a chimney-type reactor [28.79]. High-quality epilay-
ers with 100% micropipe closing have been grown at
1750 ◦C at C/Si ratio of 0.6. Fujiwara et al. reported the
reduction of stacking faults in fast epitaxial growth by
optimizing initial growth conditions during the heating
process [28.80]. Stacking fault density could be dra-
matically reduced from 1000–9000 cm−2 to 0–5 cm−2.
The vertical hot-wall reactor has also been used in the
author’s own laboratory [28.81] for growing thick epi-
taxial films with high growth rate (> 20 μm/h).

Another type of epitaxial growth, termed sublima-
tion epitaxy, was developed to grow bulk-like thick
SiC, and was one of the first techniques to pro-
duce SiC epitaxial layers. This growth process is
based on heating polycrystalline SiC source material to
1700–2000 ◦C under conditions at which it sublimes
into the vapor phase and subsequently condenses onto
a cooler SiC seed crystal. This is similar to the bulk
growth process. It is possible to achieve high epitax-
ial growth rate (> 2 mm/h) with a stable mechanism,
resulting in high-quality SiC. Thick homoepitaxial
growth of 4H-SiC (50–100 μm) [28.82] and 3C-SiC
(300 μm) [28.83] with high growth rates of 100 μm/h
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and 50 μm/h, respectively, have been demonstrated
using this technique. Specular surface and better qual-
ity layers (compared with substrate) were obtained by
this technique. Recently, Sveinbjornsson et al. reported
higher field-effect channel mobility (208 cm2/(V s)) in
4H-SiC MOSFETs fabricated on sublimation-grown
epilayer compared with that (125 cm2/Vs) fabricated
on a commercial CVD epilayer [28.84]. The mobility
enhancement is attributed to better surface morphol-
ogy of the sublimation epilayer, resulting in less surface
scattering and lower density of interface states [28.85]
as compared with the reference CVD epilayers. How-
ever, good results by sublimation epitaxy can only be
obtained when the growth parameters are carefully con-
trolled within a narrow window. One of the remaining
challenges is to avoid the introduction of impurities
from the growth environment into the epilayers. The pu-
rity of the solid polycrystalline SiC source material is
the most critical issue in the growth of low-doped SiC
by this method.

Recently, a new epitaxial growth process by intro-
ducing chlorinated silicon precursors or simply HCl
addiction was proposed to achieve high growth rate of
SiC [28.86–88]. A high growth rate of 90 μm/h has
been obtained using methyltrichlorosilane (MTS) as
a precursor [28.86], while growth rates of up to 49 μm/h
have been reported using standard silane–propane–
hydrogen growth chemistry with incorporation of HCl
into the gas mixture [28.87]. No significant differ-
ence has been observed in terms of defects, doping
uniformity or thickness uniformity compared with the
standard process without HCl (or chlorinated silicon
precursor). Although the growth mechanism is not fully
understood, it is proposed that the addition of chlo-
rine suppresses Si cluster formation in the gas phase,
which is thought to be responsible for limiting the
growth rate in horizontal cold-wall reactors. Therefore,
epitaxial growth with both high growth rate and spec-
ular surface morphology is possible using this process.
A complete investigation of this process is still ongoing
to obtain high-quality SiC epilayers with even higher
growth rates.

Doping Incorporation Technology
In order to ensure reproducible and reliable SiC semi-
conductor device characteristics, well-controlled dopant
incorporation must be accomplished. Unlike the doping
technology routinely used in the silicon semiconductor
industry, SiC cannot be efficiently doped by diffusion
at SiC growth temperature due to its low diffusion co-
efficient. Doping of SiC epitaxial layers of a device

structure is accomplished either by flowing a dopant
source into the reactor during growth or by implanting
the dopant atoms.

Nitrogen is the most common n-type source for
in situ doping. Since the atomic size of nitrogen
(0.74 Å) is closer to that of carbon (0.77 Å), nitrogen
tends to substitute at C sites to a first approx-
imation, consistent with the reported experimental
results [28.20]. As discussed previously, the bonding
between Si and C atoms in adjacent bilayer planes can
be of either zincblende (cubic) or wurtzite (hexagonal)
nature. Each type of bond provides a slightly altered
atomic environment, making some lattice sites inequiv-
alent in polytypes. In 6H-SiC, three inequivalent sites
are available (two cubic sites and one hexagonal site),
whereas two inequivalent sites are available in 4H-SiC
(one cubic site and one hexagonal site). The ionization
energy will be different when a dopant is incorporated
into different inequivalent sites. The ionization ener-
gies for nitrogen have been reported by several authors,
but the values differ a lot. In general, measurements on
epitaxial layers with higher donor concentration typi-
cally yield lower ionization energy due to Coulombic
interactions with neighboring impurities [28.89]. Also,
experimentally, it was found that the ionization energies
of nitrogen in 4H-SiC are shallower than the corre-
sponding values in 6H-SiC.

In situ nitrogen doping can be realized by pass-
ing nitrogen or ammonia into the reactor during the
growth. However, control of net dopant incorporation
by simply increasing or decreasing the flow of the
dopant source is limited in terms of both reproducibil-
ity and doping range. This doping range is typically
limited to 2 × 1016 –5 × 1018 cm−3 for a nitrogen-doped
n-type layer. If one increases the nitrogen flow fur-
ther, either the growth rate is found to reduce or
the surface morphology is found to deteriorate sig-
nificantly [28.90]. So, an alternative method, termed
site-competition growth, is used to increase the dop-
ing concentration [28.91]. It was found that nitrogen
incorporation was very sensitive to the C/Si ratio em-
ployed during the growth and increased when C/Si
decreased for growth on Si-face substrate (Fig. 28.8b).
This was explained by site competition between nitro-
gen and carbon during the growth: since nitrogen and
carbon occupy the same sites in SiC, decreasing C/Si
will produce more C vacancies in SiC, which will in
turn increase nitrogen incorporation. Use of this tech-
nique has enabled large expansion of the reproducible
doping range, which as a result, now spans from 1014 to
5 × 1019 cm−3.
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Phosphorous is another n-type dopant in SiC. How-
ever, phosphorous appears to have limited potential as
a replacement for nitrogen, especially considering its
larger atomic size and similar ionization energy to the
nitrogen donor [28.91]. Understanding of the location
of phosphorous in the SiC lattice as an isolated impu-
rity, phosphorous-related complexes, and corresponding
electronic levels is still poor. Hall measurements on
phosphorous-implanted SiC epilayers have yielded two
ionization energies: 80 ± 5 and 110 ± 5 meV for 6H-
SiC [28.92] and 53 and 93 meV for 4H-SiC [28.93],
which were assigned to the hexagonal and quasicu-
bic sites of silicon, respectively. Recent research on
phosphorous-implanted SiC indicates that the sheet re-
sistance in high-dose phosphorous-implanted 4H-SiC
is as much as an order of magnitude lower than those
measured in nitrogen-implanted 4H-SiC with compara-
ble doping and thermal processing [28.94]. Thus, there
are some advantages in replacing nitrogen with phos-
phorous for applications where low sheet resistance is
required.

Very little has been reported on in situ dop-
ing of phosphorous in CVD. The phosphorous donor
ionization energy is also only available on phosphorous-
implanted SiC, which generally contains lots of N or
Al background. In one report [28.88] on the site-
competition effect for phosphorous doping, Larkin
reported that phosphorous substitutes at the Si site due
to its similar atomic size (1.10 Å) to Si (1.17 Å). How-
ever, our own experimental results seem to be different
from this conclusion, and it appears that phosphorous
occupies both Si and C sites [28.95].
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Fig. 28.8 (a) Carrier concentration versus N2 flow for CVD of SiC. Increasing C/Si ratio can decrease the carrier
concentration further as shown in (b) (after [28.95])

Aluminum serves as a shallow acceptor dopant in
SiC and can be introduced during growth, or afterwards
by implantation. In contrast to nitrogen, the aluminum
acceptor resides at the Si lattice sites. Its ionization en-
ergy is only weakly dependent on polytype or to lattice
sites h, k. The scatter of published data ranges from
190 meV [28.96] to 280 meV [28.97]. The in situ incor-
poration of Al strongly depends on the C/Si ratio during
growth. Increasing C/Si will increase the Al doping
concentration.

Boron is another acceptor dopant in SiC. During
epitaxial growth, a considerable amount of hole-
passivating hydrogen is simultaneously incorporated
into the growing B-doped CVD epilayer. Postanneal-
ing at 1700 ◦C in Ar is usually used to dissociate B–H
and better activate the B acceptors [28.91]. Although
the atomic size of boron (0.82 Å) is closer to that of
C (0.77 Å), B–H has an atomic size (1.10 Å) more
closely matched with that of Si (1.17 Å) and therefore
should occupy Si sites. Experiments have also shown
that boron incorporation increases with C/Si [28.91],
which is in agreement with the site-competition the-
ory. However, this does not imply that boron substitutes
exclusively at Si sites. Experiments have shown that
a small amount of boron can also occupy C sites and
form an energetically deep complex termed a D-center.
The energy level for the boron at the Si site is about
300 meV, as measured from the top of the valence band.
The deeper center is about 600–700 meV above the va-
lence band and manifests itself optically by producing
donor–acceptor pair spectra at low temperature [28.97].
Its existence was also confirmed by deep-level transient
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spectroscopy (DLTS) spectra [28.96]. The formation of
shallow boron acceptors and deep D-centers can be ad-
justed during the doping process by the site-competition
effect. Use of higher C/Si during growth will reduce the
carbon vacancies, thus producing more shallow boron
acceptors.

Epitaxial Growth
on Nonstandard Crystal Orientations

After the success of epitaxial growth on off-axis
(0001)Si-face substrate, growth on many other crystal-
lographic faces of SiC has also been investigated. Most
of the epitaxial growth studies on nonstandard crystal
planes have focused on 4H-SiC due to its electronic
properties advantages over 6H-SiC. Figure 28.9 shows
schematics of several selected 4H-SiC lattice planes.

Epitaxial growth on (0001̄)C-face substrate has been
carried out by CVD and compared with growth on
(0001)Si face. SiC (0001̄)C face has a different surface
atom configuration from (0001)Si face, and the elec-
tronegativity of Si and C atoms is different. This brings
about various polarity dependences in chemical reactiv-
ity, growth kinetics, impurity incorporation efficiency,
thermal oxidation rate, and oxide–SiC interface prop-
erties. SiC (0001̄)C face has shown superior properties
of faster oxidation rate [28.98] and low surface rough-
ness [28.96] compared with Si(0001) face. Therefore, it
shortens the extremely time-consuming oxidation pro-
cess on SiC(0001) and it is possible to obtain higher
channel mobility of SiC MOSFETs due to reduced sur-
face roughness scattering. Although it was found that
the growth window on (0001̄)C face is narrower and
the background doping level is higher compared with
growth on (0001)Si face [28.97], high-quality epilayer
with a background doping of mid-1014 cm−3 has been
obtained following the development of the hot-wall
CVD reactor [28.99]. The nitrogen donor incorpora-
tion efficiency has been found to be higher on (0001̄)C
face, while the aluminum acceptor incorporation effi-
ciency on (0001̄)C is lower compared with on (0001)Si
face [28.100–102].

Epitaxial growth of 4H-SiC on (11̄00) and (112̄0)
faces has also been investigated with the motivation to
improve the SiC MOSFET channel mobility [28.103].
Both faces are perpendicular to the (0001) face, as
shown in Fig. 28.9b,c, respectively, and no intentional
off-angles are required for these faces to realize ho-
moepitaxy of 4H-SiC, owing to the appearance of
stacking information on the surface. The surface mor-
phology of epitaxial layers grown on (11̄00) face was
found to be very poor, whereas the resulting SiC(112̄0)

4H-SiC (0001)

4H-SiC (0001
–
)
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Fig. 28.9a–d Schematic of the selected lattice planes of 4H-SiC.
(a) 4H-SiC(0001) and (0001̄), (b) 4H-SiC(11̄00), (c) 4H-SiC(112̄0),
and (d) 4H-SiC(033̄8)

epitaxial surface morphology was comparable to or
even better than those grown on off-axis (0001)Si face.
Although threading screw dislocations and edge dis-
locations parallel to the c-axis are present in (112̄0)
substrate, they are found not to propagate into epi-
layers. Extremely smooth and micropipe-free layers
have been obtained by epitaxial growth on (112̄0)
substrate [28.104, 105]. Growth rates on (11̄00) and
(112̄0) faces are almost the same as that on off-axis
(0001) under the same conditions. The C/Si ratio de-
pendence of dopant incorporation has been observed
for epitaxial growth on (112̄0) substrate [28.102, 105].
When nitrogen was introduced, epitaxial layers grown
on (112̄0) always showed higher donor concentration
than on off-axis (0001). Although nitrogen incorpora-
tion was suppressed by increased C/Si ratio on (112̄0),
the C/Si dependence was weaker on (112̄0) epilayers.
A background doping concentration of low-1014 cm−3

for (112̄0) epilayers can be achieved by increasing the
C/Si ratio. In contrast to nitrogen doping, the acceptor
(both Al and B) concentration of (112̄0) epitaxial layers
was lower than that of off-axis (0001) epitaxial layers
under identical growth conditions.

To avoid propagation of defects along growth di-
rection, SIXON Ltd., Japan, [28.106] developed crystal
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growth of 4H-SiC along the 〈033̄8〉 direction which is
inclined to the c-axis by 54.7◦ as shown in Fig. 28.9d.
During the bulk growth, defects along the 〈0001〉 direc-
tion propagate diagonally and terminate to the side of
ingot. Epitaxial growth on (033̄8)4H-SiC has shown im-
proved surface morphology [28.105, 107]. Microsteps
and triangular defects have not been observed on the
surface, and almost perfect micropipe closing has been
realized in 4H-SiC(033̄8) epitaxial growth. Growth rate
on (033̄8) is the same as on an off-axis (0001)Si face un-
der the same conditions. Similar dopant incorporation
efficiency as that on (112̄0) has been found for epilay-
ers on (033̄8). The C/Si ratio dependence of impurity
incorporation is intermediate between the case of the
(0001)Si face and the (0001̄)C face. A background dop-
ing of low 1014 cm−3 can be achieved on (033̄8), similar
to that on (112̄0).

Based on the experimental results, impurity incor-
poration in SiC growth is believed to be dominated
mainly by surface bond configuration. Since both Al
and B atoms occupy Si sites to form acceptors in SiC,
the doping efficiency of these impurities may depend
on the number of chemical bonds available from the
surface C atoms. On (0001)Si plane, three bonds are
available from neighboring C atoms on the surface,
while two bonds are available from surface C atoms
on (112̄0) and (033̄8). On (0001̄)C face, only one bond
is available from the top C atom. This difference may
be the reason why the doping efficiency of Al or B on
(112̄0) and (033̄8) faces is lower than on (0001)Si face
but higher than on (0001̄)C face. In a similar manner,
N doping may be influenced by the number of chemical
bonds from the surface Si atoms, as N atoms substitute
at C sites. Therefore, nitrogen incorporation on (112̄0)
and (033̄8) faces is more efficient than on (0001)Si face
and less efficient than on (0001̄)C face.

The MOS interface properties of these nonstandard
faces have also been studied to explore potential advan-
tages for SiC power MOSFET applications. Although

the interface state density (Dit) of the 4H-SiC(0001)
MOS structure exhibits a rapid increase near the
conduction-band edge, those on the other faces ex-
hibit a rather flat Dit distribution. (0001̄), (112̄0), and
(033̄8) have about one order of magnitude lower in-
terface density near the conduction-band edge than
(0001) [28.108]. As known, the extremely high Dit
near the band edge causes trapping of electrons in-
duced in the inversion layer and significantly reduces
the channel mobility of SiC MOSFETs [28.109]. Pla-
nar MOSFETs fabricated on 4H-SiC(0001), (0001̄),
(112̄0), and (033̄8) faces have shown that the ef-
fective channel mobility of those nonstandard faces
is 2–3 times higher than that on (0001) face. Al-
though the reason for this crystal face dependence is
unclear, bond configurations and the polarity of non-
standard surfaces might lead to an intrinsic difference
in chemical reactivity during oxidation and to a re-
duced number of electrically active states near the band
edge. Recently, Kimoto et al. reported a new oxida-
tion process using N2O to reduce the interface state
density [28.110]. The interface state density near the
conduction-band edge was found to be much lower
on 4H-SiC(0001̄) and (112̄0) (≈ 3 × 1011 (/cm2 eV))
than on 4H-SiC(0001) (≈ 1 × 1012 (/cm2eV)) with N2O
oxidation. A significant improvement of the chan-
nel mobility in SiC MOSFETs fabricated on (0001̄)
(> 30 cm2/(V s)), and (112̄0) (> 70 cm2/(V s)) epilay-
ers has been achieved [28.111, 112]. 4H-SiC(0001̄),
(112̄0), and (033̄8) faces are promising for MOS-based
devices owing to the superior properties of the MOS in-
terface. Note that research on (033̄8) epitaxial growth
and device applications is still limited due to the lack
of substrates. All results have been reported by SIXON
Ltd. and Kyoto University. Even though these orien-
tations may have better device properties, the lack of
availability of these wafers at lower cost may limit
widespread use, and most epitaxial work will still be
carried out on (0001)Si wafers.

28.4 Epitaxial Growth on Patterned Substrates

Epitaxial growth of SiC provides in situ doping of as-
grown layers and better crystal quality as compared
with ion implantation. Step-controlled epitaxy has been
used at lower temperature (< 1800 ◦C) for high-quality
crystal growth, avoiding SiC sublimation and surface
roughening during growth. Therefore, if selective dop-
ing of SiC can be achieved via epitaxial growth, then

it provides a promising alternative to ion implantation
in SiC processing. There are two essential means to
realize selective doping by epitaxial growth. One is to
apply blanket growth on a trenched substrate, followed
by a polishing process to remove excess epilayers on
the mesas. The other is to use selective growth with
a high-temperature mask that could be selectively re-
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Fig. 28.10a,b Schematic of selective doping of SiC by epi-
taxial growth. (a) Blanket epitaxial growth followed by
polishing to remove excess epilayers, (b) selective epitaxial
growth followed by mask removal

moved after growth. These two processes are illustrated
schematically in Fig. 28.10.

A few trials of homoepitaxial CVD growth of SiC
on a trenched substrate have been reported. Nordell
et al. [28.113] investigated the growth behavior at var-
ious C/Si ratios and temperatures. It was found that
a low C/Si ratio gave smooth growth and small differ-
ences in growth rates between different lattice planes.
A larger C/Si ratio gave more faceted growth, and the
growth rate was lower in the 〈11̄00〉 direction than in
the 〈112̄0〉 direction. Chen et al. [28.114] also carried
out homoepitaxial CVD growth on trenched 4H-SiC
substrate. Similar growth behavior was observed near
trenches. It was found that the growth rate on trench
side walls was usually lower than that on the bottom
of a trench and on the top surface, and this difference
became smaller with decreasing C/Si ratio. Growth on
mesas oriented parallel to the substrate miscut direction
showed clear step-flow growth, while growth on mesas
oriented perpendicular to the miscut direction revealed
the formation of (0001) plane. These studies focus more
on crystal growth behavior; applications on device fab-
rication have hardly been reported.

Epitaxial growth on patterned substrates, specif-
ically, 4H-SiC mesas, has been carried out at
NASA [28.115–118]. 4H-SiC substrates were patterned
with a series of mesas of various shapes and sizes (such
as squares and hexagons) by dry etching techniques.
When epitaxial growth is carried out on these sub-
strates, step-free surfaces are obtained provided that the
mesas do not contain any screw dislocations. Such tech-
niques have been used to provide step-free large-size

mesas up to 200 μm × 200 μm. Such mesas have been
used for growth of cubic SiC or hexagonal GaN lay-
ers. The results from these studies have been reviewed
before [28.117] and will not be repeated here.

28.4.1 Selective Epitaxial Growth

Selective epitaxial growth is a well-established tech-
nique for Si [28.119] and GaN [28.120, 121]. However,
only a few works have been reported on selective
growth of SiC. This is not surprising since high growth
temperature above 1450 ◦C is generally required to
grow high-quality epilayers of SiC by chemical va-
por deposition. This high growth temperature makes it
a challenge to identify an appropriate mask for selective
epitaxial growth of SiC.

Several groups [28.122, 123] have demonstrated
low-temperature (≈ 1000–1200 ◦C) selective deposi-
tion of 3C-SiC on Si substrate using SiO2 and Si3N4 as
the mask. Two conflicting requirements became appar-
ent: high growth temperatures were needed to produce
the best crystal quality 3C-SiC films, but low growth
temperatures were needed to minimize damage to the
mask. Polycrystalline 3C-SiC was usually deposited in
unmasked window when the temperature was lowered
to avoid significant damage to the mask. In addition,
delamination of dielectric mask was often observed.
To improve selectivity, HCl was sometimes added to
the carrier gas [28.124]. Lateral epitaxial overgrowth
(LEO) has also been studied, and it was found that
defect density in the LEO region was significantly
reduced compared with films grown directly on Si sub-
strate [28.125, 126].

Selective growth at higher temperature requires
masks that can withstand the growth temperature of
> 1500 ◦C. One such mask is graphite. Recently, ho-
moepitaxial selective growth of SiC has been reported
using graphite mask [28.127–129]. Chen et al. investi-
gated selective homoepitaxial growth of 4H-SiC on off-
axis (0001) and (112̄0) substrate at 1500 ◦C [28.128].
Polycrystalline 3C-SiC was observed on the graphite
mask, and laterally overgrown polytype was identi-
fied as 3C-SiC in contrast to the 4H-SiC grown in
window openings. Local epitaxy and lateral epitaxial
overgrowth of SiC were even studied by using phys-
ical vapor transport (PVT) [28.129]. A lateral/vertical
growth rate ratio of 6 was achieved. It was found that
dislocations in the substrate propagated only into epi-
layers grown above the seed regions but not into the
lateral overgrown region. The apparent disadvantage of
the graphite mask is that the mask itself could act as
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a carbon source during high-temperature SiC epitaxial
growth. This results in local variation in the C/Si ratio,
which affects local crystal growth behavior and the dop-
ing concentration of grown layers. Also, polycrystalline
SiC deposition on the mask interferes with the lateral
growth. Because of these limitations, it is better to iden-
tify another mask that will withstand the high growth
temperature but that will not cause contamination of the
layer itself.

28.4.2 Selective Epitaxial Growth
of 4H-SiC Using TaC Mask

At RPI, we have used TaC as the high-temperature mask
for growing SiC selectively. Some salient features of
this selective growth will now be presented, followed
by some device results.

The mask to be used for selective epitaxial growth
of SiC essentially needs to be stable under high tem-
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Fig. 28.11a,b XPS spectra of the Ta- and TaC-coated SiC wafer. (a) Wide-scan XPS spectra for sample 1 and 2 which
have as-deposited 600–700 Å Ta film on the SiC. Sample 2 has been kept in C3H8/H2 ambient at 1300 ◦C for 15 min.
(b) XPS spectra from Ta4f for sample 1 and 2. They are fitted with Gaussian peaks which are assigned to Ta (Ta4f7/2:
22.4 eV, Ta4f5/2: 24.0 eV) Ta2O5 (Ta4f7/2: 26.3 eV, Ta4f5/2: 28.2 eV), TaC (Ta4f7/2: 23.5 eV, Ta4f5/2: 25.3 eV)

perature (> 1400 ◦C) in hydrogen ambient. Silicon
oxide and silicon nitride are commonly used masks
for selective growth of silicon and III–V compound
semiconductors [28.119, 130, 131]. However, they are
etched very quickly in hydrogen ambient under high
temperatures and can be used only at relatively low tem-
perature (≈ 1000 ◦C). TaC is a well-known refractory
material with high melting point and high chemical re-
sistance. TaC-coated components have been used with
success in conventional vapor-phase epitaxy (VPE) of
SiC [28.132]. In addition, TaC has been successfully
used as a coating of the graphite susceptor in SiC epi-
taxy [28.95, 133].

A TaC mask was prepared by converting Ta to
TaC in a CVD reactor. Specifically, high-purity Ta
metal (99.999%) was first evaporated by electron-beam
evaporation and patterned. Ta-coated SiC wafers were
then placed in the CVD reactor, and the chamber was
pumped down to 5 × 10−6 Torr using a turbo pump be-
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Mask

Jd

Je
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y

xw/2–w/2 0

z

Fig. 28.12 Schematic of reactant species motion on the
mask surface, taking into account surface diffusion

fore the susceptor was heated up. The wafers were then
kept at 1300 ◦C in 180 ppm C3H8 diluted in H2 ambient
under 100 Torr pressure for 15 min. After the carburiza-
tion process, the color of the mask changed from grey to
golden yellow. X-ray photoelectron spectroscopy (XPS)
has been used to confirm the formation of TaC, as
show in Fig. 28.11. Sample 1 has as-deposited Ta on the
surface whereas the carburization process was carried
out on sample 2. Figure 28.11a shows wide-scan XPS
spectra of the samples. The main peaks correspond to
tantalum (Ta4s, Ta4p, Ta4d, and Ta4f), carbon (C1s),
and oxygen (O1s). It is clear that the carbon fraction
(18 and 31.5% for samples 1 and 2, respectively) in-
creases after the carburization process. Also notice that
some oxygen is present on the top surface of the films
and that the amount of oxygen decreases after the car-
burization process. The same analysis was carried out
for both samples at a depth of 100 Å below the surface
(materials near the surface were removed by Ar+ ion
sputtering). The analysis shows that the amount of oxy-
gen decreases significantly with depth. It is likely that

a) b) c)

Mask Mask

Mask DFW DFW DFW DFW

Polycrystalline deposition

Fig. 28.13a–c SEM viewgraph of SiC
polycrystal deposition on TaC mask
at 1833 K. Flow rate is 2.24 sccm for
both SiH4 and C3H8. Growth pres-
sure is 80 Torr. Width of the mask is
(a) 100 μm, (b) 500 μm, (c) 1000 μm,
while M : W = 1

the oxygen near the surface of the film is from natural
oxidation.

Figure 28.11b shows high-resolution XPS spec-
tra from Ta4f for samples 1 and 2. They are fitted
with six Gaussian peaks, which are assigned to Ta
(Ta4f7/2: 22.2 eV, Ta4f5/2: 24.0 eV), Ta2O5 (Ta4f7/2:
26.2 eV, Ta4f5/2: 28.0 eV) and TaC (Ta4f7/2: 23.4 eV,
Ta4f5/2: 25.4 eV). The binding energies are close to
those reported elsewhere [28.134, 135]. Particularly,
comparing the results with the work by Gruzalski and
Zehner [28.134], who determined core-level binding
energies of TaCx over the range 0.5 < x < 1.0, the car-
burized film here corresponds in composition to TaC1.0.

The growth selectivity with a TaC mask is sig-
nificantly dependent on the growth conditions. Poly-
crystalline film deposition occurs on the mask under
nonoptimized conditions. The polycrystalline deposi-
tion on the masks is closely related to the surface
concentration of the reactant species. Figure 28.12
shows a schematic diagram of the motion of reactant
species on the mask region, taking account of surface
diffusion. The reactant species arrive on the mask re-
gion with a flux density of Jd, migrate on the mask
surface during a mean surface lifetime of τs, and then
desorb from the mask surface and re-evaporate with
a flux density of Je. In general, the surface concentra-
tion of reactant species on the SiC surface could be
assumed to be negligibly small due to the homoepitaxial
incorporation of the species.

However, the surface concentration on the mask
area cannot be neglected because the reactant species
arriving on the mask surfaces are difficult to be incor-
porated into adsorption sites. Thus, the reactant species
that arrive on the mask within a diffusion length (λs) of
the edge of the window opening are incorporated into
the substrate during epitaxial growth, and the surface
concentration distribution across the mask is dependent
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on the surface diffusion length, which determines the
profile of polycrystalline deposition.

Figure 28.13 shows the polycrystalline growth on
a mask and the defect free width (DFW) when the mask
widths are very large; this experiment gives an approx-
imate surface diffusion length of the growth species on
the TaC mask.

28.4.3 Orientation Dependence
of SiC Selective Growth

A circular pattern was first used to study the orientation
dependence of the selective growth of SiC. The circu-
lar pattern consists of 5 μm wide mask windows spaced
every half degree as spokes of a wheel. The patterned
sample was then carburized and SiC was grown in the
CVD reactor. The flow rates were 1.2 and 1.2 sccm for
C3H8 and SiH4, respectively, using H2 as the carrier
gas. The epilayers were grown at 1550 ◦C under 80 Torr
pressure, which would result in nominal planar growth
rate of 3–4 μm/h. The growth lasted for 1 h.

Figure 28.14 shows tilted top views of selectively
grown SiC window stripes along different directions.
When the window stripes are parallel to the 〈112̄0〉
miscut direction, the growth on the exposed area fol-
lowed the substrate orientation, and the top surface
was smooth and specular (Fig. 28.14a). However, when

8°

(0001) facet (0001) facet

a) b) c)

〈112
–
0〉

〈112
–
0〉

Fig. 28.14a–c Top view of the selective growth of 4H-SiC when window openings are along: (a) 〈112̄0〉 miscut direction,
(b) direction between 〈112̄0〉 and 〈11̄00〉, (c) 〈11̄00〉 direction

the window stripes were aligned along 〈11̄00〉, the
growth on the window stripes developed (0001) facet
(Fig. 28.14c). For window stripes along a direction be-
tween 〈112̄0〉 and 〈11̄00〉, (0001) facet intersected the
8◦ off (0001) fronts and the extent of (0001) facet de-
pended on the angle between the stripe orientation and
the 〈112̄0〉 miscut direction.

To explain the formation of the (0001) facets,
the effect of substrate offcut orientation has to be
taken into account. As mentioned above, off-axis 4H-
SiC(0001) 8◦ miscut towards 〈112̄0〉 was used in this
work. When the stripe direction is along 〈112̄0〉 mis-
cut, there is no restriction on the step-flow growth.
New steps are continuously available and facet devel-
ops starting from the edges of the selective epitaxial
layer. However, when the selective growth opening is
along the 〈11̄00〉 direction, step flow was restricted
within the opening window and pure step-flow growth
makes all steps to move out of the edge, as depicted
in Fig. 28.15. Cross-sectional scanning electron mi-
croscopy (SEM) of selectively grown films in 〈11̄00〉
strip openings indicated good agreement of w/h ra-
tio with the schematic shown in Fig. 28.15. When the
growth opening window is aligned between 〈11̄00〉
and 〈112̄0〉 with an angular displacement larger than
20◦ from these two orientations, step-flow growth is
dominant, although partially restricted due to the angu-
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Fig. 28.15a–c Schematic images of the (0001) facet for-
mation on 4H-SiC off (0001) axis towards 〈112̄0〉 sub-
strate: (a) after selective growth, (b) after selective growth
for a short time, (c) after selective growth for a longer
time

lar displacement between step orientation and opening
window orientation. Therefore, (0001) facet was formed
within the growth window, whereas the percentage
of the window occupied by (0001) facet does not
increase significantly with increasing angular displace-
ment from 〈112̄0〉.

The morphology of growth on (0001) facet was
rougher, whereas smoother surface was observed on 8◦
off-axis growth front (Fig. 28.14a–c). It is likely that
some 3C-SiC may have also nucleated on (0001) facet
at relatively low temperature (≈ 1550 ◦C). Similar facet
formation was also reported by Chen et al. [28.136] dur-
ing SiC deposition on mesa structures of 4H-SiC(0001)
substrate. Since step-flow growth dominated on the off-
axis SiC surface, the flat and specular epilayers without
3C-SiC were grown on the off-axis surface. There-
fore, when selective epitaxial growth on planar off-axis
substrate is designed for device fabrication, growth

TaC mask

Etched region

Fig. 28.16 In situ etching, instead of growth, occurs if
SiH4 flow is reduced by half compared with that used for
Fig. 28.14. Note that the mask is intact after etching. SiH4

flow rate: 0.6 sccm

window openings should be aligned along the miscut
orientation.

It is worth mentioning that the TaC mask can also
act as an in situ etching mask instead of a selective
growth mask. When the silane flow rate was reduced
to half that used in Fig. 28.14 under otherwise identical
conditions, 3 μm/h etching was obtained in unmasked
region (Fig. 28.16). The mask itself was not etched, and
etching of SiC under the mask left the mask hanging
over the edge of the mesa. The mask peeled off during
dicing for SEM observation, indicating that it was in-
tact after etching. In situ etching studies using various
gases have been carried out previously [28.95], and it
was pointed out that the etch rate increases with increas-
ing temperature under otherwise identical conditions.
On the other hand, reactive atomic hydrogen is con-
cluded to play a key role in etching of SiC. Therefore,
the most plausible reasons for selective etching of SiC
are: (1) the local temperature of the window opening
region is higher than the nominal measured tempera-
ture of the susceptor since the conditions resulting in the
etching of TaC-coated wafer are still within the growth
window for a bare SiC substrate in our horizontal cold-
wall CVD system, and (2) Ta at high temperature may
produce atomic hydrogen that may enhance the etching
rate of SiC.

28.4.4 Effects of Mask-to-Window Ratio
(M : W ) on SiC Selective Growth

As mentioned previously, selective in situ etching oc-
curred with lower SiH4 flow, even though the same
conditions result in growth when a bare SiC substrate
is used. It is evident that the mask itself has an influ-
ence on the selective growth and/or etching. In order
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M

Fig. 28.17 Schematic of the linear pattern with varied mask
(M) and window opening (W) width. M and W varied
from 2 to 1000 μm. Pitch width (P) = mask width (M)
+ window opening width (W)

0 500 1000 1500 2000 2500

Growth rate (µm/h)

Pitch width (µm)

7

6

5

4

3

2

1

0

0 50 100 150

5.8
5.6
5.4
5.2

5
4.8
4.6
4.4
4.2

4

Slope = 0

Slope = 0.05

Slope = –0.025

Fig. 28.18 Plot of selective growth rate as a function of
pitch width. Pitch width (P) = mask width (M) + win-
dow width (W). M : W = 1. Flow rate is 2.24 sccm for
both SiH4 and C3H8. Growth temperature and pressure
are 1833 K and 80 Torr, respectively. The insert shows an
expanded plot for pitch width ≤ 100 μm

Step-flow
growth
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Miscut direction2 µm2 µm
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Fig. 28.19 (a) Top and (b) cross-sectional views of ridged layer
grown an 4H-SiC(0001) substrate miscut towards 〈112̄0〉 direction.
Stripes are along 〈112̄0〉 miscut direction

to identify the effects of the mask during the process,
a linear pattern with varied mask and window opening
width (Fig. 28.17) was made on the same substrate. This
assures that the local conditions, such as temperature,
precursor flow, pressure etc., for each window open-
ing are the same. Therefore, different growth and/or
etching behaviors, if any, are basically due to the exis-
tence of the mask. The growth was carried out on such
a patterned substrate at temperature of 1560 ◦C under
80 Torr while the flow rate was kept at 2.24 sccm for
both SiH4 and C3H8. Figure 28.18 shows a plot of selec-
tive growth rate versus pitch width (pitch width = mask
width (M) + window width (W)) when the mask width-
to-window width ratio (M : W) was kept at 1. As can be
seen, the selective growth rate increases with increas-
ing pitch width when the pitch width is below 100 μm,
indicating that the growth process rather than etching
is dominant under these conditions and is enhanced by
diffusion of species from the mask.

The enhanced growth due to the supply of the re-
actants from the mask is also illustrated by the ridge
growth at the edges of the mask, as shown in Fig. 28.19.
Since the window stripes were patterned along the
〈112̄0〉 miscut direction, miscut steps were provided
continuously. Excess species supplied laterally from the
mask could be easily incorporated at step sites near
the edge. Therefore, the step-flow growth velocity be-
came higher than that at the center area of the window
opening. Figure 28.20 shows a schematic diagram of
the vicinal surface and ridge growth due to the diffu-
sion of species from the mask to the window. Step-flow
growth occurs not only along but also perpendicular to
the miscut direction.

However, the selective growth rate decreases with
further increasing of the pitch width (≥ 200 μm). The
growth rate reduces from 5.5 to 0.9 μm/h when the
pitch width increases from 200 to 2000 μm. As is well
known, both growth and etching process exist during
SiC epitaxy and the etching process could be dominant
under certain circumstances (e.g., higher temperature or
lower precursor flow). In this experiment, the growth
conditions were identical for all window openings since
they were patterned on the same substrate and growth
was carried out in the same run. It is believed that the
decreased growth rate with increasing mask width is
due to the enhanced etching by the mask. The enhanced
etching process is probably caused by the production of
atomic hydrogen by tantalum at high temperature, simi-
lar to the well-known hydrogenation catalysis by metals
such as palladium [28.137]. Therefore, a larger area of
the mask results in more atomic hydrogen and thus more
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Miscut direction

Window opening

Step-flow growth

Surface steps
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Window openingb)

Fig. 28.20a,b Schematic of (a) (0001) vicinal surface and
(b) ridge growth of the edge of the mask. Note that
step-flow growth is along the directions parallel and per-
pendicular to miscut direction due to excess supply of
species from the mask to the edge of window openings
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Fig. 28.21 Arrhenius plot of the etch rate of 4H-SiC as
a function of temperature at different C3H8 flows. Reactor
pressure is 100 Torr

etching of SiC in the vicinity. It is worth mentioning
that significant etching of about 30 μm in 30 min has
been obtained when growth was carried out on a pat-
terned substrate with > 90% of the surface covered by
the mask [28.90].

Based on the studies of growth rate as a function
of mask layout, it is evident that the growth process is
dominant and that growth is enhanced by reactant diffu-
sion from the mask when the mask is narrow (< 100 μm
in this study). This increase in growth rate is limited
by the surface diffusion rate of reactant species on the
mask. However, the etching process competes with the
growth process when the mask area becomes larger, and
the growth rate decreases (or even etching occurs) with
further increases in mask width.

28.4.5 Effects of C/Si Ratio
on SiC Selective Growth

It has been found from in situ etching study of
SiC [28.95] that adding a small amount of C3H8 in-
creases the hydrocarbon pressure and hence suppresses
the etching of SiC. Figure 28.21 shows the variation of
etch rate of a bare 4H-SiC substrate at different C3H8
flows, for etching carried out at temperature range of
1800–1900 K in hydrogen ambient. Therefore, chang-
ing the C3H8 flow during the growth with fixed SiH4
flow would change the formation of hydrocarbon in the
chamber and hence the etching of SiC. Figure 28.22
shows the dependence of selective growth rate on C/Si
ratio at different pitch widths and M : W ratios. When
the C/Si ratio is low (= 1), the etching process is dom-
inant and no mask-enhanced growth is observed for
narrow mask width (≤ 100 μm), as observed previously.
The selective growth rate decreases with increasing
mask width, and almost no growth is obtained when the
mask width was increased to 1000 μm. On a nonmasked
wafer, such growth conditions would result in about
3 μm/h growth rate. With increasing of the C/Si ratio, as
expected, the growth rate increases for all investigated
pitch widths. Mask-enhanced growth for pitch width
≤ 100 μm is observed for C/Si ratio of both 3 and 6,
and the growth rate saturates with further increasing of
the mask width.

Decreased growth rate with increasing M : W ratio
for pitch width of 500 μm is obtained for a C/Si ratio
of 1 and 3, as shown in Fig. 28.22. However, mask-
enhanced growth, instead of etching, is achieved for
pitch width of 500 μm for a C/Si ratio of 6, indicating
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Fig. 28.22 Plot of selective growth rate as a function of
pitch width at various C/Si ratios. Pitch width P = mask
width (M) + window width (W). M : W = 1. Flow rate of
SiH4 is kept at 2.24 sccm. Growth temperature is 1813 K.
Growth pressure is 80 Torr

that the etching process during epitaxy is suppressed by
additional C3H8 flow.

28.4.6 Mechanism of Selective Etching
and Effect of Atomic Hydrogen

It is worth pointing out that growth is obtained
(Fig. 28.23) for extreme M : W = 1000 μm : 5 μm at
a C/Si ratio of 6 with SiH4 flow of 2.24 sccm, while se-
lectivity is insignificantly deteriorated. It is evident from
the experiment that in situ selective etching is enhanced
by atomic hydrogen produced by the mask under high

5 µm

Fig. 28.23 Cross-sectional view of selective growth with
M : W = 1000 μm : 5 μm at C/Si = 6. Flow rate of SiH4 is
kept at 2.24 sccm. Growth temperature is 1813 K. Growth
pressure is 80 Torr

temperature, which could be suppressed by increasing
the C3H8 flow. Increasing the C3H8 flow is believed to
be the most effective way to suppress in situ etching
of SiC using a TaC mask without greatly deteriorating
selectivity.

28.4.7 Fabrication of 4H-SiC p–n Junction
Diodes Using Selective Growth

To illustrate the efficacy of selective growth for device
fabrication, p–n junction diodes have been fabricated
using selectively grown SiC. The starting wafer is com-
mercial 8◦ off (0001)Si face, p-epitaxial layer grown
on p+ 4H-SiC substrate from CREE Research Inc. The
nominal thickness and Al doping of the p-epilayer are
12 μm and 9.3 × 1015 cm−3, respectively. Fabrication
was started by cleaning the wafers using a standard
solvent degrease, Piranha clean, and RCA clean. Align-
ment marks were then trenched using CHF3/O2 plasma
through a titanium/nickel transfer mask while the metal
mask was prepared using a lift-off process. Next, refill
regions were formed by reactive ion etch (RIE) through
an oxide mask. In this step, ≈ 600 Å tantalum was first
deposited using an e-beam evaporator and a masking
oxide was then deposited, patterned, and etched us-
ing a combination of dry and wet processes to open
the refill window. Two etch steps followed to form re-
fill trench. Tantalum and SiC trench were etched using
CF4/O2 and CHF3/O2 plasma, respectively. The etched
trenches were about 1.5 μm deep. After the trench etch-
ing, the masking oxide was stripped using buffered
oxide etch (BOE). Since both tantalum and SiC are in-
ert to BOE at room temperature, it is safe to use BOE
for oxide removal. Next, the wafer was loaded into the
horizontal cold-wall reactor and tantalum film was then
converted to tantalum carbide by exposing the wafer
in propane/hydrogen ambient at 1300 ◦C for 15 min as
described previously. Epitaxial growth of SiC was car-
ried out at temperature in the range of 1500–1600 ◦C.
Silane, propane, and nitrogen were used as the precur-
sors with hydrogen as the carrier gas. The flow rates
of silane, propane, nitrogen, and hydrogen were kept
at 2.2, 3.7, 8sccm, and 12.5 slm, respectively, during
the growth. The RIE-etched trenches were refilled by
nitrogen-doped n-type epitaxial film grown by selec-
tive epitaxy. The doping concentration was measured
by mercury probe capacitance–voltage (C–V) using an
epilayer grown on planar substrate under the same con-
ditions. The TaC mask was then removed after selective
growth using wet etchant. Subsequently, diodes were
fabricated using standard contact procedure.
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The forward and reverse current–voltage (I–V )
characteristics of a square-trench (250 μm×250 μm) re-
filled diode were first compared with those of a mesa
etched PIN circular diode. Similar I–V characteristics
were observed for both diodes, indicating that damage
from the RIE etching might have been cured during epi-

taxial growth and that the junction interface is as good
as that in a PIN diode fabricated by planar epitaxial
growth. The difference in the forward I–V character-
istic at higher current is possibly due to the higher
series resistance of the p-type base of the trench refilled
diode.

28.5 Conclusions

In this chapter, some basic properties of SiC and its epi-
taxial growth process have been described. Most of the
early epitaxial growth was carried out using propane
and silane in a horizontal cold-wall reactor. In recent
years, hot-wall reactors have been developed for SiC
growth, allowing much higher growth rate with very
good surface morphology and very low background
doping concentration. High-voltage (> 10 kV) power
devices have been demonstrated. Epitaxial growth of
SiC on bulk SiC substrates has advanced significantly

during the last decade, and commercial SiC devices
have been introduced by several manufacturers. Further
refinement of the basic reactor geometry and the growth
process will be necessary to fully exploit the advantages
of SiC over Si in devices. One such improvement may
be the introduction of chlorine-containing precursors in
addition to the more conventional silane and propane
precursors. Some aspects of selective growth of SiC
using TaC masks developed at the author’s laboratory
(mostly unpublished) are also reviewed.

References

28.1 T.P. Chow: SiC and GaN high voltage power switch-
ing devices, Mater. Sci. Forum 338-342, 1155–1160
(2000)

28.2 R.G. Humphreys, D. Bimberg, W.J. Choyke: Wave-
length modulated absorption in SiC, Solid State
Comm. 39, 163–167 (1981)

28.3 W.J. Choyke, L. Patrick: Exciton recombination ra-
diation and phonon spectrum of 6H-SiC, Phys. Rev.
127, 1868–1877 (1962)

28.4 W.V. Münch, I. Pfaffeneder: Breakdown field in va-
por grown silicon carbide p-n junctions, J. Appl.
Phys. 48, 4831–4833 (1977)

28.5 D.K. Ferry: High field transport in wide band gap
semiconductors, Phys. Rev. B1 12, 2361–2369 (1975)

28.6 R.P. Joshi: Monte Carlo calculations of the tem-
perataure and field dependent electron transport
parameters for 4H-SiC, J. Appl. Phys. 78, 5518–5521
(1995)

28.7 E. Moruan, O. Noblanc, C. Dua, C. Brylinski: SiC
microwave power devices, Mater. Sci. Forum 353–
356, 669–674 (2001)

28.8 G.A. Slack: Thermal conductivity of pure and im-
pure silicon, silicon carbide, and diamond, J. Appl.
Phys. 35, 3460 (1964)

28.9 M. Bhatnagar, B.J. Baliga: Comparison of 6H-SiC,
3C-SiC and Si power devices, IEEE Trans. Electron.
Dev. 40(3), 645–655 (1993)

28.10 T. Kimoto, T. Urushidani, S. Kobayashi, H. Mat-
sunami: High voltage SiC Schottky barrier diodes

with low on-resistances, IEEE Electron. Dev. Lett.
14, 548–550 (1993)

28.11 D. Alok, B.J. Baliga, P.K. Mclarty: A simple edge
termination for silicon carbide devices with nearly
ideal breakdown voltages, IEEE Electron. Dev. Lett.
15, 394–395 (1994)

28.12 R.J. Trew, J.-B. Yan, P.M. Mock: The potential of
diamond and SiC electronic devices for microwave
and millimeter wave power applications, Proc. IEEE
79(5), 598–620 (1991)

28.13 J.M. McGarrity, F.B. McLean, W.M. DeLancey, J. Pal-
mour, C. Carter, J. Edmond, R.R. Oakley: SiC JFET
radiation response, IEEE Trans. Nucl. Sci. 39(6),
1974–1981 (1992)

28.14 See for example, http://www.cree.com/ and
http://www.infineon.com/

28.15 H. Matsunami, T. Kimoto: Step controlled epitaxial
growth of SiC: High quality homoepitaxy, Mater.
Sci. Eng. R20(3), 125–166 (1997)

28.16 W.J. Choyke, G. Pensl: Physical properties of SiC,
MRS Bull. 22(3), 25–29 (1997)

28.17 C.H. Park, B.H. Cheong, K.H. Lee, K.J. Chang:
Structural and electronic propertires of cubic, 2H,
4H and 6H SiC, Phys. Rev. B 49(7), 4485–4493
(1994)

28.18 W.S. Yoo, H. Matsunami: Polytype-controlled sin-
gle crystal growth of silicon carbide using 3C-6H
solid state phase transformation, J. Appl. Phys.
70(11), 7124–7131 (1991)

Part
E

2
8



962 Part E Epitaxial Growth and Thin Films

28.19 W.S. Yoo, H. Matsunami: Solid state phase trans-
formation in cubic silicon carbide, Jpn. J. Appl.
Phys. Part I (regular papers and short notes) 30,
545–553 (1991)

28.20 A. Itoh, H. Matsunami: Single crystal growth of SiC
and electronic devices, Crit. Rev. Solid State Mater.
Sci. 22(2), 111–197 (1997)

28.21 P.G. Neudeck: Electrical impact of SiC structural
defects on high electric field devices, Mater. Sci.
Forum 338–342, 1161–1166 (2000)

28.22 J.A. Powell, H.A. Will: Low temperature solid state
phase transformations in 2H SiC, J. Appl. Phys.
43(4), 1400–1408 (1972)

28.23 M. Dudley, X. Huang: Characterization of SiC using
synchrotron white beam x-ray topography, Mater.
Sci. Forum 338–342, 431–436 (2000)

28.24 I. Kamata, H. Tsuchida, T. Jikimoto, K. Izumi: Struc-
tural transformation of screw dislocation via thick
4H-SiC epitaxial growth, Jpn. J. Appl. Phys. 39,
6496–6500 (2000)

28.25 P. Pirouz: On micropipes and nanopipes in SiC and
GaN, Philos. Mag. A 78, 727–736 (1998)

28.26 P.G. Neudeck, H. Wei, M. Dudley: Study of bulk
and elementary screw dislocation assisted reverse
breakdown in low-voltage (< 250 V) 4H-SiC pn
junction diodes: DC properties, IEEE Trans. Electron.
Dev. 46(3), 478–484 (1999)

28.27 U. Zimmermann, A. Hallen, A.O. Konstantinov,
B. Breitholtz: Investigation of microplasma break-
down in 4H SiC, Mater. Res. Soc. Symp. Proc. 512,
151–156 (1998)

28.28 A.O. Konstantinov, Q. Wahab, N. Nordell, U. Lin-
defelt: Study of Avalanche breakdown and impact
ionization in 4H SiC, J. Electron. Mater. 27(4), 335–
341 (1998)

28.29 P.G. Neudeck, J.A. Powell: Performance limiting
micropipe defects in SiC wafers, IEEE Electron. Dev.
Lett. 15, 63–65 (1994)

28.30 W. Si, M. Dudley, R. Glass, V. Tsvetkov, C. Carter
Jr: Hollow core screw dislocations in 6H-SiC single
crystals: A test of Frank’s theory, J. Electon. Mater.
26, 128–133 (1997)

28.31 W. Si, M. Dudley: Experimental studies of hollow
core screw dislocations in 6H- and 4H-SiC sin-
gle crystals, Mater. Sci. Forum 264–268, 429–432
(1998)

28.32 C.M. Schnabel, M. Tabib-Azar, P.G. Neudeck,
S.G. Bailey, H.B. Su, M. Dudle, R.P. Raffaelle: Cor-
relation of EBIC and SWBXT imaged defects and
epilayer growth pits in 6H-SiC Schottky diodes,
Mater. Sci. Forum 338–342, 489–492 (2000)

28.33 J.A. Powell, D.J. Larkin: Process induced morpho-
logical defects in epitaxial CVD silicon carbide,
Phys. Status Solidi (b) 202, 529–548 (1997)

28.34 T. Kimoto, N. Miyamoto, H. Matsunami: Perfor-
mance limiting surface defects in SiC epitaxial pn
junction diodes, IEEE Trans. Electron. Dev. 46(3),
471–477 (1999)

28.35 S. Nishino, J.A. Powell, W. Will: Production of large
area single crystal of 3C-SiC for semiconductor de-
vices, Appl. Phys. Lett. 42, 460 (1983)

28.36 S. Nishino, K. Matsumoto, Y. Chen, Y. Nishio: Epi-
taxial growth of 4H-SiC by sublimation close space
technique, Mater. Sci. Eng. B 61/62, 121–124 (1999)

28.37 H. Nakazawa, M. Suemitsu, S. Asami: Formation
of high quality SiC on Si(001) at 900 ◦C using
monomethylsilane gas source MBE, Mater. Sci. Fo-
rum 338–342, 269–272 (2000)

28.38 M.E. Okhuysen, M.S. Mazzola, Y.-H. Lo: Low tem-
perature growth of 3C-SiC on silicon for advanced
substrate development, Mater. Sci. Forum 338–
342, 305–308 (2000)

28.39 M.-A. Hasan, A. Faik, D. Purser, D. Lieu: Het-
eroepitaxy of 3C-SiC on Si (100) using porous Si as
a compliant seed crystal, Tech. Dig. Int. Conf. SiC
Relat. Mater. ICSCRM2001 (Tsukuba 2001) pp. 492–
493

28.40 Y. Ishida, K. Kushibe, T. Takahashi, H. Okumura,
S. Yoshida: 3C-SiC homoepitaxial growth by chem-
ical vapor deposition and Schottky barrier junction
characteristics, Mater. Sci. Forum 389–393, 275–
278 (2002)

28.41 H. Nagasawa, K. Yagi, T. Kawahara: 3C-SiC hetero-
eptaxial growth on (001) Si undulant substrates,
J. Cryst. Growth 237–239, 1244–1249 (2002)

28.42 H. Nagasawa, K. Yagi, T. Kawahara, N. Hatta,
G. Pensl, W.J. Choyke, T. Yamada, K.M. Itoh,
A. Schoner: Silicon Carbide: Recent Major Advances
(Springer, Berlin, Heidelberg 2004) p. 207

28.43 F.R. Chien, S.R. Nutt, J.M. Carulli Jr., N. Bunchan,
C.P. Beetz Jr., W.S. Yoo: Heteroepitaxial growth of
beta SiC films on TiC substrates: Interface struc-
ture and defects, J. Mater. Res. 9(8), 2086–2095
(1994)

28.44 C. Hallin, A.O. Konstantinov, O. Kordina, E. Janzen:
Mechanism of cubic SiC nucleation on off-axis sub-
strates, Proc. 6th Int. Conf. SiC Relat. Mater. 1995,
Inst. Phys. Conf. Ser. 142, 85–88 (1996)

28.45 J.A. Powell, D.J. Larkin, P.B. Abel, L. Zhou, P. Pirouz:
Effect if tilt angle on the morphology of SIC epitax-
ial films grown on vicinal (0001) SiC substrates. In:
Silicon Carbide and Related Materials, Inst. Phys.
Conf. Ser., Vol. 142 (1995) pp. 77–80

28.46 V.F. Tsvetkov, S.T. Allen, H.S. Kong, C.H. Carter Jr.:
Recent progress in SiC crystal growth, Proc. 6th Int.
Conf. SiC Relat. Mater. 1995, Inst. Phys. Conf. Ser.
142, 17–22 (1996)

28.47 D.J. Larkin: An overview of SiC epitaxial growth,
MRS Bulletin 22(3), 36–41 (1997)

28.48 V. Heine, C. Cheng, R.J. Needs: The preference of
SiC for growth in the metastable cubic form, J. Am.
Ceram. Soc. 74, 2630–2633 (1991)

28.49 K. Wada, T. Kimoto, K. Nishikawa, H. Matsunami:
Epitaxial growth of 4H-SiC on 4◦ off-axis (0001)
and (000-1) substrates by hot wall CVD, Mater. Sci.
Forum 527–529, 219–222 (2006)

Part
E

2
8



Epitaxial Growth of Silicon Carbide by Chemical Vapor Deposition References 963

28.50 S. Rendakova, V. Ivantsov, V. Dmitriev: High quality
6H- and 4H-SiC pn structures with stable elelctric
breakdown grown by liquid phase epitaxy, Mater.
Sci. Forum 264–268, 163–166 (1998)

28.51 D.H. Hofmann, M.H. Muller: Prospects of the use
of liquid phase techniques for the growth of bulk
silicon carbide crystals, Mater. Sci. Eng. B 61/62,
29–39 (1999)

28.52 R. Yakimova, M. Syväjärvi, S. Redankova, V.A. Dim-
itriev, A. Henry, E. Janzen: Micropipe healing in
liquid phase epitaxial growth of SiC, Mater. Sci.
Forum 338–342, 237–240 (2000)

28.53 A. Tanaka, T. Ataka, E. Ohkura, H. Katsuno: Growth
modes of silicon carbide in low-temperature liquid
phase epitaxy, Jpn. J. Appl. Phys. 43(11A), 7670–7671
(2004)

28.54 O. Filip, B. Epelbaum, M. Bickermann, A. Win-
nacker: Micropipe healing in SiC wafers by
liquid-phase epitaxy in Si–Ge melts, J. Cryst.
Growth 271, 142–150 (2004)

28.55 T. Hatayama, S. Nakamura, K. Kurobe, T. Kimoto,
T. Fuyuki, H. Matsunami: High-temperature sur-
face structure transitions and growth of alpha-SiC
(0001) in ultrahigh vacuum, Mater. Sci. Eng. B
61/62, 135–138 (1999)

28.56 S. Nakamura, T. Hatayama, T. Kimoto, T. Fuyuki,
H. Matsunami: Growth of SiC on 6H-SiC {01̄14} sub-
strates by gas source molecular beam epitaxy,
Mater. Sci. Forum 338–342, 201–204 (2000)

28.57 T. Sugii, T. Aoyama, T. Ito: Low-temperature growth
of beta-SiC on Si by gas-source MBE, J. Elec-
trochem. Soc. 137(3), 989–992 (1990)

28.58 H. Nakazawa, M. Suemitsu, S. Asami: Formation
of high quality SiC on Si (001) at 900 ◦C using
monomethylsilane gas-source MBE, Mater. Sci. Fo-
rum 338–342, 269–272 (2000)

28.59 C. Hallin, I.G. Ivanov, T. Egillson, A. Henry, O. Kor-
dina, E. Jansen: The material quality of CVD grown
SiC using various precursors, J. Cryst. Growth 183,
163 (1998)

28.60 Y. Gao, J.H. Edgar: Selective epitaxial growth of
SiC: Thermodyanamic analysis of the Si-C-Cl-H and
Si-C-Cl-H-O systems, J. Electrochem. Soc. 144(5),
1875–1880 (1997)

28.61 K. Yagi, H. Nagasawa: 3C-SiC growth by alternate
supply of SiH2Cl2 and C2H2, J. Cryst. Growth 174,
653–657 (1997)

28.62 T. Miyanagi, S. Nishino: Hotwall CVD growth of 4H-
SiC using Si2Cl6-C3H8-H2 system, Mater. Sci. Forum
389–393, 199–202 (2002)

28.63 C. Sartel, V. Souliere, Y. Monteil, H. El-Harrouni,
J.M. Bluet, G. Guillot: Epitaxial growth of 4H-SiC
with hexamethyldisilane, Mater. Sci. Forum 389–
393, 263–266 (2002)

28.64 R. Rodriguez-Clemente, A. Figueras, S. Garelik,
B. Armas, C. Combescure: Influence of tempera-
ture and tetramethylsilane partial pressure on the

beta SiC depositin by cold wall chemical vapor
deposition, J. Cryst. Growth 125, 532–542 (1992)

28.65 T. Hatayama, H. Yano, Y. Uraoka, T. Fuyuki: High
purity SiC epitaxial growth by chemical vapor de-
position using CH3SiH3 and C3H3 sources, Mater. Sci.
Forum 527–529, 203–206 (2006)

28.66 See for example, http://www.saespuregas.com/
28.67 H. Matsunami, T. Kimoto: Step controlled epitaxial

growth of SiC: High quality homoepitaxy, Mater.
Sci. Eng. R20(3), 125–166 (1997)

28.68 S. Nakamura, T. Kimoto, H. Matsunami: Fast growth
and doping characteristics of SiC in a horizontal
cold wall CVD, Mater. Sci. Forum 389–393, 183–186
(2002)

28.69 R. Rupp, A. Wiedenhofer, P. Friedrichs, D. Peters,
R. Schorner, D. Stephani: Growth of SiC epitaxial
layers in a vertical cold wall reactor suited for high
voltage applications, Mater. Sci. Forum 264–268,
89–96 (1998)

28.70 C. Sartel, J.M. Bluet, V. Souliere, I. EI-Harrouni,
Y. Monteil, M. Mermoux, G. Guillot: Characteri-
zation of homoepitaxial 4H-SiC layer grown from
silane/propane system, Mater. Sci. Forum 433–436,
165–168 (2003)

28.71 B. Thomas, W. Bartsch, R. Stein, R. Schorner,
D. Stephani: Properties and suitability of 4H-SiC
epitaxial layers grown at different CVD systems for
high voltage applications, Mater. Sci. Forum 457–
460, 181–184 (2004)

28.72 O. Kordina, C. Hallin, A. Henry, J.P. Bergman,
I. Ivanov, A. Ellison, N.T. Son, E. Janzen: Growth of
SiC by hot-wall, CVD and HTCVD, Phys. Status Solidi
(b) 202, 321–334 (1996)

28.73 T. Kimoto, S. Nakazawa, K. Fujihira, T. Hirao,
S. Nakamura, Y. Chen, H. Matsunami: Recent
achievement and future challenges in SiC ho-
moepitaxial growth, Mater. Sci. Forum 389–393,
165–170 (2002)

28.74 A. Shoner, A. Konstantinov, S. Karlsson, R. Berge:
Highly uniform epitaxial SiC-layer growth in a hot
wall CVD reactor with mechanical rotation, Mater.
Sci. Forum 389–393, 187–190 (2002)

28.75 B. Thomas, C. Hecht: Epitaxial growth of n-type
4H-SiC on 3, wafers for power devices, Mater. Sci.
Forum 483–485, 141–146 (2005)

28.76 A. Ellison, J. Zhang, J. Peterson, A. Henry, Q. Wahab,
J.P. Bergman, Y.N. Makarov, A. Vorob’ev, A. Veha-
nen, E. Janzen: High temperature CVD growth of
SiC, Mater. Sci. Eng. B 61/62, 113–120 (1999)

28.77 H. Fujiwara, K. Danno, T. Kimoto, T. Tojo, H. Mat-
sunami: Fast epitaixal growth of thick 4H-SiC with
specular surface by chimney-type vertical hot-wall
chemical vapor depositon, Mater. Sci. Forum 457–
460, 205–208 (2004)

28.78 E. Janzén, J.P. Bergman, Ö. Danielsson, U. Fors-
berg, C. Hallin, J. ul Hassan, A. Henry, I.G. Ivanov,
A. Kakanakova-Georgieva, P. Persson, Q. ul Wa-

Part
E

2
8



964 Part E Epitaxial Growth and Thin Films

hab: SiC and III-nitride growth in a hot-wall CVD
reactor, Mater. Sci. Forum 483–485, 61–66 (2005)

28.79 K. Danno, T. Kimoto, K. Asano, Y. Sugawara,
H. Matsunami: Fast epitaxial growth of high-purity
4H-SiC(0001) in a vertical hot-wall chemical va-
por deposition, J. Electron. Mater. 34(4), 324–329
(2005)

28.80 H. Fujiwara, T. Kimoto, T. Tojo, H. Matsunami: Re-
duction of stacking faults in fast epitaxial growth
of 4H-SiC and its impacts on high-voltage Schottky
diodes, Mater. Sci. Forum 483–485, 151–154 (2005)

28.81 I. Bhat, Canhua Li: High growth rate epitaxy of SiC
in a vertical hotwall reactor, unpublished

28.82 M. Syvajarvi, R. Yakimova, H. Jacobsson, M.K. Lin-
narsson, A. Henry, E. Janzén: High growth rate
epitaxy of thick 4H-SiC layers, Mater. Sci. Forum
338–342, 165–168 (2000)

28.83 T. Furusho, T. Miyanagi, Y. Okui, S. Ohshima,
S. Nishino: Homoepitaxial growth of cubic silicon
carbide by sublimation epitaxy, Mater. Sci. Forum
389–393, 279–282 (2002)

28.84 E.O. Sveinbjornsson, H.O. Olafsson, G. Gudjonsson,
F. Allerstam, P.A. Nilsson, M. Syvajarvi, R. Yaki-
mova, C. Hallin, T. Rodle, R. Jos: High field effect
mobility in Si face 4H-SiC MOSFET made on subli-
mation grown epitaxial material, Mater. Sci. Forum
483–485, 841–844 (2005)

28.85 D. Ziane, J.M. Bluet, G. Guillot, P. Godignon,
J. Monserrat, R. Ciechonski, M. Syvajarvi, R. Yaki-
mova, L. Chen, P. Mawby: Characterizations of
SiC/SiO2 interface quality toward high power
MOSFETs realization, Mater. Sci. Forum 457–460,
1281–1286 (2004)

28.86 R.C. Glass, P. Lu, J.H. Edgar, O.J. Glembocki,
P.B. Klein, E.R. Glaser, J. Perrin, J. Chaud-
huri: High-speed homoepitaxy of SiC from
methyltrichloro-silane by CVD, Int. Conf. Silicon
Carbide Relat. Mater. (Pittsburgh 2005)

28.87 R. Myers, O. Kordina, Z. Shishkin, F. Yan, R.P. De-
vaty, S.E. Saddow: Effects of HCl addictive on the
growth rate of 4H-SiC in a hot wall CVD reactor,
Int. Conf. Silicon Carbide Relat. Mater. (Pittsburgh
2005)

28.88 A. Veneroni, F. Omarini, M. Masi: Silicon carbide
growth mechanisms from SiH4, SiHCl3 and nC3H8,
Cryst. Growth Technol. 40(10/11), 967–971 (2005)

28.89 G. Pensl, W.J. Choyke: Electrical and optical char-
acterization of SiC, Physica B 185, 264–283 (1993)

28.90 R. Wang, I. Bhat, unpublished results
28.91 D.J. Larkin: SiC dopant incorporation control by site

competetion CVD, Phys. Status Solidi (b) 202, 305–
320 (1997)

28.92 T. Troffer, C. Peppermuller, G. Pensi, K. Rottner,
A. Schoner: Phosphorus-related donors in 6H-SiC
generated by ion implantation, J. Appl. Phys. 80(7),
3739–3743 (1996)

28.93 M.A. Capano, J.A. Cooper Jr., M.R. Melloch,
A. Saxler, W.C. Mitchel: Ionization energies and

electron mobililties in phosphorous and nitro-
gen implanted SiC, J. Appl. Phys. 87(12), 8773–8777
(2000)

28.94 S. Rao, T.P. Chow, I. Bhat: Dependence of the ion-
ization energy of phosphorous donor in 4H-SiC on
doping concentration, Mater. Sci. Forum 527–529,
597–600 (2006)

28.95 R. Wang: SiC epitaxial growth for power device
applications. Ph.D. Thesis (Rensselaer Polytechnic
Institute, Troy 2002)

28.96 M.H. Anikin, A.A. Lebedev, A.L. Syrkin, A.V. Su-
vorov: Investigation of deep levels in SiC by
capacitance spectroscopy methods, Sov. Phys.
Semicond. 19, 69–71 (1985)

28.97 W. Suttrop, G. Pensi, P. Lanig: Boron related deep
centers in SiC, Appl. Phys. A 51, 231–237 (1990)

28.98 A. Golz, G. Horstmann, E. Stein von Kamienski,
H. Kurz: Oxidation kinetics of 3C, 4H and 6H sil-
icon carbide, Proc. Sixth Int. Conf. Silicon Carbide
Relat. Mater. (1996) pp. 633–636

28.99 K. Wada, T. Kimoto, K. Nishikawa, H. Matsunami:
Improved surface morphology and background
doping concentration in 4H-SiC (0001̄) epitaxial
growth by hot-wall CVD, Mater. Sci. Forum 483–
485, 85–88 (2005)

28.100 T. Yamamoto, T. Kimoto, H. Matsunami: Impurity
incorporation mechanism in step-controlled epi-
taxy growth temperature and substrate off-angle
dependence, Mater. Sci. Forum 264–268, 111–116
(1998)

28.101 U. Forsberg, Ö. Danielsson, A. Henry, M.K. Linnars-
son, E. Janzén: Nitrogen doping of epitaxial silicon
carbide, J. Cryst. Growth 236(1–3), 101–112 (2002)

28.102 U. Forsberg, Ö. Danielsson, A. Henry, M.K. Lin-
narsson, E. Janzén: Aluminium doping of epitaxial
silicon carbide, J. Cryst. Growth 253(1–4), 340–350
(2003)

28.103 T. Kimoto, T. Yamamoto, Z.Y. Chen, H. Matsunami:
4H-SiC (112̄0) epitaxial growth, Mater. Sci. Forum
338–342, 189–192 (2000)

28.104 T. Kimoto, K. Hashimoto, K. Fujihira, K. Danno,
S. Nakamura, Y. Negoro, H. Matsunami: Epitax-
ial growth and characterization of 4H-SiC(112̄0) and
(033̄8), Mater. Res. Soc. Symp. Proc. 742, 3–13 (2003)

28.105 Z. Zhang, Y. Gao, A.C. Arjunan, E.Y. Toupitsyn,
P. Sadagopan, R. Kennedy, T.S. Sudarshan: CVD
growth and characterization of 4H-SiC epitaxial
film on (112̄0) as-cut substrates, Mater. Sci. Forum
483–485, 113–116 (2005)

28.106 K. Nakayama, Y. Miyanagi, H. Shiomi, S. Nishino,
T. Kimoto, H. Matsunami: The development of 4H-
SiC {033̄8} wafers, Mater. Sci. Forum 389–393, 123–
127 (2002)

28.107 T. Kimoto, K. Danno, K. Fujihira, H. Shiomi, H. Mat-
sunami: Complete micropipe dissociation in 4H-SiC
(03-38) epitaxial growth and its impact on reverse
characteristics of Schottky barrier diodes, Mater.
Sci. Forum 433–436, 197–200 (2003)

Part
E

2
8



Epitaxial Growth of Silicon Carbide by Chemical Vapor Deposition References 965

28.108 T. Kimoto, K. Danno, K. Fujihira, H. Shiomi, H. Mat-
sunami: SiC epitaxy on non-standard surfaces,
Mater. Sci. Forum 433–436, 125–130 (2003)

28.109 E. Arnold, D. Alok: Effect of interface states on
electron transport in 4H–SiC inversion layers, IEEE
Trans. Electron. Dev. 48, 1870–1877 (2001)

28.110 T. Kimoto, Y. Kanzaki, M. Noborio, H. Kawano,
H. Matsunami: Interface properties of metal–
oxide–semiconductor structures on 4H-SiC {0001}
and (112̄0) formed by N2O oxidation, Jpn. J. Appl.
Phys. 44(3), 1213–1218 (2005)

28.111 K. Fukuda, J. Senzaki, K. Kojima, T. Suzuki: High
inversion channel mobility of MOSFET fabricated
on 4H-SiC C(0001̄) face using H2 post-oxidation
annealing, Mater. Sci. Forum 433–436, 567–570
(2003)

28.112 T. Kimoto, H. Kawano, J. Suda: 1200V-class 4H-
SiC RESURF MOSFETs with low on-resistances, Proc.
17th Int. Symp. Power Semicond. Devices IC’s (2005)
pp. 159–162

28.113 N. Nordell, S. Karlsson, A.O. Kenstantinov: Growth
of 4H and 6H SiC in trenches and around stripe
mesas, Mater. Sci. Forum 264–268, 131–134 (1998)

28.114 Y. Chen, T. Kimoto, Y. Takeuchi, R.K. Malhan,
H. Matsunami: Homoepitaxy of 4H-SiC on trenched
(0001) Si face substrates by chemical vapor depo-
sition, Jpn. J. Appl. Phys. 43(7A), 4105–4109 (2004)

28.115 P.G. Neudeck, J.A. Powell, G.M. Beheim, E.L. Be-
navage, P.B. Abel, A.J. Trunek, D.J. Spry, M. Dudley,
W.M. Vetter: Enlargement of step-free SiC sur-
faces by homoepitaxial web growth of thin SiC
cantilevers, J. Appl. Phys. 92, 2391–2400 (2002)

28.116 P.G. Neudeck, A.J. Trunek, D.J. Spry, J.A. Powell,
H. Du, M. Skowronski, N.D. Bassim, M.A. Mastro,
M.E. Twigg, R.T. Holm, R.L. Henry, C.R. Eddy Jr.:
Recent results from epitaxial growth on step free
4H-SiC mesas, Mater. Res. Soc. Symp. Proc. 911,
B08–03 (2006)

28.117 P.G. Neudeck, A.J. Powell: Homoepitaxial and het-
eroepitaxial growth on step-free SiC mesas. In:
Silicon Carbide: Recent Major Advances, ed. by
W.J. Choyke, H. Matsunami, G. Pensi (Springer, New
York 2003) p. 179

28.118 N.D. Bassima, M.E. Twigg, M.A. Mastro, C.R. Eddy
Jr., T.J. Zega, R.L. Henry, J.C. Culbertson, R.T. Holm,
P. Neudeck, J.A. Powell, A.J. Trunek: Dislocations in
III-nitride films grown on 4H-SiC mesas with and
without surface steps, J. Cryst. Growth 304, 103–107
(2007)

28.119 M.R. Goulding: Selective epitaxial growth of sili-
con, Mater. Sci. Eng. B 17(1–3), 47–67 (1993)

28.120 D. Kapolnek, S. Keller, R. Vetury, R.D. Underwood,
P. Kozodoy, S.P. Den Baars, U.K. Mishra: Anisotropic
epitaxial lateral growth in GaN selective area epi-
taxy, Appl. Phys. Lett. 71(9), 1204–1206 (1997)

28.121 O. Nam, T.S. Zheleva, M.D. Bremser, R.F. Davis: Lat-
eral epitaxial overgrowth of GaN films on SiO2 areas

via metalorganic vapor phase epitaxy, J. Electron.
Mater. 27(4), 233–237 (1998)

28.122 Y. Ohshita: Low temperature and selective growth
of β-SiC using the SiH2Cl2/i−C4H10/HCl/H2, Appl.
Phys. Lett. 57(6), 605–607 (1990)

28.123 J.H. Edgar, Y. Gao, J. Chaudhuri, S. Cheema,
P.W. Yip, M.V. Sidorov: Selective epitaxial growth
of silicon carbide on SiO2 masked Si(100): The ef-
fects of temperature, J. Appl. Phys. 84(1), 201–204
(1998)

28.124 K. Teker: Selective epitaxial growth of 3C-SiC on
patterned Si using hexamethyldisilane by APCVD,
J. Cryst. Growth 257(3/4), 245–254 (2003)

28.125 S. Nishino, C. Jacob, Y. Okui, S. Ohshima, Y. Masuda:
Lateral over-growth of 3C-SiC on patterned Si(111)
substrates, J. Cryst. Growth 237–239(2), 1250–1253
(2002)

28.126 A.R. Bushroa, C. Jacob, H. Saijo, S. Nishino: Lateral
epitaxial overgrowth and reduction in defect den-
sity of 3C-SiC on patterned Si substrates, J. Cryst.
Growth 271(1/2), 200–206 (2004)

28.127 E. Eshun, C. Taylor, M.G. Spencer, K. Kornegay,
I. Ferguson, A. Gurray, R. Stall: Homoepitax-
ial and selective area growth of 4H and 6H
silicon carbide using a resistively heated verti-
cal reactor, Mater. Res. Soc. Symp. 572, 173–178
(1999)

28.128 Y. Chen, T. Kimoto, Y. Takeuchi, H. Matsunami:
Homoepitaxial mesa structures on 4H-SiC (0001)
and (112̄0) substrates by chemical vapor deposition,
J. Cryst. Growth, 254, 115–122 (2003)

28.129 Y. Khlebnikov, I. Khlebnikov, M. Parker, T.S. Su-
darshan: Local epitaxy and lateral epitaxial
overgrowth of SiC, J. Cryst. Growth 233, 112–120
(2001)

28.130 R. Zhang, I. Bhat: Atomic force microscopy studies
of CdTe films grown by epitaxial lateral overgrowth,
J. Electron. Mater. 30(11), 1370–1375 (2001)

28.131 B.A. Haskell, T.J. Baker, M.B. McLaurin, F. Wu,
P.T. Fini, S.P. DenBaars, J.S. Speck, S. Nakamura:
Defect reduction in m-plane gallium nitride via
lateral epitaxial overgrowth by hydride phase epi-
taxy, Appl. Phys. Lett. 86(11), 111917–1–111917–3
(2005)

28.132 A.A. Burk Jr., M.J. O’Loughlin, H.D. Nordby Jr.:
SiC epitaxial layer growth in a novel multi-
wafer vapor-phase epitaxial (VPE) reactor, J. Cryst.
Growth 200, 458–466 (1999)

28.133 L.B. Rowland, G.T. Dunne, J.A. Freitas Jr.: Initial
results on thick 4H-SiC epitaxial layers grown using
vapor phase epitaxy, Mater. Sci. Forum 338–342,
161–164 (2000)

28.134 G.R. Gruzalski, D.M. Zehner: Defect states in sub-
stoichiometric tantalum carbide, Phys. Rev. B
34(6), 3841–3848 (1986)

28.135 A.K. Dua, V.C. George: TaC coatings prepared by hot
filament chemical vapour deposition: Characteri-

Part
E

2
8



966 Part E Epitaxial Growth and Thin Films

zation and properties, Thin Solid Films 247, 34–38
(1994)

28.136 Y. Chen, T. Kimoto, Y. Takeuchi, H. Matsunami: Se-
lective homoepitaxy of 4H-SiC on (0001) and (112̄0)

masked substrates, J. Cryst. Growth 237–239, 1224–
1229 (2002)

28.137 Y. Fukai: The Metal-Hydrogen System, 2nd edn.
(Springer, Berlin, Heidelberg 2005)

Part
E

2
8



967

Liquid-Phase29. Liquid-Phase Electroepitaxy of Semiconductors

Sadik Dost

The chapter presents a review of the growth of
single-crystal bulk semiconductors by liquid-
phase electroepitaxy (LPEE). Following a short
introduction, early modeling and theoretical
studies on LPEE are briefly introduced. Re-
cent experimental results on LPEE growth of
GaAs/GaInAs single crystals under a static ap-
plied magnetic field are discussed in detail. The
results of three-dimensional numerical simu-
lations carried out for LPEE growth of GaAs
under various electric and magnetic field lev-
els are presented. The effect of magnetic field
nonuniformities is numerically examined. Crystal
growth experiments show that the applica-
tion of a static magnetic field in LPEE growth
of GaAs increases the growth rate very signifi-
cantly. A continuum model to predict such high
growth rates is also presented. The introduc-
tion of a new electric mobility in the model,
i. e., the electromagnetic mobility, allows ac-
curate predictions of both the growth rate and
the growth interface shape. Space limitation
required the citation of a limited number of
references related to LPEE [29.1–73]. For details
of many aspects of the LPEE growth process and
its historical developments, the reader is re-
ferred to these references and also others cited
therein.
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29.1 Background

Liquid-phase electroepitaxy (LPEE) is a solution
growth technique by which layers of single crystals
are grown at relatively low temperatures. It has great
potential for producing high-quality, thick crystals of
compound and alloy semiconductors. The LPEE growth
technique was developed through the use of electric
current for dopant modulation in LPE [29.1], and there-

after became a solution growth technique for growth of
binary and ternary semiconductor crystals [29.1–11].

Growth in LPEE is initiated and sustained by pass-
ing an electric current through the substrate–solution–
source system while the overall furnace temperature is
kept constant. Since growth takes place at constant fur-
nace temperature, LPEE has a number of advantages
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968 Part E Epitaxial Growth and Thin Films

Table 29.1 Potential applications of alloy semiconductors [29.12]

Semiconductor alloy Applications

Ga0.96In0.04As Substrates lattice matched to blue diodes and lasers (ZnSe)

GaxIn1−xAs, InAs1−xPx Substrates suitable for OEICs operating in the 1.3–2 μm region

GaxIn1−xP, GaAs1−xPx, AlxGa1−xAs Substrates for diodes and lasers operating in the visible range

Hg1−xCdxTe, Ga1−xInxSb, InAsxSb1−x Substrates for mid- and far-infrared detectors and lasers

Si1−xGex Substrates for n-channel field-effect transistors (FETs)

and efficient optoelectronic devices, solar cells, photodetectors

CdxZn1−xTe Substrates for γ - and x-ray detectors

such as steady and controlled growth rate, controlled
doping, improved surface morphology and defect struc-
ture, low dislocation density, and improved electronic
characteristics. In addition, the method is suitable for
growing ternary and quaternary alloy crystals with de-
sired compositions. This feature of LPEE has attracted
interest in the growth of high-quality semiconductor
crystals since the availability of such thick alloy sub-
strates may solve the problems arising from lattice
mismatch encountered in the integration of different
material layers, and may open new horizons in the
fabrication technology of optoelectronic devices and
integrated circuits (OEICs). Due to the technological
importance of LPEE, a number of experimental and
modeling studies have been carried out in recent years.

Alloy semiconductors, such as GaInAs, GaInSb,
GaInP, and CdZnTe, grown on commercially available
GaAs, GaSb, GaP, and CdTe substrates, are of interest
as lattice-matched substrates for novel semiconductor
devices in optoelectronics (see [29.12] for more in-
formation). For instance, Ga0.47In0.53As ternary alloy
grown epitaxially on the lattice-matched InP substrate
has been used as an active layer in lasers and photode-
tectors in optical communication systems [29.12–14].
It is a very good candidate for high-speed transistors
because of its high carrier mobility. GaInAs epitaxial
layers grown on GaAs substrates have also been used
for high-electron-mobility transistors (HEMT) struc-
tures with significantly improved performance, and for
strained-layer lasers, modulators, and detectors operat-
ing in the near-infrared region [29.15]. For this ternary
material, however, only thin layers can be grown due
to the lattice mismatch. As a result, many problems
have been observed in lasers fabricated on such sub-
strates, which are therefore restricted to the 0.8–1.1 μm
region [29.16].

High-performance semiconductor lasers operating
in the 2–5 μm range are highly desirable in optical-fiber
communication systems employing low-loss fluoride-
based fibers, laser radar, remote sensing of atmospheric

gases, and molecular spectroscopy [29.17–19]. The
availability of InAsP, GaInAs, and GaInSb substrates
with desired thicknesses and quality would overcome
this difficulty. These materials and many other desired
alloy semiconductors either cannot be grown commer-
cially, or are grown with inadequate thickness and
quality, or cannot be grown reproducibly. LPEE has
proven to have the potential for growing such crystals
with the desired properties. The alloy materials that can
be grown by LPEE are summarized in Table 29.1.

Semiconductors grown by LPEE show advantages
over crystals grown by melt growth techniques, namely,
lack of detectable electron traps [29.20], low vacancy
densities [29.21], low dislocation densities [29.22], and
high luminescence efficiency [29.23]. The distinct fea-
ture of the LPEE growth process is its capability to
grow crystals with uniform crystal compositions. For
example, millimeter-thick ingots of GaInAs [29.23–27],
AlGaSb [29.28], and AlGaAs [29.29–32] exhibit re-
markable compositional uniformity.

The above-mentioned features along with its low
hardware cost make LPEE quite attractive for growth of
high-quality alloy semiconductors in the form of both
bulk crystals and buffer layers. However, reproducible
growth of such crystals requires good understanding
and control of the key mechanisms governing this
process.

29.1.1 Liquid-Phase Electroepitaxy

In a typical LPEE growth system, graphite electrodes
are placed at the top and bottom of the growth cell
(Fig. 29.1). The substrate is placed at the bottom of
the solution and the source material is placed between
the solution and the upper electrode. The liquid contact
zone located below the substrate provides a uniform,
low-resistance electrical contact between the lower face
of the substrate and the lower electrode, which is es-
sential for satisfactory growth. The boron nitride jacket
around the horizontal sandwich layers forms the cell
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Graphite

Solid InGaAs
polycrystalline

source  

 
 

In As

Electromigration of species

GaAs seed single crystal substrate 

Ga-Al liquid contact zone

InGaAs grown crystal

Graphite

In-Ga-As liquid
solution

Ga BNBN
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 Th = Peltier heating
Tc = Peltier cooling
P = Pyrolytic BN
BN = Boron nitride
J  = Applied electric current
B  = Applied magnetic field

 

Fig. 29.1 Schematic view of an
LPEE crucible for a GaInAs system.
Note that the temperature distribu-
tion shown is not the actual one; it
describes symbolically the Peltier
cooling/heating at the interfaces

and acts as both a heat conductor and an electrical insu-
lator. The growth temperature is typically in the range
of 650–900 ◦C, depending on the material to be grown.
After the system reaches thermodynamic equilibrium,
the electric current is turned on and growth is initiated.
During the growth process, the furnace temperature is
kept constant. The applied electric current is the sole
external driving force and the controlling element of the
growth, and makes it possible to achieve a high growth
rate and precise control of the process. The electric cur-
rent passes through the lower electrode, contact zone,
and substrate, but may bypass the source material into
the upper electrode. A static magnetic field may also be
used in LPEE. We discuss below some of the factors
playing roles in the LPEE growth process.

Thermoelectric Effects
In a well-designed LPEE apparatus, vertical and hor-
izontal external temperature gradients are effectively
minimized. Thermal effects that may lead to tempera-
ture gradients in the solution may then be assumed to
be solely due to the Peltier cooling/heating at the solid–
liquid interfaces and the Joule heating in the grown
crystal.

Peltier Cooling/Heating is a thermoelectric effect
caused by the electric current passing across the
solution–substrate (growth interface) and the substrate–

contact zone interfaces. The electric current causes heat
absorption or evolution at the interfaces, depending on
the direction of the electric current and type of electri-
cal conductivity of the crystal (n-type or p-type). In an
equilibrated LPEE system with a positive polarity of the
n-type lower electrode crystal, Peltier cooling occurs
at the growth interface and is accompanied by Peltier
heating at the substrate–contact zone interface. Thus,
heat transport across the substrate affects the amount of
cooling at the growth interface. Indeed, the amount of
cooling at the growth interface increases with increas-
ing substrate thickness. If the current passes through the
solution–n-type source (dissolution) interface, Peltier
heating occurs at this interface.

Being a semiconductor, the substrate has high elec-
trical resistivity. The electric current passing through
the substrate induces Joule heating proportional to the
square of the current density and electrical resistivity
(Joule heating produced in the solution and graphite
electrodes is at least an order of magnitude lower be-
cause of the low electrical resistivity). The effect of
Joule heating in the substrate increases with increas-
ing substrate thickness and becomes significant for bulk
crystals. A one-dimensional model presented in [29.32]
suggests that the Joule heating may present itself as
a thermal limiting factor (barrier) in the growth of
very thick crystals, particularly in the growth of high-
resistivity materials.
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Growth Mechanisms
The main growth mechanism of LPEE is the transport
mechanism known as electromigration. In the growth
of compound and alloy semiconductors, the solutions
are metallic conductors. In such solutions, electromi-
gration takes place due to electron momentum exchange
and electrostatic field forces [29.5, 9]. Under the influ-
ence of the electric field induced by the applied electric
current, solute species migrate towards the anode with
a velocity proportional to the solute mobility and elec-
tric field. Thus, when the substrate has positive polarity,
the solution becomes supersaturated with solute near
the substrate–solution interface, resulting in epitaxial
growth.

The combined effect of Peltier cooling/heating and
Joule heating results in an axial temperature gradient
in the solution. This temperature gradient supersatu-
rates the solution in the vicinity of the growth interface,
leading to a further contribution to epitaxial growth.
This is the second main growth mechanism of LPEE.
Either electromigration or Peltier cooling can become
dominant, depending on the particular growth condi-
tions [29.8, 9, 33]. However, these contributions can be
affected by the presence of natural convection in the
solutions, as shown numerically in [29.34].

A typical growth rate in the LPEE growth of
GaAs at a 3 A/cm2 electric current density is about
0.5 mm/day. For the growth of thick crystals (several
millimeters), mass transport in the liquid solution is
mainly due to electromigration. The contribution of mo-
lecular diffusion is very small, as shown experimentally
in [29.26, 27], and also numerically in [29.35, 36]. The
growth rate increases with increasing electric current
density. However, at higher electric current densities,
for instance 10 A/cm2 or higher, the growth becomes
unstable [29.26, 27].

29.1.2 Natural Convection

The effect of natural convection has been observed
in various experiments [29.26, 27, 37, 38]. It enhances
the overall transport processes, and thus increases the
growth rate, which is desirable. However, convection
often has an adverse influence on growth kinetics, and
on the structure and quality of grown crystals [29.37]. It
has been observed that convective flow, resulting from
both thermal and solutal gradients, leads to the growth
of GaAs/GaInAs layers with nonuniform thickness pro-
files [29.8,10,26,27]. Furthermore, convection has been
found to limit the maximum achievable thickness in
bulk crystal growth experiments [29.23], due to the loss

of surface quality caused by unstable growth condi-
tions [29.26, 27].

In the growth of alloy semiconductors, convection
adds another dimension to the difficulty of the prob-
lem. In most alloys, the densities of the components are
significantly different. This difference gives rise to in-
homogeneity in the composition of the liquid solution
during growth. In other words, gravity makes it difficult
to maintain the solution with a uniform liquid composi-
tion. Less dense components move upwards, leading to
the depletion of the required component(s) in the vicin-
ity of the growth interface. This results in unsatisfactory
growth. For example, in the case of GaInP, phosphorus,
with the smallest density, tends to float.

29.1.3 Applied Magnetic Fields

In order to suppress convection, a static, external ap-
plied magnetic field has also been used in LPEE [29.26,
27]. As we will see later, the application of a vertical
static magnetic field (perfectly aligned with the growth
direction and the applied electric field) indeed sup-
presses convection significantly. However, it was also
observed, unexpectedly, that the applied magnetic field
increases growth rate very significantly. For instance,
a field of 4.5 kG increases the growth rate about tenfold.
Experimental [29.26, 27] and modeling [29.35, 36, 40,
41] studies have shown that the growth rate is also pro-
portional to the intensity of the applied magnetic field;
however its contribution to mass transport is about twice
that of the applied electric current.

29.1.4 Observation of Growth Rate

One of the most significant advantages of the LPEE
growth technique is the possibility of monitoring in situ
the evolution of the growth interface. Although the
subject of this chapter is the modeling and numerical
simulations of the LPEE growth process, due to its sig-
nificance we wanted to mention a great experimental
technique developed in [29.74]. The technique is based
on resistance measurements of the growth cell during
LPEE growth. When scaled with the use of the tech-
nique of dopant modulation by current pulses (time
markers) [29.1], the in situ monitoring allows the study
of growth rate (averaged over the cross-section area of
the crystal).

The literature on the experimental studies carried
out on LPEE growth of various semiconductors is rich
(for a detailed account of the subject, see [29.41]).
In the following sections, we first present a short re-
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view of the early modeling and theoretical studies.
Then, due to its significance, we give a short sum-
mary of the results of the recent experimental study
of [29.26], carried out for LPEE growth of GaInAs
under a strong static magnetic field. We also present

a summary of the three-dimensional simulations car-
ried our for LPEE growth of binary systems. Finally,
a continuum model developed to predict the high
growth rates observed in the LPEE growth of GaAs is
introduced.

29.2 Early Theoretical and Modeling Studies

A number of conceptual/modeling studies have been
carried out to have a better understanding of the relative
contributions of electromigration, Peltier cooling, dif-
fusion, and convection. These early studies contributed
significantly to understanding of the LPEE growth pro-
cess. Here, we present a summary of some of those early
contributions.

29.2.1 Peltier-Induced Growth Kinetics:
Electromigration Mechanism

An analytical treatment of the Peltier-induced growth
kinetics in the LPEE growth of GaAs was presented in
the absence of the effect of natural convection [29.10].
In this model, the growth rate was examined by consid-
ering diffusion and electromigration of As in a Ga-rich
solution (Fig. 29.2). The mass balance for the solution
and the grown layer is written as

ρLCL (T0) L = ρSCS R(t)+ρL

L∫
R

C(x, t)dx . (29.1)

The distribution of solute C(x, t) in the solution is ex-
pressed by writing the conservation of mass for the
ionized species as

∂C

∂t
= DC

∂2C

∂x2 − ZeffμE
∂

∂x
(EC) , (29.2)

where

μE = FDC

RT
(29.3a)

and

Zeff = Z − Z0
σ−1(C)−σ−1(0)

Cσ−1(0)
, (29.3b)

and μE, F, and σE are the electric mobility, the Faraday
number, and the conductivity of the solution, respec-
tively, Z and Z0 represent the valances of solute and
solvent ions, Zeff is the effective charge of solute

species, and DC is the diffusion coefficient. Differen-
tiating (29.1) with respect to time and using (29.2), we
obtain the growth rate as

V (t) = ρL
DC (∂C/∂x)|x=R −μE Zeff E(R)CL(T1)

ρSCS −ρLCL(T1)
.

(29.4)

As can be seen, the calculation of the growth rate re-
quires the electric field intensity E to be known, defined
by the charge distribution in the solution and the so-
lute concentration C(x, t). Since the Ga (or Ga-rich)
solution exhibits metallic properties, the participation
of free electrons in the electric conductivity is much
greater than that of the ionized solute (arsenic in this
case) atoms. One may then assume that the electric field
intensity E is constant across the solution and its value
can be estimated from the expression J = σE E, which
is simply the constitutive equation used for the electric

0 R(t) L

C(x, t)

CS

CL (T0)

x 

Source  

Solution

E(x)  

Solid

CL(T1)

Fig. 29.2 Distribution of the solute concentration C(x, t)
in the solution (liquid) and solid: CL = equilibrium com-
position of the solution, R = thickness of the grown layer,
L = solution height, t = time, E = electric field intensity.
In this setup electric current bypasses the source material
(distribution of arsenic concentration in the solution after
a very long time; after [29.10])
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current with the conductivity σE of the solution [29.41].
In this case, the growth expression reduces to that
given in [29.41, 63] with the assumption E = Zeff E.
Then, (29.2) reduces to the one-dimensional mass trans-
port equation, which can be deduced from that given
in [29.41, 63] as

∂C

∂t
= DC

∂2C

∂x2 −μE E
∂C

∂x
. (29.5)

Equation (29.2) can be solved numerically under the
following conditions (in the absence of Peltier effect at
the source)

C(x, 0) = CL(T0) ,

C(R, 0) = CL(T1) ,

C(L, t) = CL(T0) ,

∂C

∂x

∣∣∣∣
x=L

= 0 . (29.6)

One can see that, in order to calculate the growth rate
in (29.4), one must know the values (or functions) of
DC(T ), CL(T ), ΔT ≡ T1 − T0, σE(C), and also Zeff.
Some of these values can be determined experimentally
(such as DC(T ), σE(C), and Zeff) and some of them
(such as CL(T ) and ΔT ≡ T1 − T0) can be estimated
through calculations (or numerical simulations). These
values were estimated in [29.10] as follows.

The temperature difference ΔT ≡ T1 − T0 was esti-
mated directly by taking into account the fact that the
growth of an epitaxial layer without the source on the
solution surface occurs until the following condition is

0 30 60 90
Time (min)

30

20

10

Layer thickness (µm)

L = 55 mm
J = 10 A/cm2

ΔT = 18 °C
T0 = 850 °C
ZeffE = 1 V/m    

 
 

 

Diffusion

Electromigration

Total transport 

Fig. 29.4 Layer thickness versus time, and the relative contribu-
tions of electromigration and diffusion (after [29.10])

0 Rmax L

C(x, t)

CS

CL(T0)

x

Solution

E

Solid

CL(T1) DC Zeff µEEC∂C
∂x

Fig. 29.3 Distribution of arsenic concentration in the solu-
tion after a very long time (after [29.10])

fulfilled (Fig. 29.3)

DC
∂C

∂x
= ZeffμE EC , (29.7)

which means that the diffusion, electromigration, and
electrotransport streams balance each other. Solving
(29.7) and substituting into (29.2) yields (see [29.10]
for details)

CL(T1) = CL(T0)− (CSρS Rmax)/(ρL L)

1− (μE L Zeff E)/(2DC)
, (29.8)

where Rmax is the maximum thickness of the layer.
Equation (29.8) and the exact knowledge of the liquidus
curve CL(T ) will determine ΔT ≡ T1 − T0.

The electric conductivity of the Ga solution and
the parameter Zeff were estimated in [29.10] as fol-
lows. The product EZeff, which is linearly dependent
on current density, was treated as the parameter to
fit the experimental data of the growth rates obtained
(see [29.10] for the experimental data) as

J

Zeff E
= const., at T0 = const. (29.9)

It follows that the fitting parameter Zeff E has to be pro-
portional to the current density J . Agreement within
±20% between the calculated and measured values
can be achieved, as suggested in [29.10] (Fig. 29.4).
Actually in the growth of very thick crystals (during
prolonged growth periods), as will be seen later [29.26],
this agreement is very close, within a very small margin.

Once the values of Zeff E are known from the fitting
procedure, the electrical conductivity σE, the effective
charge Zeff, and the electric field intensity E can be
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estimated. Using J = σE E, and (29.3b) we obtain

σ−1(C) = σ−1(0)

(
1+ ZC

Z0

)
1+ (1−Π)1/2

2
(29.10)

and

Zeff = Z − Z0

(
1+ ZC

Z0

) [
1+ (1−Π)1/2

]−2

2C
(29.11a)

with

Π ≡ 4Zeff EC

Z0σ−1(0)J
(

1+ ZC
Z0

)2 . (29.11b)

Using (29.10) and (29.11a,b) the calculated values of
Zeff are tabulated in Table 29.2.

These results showed that mass transport in the
LPEE growth of GaAs is due to both diffusion and elec-
tromigration of solute (As) in the liquid towards the
seed substrate. The high value of the effective charge,
estimated by fitting the theoretical values to those meas-
ured ones, justifies the conclusion that the migration of
arsenic species in the liquid solution is realized mainly
due to collisions with electrons flowing across the solu-
tion.

Indeed, this conclusion given in [29.10] for the
mechanism of electromigration established the under-
standing of the electromigration process. As we will
discuss it later, the high growth rates achieved un-
der an applied magnetic field in the LPEE growth of
GaAs [29.26] can only be explained by such a mecha-
nism, as suggested in [29.61–63]:

The resistance during the collision of electrons with
the species of the solution determines the mobility of
the species and in turn the growth rate. This resis-
tance is very much reduced under an applied static
magnetic field due to the possibility that the charged
species are aligned along the magnetic field lines

Table 29.2 Estimated values of electrical conductivity and
effective charge [29.10]

T0 CL(T0) (Zeff E/J) σ−1(C) Zeff

× 103 × 105 (As3−)

(◦C) (at. %) (� cm) (� cm)

750 1.38 −1.2 5 −24

800 2.23 −1.2 5.2 −23

850 2.75 −1.2 5.5 −22

(which are almost uniform along the growth direc-
tion in the growth system used in [29.26]), and leads
to a very high mobility.

Thus, the mass transport due to electromigration in-
creases tremendously and the total mobility of species
depends not only on the electric mobility coefficient
which is measured in the absence of an applied mag-
netic field, but also on the magnetic field intensity and
a new material coefficient that is called the magnetic
mobility in [29.61–63]. This understanding supports the
earlier definition of electromigration in LPEE.

29.2.2 A One-Dimensional Model

Based on the conservation of species mass, a one-
dimensional model for the LPEE growth process was
given in [29.8, 9], where the contributions of the Peltier
effect at the solid–solution interfaces and that of so-
lute electromigration in the solution to the overall
growth process were defined. According to this one-
dimensional model, the contribution of electromigration
to growth is dominant in the absence of convection, and
the contribution of the Peltier effect can be dominant
in the presence of convection. (The relative contribu-
tions of electromigration and the Peltier effect have
been determined more clearly through two-dimensional
numerical simulation models developed by the author;
the reader is referred to [29.34, 48–50] for details.)

The one-dimensional mass transport equation was
written as

∂C

∂t
+ V g ∂C

∂x
= DC

∂2C

∂x2 −μE E
∂C

∂x
. (29.12)

The following boundary conditions were considered

−DC
∂C

∂x

∣∣∣∣
0
+μE ECL = (CS −CL)V g , (29.13)

C = C0 at t = 0 for all x, and
at t > 0 for x = ∞ (absence of convection), or

C = C0 at t > 0 for x > δ (presence of convection),
C = CL at t > 0 and x = 0 (growth follows the liquidus

line).

Equation (29.12) was solved analytically with the as-
sumption of a small growth velocity so that the second
term on the left-hand side of (29.12) was neglected. The
growth velocity was obtained for two cases: (i) for an
infinitely long boundary layer (δ = ∞, no convection),
and (ii) for a finite boundary layer (with convection),

Part
E

2
9
.2
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which are given respectively as

V g
T = ΔTp

CS −CL

dC

dT

∣∣∣∣
L

(
DC

πt

)1/2

+μE E
CL

CS −CL

(29.14)

and

V g
T = ΔTp

CS −CL

dC

dT

∣∣∣∣
L

DC

δ
+μE E

CL

CS −CL
.

(29.15)
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Peltier cooling

Fig. 29.5 Growth velocity of GaAs calculated from (29.14) (af-
ter [29.8, 9])
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Fig. 29.6 Growth rate versus electric current density: 800 ◦C with
a substrate thickness of 300 μm (after [29.8, 9])

In (29.14) and (29.15) the first terms represent the
contribution of the Peltier effect and the second
terms represent the contribution of electromigration
to the growth velocity. Both terms depend linearly
on the electric current through ΔTp and E, respec-
tively. Equation (29.14) was solved for LPEE growth
of GaAs from a Ga/As solution at 800 ◦C growth
temperature and using J = 10 A/cm2, ΔTp = −3 ◦C,
DC = 6.0 × 10−5 cm2/s, and μE E = 10−5 cm/s. The re-
sults are plotted in Fig. 29.5.

Equation (29.15) was also solved for various bound-
ary layer thicknesses. It was shown that, as the boundary
layer gets thinner, the contribution of Peltier cooling to
the growth rate increases. The contribution of Peltier
cooling to the growth rate also increases with increas-
ing Peltier cooling at the growth interface (see [29.8, 9]
for details).

According to the model presented above the rel-
ative contributions of Peltier cooling at the growth
interface and electromigration of solute species in the
liquid towards the interface depend on the experimen-
tal conditions. On the basis of this model, a quantitative
criterion was given in [29.8, 9] to determine the relative
contributions of the Peltier effect and electromigration.
A critical substrate thickness dc was defined, for which
the contributions of the Peltier effect and electromigra-
tion are equal. When the substrate thickness is greater
than the critical thickness, the Peltier effect dominates,
and when the thickness is smaller than the critical
thickness, electromigration dominates. Their conclu-
sion then was that, in the growth of thick crystals and
in the presence of significant convection, electromigra-
tion is dominated by Peltier cooling. On the other hand,
with thin substrates and in the absence of significant
convection, electromigration dominates electroepitaxial
growth.

In order to verify the predictions of the one-
dimensional model, specific LPEE experiments were
devised in [29.8, 9]. Under specific growth conditions,
using n- and p-type seed substrates, it was shown that
the growth in the case of the p-type substrate was
smaller than in the case of the n-type substrate. From
the difference in growth rates, it was concluded that
the contribution of Peltier cooling to the growth rate is
less than 15%. The almost linear relationship between
growth rate and electric current density observed ex-
perimentally is consistent with theoretical predictions
(Fig. 29.6).

It was shown experimentally that the growth rate is
also proportional (almost linearly) to current density for
all growth temperatures used, and that, for a given cur-
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rent density, the growth rate increases with temperature.
Results are summarized in Fig. 29.7 for LPEE growth of
GaAs on a 0.3 mm thick n-type substrate.

Another important issue is the selection of a proper
solution height when an LPEE crucible is designed
since it influences the growth rate, among of course
other growth parameters. LPEE experiments designed
for the growth of GaAs at 800 ◦C using an n-type sub-
strate showed that growth rate is linearly proportional
to solution height up to a certain height (about 10 mm),
above which the growth rate remains constant. The
results of experimental measurements in [29.8, 9] are
presented in Fig. 29.8. Naturally, the relative contribu-
tion of the Peltier effect to the growth rate varies with
solution height due to the contribution of convection
in the solution. Experiments carried out in [29.8, 9] (at
25 A/cm2 electric current density and 900 ◦C) show that
the contribution of Peltier cooling increases with solu-
tion height (Fig. 29.9).

29.2.3 Source-Current-Controlled (SCC)
Growth

The source-current-controlled (SCC) method is a ver-
sion of LPEE with the difference that the furnace
temperature is lowered gradually during growth simi-
lar to in liquid-phase epitaxy (LPE) while the electric
current is simultaneously used to generate a tem-
perature gradient and supply additional solute to the

Boundary layer thickness (mm)
1.1 0.5

Growth rate 
(µm/min)

2.5

3.0

3.5

4.0

Contribution of
electromigration 

Contribution of
peltier effect 

Solution height (mm)
0 5 1510 20

Fig. 29.9 Growth rate of GaAs from a Ga/As solution (at
900 ◦C and 25 A/cm2) as a function of solution height.
Substrates were Cr-doped and 0.3 mm thick. The estimated
boundary layer thicknesses are also indicted at the top (af-
ter [29.8, 9])

Current density (A/cm2)

1

2

3

4

5

Growth rate (µm/min)

950 °C

900 °C

850 °C

800 °C

10 50403020

Fig. 29.7 Growth rate versus current density at various growth tem-
peratures (after [29.8, 9])

Solution height (mm)

Normalized max. layer thickness 

0.002 

0.004 

0.006

0 12.08.04.0

Fig. 29.8 Normalized maximum GaAs layer thickness as a func-
tion of solution height under the experimental conditions of
800 ◦C growth temperature, 0.3 mm thick n-type substrate (af-
ter [29.8, 9])

liquid [29.64–67]. In this setup the applied electric cur-
rent passes through the source, the solution, and then
through the graphite on top, but bypasses the sub-
strate (Fig. 29.10). Due to the passage of electric current
through the source the temperature T1 just above the
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Epitaxial layer
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BN:  Boron nitride
G:     Graphite

G G

Substrate

0

L
x

Growth crucible Temperature profile
Fig. 29.10a,b Schematic view of the
SCC (LPEE) growth crucible (a) do-
main and temperature profile (b) used
in the model (after [29.64])

source is higher than that (T2) just below the substrate.
This temperature difference generates a temperature
gradient between the source and the substrate. For this
system, the thickness of the grown layer is calculated
by solving the one-dimensional mass transport equation
given in (29.5) (where we assume the mobility to be
positive for current flow from source to substrate, oppo-
site to the sign convection used in [29.64]: μE ≡ −μ)
under the boundary conditions

C(0, t) = C0 − (R0/m0)t ,

C(L, t) = CL − (RL/mL)t ,

C(x, 0) = C0 + (CL −C0)(x/L) , (29.16)

where C0 and CL are the initial solution concentration
in the vicinity of the growth interface and the source,
respectively, and R0 and RL represent, respectively, the
cooling rates at the growth and dissolution interfaces.
The solution height is denoted by L , and m0 and mL are
the slopes of the liquidus curves near the growth and
dissolution interfaces, given by

m0 ≡ 1

wL

dT

dXL

∣∣∣∣
x=0

,

and

mL ≡ 1

wL

dT

dXL

∣∣∣∣
x=L

, (29.17)

where XL represents the atomic fraction of the solute,
and wL is the solution density. Through an approximate
analytical solution to (29.5), an expression for the layer
thickness was given as

L = Mt/CS , (29.18)

where

Mt = DC

(
μE
2DC

− 1

L

)(
C0 − R0t

2m0

)
t

+ DC

L
exp

(
μE
2DC

) (
CL − RLt

2mL

)
t

−
[

π

L

∞∑
n=1

nTn(0)

A
+ 2

L

∞∑
n=1

BCL −C0

A

]

×
[
exp (−DC At)−1

]

+
(

π

L3

∞∑
n=1

2n2π

A2

)(
R0

m0
− B

RL

mL

)

×

[
t + 1

DC A
exp (−DC At)− 1

DC A

]
(29.19)

and CS is the concentration of C atoms per unit volume
of the grown layer. For an AxB1−xC system, CS is given
by CS = 4/d3, where d is the lattice constant of the
ternary compound. The layer thickness for diffusion-
and electromigration-limited growth in a temperature-
graded solution can be calculated using (29.18) and
(29.19) [29.64].

The thickness of the grown layers of an
In0.53Ga0.47As system was calculated in [29.64] and
various numerical data were given for the dependence
of concentration on growth time, layer thickness as
a function of temperature and cooling rate, the rel-
ative contributions of electromigration and diffusion
to growth rate, and the composition of the grown
crystal along the growth direction. These calculations
were made using the value μE = 0.1–0.001 cm/min
for the mobility of As in the Ga/As solution. It was
stated in [29.64] that the real value of μ can be de-
termined through a comparison of experimental layer
thicknesses with computed ones. Indeed, as shown
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in [29.26, 62, 63] the mobility was calculated using ex-
perimental results of LPEE of a GaInAs system with
and without the application of an external magnetic
field.

The above analysis was extended in [29.68, 69] to
a GaxIn1−xAs system to determine the composition
variation in the grown crystals. In this model, for the
first time, phase equilibrium between the crystal and
the solution is maintained while having consistency be-

tween the transported and incorporated mass or solute
atoms at the growth interface. The comparison of ex-
periments with computed results revealed that in the
Ga/In/As solution the diffusion coefficient of Ga is
about twice that of As, and the electric mobility of Ga
is larger than that of As. The above results were instru-
mental in the development of future two-dimensional
(2-D) and three-dimensional (3-D) numerical models
and simulations for such systems.

29.3 Two-Dimensional Continuum Models

As mentioned earlier, the growth process of LPEE is
quite complex and involves the interactions of various
thermomechanical and electromagnetic fields. These in-
clude fluid flow, heat and mass transfer, electric and
magnetic fields, various thermoelectric effects and their
interactions in the liquid phase, and heat and electric
conduction with various thermoelectric effects in the
solid phase. In addition, the moving growth and dis-
solution interfaces with possible finite mass transport
rates complicate the process further. One-dimensional
and simple models are not sufficient for a full under-
standing of the various aspects of the LPEE growth
process. To gain a better understanding of the growth
process of LPEE, over the past 10 years a number of
numerical simulation modeling studies have been car-
ried out by the author’s research group [29.34–36, 39–
41, 46, 48–50, 61–63, 70–73].

For the first time, a two-dimensional computer sim-
ulation model for the LPEE growth process of GaAs
was introduced in [29.70]. This simulation model was
based on the rational mathematical model given for a bi-
nary system in [29.71]. The objective of this diffusion
model was to examine the relative contributions of elec-
tromigration and Peltier cooling without introducing the
additional complexity of natural convection. The model
includes heat transfer, diffusive mass transport, electro-
migration, and Peltier and Joule effects. The governing
equations are solved numerically using a finite volume
method. Simulations are presented for three different
growth cell configurations to investigate: (i) temperature
and concentration distribution in the growth cell, (ii) the
effect of applied electric current density and substrate
thickness, and (iii) the contribution of electromigration
and Peltier cooling to the overall growth rate.

Based on the simplifying assumptions used in this
work, the simulation results showed that the magnitude
of the relative temperature at the growing interface is

controlled mainly by Peltier cooling for thin substrates
(less than 2 mm) and small electric current densities
(less than 20 A/cm2). As expected, Joule heating be-
comes significant only for thick substrates and high
electric current densities. For all configurations inves-
tigated, electromigration is found to be the dominant
growth mechanism. In critical regions of the growth
cell, relatively small changes in the configuration are
found to have a significant impact on the process, and
on the degree of nonuniformity of the grown crystal.

This diffusion model has been followed by a number
of numerical simulation models specific to particular
growth cell configuration. As an extension of the dif-
fusion model in [29.70], the effect of natural convection
in LPEE was introduced for the first time in [29.34].
In this work, the effect of thermosolutal convection in
LPEE growth of GaAs was investigated through a two-
dimensional numerical simulation model that accounts
for heat transfer and electric current distribution with
Peltier and Joule effects, diffusive and convective mass
transport including the effect of electromigration, and
fluid flow coupled with temperature and concentration
fields. Simulations were performed for two growth cell
configurations and the results are analyzed to determine
growth rates, substrate shape evolution, and relative
contributions of Peltier cooling and electromigration.
The simulations predicted and helped explain a num-
ber of experimentally observed features, which previous
diffusion-based models failed to reproduce. As we will
see later in detail, in general, electromigration is found
to be the dominant growth mechanism, but the contribu-
tion of Peltier cooling to the overall growth rate is found
to be significantly enhanced by thermosolutal convec-
tion in the solution, and Peltier cooling can in fact
become the dominant growth mechanism for certain
growth conditions and growth cell configuration. The
overall growth rate is found to increase with increasing
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furnace temperature and applied electric current den-
sity. This thermosolutal convection model predicts an
increased nonuniformity of the grown layers compared
with the pure diffusion model in [29.70]. The shape of
the grown layers is also shown to be very sensitive to
changes in growth cell configuration.

The LPEE growth of ternary alloys was numeri-
cally simulated in [29.50] using a diffusion model for
the growth of AlGaAs, and in [29.73] including the ef-
fect of convection in growth of GaInAs. The growth of
AlxGa1−xAs is considered from a Ga-rich solution. The
solution is dilute, with 0.345% Al and 2.445% As. The
growth temperature is 850 ◦C, the electric current den-
sity is 10 A/cm2, and the solid composition is up to
x = 0.4. Simulations are carried out in the absence of
convection [29.50].

In the simulations carried out for LPEE growth
of GaxIn1−xAs (x = 0.94), the computational domain
covered one-half of the crucible geometry, assuming
symmetry of the geometric and boundary conditions
with respect to the y-axis [29.73]. The initial tem-
perature was chosen as 780 ◦C, corresponding to the
experimental growth conditions. The solution composi-
tions, determined from the Ga/In/As phase diagram for
growth at 780 ◦C, were assumed to be uniformly dis-
tributed in the liquid zone. In this experimental setup
the Ga/In/As solution is nondilute, with 29.85% Ga and
7.07% As.

Two-dimensional simulation models have also been
developed for LPEE growth of crystals under magnetic
fields [29.72]. The feasibility of using a magnetic field
for suppressing convection in LPEE was first studied

through a model for the growth of GaAs in [29.49].
The LPEE growth process of GaAs was numerically
simulated under an applied static magnetic field us-
ing the finite element method based on the penalty
function formulation [29.49]. It was found that this
formulation is more robust and efficient than a mixed
velocity–pressure formulation. The results of these
early simulations have shown that the effect of natural
convection can be reduced significantly by the applica-
tion of an external static magnetic field. For the crucible
selected, the uniformity of grown layers improves with
increasing magnitude of the applied magnetic field. Re-
sults also showed that complete elimination of natural
convection in the liquid phase requires the application
of a very large magnetic field (about and more than
20 kG). However, this prediction is numerical, based on
the model assumptions and simplifications made, and
as we will see later in growth of bulk crystals by LPEE,
the strong interaction between the applied magnetic and
electric fields does not allow the use of a magnetic
field intensity above a critical (maximum) value. For in-
stance, this value was about 4.5 kG in LPEE growth of
GaAs in experiments [29.26], and growth at higher field
intensities led to unstable growth.

However, this early simulation model in [29.49]
shed light on a number of issues in LPEE growth under
magnetic field and laid the foundation for further exper-
imental and numerical simulation studies in LPEE. It
also provided a valuable insight into the use of the finite
element technique for future studies. (A comprehensive
review of the two-dimensional simulations carried out
for LPEE can be found in [29.41].)

29.4 LPEE Growth Under a Stationary Magnetic Field

In spite of many significant advantages, LPEE has suf-
fered historically from mainly three shortfalls towards
its commercialization. The first is the achievable crys-
tal thickness, which is relatively small, on the order
of a few millimeters. This is mainly due to the com-
bined effect of Peltier and Joule heating in the system,
leading to higher temperature gradients and relatively
strong natural convection in the liquid solution zone
that cause unsatisfactory and unstable growth. This puts
a limit on the achievable crystal thickness, particularly
in the growth of bulk crystals, and providing less use-
ful material. The second issue in LPEE has been its
low growth rate. The growth rate in LPEE is almost lin-
early proportional to the applied electric current density,

and increases with increasing electric current density.
For instance, it is about 0.5 mm/day at 3 A/cm2. For
higher electric current density levels, the growth rate
will increase, but in the growth of thick (bulk) crystals
the combined effect of temperature gradients and nat-
ural convection may lead to unstable growth. The third
shortfall is the need for a single-crystal seed of the same
composition as the crystal to be grown. Small composi-
tional differences, on the order of 4% depending on the
crystal lattice parameters, can be tolerated, but higher
compositional differences may lead to unsatisfactory
growth.

The first two shortfalls of LPEE have recently been
addressed in [29.26]. By optimizing the growth param-
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eters of LPEE, and also using a static external applied
magnetic field, a number of thick, flat GaAs single
crystals and In0.04Ga0.96As single crystals of uniform
compositions were grown, and the growth rate of LPEE
was increased more than tenfold for a selected elec-
tric current density. The crystals grown under magnetic
field or no magnetic field were all single crystals, and
the results were reproducible in terms of crystal thick-
ness, growth rate, and compositional uniformity. The
addressing of the third shortfall has been attempted
in [29.42–45] by utilizing the liquid-phase diffusion
(LPD) technique.

A comprehensive experimental study of LPEE
growth of GaAs and Ga0.96In0.04As single crystals
has been carried using the facility in the Crystal
Growth Laboratory (CGL) of the University of Vic-
toria. The LPEE experiments under no magnetic field
have led to the growth of a large number of GaAs
and Ga0.96In0.04As single crystals of thicknesses up
to 9 mm. It was possible to apply electric current
densities of 3, 5, and 7 A/cm2. The corresponding
growth rates in these experiments were about 0.57, 0.75,
and 1.25 mm/day, respectively. Growth interfaces were
very flat, and the growth experiments were reproducible
in terms of crystal thickness and growth rate. Exper-
iments at higher electric current intensities were not
successful.

Experiments at the 3, 5, and 7 A/cm2 electric cur-
rent density levels were repeated under various applied
static magnetic field levels, starting at 3 A/cm2 electric
current density and 20 kG magnetic field level (based
on an earlier initial numerical estimation in [29.49]).
The LPEE experiments at the 4.5 kG and lower mag-
netic field levels were successful, but those under higher
magnetic field levels were not. These experiments in-
dicate that for the LPEE system used in [29.26] the
4.5 kG field level is the maximum (critical) field in-
tensity above which the growth is not stable. The
numerical simulations conducted under the same con-
ditions yielded a lower critical magnetic field level of
2.0–3.0 kG [29.35]. In addition, the experimental LPEE
growth rates under a magnetic field are much higher
than those under no magnetic field. For instance, as
we will see later, the growth rate at 4.5 kG magnetic
field level was about ten times higher than that under
no magnetic field (at J = 3 A/cm2). The experiments
performed at the B = 1.0 and 2.0 kG field levels (at
J = 3 A/cm2) were also successful, and the growth
rates were also higher at 1.62 and 2.35 mm/day, re-
spectively. Experiments showed that the application of
an external magnetic field is very beneficial in increas-

ing the growth rate in LPEE to a level competitive with
other bulk crystal growth techniques.

At the higher magnetic field levels (even at the
J = 3 A/cm2 electric current density level), and the
higher electric current density levels (J = 10 A/cm2

or higher), the experiments did not lead to successful
growth, but showed very interesting outcomes. Al-
though very thick crystals were grown, even up to
a 9 mm thickness, the growth processes were unsta-
ble and led to uneven grown crystals. From visual
inspection of the grown crystals, the adverse effects of
natural convection and strong electromagnetic interac-
tions were obvious, causing either one-sided growth or,
particularly in four experiments, to holes in the grown
crystals [29.27]. It was considered that such growth
(one-sided and with holes) is because of strong and
unstable convection in the liquid zones (solution and
contact zones) due to the strong interaction between
the magnetic field and the applied electric current. Such
predictions were confirmed qualitatively by numerical
simulations [29.35, 36].

29.4.1 Experiments

In the initial LPEE experiments, a 20 kG magnetic field
level was used based on the predictions in [29.49]. It
was realized that this level of magnetic field was very
strong, and the growth results were not successful. The
applied magnetic field intensity was gradually lowered,
and successful growth was first achieved at 4.5 kG.

a)

b)

Fig. 29.11a,b Two sample GaAs crystals grown without
magnetic field. (a) All the material put into the solution
well was depleted. (b) The growth has been stopped before
the depletion of the solution in order to measure the growth
rate accurately, and the upper part is the secondary growth
during cooling (after [29.26])
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A number of experiments were performed at this level.
Experiments were also performed at 1.0 and 2.0 kG
field levels to study the effect of the applied magnetic
field on the growth rate. Details of the experimental
results can be found in [29.26].

In the LPEE setup used, the grown crystal and the
liquid solution could not be separated at the end of an
experiment. Therefore, a secondary growth (like an LPE
growth) occurs during the cooling period in the exper-
iments that were stopped earlier (before depleting all
the solution put in the growth well). Some experiments
were stopped before depleting the solution for the pur-
pose of determining the growth rate accurately. Most of
the crystals were grown under low current density lev-
els (3, 5, and 7 A/cm2). Two sample GaAs crystals are
shown in Fig. 29.11.

Attempts at these electric current density levels
failed. This may be attributed to the strong convection
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Fig. 29.12a,b Summary of the LPEE growth rates (b) and thickness
(a) in the absence of applied magnetic field (after [29.26])

Fig. 29.13 Sample GaAs crystal grown at the J = 3 A/cm2

electric current density and B = 4.5 kG magnetic field level
(after [29.26])

in the solution at these levels of applied current during
the prolonged growth periods in growth of bulk crys-
tals. It must be mentioned that it is possible to use
higher electric current densities (higher than 7 A/cm2)
in the growth of thin layers, as reported in the literature
(e.g., [29.47]).

Experiments were conducted for various growth pe-
riods (from 1 to 8 days) at a temperature of 800 ◦C. The
results are summarized in Fig. 29.12. As can be seen, the
average thickness of the grown crystals is proportional
to the applied electric current density. As expected, the
thickness increases with time. It was concluded previ-
ously that the growth rate in LPEE is a linear function
of the applied electric current density [29.12, 23]. The
results shown in Fig. 29.12a indicate that this is ap-
proximately the case at the low electric current density
levels, but that there is slight deviation from linearity
(with a higher rate) at the higher electric current density
levels. This deviation can be attributed to the enhanced
natural convection in the solution. The increase of elec-
tric current density up to 7 A/cm2 in the growth of bulk
crystals by LPEE has been a significant contribution.
This was possible due to the novel design features of
the LPEE setup in [29.26].

Crystals were grown at 3 A/cm2, without mag-
netic field, for various periods of time to determine the
growth rate. Crystals were grown with thicknesses be-
tween 1.5 and 4.5 mm, with an average growth rate of
0.57 mm/day, as shown in Fig. 29.12b. In one of the ex-
periments a thickness of 4.5 mm was achieved in 8 days.
A number of crystals were also successfully grown un-
der the electric current densities of 5 and 7 A/cm2.
The growth rates were 0.75 mm/day (2.25 mm thick-
ness in 3 days) and 1.25 mm/day (3.75 mm thickness in
3 days), respectively. It must be mentioned that some of
the growth thicknesses were not representative for cal-
culating the growth rate since in such experiments the
source material put into the well was completely de-
pleted before stopping the growth (Fig. 29.12a). Those
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experiments were not included in the calculation of
growth rates.

As mentioned earlier, in order to suppress the natu-
ral convection in the liquid solution for the purpose of
prolonging and stabilizing the LPEE growth process for
growing bulk single crystals (thicker crystals), an ap-
plied static magnetic field was used. A sample grown
GaAs crystal is shown in Fig. 29.13.

The static applied magnetic field induces a mag-
netic body force acting on the moving particles of the
liquid solution. The combined effect of the magnetic
and gravitational body forces suppresses convection and
prolongs growth. This beneficial effect of an applied
magnetic field was the initial intention of the research
program at UVic CGL. This goal was successfully
achieved, by growing thick single crystals. However, the
unexpected effect (a very positive effect of course) of
the applied magnetic (at 4.5 kG and lower field levels)
was the significant increase in the growth rate (about
ten times at the 4.5 kG level, Fig. 29.14). The average
growth rates were calculated at specific electric cur-
rent density levels based on the selected representative

0 1 2 3 4 5
Magnetic field (kG)

0.0

2.0

4.0

6.0

8.0

Growth rate (mm/day)
10.0

Fig. 29.15 Growth versus magnetic field intensity at J =
3 A/cm2 (after [29.26])
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0.0
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3 A/cm2

*

*

6

Fig. 29.14 Summary of the growth rates at the B = 4.5 kG magnetic
field level (after [29.26])

experiments, those that were stopped deliberately be-
fore depleting the source material. This increase in the
growth rate was almost the same at each of three elec-
tric current density levels, namely about 6.1, 7.8, and
10.5 mm/day at J = 3, 5, and 7 A/cm2. Such a drastic
increase in the growth rate elevates the LPEE growth
process to the category of a bulk growth. Growth rates
at the B = 1.0 and 2.0 kG levels were also higher, about
1.62 and 2.35 mm/day, respectively. Results show that
the growth rate is also proportional to the applied mag-
netic field level (Fig. 29.15).

29.5 Three-Dimensional Simulations

The earlier two-dimensional simulation results have
shown that the level of applied magnetic field has
a significant effect on natural convection in the solu-

tion, both in intensity and structure [29.46]. A stronger
applied magnetic field leads to weaker convection
in the solution, and more uniform interfaces. These
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two-dimensional numerical simulations have shed light
on various aspects of the applied magnetic field in
LPEE. However, these models, being two dimen-
sional, have naturally neglected the contributions of
the circumferential velocity and magnetic body force
components. Therefore, the results presented earlier
were qualitative and did not include information about
three-dimensional effects such as deviations from ax-
isymmetry, variations of the magnetic field components,
and mixing in the solution.

In order to shed light on these three-dimensional
effects, three-dimensional models were developed
in [29.35, 36] for the LPEE growth of a binary system.
To the best of our knowledge, these were the first three-
dimensional simulation models developed for LPEE.
Here, we present the key features of these models.

29.5.1 Simulation Model

The three-dimensional simulation studies carried out
in [29.35, 36] were focused on the growth of a binary
system (GaAs) for computational simplicity. In addi-
tion, the inclusion of the third component (In) in the
analysis would not have a significant effect on the flow
structures of the solution. The effect of magnetic field
nonuniformity was also investigated. Below we present
the model and the simulation results of [29.35, 36].

The growth cell selected for simulation is shown in
Fig. 29.1. The governing equations are written explicitly
in cylindrical coordinates for a binary system as follows

Continuity

1

r

∂

∂r
(ru)+ 1

r

∂v

∂ϕ
+ ∂w

∂z
= 0 . (29.20)

Momentum
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(29.21)
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∂w

∂t
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∂w
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= ν∇2w− 1

ρL
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(29.23)

Mass transport

∂C

∂t
+ (u +μE Er)

∂C

∂r
+ v

r

∂C

∂ϕ

+ (w+μE Ez)
∂C

∂z
= DC∇2C . (29.24)

Energy

∂T

∂t
+u

∂T

∂r
+ v

r

∂T

∂ϕ
+w

∂T

∂z
= α∇2T . (29.25)

Electric charge balance

∂2φ

∂r2
+ 1

r

∂φ

∂r
+ ∂2φ

∂z
= 0 , (29.26)

where the gradient operator is defined as

∇2 = 1

r

∂

∂r

(
r

∂

∂r

)
+ 1

r2

∂2

∂ϕ2 + ∂2

∂z2 . (29.27)

The associated boundary and interface conditions are
given as follows. Along the vertical wall

u = 0 , v = 0 , w = 0 , T = Tg − z − z0

H
ΔT ,

∂φ

∂r
= 0 ,

∂C

∂r
= 0 . (29.28)

Along the growth interface

u = 0 , v = 0 , w = 0 ,

kS
∂T

∂z
− kL

∂T

∂z
= −π J ,

−σE
∂φ

∂r
= J , C = C1 . (29.29)

Along the dissolution interface

u = 0 , v = 0 , w = 0 ,

kS
∂T

∂z
− kL

∂T

∂z
= +π J , φ = 0 , C = C2 .

(29.30)

Initial conditions at t = 0

C = C0 , u = 0 , v = 0 , w = 0 , T = Tg ,

(29.31)

where u, v, and w are the velocity components in the
r-, ϕ-, and z-directions, respectively, T is temperature,
C is solute concentration, T0 and C0 are the reference
values, H is solution height, and C1 and C2 are the
concentrations on the growth and dissolution interfaces,
respectively. Definitions of other symbols used here are
given in Tables 29.3 and 29.4.
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Table 29.3 Physical properties of the GaAs system [29.34]

Parameter Value

Growth temperature Tg 800 ◦C

Current density J 10 A/cm2

Peltier coefficient π 0.3 V

Solution electric conductivity σE 25 000 Ω−1 cm−1

Solid (crystal and source) 40 Ω−1 cm−1

electric conductivity σS

Thermal diffusivity α 0.30 cm2/s

Solutal diffusion coefficient DC 4.0 × 10−5 cm2/s

Solution kinematic viscosity ν 1.21 × 10−3 cm2/s

Solution density ρL 5.63 g/cm3

Solute electric mobility μE 0.027 cm2/V s

Thermal expansion coefficient βt 9.85 × 10−5 K−1

Solutal expansion coefficient βc −8.4 × 10−2

Thermal conductivities k

Graphite 0.225 W/cm K

Ga-As solution and contact zone 0.526 W/cm K

GaAs substrate 0.082 W/cm K

Boron nitride: the r-direction 0.282 W/cm K

Boron nitride: the z-direction 0.440 W/cm K

Crystal radius 6.0 mm

Furnace radius 36.0 mm

Graphite height 19.0 mm

Solution height 6.0 mm

Substrate thickness 0.3 mm

Source thickness 5.0 mm

Contact zone height 2.0 mm

29.5.2 Numerical Method

The commercial CFX software was used to solve the
field equations. The computation mesh in the liquid
is 120 × 40 × 80 in the r-, ϕ-, and z-directions, respec-
tively, which was demonstrated to be sufficient for an
accurate and stable solution. Since the focus is on the

1.0730E+03
1.0729E+03
1.0728E+03
1.0727E+03
1.0726E+03
1.0725E+03
1.0724E+03

a) b)

Fig. 29.16a,b Temperature distribution (K ): (a) near the growth interface in the horizontal plane, (b) in the vertical plane
at ϕ = 0 (after [29.35, 36])

Table 29.4 Parameters of the GaAs system [29.35]

Parameter Symbol Value

Crystal radius Rc 12.0 mm

Solution height H 10.3 mm

Magnetic field intensity B 0–12 kG

Nonuniformity coefficient A 0–4

Thermal Grashof number GrT 6.84 × 104

Solutal Grashof number GrC 7.10 × 103

Hartmann number Ha 0–871.5

Prandtl number Pr 4.00 × 10−3

flow field only, the evolution of the growth and dissolu-
tion interfaces is not included in the computations. The
mass transport equation in the solution is solved simul-
taneously in order to take into account the influence of
concentration field on the flow field (through the solu-
tal Grashof number); however, the concentration field
is not presented here for the sake of brevity. Transient
terms are considered in the energy, mass transport, and
momentum equations in order to account for possible
unsteady flows and their influence. The simulation re-
sults are presented at t = 1 h since the flow field has
fully developed by that time.

The required physical and growth parameters of the
GaAs system are given in Tables 29.3 and 29.4. The
Hartmann number is defined by

Ha = BH
√

σE/ρLν . (29.32)

The simulations are carried out for half of the cylindri-
cal cell domain for computational efficiency. However,
to ensure that the half-domain solution represents fully
the flow structure of the full domain, a full-domain so-
lution was carried out for a case for which asymmetry
was assured (under a large magnetic field, B = 4 kG).
Results demonstrated that the half-plane treatment is
reliable.
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984 Part E Epitaxial Growth and Thin Films

Computed temperature distributions in the hori-
zontal plane near the growth interface and also in
the vertical plane at ϕ = 0 are given in Fig. 29.16.
Temperature distributions agree with earlier 2-D so-
lutions [29.34, 49, 50]. In addition, since the electric
current is passing through the source in this setup, the
computed isotherm patterns indicate that the shape of
the growth interface will be single-humped (concave
towards the crystal), as expected.

a)

b)
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2.2888E–05
0.0000E+00
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1.4161E–04
1.0274E–11
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9.3414E–06
0.0000E+00
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1.7709E–05
1.4167E–05
1.0625E–05
7-0836E–06
3.5418E–06
0.0000E+00

B = 0 kG

B = 0.5 kG

c)

B = 1.0 kG

d)

B = 2.0 kG

Fig. 29.17a–d Flow field in the horizontal plane in the middle of the solution zone (left column) and in the vertical plane
at ϕ = 0 (right column) (after [29.35, 36])

29.5.3 Effect of Magnetic Field Strength

For a better visualization, the simulation results for
the flow field in the growth cell are presented in three
distinct planes: the vertical (r–z) plane at ϕ = 0 that
represents typical flow structures along the growth di-
rection, the horizontal (r–ϕ) plane at the middle of the
growth cell (z = 5.15 mm) where the changes in the
flow field will be more prominent for radial and circum-
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ferential velocity components representing mixing, and
finally the horizontal plane (r–ϕ) near the growth inter-
face (z = 0.4 mm) where the flow field is often closely
related to the quality of the grown crystals.

Figure 29.17 presents the simulation results for the
flow field presented in the horizontal plane at the mid-
dle of the growth cell (left column) and in the vertical
plane at ϕ = 0 (right column) for four levels of mag-

a)

b)

B = 2.5 kG

B = 3.0 kG

c)

B = 4.0 kG

d)

B = 8.0 kG
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Fig. 29.18a–d Flow field in the horizontal plane near the growth interface at z = 0.4 mm (left column) and in the vertical
plane at ϕ = 0 (right column) for (a) B = 2.5 kG, and (b) B = 3.0 kG, and in the horizontal plane at the middle of the
growth cell (left column) and in the vertical plane (right column) for (c) B = 4.0 kG, and (d) B = 8.0 kG (after [29.35,36])

netic field strengths (B = 0.0, 0.5, 1.0, and 2.0 kG),
while Fig. 29.18 shows the results for the flow field in
the horizontal plane near the growth interface (left col-
umn) and in the vertical plane at ϕ = 0 (right column)
for intermediate magnetic field intensities (B = 2.5 and
3.0 kG), and in the horizontal plane at the middle of the
growth cell (left column) and in the vertical plane at
ϕ = 0 (right column) for higher field levels (B = 4.0
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Fig. 29.19a–d Variation of the flow strength U = (u2 +v2 +w2)1/2 along the radial direction at ϕ = π/2 under various
magnetic field strengths: (a) B = 0.0 kG, (b) B = 1.0 kG, (c) B = 2.0 kG, and (d) B = 3.0 kG. Solid lines at z = 5.05 mm
(in the middle of the growth cell), and dashed lines at z = 0.4 mm (near the growth interface) (after [29.35, 36])
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and 8.0 kG). Local magnitudes of the flow velocity
U = √

u2 +v2 +w2 (which will be referred to as the
flow strength) are computed in m/s, and the scales of
flow strengths are shown in each figure.

The computed flow patterns in the vertical plane ap-
pear more complex than those of the 2-D simulations
presented for the same LPEE growth system. This com-
plexity can be attributed mainly to the inclusion of the
contribution of the circumferential velocity component.
In addition, the size of the growth crucible used in this
study is twice that of the one used in [29.34,49,50]; this
might have also contributed towards these differences.
Such differences in the flow field of 2-D and 3-D models
have also been observed in [29.39,52,53]. The strongest
flow is seen in the lower part of the crucible cell, near
the center of the half-domain along the r-direction. This
is similar to what was observed in [29.34]. A weak
flow cell forms just above the strongest flow cell. The
flow in the horizontal planes is nearly homocentric. The
flow in the horizontal plane near the growth interface
is stronger in the middle region along the radial direc-
tion and becomes weaker and weaker near the growth
cell wall or the axial center (Fig. 29.17a, left column).
On the other hand, in the horizontal plane at the middle
of the growth cell (Fig. 29.17a, right column) there are
two maximum points for the flow intensity along the ra-
dial direction, with a relatively strong flow in the central
region.

Note that the flow field in Fig. 29.17a is not strictly
axisymmetric, especially in the middle of the growth
cell, although the flow is stable. This result suggests
that the present system is near the Grashof number that
is a little bit lower than the critical Grashof number
(2.5 × 105) under the same conditions (Prandtl number
and geometry aspect ratio) given in [29.60] in the anal-
ysis of axisymmetry breaking of natural convection in
a vertical Bridgman growth configuration.

Results are also summarized in Figs. 29.19 and
29.20 for various aspects of the flow field. Simulation
results show three distinct characteristics depending on
the level of applied magnetic field: (a) the weak mag-
netic field, with intensities from 0.0 to 2.0 kG, (b) the
intermediate magnetic field, with levels from 2.0 to
3.0 kG, and (c) the high magnetic field, with intensities
above 3.0 kG. Flow characteristics are quite different at
each of these field levels.

Let us first focus on Fig. 29.17b–d, which represents
results for magnetic field levels from 0.5 to 2.0 kG. In
this category, the weak magnetic field level, an increase
in the applied magnetic field strength results in signifi-

cant reduction in the flow strength, which is, in general,
desirable for a stable and controlled crystal growth.
Flow cells are the strongest near the vertical wall and
forms the so-called Hartmann layer [29.51–54]. At
higher magnetic field strengths, the relative strength of
these flow cells becomes increasingly stronger com-
pared with the flow in the rest of the growth cell domain,
and the Hartmann layer becomes thinner, which is in ac-
cordance with the scaling analysis given in [29.51, 52].
Furthermore, the strongest flow cells appearing in the
lower part of the growth cell (Fig. 29.17a) move fur-
ther down towards the growth interface with increasing
strength, and new flow cells form near the dissolu-
tion interface. These strong flow cells form very visible
boundary layers near the growth and dissolution in-
terfaces (the so-called end layers [29.51, 52, 54]), and
hence give rise to strong vertical velocity gradients in
the vicinity of the growth interface, which may have an
adverse effect on the crystal growth process.

One may state that the application of a magnetic
field may not always be beneficial for the growth pro-
cess [29.40, 54]. It was shown in [29.54] that the
radial nonuniformity in vertical Bridgman is the most

63 4 5
In (Ha)

–10
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–4

–2

In (Umax)

0

7

B (kG)
0.5 8.03.02.0

Transitional region

Stable region Unstable region

Fig. 29.20 Variation of the maximum velocity with mag-
netic field intensity: three distinct regions of stability of
the flow field are obvious. The flow field is stable up to
Ha = 150; in the region between Ha = 150 and 220 the
flow is transitional; and above Ha = 220 the flow is un-
stable (after [29.35, 36])
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significant at intermediate levels of magnetic field
strength.

Flow fields become perfectly homocentric (and
hence axisymmetric) with the increase of magnetic field
strength, and hence the flow strength decreases. The
flow velocities in the central region of the cell (in both
the r- and z-directions) become more uniform at higher
magnetic field levels, and form a core region of the uni-
form flow field, leading to a domain in which the flow
is suppressed with the application of an applied mag-
netic field [29.51, 52, 54]. Indeed, an applied magnetic
field at weak intensity levels can suppress fluid flows in
a growth system, as shown in Fig. 29.17.

To the best of our knowledge, a magnetic field level
higher than 8.0 kG is very strong for LPEE growth of
thick crystals, due to the strong interaction between the
applied magnetic and electric fields. Thus far, it was not
possible to exceed the level of 4.5 kG in experiments,
as higher magnetic field levels led to unsatisfactory
growth [29.26]. The issue of LPEE growth under higher
magnetic field levels and also the higher growth rates
observed under an applied static magnetic field will be
further discussed in the next section.

Figure 29.18 represents the simulation results for
the intermediate magnetic intensity levels selected as
B = 2.5, 3.0, 4.0, and 8.0 kG. In this case, flow strength
increases with magnetic field intensity. This result has
not been widely reported in the relevant literature. It is
possible that it is numerical in nature, and can be fixed
by some innovative numerical treatments [29.56], but it
is also possibly physically, as was observed experimen-
tally in the LPEE growth of GaAs in [29.27].

Some experimental and numerical studies indeed
demonstrated the enhancement of heat transfer (and
hence flow strength) in a melt under a stationary mag-
netic field [29.57–59]. As can be seen from Fig. 29.18,
the flow patterns show dramatic changes, as two flow
cells were formed in each half of the vertical plane,
with the upper cells getting larger and lower cells get-
ting smaller with increasing magnetic field intensity.
In the vertical plane, some strong unidirectional flows
appear in the middle region along the r-direction, and
some with very weak intensity in the middle, forming
a small cylindrical region where the flow is nearly sta-
tionary. The flow fields are no longer axisymmetric and
homocentric. Such an axisymmetry breaking may be
caused by the unsteadiness of the flow field according
to [29.60].

The flow stability was also examined at B = 2.5
and 3.0 kG levels. Comparing the results at different
times, it was found that the flow field is essentially

stable in spite of some small changes with time. One
can then speculate that the reason for the axisymmetry
breaking of the flow field at these magnetic field levels
may be physical and due to a very delicate balance be-
tween the buoyancy and magnetic forces, even though
the flow still remains stable. The variation of the flow
strength along the radial direction for B = 0.0, 1.0, 2.0,
and 3.0 kG levels are shown in Fig. 29.19. Solid and
dashed lines represent, respectively, the values at the
middle and the lower regions of the solution zone. As
can be seen, the flow strength fluctuates and shows dif-
ferences in these regions. However, at higher magnetic
field levels, the difference becomes less obvious. The
variation of the flow strength in the radial direction near
the growth interface is almost symmetric in the absence
of a magnetic field. However, this symmetry is broken
at higher magnetic field intensity levels.

Although higher magnetic field intensity levels,
higher than 4.5 kG, appear not to be practical for LPEE
growth of thick crystals [29.26], for the sake of com-
pleteness and also for the purpose of comparison with
other studies, higher magnetic field intensity levels of
B = 4.0 and 8.0 kG were also considered. The flow
patterns become dramatically different and show large
fluctuations with time, and temperature distributions
show asymmetric behavior.

The maximum flow strength (the maximum mag-
nitude of the local velocity vector) values Umax are
presented in Fig. 29.20 for all magnetic field levels. As
seen, the variation of the maximum flow strength shows
three distinct regions of stability. The flow strength
decreases with increasing magnetic field in the stable
region (up to Ha = 150), but in the intermediate and un-
stable regions (between Ha = 150 and 220, and above
Ha = 220, respectively) the flow strength increases. If
one examines the logarithmic plot of Umax as a func-
tion of the Hartmann number Ha given in Fig. 29.20,
we can see that within the stable region, the relationship
between Umax and Ha obeys a power law of

Umax ∝ Ha−5/4 , (29.33)

which has been demonstrated by many authors [29.51–
55], although the index of the power law is slightly
different due to different system parameters and condi-
tions. In the unstable region, this relationship becomes

Umax ∝ Ha5/2 . (29.34)

In the transitional (intermediate) region, on the other
hand, as one expects, the change of the maximum
strength (Umax) of the flow field with the Hartmann
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number is so dramatic that the power law is not suitable.
The results given here for the intermediate and unstable
regions were obtained for the first time in [29.35], and
to the best of our knowledge, are not corroborated by
anyone else in the literature.

29.5.4 Evolution of Interfaces

As mentioned earlier, the simulation results above were
given at the end of a 1 h growth period (t = 1.0 h) and
also for a stationary interface, for computational effi-
ciency. This was sufficient for examining the flow field
and the effect of a magnetic field on the flow structures.
However, in order to draw meaningful conclusions for
future experiments, and also examining the concentra-
tion fields in the solution and the evolution of interfaces,
simulations were carried for a longer period of growth
(t = 20.0 h) for three levels of magnetic fields, namely
B = 0.0 kG (no applied magnetic field), B = 1.0 kG (the

a)

b)

B = 0.0 kG, t = 20 h

B = 1.0 kG, t = 20 h

c)

B = 3.0 kG, t = 20 h

9.3199E–05
7.7666E–05
6.2133E–05
4.6600E–05
3.1066E–05
1.5533E–05
0.0000E+00

6.2962E–03
5.2469E–03
4.1975E–03
3.1481E–03
2.0987E–03
1.0494E–03
0.0000E–19

1.2396E–03
1.0330E–03
8.2641E–04
6.1981E–04
4.1321E–04
2.0660E–04
0.0000E+00

Fig. 29.21a–c Flow field in the horizontal plane in the middle of the growth cell (left column) and in the vertical plane at
ϕ = 0 (right column) (after [29.35, 36])

mid-field level in the stable region), and B = 3.0 kG
(a field at the beginning of the unstable region), and also
the evolution of growth and dissolution interfaces are in-
cluded. Higher magnetic field levels are not considered
since the reliability of computations for concentrations
in the unstable region may be questionable.

Figure 29.21 summarizes the computed results for
the flow field in the horizontal plane at the middle of
the growth cell (left column) and in the vertical plane at
ϕ = 0 (right column) for three levels of magnetic field
intensities (B = 0.0, 1.0, and 3.0 kG). Flow strengths
are computed in m/s, and the scales are shown in each
figure. The inclusion of the evolution of growth and dis-
solution interfaces affected the flow patterns to a certain
extent, although it is not significant in terms of mag-
nitudes. The effect of the magnetic field in the stable
region is obvious in suppressing the natural convection
in the solution. At the B = 3.0 kG level, however, the
flow patterns show signs of unstable flows.
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a)

b)

B = 0.0 kG, t = 20 h

B = 1.0 kG, t = 20 h

c)

B = 3.0 kG, t = 20 h

2.5909E–02
2.1896E–02
1.7883E–02
1.3870E–02
9.8573E–03
5.8443E–03
1.8312E–03

2.1965E–02
2.1940E–02
1.1914E–02
2.1889E–02
2.1864E–02
2.1839E–02
2.1814E–02

2.1965E–02
2.1940E–02
1.1914E–02
2.1889E–02
2.1864E–02
2.1839E–02
2.1814E–02

Fig. 29.22a–c Concentration distributions in the horizontal plane near the growth interface (left column) and in the
vertical plane (right column) (after [29.35, 36])

The concentration distributions at the B = 0.0,
1.0, and 3.0 kG magnetic field levels are presented
in Fig. 29.22 at t = 20 h. Comparing Fig. 29.22a,b one
can see that the concentration gradients near the cen-
ter of the growth interface and near the growth cell
wall in the vicinity of the dissolution interface de-
crease with the increasing magnetic field levels. This
is due to the reduction in flow strength, resulting in
slower mass transfer towards the growth interface, con-
sequently slowing down both the growth and dissolution
rates. The concentration vortices in Fig. 29.22a nearly
disappear in Fig. 29.22b. At the B = 3.0 kG level
(Fig. 29.22c), concentration distributions exhibit signif-
icant changes compared with those of Fig. 29.22a,b. The
concentration vortices near the center of the symmetric
axis, in the vicinity of the growth interface, form strong
concentration gradients and lead to fast growth rates
in that region. Concentration layers are formed in the
vicinity of both the growth and dissolution interfaces.

The computed growth rates obtained from simula-
tions [29.35] under magnetic field do not predict the
experimental growth rates [29.40]. We will discuss this
issue later in detail.

29.5.5 Effect of High Electric
and Magnetic Field Levels

The flow field was also numerically simulated under
various electric current densities in [29.36]. The max-
imum flow strength shows the same trend at J = 3, 5,
and 7 A/cm2 electric field levels. The time evolution
of the flow field was computed for various magnetic
field intensity levels, and the one corresponding to
B = 4.0 kG and J = 7 A/cm2 is shown in Fig. 29.23.
As can be seen, the flow patterns change with time
and begin to become localized after 120 s of growth.
This localization point is near the growth interface and
is approximately at about a distance of a quarter of
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a) b)

t = 70 s t = 120 s

c)

e)

f)

d)

t = 600 s

6.7900E–06
5.6584E–06
4.5267E–06
3.3950E–06
2.2633E–06
1.1317E–06
0.0000E–00

3.8743E–03
3.2286E–03
2.5829E–03
1.9372E–03
1.2914E–03
6.4572E–04
0.0000E–00

3.8783E–03
3.2320E–03
2.5856E–03
1.9392E–03
1.2928E–03
6.4639E–04
0.0000E–00

3.4846E–03
2.9038E–03
2.3231E–03
1.7423E–03
1.1615E–03
5.8076E–04
0.0000E–00

3.8232E–03
3.1860E–03
2.5488E–03
1.9116E–03
1.2744E–03
6.3720E–04
0.0000E–00

t = 1800 s

t = 3600 s

Samples of GaAs crystals with holes (top view). Holes are 
approximately at the distance half the radius from the edge of the 
crystal. Crystal diameter is 25 mm, and thickness is about 4.5 
mm

Holes

Fig. 29.23a–f Time evolution of the flow field (isostrength contours). The flow field is localized near the growth inter-
face at about a distance of half of the crystal radius where approximately holes are observed (after [29.39]), samples
from [29.27]

the diameter of the crystal from the edge. This point
is almost at the locations where the holes (or dam-
ages) were observed in crystals grown under high fields
in [29.27]. Simulations are shown in Fig. 29.23 for the
liquid solution zone, but it is possible that similar flow
patterns can also be computed in the liquid contact
zone below the seed crystal. The flow patterns com-
puted for B = 3.0 kG and J = 5 A/cm2 show similar
patterns [29.36]. The numerical simulations are in qual-
itative agreement with experiments, but do not agree
quantitatively on the critical value of the magnetic field.
Numerical simulations predict a lower value (just over
2 kG) than the maximum experimental value of 4.5 kG.

Crystals were grown in [29.26] at field values up to
B = 4.5 kG, and J = 7 A/cm2. However, experiments
at higher fields failed (two samples of such crystals are
shown in Fig. 29.23f).

Three-dimensional numerical simulation results
have shown that magnetic field intensities up to 2.0 kG
suppress the flow structures in the solution, and the flow
structures are stable and get weaker with the increasing
magnetic field level. These levels of magnetic field are
beneficial in suppressing the natural convection. How-
ever, field intensities higher than 2.0 kG change the
flow patterns significantly, and at intensities higher than
3.0 kG the flow structures become unstable.
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As mentioned earlier, the LPEE growth system de-
veloped in [29.26] allowed the growth of a large number
of GaAs and Ga0.96In0.04As single crystals of thick-
nesses up to 9 mm. It was possible to apply electric
current densities of 3, 5, and 7 A/cm2, and the cor-
responding growth rates in these experiments with no
magnetic field were, respectively, about 0.57, 0.75, and
1.25 mm/day. Growth interfaces were very flat, and the
growth experiments were reproducible in terms of crys-
tal thickness and growth rate. Experiments at higher
electric current intensities were not successful. Exper-
iments at 3, 5, and 7 A/cm2 electric current densities
were repeated under various applied static magnetic
field levels. Results showed that LPEE experiments at
the 4.5 kG and lower magnetic field levels were success-

ful, but those under higher magnetic field levels were
not.

In fact the experimental study of the LPEE
growth of GaAs and Ga0.96In0.04As single crys-
tals supported qualitatively the results of the three-
dimensional numerical simulations [29.26]. It seems
that the 4.5 kG field intensity level is a maximum
(critical) value above which the growth is not sta-
ble. This experimental critical magnetic field level
is higher than that predicted from the numerical
simulations performed under the same growth con-
ditions, which was somewhere between 2.0 and
3.0 kG [29.35]. Considering the complexity of the
LPEE growth process, this is a good qualitative
agreement.

29.6 High Growth Rates in LPEE: Electromagnetic Mobility

The LPEE experiments conducted in [29.26] yielded
a very significant result that was not predicted from
the modeling studies conducted earlier: the experi-
mental LPEE growth rates under magnetic field were
much higher than the predicted values. For instance,
the growth rate at the 4.5 kG magnetic field level (at
J = 3 A/cm2) was about 6.1 mm/day, which is about
12 times higher than that with no magnetic field. Ex-
periments performed at B = 1.0 and 2.0 kG field levels
(at J = 3 A/cm2) were also successful, and the growth
rates were also higher: 1.62 and 2.35 mm/day, re-
spectively. One more interesting observation of the
LPEE experiments was that the direction of the applied
magnetic field, either up or down, was not relevant.
The growth rate was almost the same, being about
5–6% less when the magnetic field was in the direc-
tion of the applied electric field. As predicted from
the three-dimensional models, at higher magnetic field
levels (even with the J = 3 A/cm2 electric current den-
sity level), and higher electric current density levels
(J = 10 A/cm2 or higher), experiments did not lead
to successful growth, but showed very interesting out-
comes [29.26, 36].

Although very thick crystals were grown, even up
to 9 mm thickness, the growth processes were unsta-
ble, and led to uneven growth (Figs. 29.23 and 29.24).
From visual inspection of the grown crystals, the ad-
verse effect of natural convection was obvious, causing
either one-sided growth or leading to holes in the grown
crystals. It was considered that such growth (one-sided
and with holes) is because of the strong and unsta-

ble convection in the liquid zones (solution and contact
zones) due to the strong interaction between the applied
magnetic field and the applied electric current. Such
predictions were also confirmed qualitatively by the
numerical simulations carried out by considering field
nonuniformities in [29.35], and also by using a newly
defined electromagnetic mobility in [29.40, 61, 62] and
a new model in [29.63]. The simulated flow structures
show the possibility of causing such nonuniform growth
of crystals.

The contribution of electromigration under mag-
netic field was obtained through a nonlinear model
in [29.63] (for the binary GaAs system, in the absence
of the Soret effect) as

i = ρL DC∇C +ρL (DEC + DECB B) CE . (29.35)

The second term in (29.35) represents the contribution
of the applied electric current density to mass transport
under the effect of a static external magnetic field. This
term represents electromigration in the mass transport
equation. Its coefficient, which is called the total mo-
bility [29.61–63], is written in the following form for
convenience

μT ≡ DEC + DECB B ≡ μE +μB B , (29.36)

where the material constant μE (a second-order mater-
ial coefficient) is the classical electric mobility of the
solute (As) in the liquid solution (Ga/As solution) due
to the applied electric current in the absence of an ap-
plied magnetic field. The constant μB is a third-order
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a)

b)

Fig. 29.24a,b Samples of LPEE-grown GaAs crystals under high fields: grown under (a) B = 20 kG and J = 3 A/cm2,
and (b) B = 0, and J = 10 A/cm2 (after [29.26])

material coefficient that represents the contribution of
the applied magnetic field intensity to the electromigra-
tion of species. It is zero (or insignificant) in the absence
of an applied electric current. This term is called the
electromagnetic mobility of solute [29.63]. Its value is
determined using the data of [29.26]. The mass trans-
port equation then becomes

(μE +μB B) (E ·∇C)+ DC∇2C = ∂C

∂t
+v ·∇C .

(29.37)

29.6.1 Estimation of the Electromagnetic
Mobility Value

Experiments show that the growth rate is proportional to
the applied electric current density, and we have eval-
uated the value of μE in the Ga/As solution in the
absence of an applied magnetic field. The numerical
simulations based on this value verify the experimental
growth rates at all three electric current levels (J = 3,
5, and 7 A/cm2). Of course, diffusion (the second term
in (29.37)) and also natural convection (the last term on
the right-hand side of (29.37)) contribute to the growth

rate. However, as shown many times numerically, in
LPEE the contribution of the first term (electromigra-
tion) is dominant, and the growth rate can be assumed
approximately proportional to this term.

Experiments also show that the growth rate in-
creases significantly in the presence of a static magnetic
field, and is also proportional to the field intensity level
as long as the field level is below a critical value, above
which the growth is not stable [29.27]. Numerical val-
ues of the mobilities are calculated using the results
of a large number of experiments in [29.26] in which
the magnetic field vector B was applied both upward
and downward. The growth rates in these experiments
were almost the same whether B was up or down. In
other words the mass transport due to electromigration
was only dependent on the magnetic field intensity but
not on its direction. This is also in compliance with
the defined constitutive equations in [29.63]. Using the
measured growth rates, the mobility values were com-
puted (Table 29.5).

The dimensionless mobility is defined as

μ = μT

μE
= 1+ μB

μE

∼= 1+2B , (29.38)
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Table 29.5 Numerical values of mobilities [29.26, 61, 63]

Experimental values

Magnetic field (kG) 0.0 1.0 2.0 4.5

Electric current density (A/cm2) 3.0 3.0 3.0 3.0

Growth rate (mm/day) 0.50 1.62 2.35 6.10

Computed values

Electric mobility constant μE (m2/V s) 0.7 × 10−5 0.7 × 10−5 0.7 × 10−5 0.7 × 10−5

Total mobility μT = μE +μB B (m2/V s) 0.7 × 10−5 2.3 × 10−5 3.4 × 10−5 7.1 × 10−5

Electromagnetic mobility μB B (m2/V s) 0.0 1.6 × 10−5 2.7 × 10−5 6.4 × 10−5

Electromagnetic mobility constant μB (m2/V s kG) – 1.4 × 10−5 1.4 × 10−5 1.4 × 10−5

Dimensionless mobility μ = μT/μB ∼= 1+2B 1 3 5 10

and is plotted in Fig. 29.25. As seen, the total mobil-
ity is almost linearly dependent on the magnetic field
intensity, of course, within the limit of experimental
measurements.

The first term in the mass transport equation reads
explicitly

(μE +μB B) (E+v × B) ·∇C , (29.39)

where the term (v × B) ·∇C is the contribution of the
applied magnetic field due to the motion of the fluid
particles (coupling term). Its contribution was found to
be very small compared with that of E ·∇C (on the or-
der of 3% based on a maximum velocity of 0.01 m/s
and a 10 kG field level [29.35, 39]). Therefore, its con-

1.0 3.0 4.0 5.0
Magnetic field intensity (kG)  B

1.0

3.0

5.0

7.0

9.0

11.0

µ dimensionless mobility

3.3

4.9

10.1

2.0

Fig. 29.25 Dependence of the total As mobility on mag-
netic field intensity (after [29.61, 63])

tribution can be neglected in the model for computer
simulations. Then, the electromigration term in the mass
transport equation is written as

(μE +μB B) E ·∇C = μT E ·∇C , (29.40)

and the growth rate is computed by

V g
n = ρL

ρS

(
DC

∂C

∂n
+μTCEn

)
1

CS −C
, (29.41)

or simply by, for the purpose of evaluating the mobility
constants,

V g = ρL

ρS

(
DC

∂C

∂n
+μTCEz

)
1

CS −C
. (29.42)

29.6.2 Simulations of High Growth Rates
in a GaAs System

Simulations presented in the previous sections were
repeated using the total mobility values in the mass
transport equation (29.37). In earlier simulations only
the electric mobility μE was used. A summary of the
growth rates from these numerical simulations is pre-
sented in Fig. 29.26a. The values under no magnetic
field are the experimental growth rates and are used
to compute the value of μE. Naturally, they are coin-
cident with the computed values. As seen, the growth
rate decreases first with the magnetic field level and
then increases with the magnetic field above the crit-
ical value. This pattern is similar to the pattern of
experimental growth rates under various magnetic field
levels, and also agrees with the numerical simulation
results.

In order to predict the high experimental growth
rates under an applied magnetic field, the mass trans-
port equation in (29.24) was replaced with (29.37), and
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Fig. 29.26 (a) Computed growth rates are presented versus
applied magnetic field with the use of constant electric mo-
bility μE. Squares represent the values at J = 3 A/cm2 and
circles denote for the values at J = 7 A/cm2. (b) Growth
rates computed using the total mobility, μT = μE +μB B,
are represented by full circles. These values are in agree-
ment with the experimental growth rates (hollow circles,
invisible as coincident with the full circles). The growth
rates under no magnetic field are also shown (squares) for
comparison (after [29.36]) �

then the 3-D simulations were repeated using the total
electromagnetic mobility μT = μE +μB B values given
in Table 29.5. The growth rates computed using the
total mobility μT are presented in Fig. 29.26b (full cir-
cles), and agree with those of experiments. The growth
rates using only the electric mobility μE are also given
in Fig. 29.26b for comparison (empty squares). For the
sake of completeness and for comparison, the exper-
imental growth rates under a magnetic field are also

–0.01 0 0.01
r (m)

0

0.005

0.01

0.015

z (m)

0.02

Fig. 29.27 Evolution of the computed growth interface us-
ing the total mobility μT = μE +μB B (thick lines) and
using only the electric mobility μE (thin lines). Time in-
crement between lines is 40 h. The shapes of the computed
interfaces are in excellent agreement with those of exper-
iments with and without magnetic field (see sample GaAs
crystals in Fig. 29.11). It must be noted that the numeri-
cal simulations were let go until 15 mm growth thickness
just to show that the interface remains flat. Thicknesses of
the grown GaAs and GaInAs crystals were less than this
value
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presented in Fig. 29.26b (note that the full and empty
circles are coincident).

The above results show that the inclusion of the new
total mobility that includes the contributions of both
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the applied electric current and also its interaction with
the applied magnetic field provide much more accurate
predictions for growth rates in LPEE under a magnetic
field.

When only the electric mobility is used in simu-
lations, not only the growth rates but also the shapes
of the evolving growth interface were not predicted
accurately. However, when the total mobility was intro-
duced, in addition to better predictions for growth rates,
the growth interface shapes were also much closer to
those of experiments.

In Fig. 29.27 the evolution of computed growth in-
terface is presented. As seen, the computed interfaces
are flatter and agree with the shapes of the interfaces of

the crystals grown in [29.26], which are almost perfectly
flat.

These results show that the introduction of a bulk
constitutive coefficient representing the total elec-
tromagnetic mobility due to electromigration under
magnetic fields in LPEE (the nonlinear model for LPEE
under magnetic field in [29.63]) is a step in the right
direction. It is by no means complete, since the interac-
tion of electric and magnetic fields must also affect mass
transport at the growth interface. Therefore, in addition
to this model in the bulk (solution), a closer look may
also be needed at various surface phenomena under the
combined effect of applied electric and magnetic fields,
in order to obtain better predictions from modeling.
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Epitaxial Late30. Epitaxial Lateral Overgrowth of Semiconductors

Zbigniew R. Zytkiewicz

The state of the art and recent developments of
lateral overgrowth of compound semiconductors
are reviewed. First we focus on the mechanism
of epitaxial lateral overgrowth (ELO) from the li-
quid phase, highlighting the phenomena that
are crucial for growing high-quality layers with
large aspect ratio. Epitaxy from the liquid phase
has been chosen since the equilibrium growth
techniques such as liquid-phase epitaxy (LPE)
are the most suitable for lateral overgrowth. We
then present numerous examples for which the
defect filtration in the ELO procedure is very ef-
ficient and leads to significant progress in the
development of high-performance semiconductor
devices made of lattice-mismatched structures.
Structural perfection of seams that appear when
layers grown from neighboring seeds merge is
also discussed. Next, we concentrate on strain
commonly found in various ELO structures and
arising due to the interaction of ELO layers with
the mask. Its origin, and possible ways of its
control, are presented. Then we show that the
thermal strain in lattice-mismatched ELO struc-
tures can be relaxed by additional tilting of ELO
wings while still preserving their high quality. Fi-
nally, recent progresses in the lateral overgrowth
of semiconductors, including new mask mater-
ials and liquid-phase electroepitaxial growth on
substrates coated by electrically conductive masks,
are presented. New versions of the ELO tech-
nique from solution and from the vapor (growth
from ridges and pendeo-epitaxy) are described
and compared with standard ELO. A wide range
of semiconductors, including III–V compounds
grown from solution and vapor-grown GaN, are
used to illustrate phenomena discussed. Very of-
ten, the similar behavior of various ELO structures
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reveals that the phenomena presented are not
related to a specific group of compounds or their
growth techniques, but have a much more general
nature.
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1000 Part E Epitaxial Growth and Thin Films

30.1 Overview

Modern micro- and optoelectronic devices consist of
thin layers grown epitaxially on a substrate. These lay-
ers must be of high crystallographic quality. Very often
however, there are no substrates available for lattice-
matched epitaxy, and dislocations are generated at the
layer–substrate interface to relax the lattice-mismatch
strain. Segments of these dislocations thread to the sur-
face of the epilayer, and then to the next-grown layers
of the structure, deteriorating parameters of the de-
vice and leading to its fast degradation. To reduce the
density of threading dislocations in lattice-mismatched
heteroepitaxial structures a buffer layer with a graded
or abrupt composition profile is usually deposited on an
available substrate to obtain a layer with the required
lattice parameter value. Strained layer superlattices are
often inserted into the buffer to bend threading dis-
locations and partially prevent them from propagating
to the surface [30.1]. In situ or ex situ annealing of
buffers has also been employed to induce mutual re-
actions between threading dislocations that eventually
lead to their annihilation [30.2]. In addition, for het-
erostructures with large lattice mismatch, buffer growth
is usually initiated at relatively low temperature, and is
then continued at a higher temperature (so-called two-
step growth) [30.3]. All these sophisticated methods of
buffer layer engineering have been proven to reduce
significantly density of defects in lattice-mismatched
heterostructures. However, despite the progress made,
the best modern buffers still contain dislocations with
a density of ≈ 106 cm−2, which is often too high
for device applications. Therefore, the epitaxial lat-
eral overgrowth (ELO) technique has been developed
to block dislocations threading from the substrate or
substrate/buffer structure to the next-grown epitaxial
layers.

a) b)

Bulk substrate or buffer/substrate structure 

Mask

M
W

Bulk substrate or buffer/substrate structure 

ELO layer 
L

h

Etch pits 

Fig. 30.1a,b Principle of epitaxial lateral overgrowth. (a) A substrate or substrate with a suitable buffer is covered by
a thin amorphous masking film. Seeding windows of width W separated by masked areas of width M are opened up in
the mask. (b) The ELO growth begins exclusively inside the seeding windows. Then the growth proceeds laterally over
the mask. Note that substrate dislocations, marked by dotted lines, propagate to the ELO layer through the openings in
the mask, only. L and h denote the width of the laterally grown part (wing) of the layer and its thickness, respectively

Figure 30.1 schematically illustrates the principle
of epitaxial lateral overgrowth. First the substrate or
substrate with a suitable buffer is covered by a thin
amorphous masking film. Dielectrics, such as SiO2 or
Si3N4, are commonly used to mask the substrate, but
other materials such as tungsten [30.4, 5], zirconium
nitride [30.6] or graphite [30.7] have also been success-
fully applied for the ELO of III–V semiconductors. In
the next step the substrate is patterned by conventional
photolithography and etching to form on its whole area
a grating of mask-free seeding windows of width W
separated by masked areas of width M (Fig. 30.1a).
The ELO growth starts by a selective-area epitaxy, i. e.,
nucleation takes place exclusively in narrow windows
(Fig. 30.1b). When the layer becomes thicker than the
masking film the growth proceeds also in a lateral direc-
tion over the mask. Finally, a new epitaxial layer fully
covers the patterned substrate if the growth time is suffi-
ciently long for coalescence of ELO stripes grown from
neighboring seeds. The main advantage of the ELO pro-
cess is that dislocations can thread from the substrate
into the epitaxial layer through the very narrow win-
dows, so respective etch pits should be visible only in
the part of the ELO layer grown vertically from the seed
(Fig. 30.1b). Since there is no continuity of crystal lat-
tice at the interface between monocrystalline substrate
and the amorphous mask, substrate dislocations cannot
propagate into the mask and must vanish at the substrate
surface. In this way the mask efficiently blocks dislo-
cations and their density in the laterally grown parts
(wings) of the layer should be significantly reduced. In-
deed, there are many experimental evidences showing
that the density of dislocations in the wings area is or-
ders of magnitude lower than that observed in standard
planar epilayers (Sect. 30.3.1). Thus the ELO process
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Epitaxial Lateral Overgrowth of Semiconductors 30.1 Overview 1001

is a powerful method to grow epilayers with a low den-
sity of dislocations on heavily dislocated substrates such
as the relaxed buffers deposited on lattice-mismatched
substrates. When combined with well-developed meth-
ods of buffer layers engineering the ELO technique
offers the possibility of producing high-quality sub-
strates with adjustable value of lattice constant required
by modern electronics. If ternary buffers are used the
value of the lattice parameter might be controlled by
choosing the proper composition of the buffer. Next,
homoepitaxial lattice matched lateral overgrowth would
be employed to remove the buffer dislocations.

A more detailed discussion on the dislocation fil-
tration processes in ELO together with some examples
will be presented in Sect. 30.3. However, it must be
mentioned here that, according to the ELO concept
presented in Fig. 30.1, the number of dislocations prop-
agating into the layer should decrease as the width W of
the seeding window decreases. In particular, the growth
of a completely dislocation-free layer might be possible
if the window width is smaller than the average dis-
tance between dislocations in the substrate. This means
that for the density of dislocations of ≈ 1010 cm−2 the
condition W � 100 nm should be fulfilled. In principle,
windows a few nanometers wide should be sufficient for
the transfer of information on the lattice parameter from
the substrate to the epilayer, i. e., for epitaxial growth.
Due to technical reasons, however, windows a few mi-
crometers wide are usually applied. Note also that in
many epitaxial systems dislocations threading through
the seeding windows are inclined at some angle to the
epilayer surface, so the width of dislocated area on
the surface increases as the layer grows thicker [30.8].
Thus, the ELO layers should be as wide and as thin as
possible in order to maximize dislocation-free wing area
available for devices. In other words, the largest value
of the aspect (width/thickness) ratio AR, defined in this
work by the equation AR = (2L + W)/h, is required.

Besides the use for defect filtration during
the heteroepitaxy of lattice-mismatched systems, the
ELO technique in its homoepitaxial version has
also found practical applications in the production
of silicon-on-insulator structures [30.9], metal-oxide-
semiconductor (MOS) transistors [30.10], field-effect
transistors [30.11], solar cells [30.12], pressure sen-
sors [30.13], and for three-dimensional device inte-
gration [30.14]. If metallic masks are applied they
may be further used as buried electrical contacts to
devices produced by ELO [30.11]. Finally, if the win-
dows opened up in the insulating mask are so narrow
that electrical conductance of ELO–substrate connec-

tions becomes small, the ELO process can be used for
growing layers electrically separated from the substrate.
This might be the way to obtain electrically insulated
epilayers of semiconductors for which lattice-matched
semi-insulating substrates are not available (e.g., GaSb).

To the best of our knowledge, the ELO process was
initiated in 1980 when McClelland and his coworkers
applied vapor-phase epitaxy (VPE) to grow GaAs epi-
taxial layers on masked-GaAs substrate [30.15]. Since
the ELO layer was easily separable from its host sub-
strate by cleaving, the technique was designed as an
efficient way of producing GaAs epitaxial films on
reusable substrates. Tsaur et al. were probably the first
to report (in 1982) an efficient reduction of disloca-
tion density in GaAs layers grown by VPE lateral
overgrowth on Ge-coated Si substrates [30.16]. Then
the ELO technique was used by Jastrzebski’s [30.9]
and Bauser’s [30.17] groups to produce silicon-on-
insulator structures by VPE and liquid-phase epitaxy
(LPE), respectively. Finally, the efficient filtration of
substrate dislocations has been reported in a series
of papers on the growth of SiGe, GaAs, GaP, InP,
InGaAs, and InGaP ELO layers on lattice-mismatched
substrates [30.18–22]. However, the most spectacu-
lar recent achievement of the ELO technique was
the breakthrough in the development of long-lifetime
GaN/InGaN blue lasers, partly being due to the high
efficiency of defects filtration during the lateral growth
of GaN on sapphire [30.23].

Nowadays, a large body of ELO research concen-
trates on the lateral overgrowth of GaN epilayers on
sapphire or SiC substrates using metalorganic VPE
(MOVPE) or hydride VPE (HVPE) techniques. This
is a result of the market demand for low-dislocation-
density GaN substrates. GaN ELO activity is so
dominant that sometimes the technique is called ELOG,
which stands for epitaxial lateral overgrowth of gallium
nitride. Apparently this is not correct since the princi-
ple of the ELO process is much more general and is
not limited to either a specific group of materials or to
a single epitaxial growth technique. In parallel, a great
deal of increase in research on the lateral overgrowth
of zincblende III–V epilayers on various substrates is
observed.

The aim of this chapter is to present recent de-
velopments in the lateral overgrowth of compound
semiconductors and review its present state. The chap-
ter is organized as follows. In Sect. 30.2 we will focus
on the mechanism of the ELO growth of zincblende
III–V compounds from the liquid phase, highlighting
the phenomena that are crucial for growing high-quality
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1002 Part E Epitaxial Growth and Thin Films

layers with large aspect ratio. Epitaxy from the liquid
phase has been chosen since, as will be discussed in
that section, the equilibrium growth techniques such as
LPE are the most suitable for lateral overgrowth. The is-
sue of defect filtration in the ELO procedure is widely
addressed in Sect. 30.3.1. Numerous examples which
are instrumental in showing that the defect filtration
mechanism schematically shown in Fig. 30.1 is very
efficient and leading to significant progresses in the de-
velopment of high-performance semiconductor devices
made of lattice mismatched structures, are presented.
In Sect. 30.3.2 structural perfection of seams that ap-
pear when layers grown from neighboring seeds merge
in fully overgrown ELO structures will be discussed.
Strain in epitaxial layers may lead to the generation of
new defects if it is too large. Therefore, the issue of
strain in ELO layers will be extensively addressed in
Sect. 30.4. First, we will concentrate on strain arising
due to interaction of ELO layers with the mask under-
neath. This phenomenon leads to tilting of ELO wings
and is commonly found in various ELO structures.
The origin of mask-induced wing tilting and possible
ways of its control will be presented. Then, the ther-
mal strain in lattice-mismatched ELO structures will

be discussed (Sect. 30.4.2). We will show that in ELO
structures thermal strain can be relaxed by additional
tilting of ELO wings while still preserving their high
quality. Finally, in Sect. 30.5 the recent progress made
in the lateral overgrowth of semiconductor structures is
presented. New developments in the ELO growth from
the liquid phase include new mask materials and liquid-
phase electroepitaxial growth on substrates coated by
electrically conductive masks. Then, the new versions
of ELO technique from solution and from the vapor
phase, namely growth from ridges and pendeo-epitaxy,
will be discussed and compared with the standard ELO.
Since the author’s intention was to present the ELO
growth of a wide range of compound semiconductors,
both the zincblende III–V compounds grown from the
liquid solution as well as the vapor-grown GaN will
be used to illustrate the phenomena discussed. In par-
ticular, in Sects. 30.3 and 30.4 it will be shown that
a quite similar behavior is observed in various ELO sys-
tems despite the large differences in their properties and
the variety of growth techniques applied. This, in turn,
clearly indicates that the phenomena presented are not
related to a specific group of compounds or their growth
techniques, but have much more general nature.

30.2 Mechanism of Epitaxial Lateral Overgrowth from the Liquid Phase

An efficient ELO procedure requires a large growth
rate anisotropy, i. e., growth conditions are necessary
at which the lateral growth of the epilayer is much
faster than that in the direction normal to the substrate.
This can be achieved by taking advantage of the natural
growth anisotropy of various crystal faces.

Figure 30.2 schematically shows growth rate versus
interface supersaturation for three types of crystal faces.
On a perfect singular face, atoms can be incorporated
into solid in the form of two-dimensional nuclei only. If
the face is singular but imperfect, the surface imperfec-
tions (e.g., dislocations) supply steps necessary for its
growth. Due to the limited rate of the surface processes
involved, larger surface supersaturation is required in
these two growth modes to get a notable growth ve-
locity. On the other hand, atoms can be added to an
atomically rough crystal face in a random way and the
growth rate of such a face varies linearly with the inter-
face supersaturation. As discussed by Nishinaga [30.18]
the basic idea of ELO lies in fundamental dissimilarities
between those growth modes. If a slowly grown facet
covers the upper plane of ELO while the sidewalls are
rough, then for low supersaturation, growth rates in ver-

Growth rate 

Supersaturation σσopt

Dislocations 

Rough surface  

2-D nucleation

Fig. 30.2 Growth rate versus surface supersaturation for
various crystal faces: perfect singular (brown dashed line),
imperfect singular (thin central line), and atomically rough
face (solid line). Dashed line schematically marks the sur-
face supersaturation σopt that is optimal for large growth
anisotropy in ELO
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tical and horizontal directions differ significantly (see
the vertical dashed line in Fig. 30.2 that schematically
marks the optimal supersaturation σopt). Consequently,
a large anisotropy of shape of ELO layers can be ob-
tained.

Figure 30.2 indicates that there are two condi-
tions necessary for successful lateral overgrowth. First,
a proper geometry of the substrate must be chosen to
keep the upper surface of the layer singular while the
sidewalls of ELO remain atomically rough. Next, the
growth conditions must be carefully adjusted for pre-
cise control of the surface supersaturation. These issues
will be discussed in detail in Sects. 30.2.1 and 30.2.2. To
illustrate that the mechanism of ELO growth presented
above works in practice and to study the relative impor-
tance of various physical phenomena occurring during
growth, we have conducted numerical simulations of
ELO growth by LPE [30.24].

Figure 30.3 illustrates conceptually the solute move-
ment in the liquid solution occurring during an ELO
growth by LPE. Due to symmetry, only half of the sub-
strate and liquid zone is shown. During LPE growth, the
temperature of the system is slowly lowered to supersat-
urate the liquid solution. Since there is no nucleation on
the mask, solute species diffuse exclusively towards the
seeding area and are then incorporated into the grow-
ing ELO layer. Sidewall of the ELO layer is atomically
rough, so there is no barrier there for incorporation of
arriving species into the solid. Therefore, the solute con-

Liquid solution 

Mask

Cin

Ceq
ELO layer 

Seed Substrate

Fig. 30.3 Solute flow during LPE growth of ELO layer.
The arrow from Cin to Ceq marks diffusion of solute in
the liquid phase from upper surface of ELO to its sidewall
(near-surface diffusion)

centration in the liquid zone near the side ELO face
is equal to Ceq, the equilibrium concentration, a value
that is determined by the phase diagram and actual tem-
perature (Fig. 30.3). However, the upper ELO layer is
faceted and the surface solute concentration there Cin
is larger than the equilibrium concentration. This gives
rise to a horizontal solute concentration gradient and
so-called near-surface diffusion [30.25] in the liquid of
solute species from upper ELO surface to its sidewall.
It is obvious that the presence of near-surface diffusion
significantly enhances lateral growth of ELO layers.

In the model [30.24], we consider a computational
domain such as that shown in Fig. 30.3 and compute
the change in the solute concentration field in the li-
quid zone as the system is cooled to force epitaxial
growth on masked substrate. As discussed before, we
assume a linear surface kinetic law to calculate the so-
lute concentration Cin in the vicinity of the upper ELO
surface while the solid–liquid phase equilibrium condi-
tion is used at the sidewall of the ELO layer. Moreover,
the possible contribution of the Gibbs–Thomson effect
is also considered to take into account the dependence
of local equilibrium solute concentration on the surface
curvature of the growing layer. Finally, the evolution of
the solid–liquid interface shape with time is obtained
using the growth velocity calculated from the solute
concentration field in the vicinity of the growing layer.
The results of calculations are discussed below, tak-
ing the GaAs/GaAs ELO system as an example due to
its technological importance and the availability of the
required input data.

Figure 30.4a shows the computed distribution of As
concentration in the Ga/As solution after 2.5 h of ELO
growth with an initial growth temperature of 650 ◦C and
a cooling rate of 0.5 ◦C/min In the far field, isoconcen-
tration contours are circular since at this length scale
ELO crystal looks like a point located in the lower left
corner of the computational domain. Close to the crys-
tal, however, the As concentration distribution shows
additional features. In particular, a solute concentration
gradient appears along the upper ELO surface, leading
to near-surface diffusion of As towards the ELO side-
wall (compare Fig. 30.3) and enhancing lateral growth
rate. Furthermore, the As concentration gradient close
to sidewall of ELO is much larger than that at the upper
face. This indicates that the layer grows faster laterally
than in the vertical direction.

Figure 30.4b presents the cross section of GaAs
ELO layer calculated for the same input parameters.
As seen, the shape of the upper ELO surface is very
flat, which closely agrees with experimental observa-
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Fig. 30.4a,b Computed distribution of As concentration in the Ga-
As solution (a) and cross section of GaAs ELO layer (b) after 2.5 h
LPE growth with initial growth temperature of 650 ◦C and cooling
rate of 0.5 ◦C/min

tions. Moreover, the lateral growth rate is much larger
than that in the vertical direction, resulting in a thin and
wide layer. A similar shape of layer was obtained by
Yan et al. in their two-dimensional simulations of InP
ELO growth by LPE [30.26]. However, in our case the
prediction of a flat top face is a result of surface ki-
netics and diffusion processes included in the model,
while in their approach the vertical growth rate is as-
sumed to be the same along the whole upper surface.
It is also noteworthy to mention that our model pro-
vides a good prediction for the dependence of ELO
aspect ratio on surface kinetic coefficient and cooling

rate [30.24]. Therefore, it can be successfully used to
optimize the LPE growth procedure. In addition, we
have shown that a spiky growth starts from the ELO
corner, which is not observed in real experiments, if the
dependence of solid–liquid equilibrium on surface cur-
vature is not taken into account. This demonstrates the
importance of Gibbs–Thomson effect in growth of ELO
layers.

Having presented the mechanism of lateral over-
growth it is now worth to discuss which epitaxial growth
technique is most suitable for ELO growth. As was
mentioned earlier the surface supersaturation must be
kept low to grow ELO layers with large aspect ratio.
Otherwise, two-dimensional nucleation takes place on
the upper ELO surface leading to higher vertical growth
rate and consequently less growth anisotropy. There-
fore the equilibrium growth techniques such as LPE
should be chosen, if possible, for lateral overgrowth.
Indeed, as will be shown later, ELO layers with as-
pect ratio as large as 130 can be grown from a liquid
phase. Solution or melt growth of group III nitrides is
extremely complicated due to low solubility of nitro-
gen in liquid metals (Sect. 30.5.2). Therefore, MOVPE
or HVPE is commonly used nowadays to grow ELO
structures of these compounds. Then, however, large
supersaturation at the growing face makes control of
growth anisotropy difficult, so lateral structures of GaN
with aspect ratio up to 6 are usually obtained [30.27].
Molecular beam epitaxy (MBE) growth of ELO layers
is even more complicated. The ELO technique requires
that growth proceeds from the seeding areas only while
deposition of polycrystalline material on the mask is
hard to avoid during MBE [30.28, 29]. Sophisticated
systems with molecular beams oriented at low angle
to the substrate, low growth rate, and precise temper-
ature control [30.30,31] or special substrate preparation
and growth procedures [30.32] are necessary to get
the growth started selectively from the seeds. Even
then, however, MBE-grown ELO layers are usually very
narrow, which makes their application in devices pro-
duction very difficult.

30.2.1 Choice of Substrate Geometry
for Growth of ELO Layers

As noted above, large anisotropy of ELO growth rate
can be obtained if the upper surface of the layer is
facetted while the sidewalls of ELO remain atomically
rough. In practice, for zincblende III–V semiconductors
this can be achieved using (111)- or (100)-oriented sub-
strate and by twisting the line openings in the mask by
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Fig. 30.5 Microphotograph of a GaAs ELO layer grown
by LPE on a (100) GaAs substrate with a star-like pattern
of seeds cut in the SiO2 mask

some degrees off from the main crystallographic direc-
tions. Usually, optimal orientations of seeding lines in
the substrate plane are determined experimentally by
growing an ELO layer on a masked substrate with a star-
like pattern of the seeds and by studying lateral growth
rate versus seed orientation.

Figure 30.5 shows a plane view of a GaAs epilayer
grown by LPE on a (100) GaAs substrate with a star-
like pattern of openings cut in the SiO2 mask [30.33].
The growth was forced by cooling the system from
the temperature of 750 ◦C with a rate of 0.2 ◦C/min
for 50 min. From Fig. 30.5 the dependence of lateral
growth rate on the orientation of the seeds can be eas-
ily found. The width of the ELO is the largest when
the stripe is ±15 and ±30◦ off-oriented from the [011]
direction or its equivalent orientations, while it is the
smallest for the [011] and [001] directions. From sim-
ple geometrical considerations the facets on the side
walls of ELO layers can be identified as the slowly
grown {111} and {100} planes. Their formation pro-
ceeded much faster when the stripe was oriented in the
〈011〉 and 〈001〉 directions, which slowed down the lat-
eral development of the ELO layer. Therefore, on the
(100) substrate the line seeds oriented 15, 30, 60 or
75◦ off from the 〈011〉 direction should be used to ob-
tain a large value of the lateral-to-normal growth rate
ratio. Note that the angular dependence of the lateral

growth rate is centrosymmetric. As will be discussed
later this is no longer true if slightly misoriented sub-
strate is used. Note also that the width of ELO stripes
shown in Fig. 30.5 increases with the distance r from the
star center. As shown by Zhang and Nishinaga [30.34]
this is due to the fact that the effective sink area for
the growth units, and thus also the surface supersatu-
ration, varies with r. For lateral overgrowth of GaSb on
(100)-oriented GaSb substrates by LPE we have found
the same dependence of ELO lateral growth rate on seed
orientation. Results shown in Fig. 30.5 are in agreement
with those published by Zhang and Nishinaga [30.34]
and by Naritsuka and Nishinaga [30.35] for liquid-
phase homoepitaxial lateral overgrowth of GaAs and
InP, respectively. Similar angular dependence of lateral
overgrowth has also been reported for ELO growth of
GaAs by MOVPE [30.36] and for InP by VPE [30.37].
For (111)-oriented substrates analogous dependences
can be found in [30.38, 39] for LPE ELO growth of
GaAs and GaP, respectively.

In the case discussed thus far, the vertical growth
of ELO was possible due to surface steps supplied by
dislocations present in the substrates. However, some-
times dislocation-free substrates are used, for example,
in silicon homoepitaxy. They must be slightly mis-
oriented to provide steps necessary for crystal growth
if uncontrolled two-dimensional nucleation is to be
avoided. Then, the size and shape of ELO layer be-
comes dependent on the angle between seeding line
and the substrate miscut directions. This issue has
been discussed in detail by Bergmann et al. [30.40]
and then by Bergmann [30.41] for lateral overgrowth
of silicon on perfect Si substrates. On off-oriented
imperfect substrates additional restriction applies for
optimal direction of seed orientation. Sakawa and Nishi-
naga [30.42] have shown that, in such case, from many
equivalent seed directions that are optimal on the (100)
plane (Fig. 30.5), the one that should be chosen is that
for which the density of misorientation steps inside the
seeding area is the smallest.

The discussion above indicates that the presence of
dislocations significantly affects the ELO growth mode.
To present this issue in more detail Fig. 30.6 shows
a sketch of the ELO layer grown from a line window
on a misoriented, dislocation-free substrate. Direction
of seeding line perpendicular to substrate miscut direc-
tion is assumed. As long as two-dimensional nucleation
does not take place, the layer grows by flow of steps
according to the misorientation direction (i. e., to the
right side). Then the ELO growth is self-limited, i. e., it
stops as soon as all the steps reach the edge of the layer
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Miscut direction Substrate

SiO2 mask 
ELO layer

Fig. 30.6 Schematic illustration of ELO growth on misoriented,
dislocation-free substrates; the seeding line is set perpendicular to
the substrate miscut direction

50 µm

3°
GaAs ELO layer 

Seed GaAs substrate 

Fig. 30.7 Cross section of a GaAs ELO layer grown on a GaAs
substrate with the surface misoriented by 3◦ from the (100) plane;
substrate is miscut in the right-hand side direction

50 µm

Fig. 30.8 Scanning electron microscopy image of Si ELO layers
grown by LPE on a SiO2-masked Si substrate. Perfectly grown,
defect-free layers are visible in the foreground; irregular-shaped
defective layers are seen in the background (courtesy of Banhart)

and the sidewall is covered by a slowly grown facet. In
particular, this means that no growth should take place
to the left of the seeding line. Indeed, such behavior
has been observed during LPE growth of silicon ELO
layers on perfect silicon substrates [30.41]. Note also

in Fig. 30.6 that, for small substrate misorientation an-
gles, substrate steps are partly in the shade of the mask
edge and the ELO layer cannot get out of the seeding
area if the mask is too thick. This prediction is also in
agreement with experimental observations [30.40].

On the other hand, the situation is quite different
if substrate dislocations contribute to the ELO growth.
Figure 30.7 shows a cross section of a GaAs ELO layer
grown on a GaAs substrate with the surface miscut
by 3◦ from the (100) plane [30.43]. The seeds were
oriented 15◦ off from the [01̄1] direction for fast lat-
eral overgrowth, and were nearly perpendicular to the
direction of substrate miscut. It is seen that, similar
to the case shown in Fig. 30.6, the thickness of the
ELO layer is not uniform. The reason for this is the
same as before: substrate steps lead to the layer growth
to the right-hand side. This time, however, growth to
the left of the window (i. e., in the direction oppo-
site to substrate miscut axis) is also observed. Such
growth can be explained by considering dislocations
(with a density of 1.5 × 103 cm−2) present in our GaAs
substrate. These dislocations provided steps that made
an additional contribution to epitaxial growth and led to
continuous growth of the layer to both sides of the seed-
ing line. It is noteworthy that the surface of the layer
is inclined to the substrate surface by an angle of ≈ 3◦
(Fig. 30.7). Simple geometrical considerations of sam-
ple geometry show that this is the angle at which the
(100) plane intersects with the substrate plane in the
(11̄0) cleavage section. This indicates that, despite sub-
strate misorientation, the upper surface of the ELO layer
forms the exact (100) plane, which is in agreement with
our explanation.

As the final example of the essential role played
by dislocations in the growth of ELO layers, Fig. 30.8
shows a scanning electron microscopy (SEM) image of
silicon ELO layers grown by LPE on SiO2-masked Si
substrate [30.44]. Perfectly grown flat ELO layers of
thickness around 2–3 μm are seen in the foreground.
Studies by transmission electron microscopy (TEM)
showed that they were entirely free of crystallographic
defects. However, as shown in the background of the
figure, some ELO layers of thickness exceeding 20 μm
and quite different shape were also found on the same
substrate wafer. They showed deep grooves and were
about twice as wide as perfectly grown layers. TEM
analysis revealed that those layers contained a regu-
lar arrangement of dislocations generated during ELO
growth in the vicinity of SiO2 mask edge. The origin of
these dislocations is not fully clarified but it is believed
that their formation is influenced by stresses caused
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by thermal oxidation of substrate wafer, the shape of
the oxide edge, and nonuniform supersaturation of li-
quid solution volume. Once dislocations are generated
they govern further development of the growth process.
Instead of flow of steps supplied by substrate misori-
entation as illustrated in Fig. 30.6, dislocations become
the dominant growth step source that leads to significant
enhancement of vertical growth rate and worse surface
morphology.

30.2.2 Optimization of Liquid-Phase
Lateral Overgrowth Procedure

Having presented the effect of substrate geometry on the
ELO growth process, in this section we will show ex-
amples of how parameters of an LPE procedure should
be adjusted to optimize supersaturation near the crys-
tal faces and obtain high growth anisotropy. In LPE,
surface supersaturation reflects the relative magnitude
of the solute supply from bulk of the liquid phase and
solute consumption at the surface of growing crystal.
Thus, the main parameters controlling these processes
are the LPE growth temperature, the initial supercooling
of the liquid phase, and the cooling rate.

Figure 30.9 shows lateral Vlat = L/t and vertical
Vver = h/t growth rates versus LPE growth temper-
ature T0 for nominally undoped GaAs ELO layers
grown on SiO2-masked GaAs substrates. Figure 30.10
presents values of the aspect ratio (AR) for the same
layers [30.43]. As seen, for high LPE temperature the
vertical ELO growth rate is large since some thermal
roughening of the upper crystal face takes place. More-
over, surface kinetic processes are very fast, which leads
to an additional increase in the vertical growth rate.
This results in ELO layers with a small value of the
aspect ratio. On the other hand, for very low growth
temperatures the sidewalls cannot be considered as ide-
ally rough. Most probably surface kinetic processes
start to play a role there and lateral growth rate de-
creases, which leads again to a decrease of the aspect
ratio. Thus, there is an optimum growth temperature
Topt at which ELO layers have the largest aspect ra-
tio. As shown by Yan et al. [30.25] for InP ELO layers
Topt corresponds to the temperature at which the in-
terface supersaturation at the upper ELO face is the
smallest. For other growth temperatures surface super-
saturation is larger than σopt (compare Fig. 30.2). It is
obvious that the optimum ELO growth temperature de-
pends on many parameters such as the slope of the
liquidus curve of the phase diagram, the geometry of the
LPE system, etc., so it must be determined experimen-

1.0                      1.1                        1.2                        1.3
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750        700           650            600              550                 500

1000/T0 (K
–1)

Vver

Growth rate (µm/min) Growth temperature T0 (°C)

ELO GaAs/GaAs

Vlat

Fig. 30.9 Lateral Vlat (dots) and vertical Vver (squares) growth rates
versus LPE growth temperature T0 for undoped GaAs ELO layers
grown on GaAs substrates masked by SiO2 film; seeding win-
dows and masked area were 10 and 100 μm wide, respectively. The
dashed lines guide the eye along the V ∝ exp(−1/T0) dependence
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Fig. 30.10 Aspect ratio (AR) of undoped GaAs ELO layers
versus LPE growth temperature T0

tally for each particular case under study. Values of Topt
equal to 500, 580, and 530 ◦C have been reported for
LPE growth of InP/InP [30.25], GaAs/GaAs [30.43],
and GaAs/Si [30.45] ELO systems, respectively. For
homoepitaxial GaSb ELO layers grown by LPE the
optimal growth temperature Topt ≤ 350 ◦C has been
found [30.46].
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Fig. 30.11 Aspect ratio of Si-doped GaAs ELO layers
grown at T0 = 575 ◦C versus cooling rate; silicon concen-
tration in the Ga-As solution was [Si] = 0.5 at. %

To keep surface supersaturation at a low value, the
cooling rate during LPE should be as low as possible.
This is illustrated in Fig. 30.11, which shows the aspect
ratio of Si-doped GaAs ELO layers versus cooling rate
α [30.43]. The main idea behind that is to supply so-
lute to the surface of the growing layer slowly enough
that it can be transported by near-surface diffusion from
upper to side walls of ELO and be incorporated there
without any significant increase in surface supersatu-
ration at the upper face. Similar dependence of aspect
ratio on cooling rate has been found for InP [30.26] and
GaSb [30.46] ELO systems. Also numerical simulations
of ELO growth by LPE predict AR versus α dependence
similar to that shown in Fig. 30.11 [30.24, 26].

Optimal choice of initial solution supercooling dur-
ing ELO growth by LPE requires some additional
effects to be taken into account. It is apparent that super-
cooling of the solution should be as small as possible.
Then, the initial supersaturation of bulk of the liquid,
and consequently that at the ELO surface, can be kept
low. Indeed, we have found experimentally that, for the
LPE growth of GaSb ELO structures, smaller values of
initial melt supercooling lead to larger values of aspect
ratio [30.46]. There are ELO systems, however, which
require some initial supercooling of the liquid solu-
tion to initiate growth. Otherwise, the Gibbs–Thomson
effect hinders the layer from growing out from the open-
ing in the mask. In particular, this is the case for LPE
growth of Si ELO layers on defect-free silicon sub-
strates. Then the ELO layer grows only by flow of

steps supplied by substrate miscut as shown in Fig. 30.6.
Sidewall of the layer beginning to grow laterally is
strongly curved, and due to the Gibbs–Thomson effect,
it requires higher equilibrium solute concentration than
the planar face. Thus, instead of growing laterally the
layer is dissolved and cannot get out of the opening in
the mask as long as the liquid phase is not supersatu-
rated sufficiently [30.47].

The situation is different if dislocations enhanc-
ing vertical ELO growth are present in the substrate.
To illustrate this point Fig. 30.12a shows a cross sec-
tion of silicon-doped GaAs ELO layer grown on GaAs
substrate by LPE without any initial supersaturation
of the liquid solution [30.48]. As we have already
reported [30.49], by proper chemical etching, bound-
aries between vertically and laterally grown parts of the
layer can be revealed, allowing analysis of the tempo-
ral development of ELO shape. These boundaries are
sketched in Fig. 30.12b by dashed black lines, while
dashed brown lines schematically mark their shape
that would be observed without the contribution of the
Gibbs–Thomson effect. Note that the Gibbs–Thomson

Mask Seed

GaAs
ELO

Part grown vertically 

Part grown 
laterally

Substrate

6 µm

GaAs substrate 

b)

a)

Fig. 30.12a,b Microphotograph (a) and schematic draw-
ing (b) of the cross section of Si-doped GaAs ELO layer
grown on GaAs substrate by LPE without initial supersatu-
ration of the liquid solution. Boundaries between vertically
and laterally grown parts of the layer are marked by black
dashed line while their shape that would be observed with-
out contribution of the Gibbs–Thomson effect are drawn
by the brown dashed lines in (b). Note dissolution in the
lateral direction induced by the Gibbs–Thomson effect at
the beginning of growth
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Epitaxial Lateral Overgrowth of Semiconductors 30.2 Mechanism of Epitaxial Lateral Overgrowth from the Liquid Phase 1009

effect induces dissolution in the lateral direction instead
of growth at the beginning of epitaxy. This is clearly vis-
ible as initial narrowing of the vertically grown part of
ELO. However, during continuous cooling of the sys-
tem, steps supplied by substrate dislocations still allow
for vertical growth of the layer in the middle of the
seed despite slow dissolution induced by the Gibbs–
Thomson effect taking place in the direction parallel to
the substrate. As soon as the layer grows thicker, cur-
vature of the solid–liquid interface at the ELO sidewall
decreases. Consequently, the contribution of the Gibbs–
Thomson effect decreases and lateral overgrowth along
the mask begins. We have proved that this explanation

10 µm 25 µm

a) b)

Fig. 30.13a,b Scanning electron microscopy images of undoped (a) and Si-doped (b) GaAs ELO layers grown at 750 ◦C
on SiO2-masked GaAs substrates. Besides doping, all the other growth parameters were the same for both layers

0.0         0.5         1.0         1.5         2.0         2.5
0.0

0.2

0.4

0.6

0.8

1.0

1.2

0

2

4

6

8

10

12

14

16

18

Lateral growth rate
Vertical growth rate

Growth rate (µm/min)

Si concentration (at. %)

Aspect ratio

Aspect ratio

0.0            0.5           1.0           1.5            2.0           2.5
500

600

700

800

900

1000

1100

1200

Cross-section area (µm2)

Si concentration (at. %)

a) b)

Fig. 30.14 (a) Lateral and vertical growth rates, and aspect ratio of GaAs ELO layers grown on GaAs substrates at 750 ◦C
versus Si concentration [Si] added to the Ga-As liquid solution; (b) the cross sectional area of the same layers versus [Si]

is correct by showing that the magnitude of lateral dis-
solution caused by the Gibbs–Thomson effect can be
reduced if slightly supersaturated liquid solution is used
to grow the layer [30.33]. This example again illustrates
the important role of dislocations in the growth of ELO
layers.

Doping has been found to be a useful way to re-
duce the vertical growth rate, leading to thin and wide
ELO layers. Figure 30.13a shows an image of a GaAs
ELO layer grown from a nominally undoped solution by
LPE on SiO2-masked GaAs substrate at 750 ◦C [30.49].
Since the growth temperature was much higher than the
optimal temperature, the cross section of the layer has Part
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a circular shape and the aspect ration is small (compare
Fig. 30.10). A noticeable improvement of ELO shape
has been achieved by adding 2.4 at. % Si to the Ga/As
solution (Fig. 30.13b). As a result, the upper surface
of the layer becomes very flat and the aspect ratio in-
creases.

In order to study the effect in more detail,
Fig. 30.14a shows a plot of lateral and vertical growth
rates, and of the ELO aspect ratio of Si-doped GaAs
layers versus the silicon concentration in the liquid
phase. As seen, the vertical growth rate continuously de-
creases while the lateral one increases for higher dopant
concentration in the liquid solution. As a result the
ELO aspect ratio increases significantly with the doping
level. It is important to emphasize that, whereas ELO
layers become thinner and wider owing to the Si doping,
within the limits of experimental error their cross sec-
tional areas, being a measure of the amount of material
deposited on the substrate, do not change (Fig. 30.14b).
This means that the presence of Si has a negligible in-
fluence on the phase equilibrium, and a possible change
of the liquid-zone supersaturation with doping cannot
explain the effect presented. Thus, other processes af-
fecting the redistribution of the growth units on the ELO
surfaces should be considered.

The phenomenon of crystal habit modification by
impurities is well known [30.50]. It might be attributed
to hindering of the smooth step flow on the crystal
face [30.51,52]. The possible mechanism involves steps
that are forced to squeeze between immobile impurity
atoms tightly adsorbed on the surface. Thus, the steps
have a local large curvature, which results in a decrease
of their flow velocity. When applied to ELO growth
this model leads us to the following interpretation of
the data shown in Fig. 30.14: silicon atoms, when in-
troduced to the liquid solution, are adsorbed on the
upper ELO surface and render the steps there less op-
erative, reducing in this way the vertical growth rate.
On the other hand, the doping should have no direct in-
fluence on the random incorporation of growth units on
atomically rough ELO faces. Since solute atoms can-
not be easily incorporated onto the upper surface they
are efficiently transported to the sidewalls by the near-
surface diffusion. In that way the lateral growth rate
increases at the expense of vertical one, while the to-
tal amount of material deposited on the substrate does
not change.

It is worth mentioning that we have found a similar
effect for Sn and Te dopants, although the reduction in
the GaAs vertical growth rate caused by these impurities
was much smaller than that for Si [30.49]. The reason

is still unclear, but different values of the surface mo-
bility of Si, Sn, and Te might be responsible. We have
also observed the same increase of ELO aspect ratio by
Si dopant during LPE growth of Si-doped GaSb ELO
layers [30.46]. Change of ELO shape with doping simi-
lar to that shown in Fig. 30.13 has been observed during
ELO growth of GaAs on GaAs-coated Si substrates by
LPE [30.8]. Kim and Lee reported that selenium is even
more efficient than silicon in reducing vertical growth
rate of ELO GaAs [30.53], but our experiments do not
confirm their conclusion. It is important to point out
that, in principle, similar phenomenon should be ex-
pected in other epitaxial systems in which the upper
ELO face grows by the flow of surface steps. Indeed,
a strong influence of magnesium doping on the growth
habit of the GaN ELO layers grown by MOVPE on
sapphire was found recently [30.54]. The effect of Si
doping was negligible in that case. This shows that the
phenomenon of vertical growth rate reduction by dop-
ing is not a specific attribute of ELO layers grown by
LPE and has much more general nature, although its
magnitude depends on growth conditions and the most
effective impurity must be found for each particular
system under study. Basic research is still needed to
obtain a deeper insight into the effect of impurities on
the growing crystal and to indicate which best suits the
growth of thin and wide ELO layers.

Finally it should be noted that in some systems the
value of the ELO aspect ratio is much more sensitive to
the presence of dopants in the liquid solution than to the
LPE growth temperature. One may try to increase the
aspect ratio by growing ELO layers at a relatively low
optimal temperature Topt as discussed earlier. However,
the dopant solubility at this temperature might be too
low to increase further the aspect ratio. Alternatively,
some increase in the growth temperature over Topt with
a simultaneous increase of doping might be a reasonable
way to grow thin and wide ELO layers. This procedure
can give satisfactory results only if the aspect ratio in-
crease due to higher doping is larger that its decrease
caused by higher LPE growth temperature. We have
found that this is the case for Si-doped GaSb ELO lay-
ers [30.46]. However, care is advised when trying this
approach since heavy doping may lead to a worse sur-
face morphology of the layers.

To summarize this section, Fig. 30.15 presents
a scanning electron microscopy cross section image of
a GaAs ELO layer grown in our laboratory by LPE on
SiO2-masked GaAs substrate. The layer was doped with
silicon and the LPE growth conditions were carefully
adjusted according to the rules discussed above to get
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Fig. 30.15 Cross-section of Si-doped GaAs ELO layer grown by LPE on SiO2-masked GaAs substrate. The thickness of
the layer in its central part is 2.8 μm. The wing (marked by the white arrow) is 172 μm wide, yielding an aspect ratio of
126

the largest value of aspect ratio. The layer is 2.8 μm
thick while its wings are 172 μm wide, which gives an
aspect ratio as large as 126. Note that the thickness of

the layer continuously decreases from the center to the
edge. This is evidence of bending of the layer towards
the mask as will be discussed in Sect. 30.4.1.

30.3 Dislocations in ELO Layers

As discussed in Sect. 30.1 the unique advantage of
growing epitaxial layers by the ELO technique is that
substrate dislocations are efficiently filtered during the
growth, so low-dislocation-density epitaxial layers can
be obtained on heavily dislocated substrates. In the fol-
lowing subsections this issue will be addressed in more
detail. First, we will focus on the distribution of dis-
locations in lattice-mismatched ELO layers, showing
examples where the process illustrated schematically in
Fig. 30.1 is really observed in laboratory practice. In
Sect. 30.3.2, the structural perfection of seams that ap-
pear when layers grown from neighboring seeds merge
in fully overgrown ELO structure will be discussed.

30.3.1 Filtration
of Substrate Dislocations in ELO

Figure 30.16a shows a cross section of a GaAs ELO
layer grown by LPE on a silicon substrate. The struc-
ture consists of Si(100) substrate with 2 μm-thick GaAs
buffer grown by MBE and coated with the SiO2 mask-
ing film. Width and thickness of the layer are 85 and
11 μm, respectively. More growth details can be found
elsewhere [30.55]. Figure 30.16b shows a plane view

of the same layer with etch pits revealed by etching in
molten KOH. It is noteworthy that the density of etch
pits on the buffer surface is very high (≈ 108 cm−2). On
the contrary, wings of the layer are nearly dislocation
free, and only the dislocations threading through the
seeding window from the buffer are seen on the upper
ELO surface. In agreement with the model presented
in Fig. 30.1 these dislocations are confined in a nar-
row area above the seed. The same behavior is seen in
Fig. 30.17, which presents a cross section (Fig. 30.17a)
and plane view (Fig. 30.17b) of GaSb ELO layer grown
by LPE on GaAs substrate coated by MBE-grown GaSb
buffer [30.43]. These examples show that substrate de-
fect filtration during ELO procedure is very efficient,
and low-dislocation-density epilayers can be obtained
by this technique despite high dislocation density in the
seeding area.

Figure 30.18a presents a cross sectional TEM image
of a GaAs ELO layer grown by LPE on a GaAs-coated
Si substrate [30.56]. Note the large density of dislo-
cations at the bottom of the figure, i. e., close to the
GaAs/Si interface. Density of these defects decreases
with thickness of the buffer and finally all of them
are blocked by the SiO2 film. Thus, no dislocation is
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GaAs ELO layer 

Si substrate GaAs buffer +
SiO2 mask 

Seed GaAs buffer GaAs ELO 

Dislocated zone b)a)

Fig. 30.16a,b SEM image of LPE-grown GaAs on Si ELO structure (a) and its plane view after etching in KOH to reveal
the etch pit distribution (b). The layer is 85 μm wide

GaSb ELO layer 

GaAs substrate GaSb buffer + SiO2 mask Seed

a) GaSb ELO layer 

GaSb buffer + SiO2 mask 

b)

50 µm

Fig. 30.17a,b Cross-section (a) and plane view (b) of a GaSb ELO layer grown by LPE on a GaAs substrate coated by
2 μm-thick GaSb buffer and SiO2 mask; in (b) etch pits are revealed by chemical etching

seen in the GaAs wing area above the mask (com-
pare Fig. 30.18b), which agrees with results shown in
Figs. 30.16 and 30.17. Dislocations propagate to the
ELO layer only through the opening in the mask. They
are aligned on {111} planes, so the width of the de-
fective area on the layer surface increases with the

thickness of the layer. This is exactly the behavior pos-
tulated in Sect. 30.1 when explaining the ELO concept
with the use of Fig. 30.1.

As the last example of an efficient filtration of
substrate dislocations in ELO, Fig. 30.19 shows the dis-
tribution of dislocations analyzed by cross sectional
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SiO2 

a)

1 µm1 µm

[001] [112]
–

[110]
–

[110]

[001] [112]
–

[110]
–

[110]

b)

Fig. 30.18 (a) TEM cross sectional image of a GaAs ELO layer grown by LPE on a GaAs-coated Si substrate; (b) larger
magnification of the ELO GaAs/SiO2/GaAs buffer area; the mask position is marked by solid black lines for better
visibility (courtesy of Tamura)

TEM in 140 μm-thick GaN ELO layers grown by HVPE
on sapphire substrates [30.57]. The efficient block-
ing of buffer dislocations by the 1 μm-wide mask is
clearly visible. Note also that some of the disloca-
tions threading to the layer through the opening in the
SiO2 mask change their direction close to the mask
edge and propagate parallel to the mask surface with-
out reaching the upper ELO face. Sakai et al. claim
that this phenomenon, instead of mechanical blocking
of dislocations by the mask, gives the main contribu-
tion to the reduction of threading dislocation density
in HVPE GaN films [30.58]. The mechanism of bend-
ing of threading dislocations in GaN ELO layers is not
yet fully understood, although there are suggestions that
it may be closely related to the change of the growth
front direction and appearance of crystal facets at the
very beginning of lateral overgrowth [30.58]. Proba-
bly, stress present during growth of the layers may play
a role as well. It is worth mentioning that, to the best of
our knowledge, there are no reports on similar behavior
of dislocations in ELO structures of zincblende III–V
materials. Actually, no evidence of dislocation bend-
ing in GaAs ELO layer grown on Si substrate is seen
in Fig. 30.18. Some of the dislocations threading from
the GaN buffer propagate through the GaN ELO layer
without any change of direction, creating a defect zone
on the surface above the seed, similar to those shown

MOVPE-layer

HVPE-layer

D1

D2 D3

SiO2 1 µm

Fig. 30.19 TEM cross sectional image of a GaN ELO layer grown
by HVPE on a GaN-coated sapphire substrate. Note that some dis-
locations threading from the buffer bend in the vicinity of the SiO2

mask edge and propagate along the mask surface to ELO side-wall
(courtesy of Sakai)

in Figs. 30.16b and 30.17b. In GaN these dislocations
are aligned parallel to the c-axis, i. e., perpendicular to
the substrate surface. Consequently, the width of the de-
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fect zone on the upper ELO surface does not change
significantly with layer thickness. Again, this behavior
is quite different from that observed in ELO structures
of zincblende compounds (compare Fig. 30.18a). Note
also that two additional types of defects, denoted by D1
and D2, aligned along the [0001] direction, are visible in
Fig. 30.19: the D1 defect originates approximately from
the center of the SiO2 mask while the D2 defect origi-
nates from both edges of the mask. Their origin will be
discussed in the following sections.

Finally, let us mention that high crystallographic
perfection of ELO wings results in their better optical
and electrical properties than those of planar buffers.
In particular, we have shown that cathodolumines-
cence intensity is much higher in the wing area of the
GaAs on Si ELO structure than that from the mater-
ial grown vertically above the seed, and even higher
than that from the MBE-grown GaAs buffer [30.20].
This should be expected, as dislocations are known
to behave like centers of effective nonradiative recom-
bination of excited carriers. A similar distribution of
cathodoluminescence intensity has also been observed
across surfaces of GaN on sapphire [30.59] and SiGe on
Si [30.60] ELO structures. The advantage of using ELO
layers for devices was first demonstrated by Nakamura
et al., who reported in 1997 continuous-wave (CW)
room-temperature operation of a blue, InGaN/GaN
laser diode with a lifetime longer than 1000 h when de-
posited on GaN/sapphire ELO substrate [30.23]. Since
then the lifetime of these diodes has been signifi-
cantly increased, so they are commercially available at
present. This remarkable improvement was due to a sig-
nificant reduction of the threshold current density of
the laser diodes fabricated on low-dislocation-density
GaN ELO substrates. Similar behavior has been re-

 ELO GaAs  layer 

SiO2 mask 

GaAs substrate 

1 µm

Fig. 30.20 TEM image of GaAs ELO/GaAs substrate interface at
the edge of the SiO2 mask. Note that no dislocation is seen above
the mask edge

ported for GaAs-based lasers grown on GaAs/Si ELO
substrate [30.61]. Kozodoy et al. have shown that the
use of lateral overgrowth to eliminate dislocations
leads to better electrical properties of GaN p-n junc-
tions [30.62]. Reverse-bias leakage current was reduced
by three orders of magnitude for diodes located on
low-dislocation-density ELO wings. This has led to im-
proved performance of light-emitting diodes [30.63,64].
Moreover, large reduction of dark current and sharper
cutoff have been found for AlGaN solar-blind pho-
todetectors fabricated on ELO substrates [30.65]. These
examples provide the best evidence that the applica-
tion of ELO technology led to significant progresses
in the development of high-performance semiconductor
devices made of lattice-mismatched epitaxial structures.

30.3.2 Structural Perfection
of Coalescence Front
in Fully Overgrown ELO Structures

In order to ensure high quality of ELO layers special
care must be taken to avoid the generation of new de-
fects during lateral overgrowth. The areas above the
mask edges and fronts of coalescence of layers grown
from neighboring seeds are the most sensitive since
stress is the largest there. Therefore, factors influencing
the structural perfection of ELO layers at these particu-
lar points will be briefly discussed.

Figure 30.20 shows a TEM image of the seeding
area of the GaAs ELO layer grown by LPE on a SiO2-
masked GaAs substrate [30.66]. It is seen that the layer
sticks closely to the SiO2 mask. Contrast in the ELO
image is very homogeneous, indicating that the over-
growth at the seed level is nearly stress free. Note
that no dislocation is visible around the mask edge.
As mentioned earlier, regular arrangements of disloca-
tions generated during LPE growth in the vicinity of
SiO2 mask edge are sometimes observed in Si ELO
layers [30.44]. Their creation leads to the growth of
defective layers such as those shown in Fig. 30.8. It
seems, however, that in this particular case defects orig-
inated due to specific LPE growth conditions used and
that their generation can be completely avoided if the
growth parameters are carefully adjusted. Indeed, the
same group of authors has reported LPE growth of
completely defect-free Si ELO layers [30.40]. A quite
different behavior is observed in GaN ELO structures,
in which dislocations above the mask edge are com-
monly found (see the D2 defect in Fig. 30.19). They are
related to tilting of ELO wings as will be discussed in
Sect. 30.4.1.
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Coalescence fronts (seams) of ELO layers grown
from adjacent seeding windows in fully overgrown
ELO structures are other points where large mechanical
stresses might be present. Thus, nucleation of dislo-
cations is likely to occur there. Figure 30.21 presents
a front of partial coalescence of two GaAs ELO layers
grown from neighboring seeds by LPE on SiO2-masked
GaAs substrate [30.66]. From geometrical considera-
tions the sidewalls of ELO layers were identified as
close to the {232} planes. When approaching each other
these planes separated mask area from the solution, thus
the growth just above the mask terminated and a small
void remained at the front of coalescence. Then the up-
per hollow filled up and the continuous ELO layer with
a flat upper surface was finally obtained.

Creation of voids can significantly deteriorate the
perfection of ELO layers. During their liquid-phase
growth the solution is likely to be trapped inside
the void. Since the thermal expansion coefficients of
metallic inclusion and surrounding crystal are usually
different this may lead to stresses that extend from the
inclusion into the epitaxial layer and eventually to the
formation of dislocations. This issue was extensively
studied by Nagel et al. [30.67] and Banhart et al. [30.68]
for LPE growth of Si ELO layers on thermally oxidized

Void 

SiO2 mask

Right wing

Dislocation
network  

Left wing

1 µm

Void SiO2 mask 

〈232〉

2 µm

Fig. 30.21 SEM image of the front of partial coalescence of two
GaAs ELO layers grown by LPE on SiO2-masked GaAs substrate.
Note the presence of inclined 〈232〉 sidewalls of ELO

Si substrates. They found that shape, size, orientation,
and arrangements of seeding windows must be care-
fully designed for high quality of coalescence front. In
particular, they have shown that 150 μm-long defect-
free seams can be achieved in silicon lateral overgrowth
by LPE if advancing layers start to join at only one
point. Then the process should proceed in a zipper-like
way in the direction of the seeding line. It is impor-
tant that the growth solution could flow away along
the window direction from the space between advanc-
ing growth fronts. When the merging layers join at two
or more different points of the seam and coalescence
proceeds inwards, solute inclusion and related dislo-
cations are observed at the last point of coalescence.
This usually happens if parallel seeding windows are
used. Therefore, the application of nonparallel seeds
has been advised to facilitate the zipper-like mecha-
nism. This approach has been successfully employed

Fig. 30.22 TEM image of the front of coalescence of two
GaAs ELO layers grown on SiO2-masked GaAs substrate.
Note the void at the mask surface and a well-organized
network of dislocations separated by a distance of about
100 nm �
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Substrate

Seed

ELO layersMask

ΔΘ

Coalescence front

180° −2ΔΘ

Fig. 30.23 Schematic drawing of merged ELO layers with their lat-
erally grown parts tilted towards the mask. Since wings are tilted
in opposite directions, the misorientation of the lattice planes at the
seam is 2ΔΘ, where ΔΘ is the tilt angle of each wing

for defect-free coalescence of GaAs/GaAs [30.69] and
InP/InP [30.70] ELO layers by LPE.

Figure 30.22 shows a TEM image of a coalescence
front of two GaAs ELO layers grown by LPE on a SiO2-
masked GaAs substrate [30.66]. A void at the mask
surface, similar to that seen in Fig. 30.21, is clearly
visible. Probably, it was originally filled with gallium
solvent that was later removed during the ion milling
of the specimen. This might explain why some sin-
gle dislocations surrounding the void are seen in its
vicinity. The most important feature, however, is a well-
organized set of dislocations starting at a distance of
about 1 μm from the void and creating a low-angle grain
boundary at the seam plane. These dislocations are par-
allel to the 〈010〉 direction with a Burgers vector of
1
2 [110], both included in the (001) plane that is paral-
lel to the surface of the substrate. Creation of the grain
boundary at the seam can be explained as follows: very
often laterally grown sections of ELO layers are tilted
towards the mask with the tilt axis aligned parallel to
the seeding window direction. This situation is schemat-
ically illustrated in Fig. 30.23 where the wing tilt angle
is marked by ΔΘ. The phenomenon of wing tilting
will be extensively discussed in Sect. 30.4.1. However,
it must be noted here that it creates significant problems
for coalescence of neighboring ELO layers as they tilt

in opposite direction. Since the sense of bending must
be reversed at the seam the crystal lattice is heavily
stressed in this region and dislocations appear as soon
as the critical shear stress is reached. As discussed by
Banhart et al. [30.68] for LPE growth of Si ELO lay-
ers on thermally oxidized Si substrates the stress at the
seam increases with the thickness of merging layers and
the value of the tilt angle ΔΘ. They have found defect-
free coalescence for Si ELO layers thinner than 3–4 μm
and tilted less than 0.1◦. For larger thicknesses and/or
values of the tilt angle ΔΘ generation of a low-angle
grain boundary similar to that shown in Fig. 30.22 was
observed.

The dislocation network created in our GaAs ELO
layers is similar to the D1 defect found at the cen-
ter of the mask in GaN ELO layers (Fig. 30.19). Sakai
et al. claim that this grain boundary consists of dislo-
cations that had propagated laterally in the GaN wing
area and had changed their direction again in the seam
area [30.57]. On the contrary, the density of threading
dislocations in GaAs ELO layers is very low. Therefore,
in our case new dislocations must have been generated
and rearranged into the low-angle grain boundary at the
seam to accommodate the mutual tilt of merging wings.
A similar behavior has been reported by Shih et al. for
fully overgrown Si ELO layers grown by chemical va-
por deposition on SiO2-masked Si substrates [30.71].
The result they found, i.e., that the number of seam de-
fects increases with increasing buried oxide width, can
be explained by larger tilt angles ΔΘ for wider over-
growths.

The geometry of the dislocation network shown in
Fig. 30.22 can be used to measure the relative misori-
entation of merging ELO lattice planes [30.66]. The
value of the tilt angle ΔΘ ≈ 0.1◦ obtained in this way
is nearly ten times smaller than that determined for the
GaN on sapphire ELO layer shown in Fig. 30.19. Possi-
ble reasons and consequences of that will be discussed
in the next section.

30.4 Strain in ELO Layers

All examples presented thus far prove that ELO lay-
ers are of much higher quality than the reference planar
structures. Even if new dislocations are created at the
fronts of coalescence the overall density of dislocations
is still significantly reduced. However, ELO layers are
not free of strain. In particular, there is a question about
strain induced by the mask itself and/or its possible in-

teraction with the overgrown epitaxial layer. Moreover,
the lattice mismatch and thermal strain induced by dif-
ferent thermal expansion coefficients of various parts
of ELO structure may result in large deformations of
the layers. Although in real heteroepitaxial ELO struc-
tures all these phenomena take place simultaneously,
for clarity of presentation we will first focus on the
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problem of interaction of ELO layers with the mask un-
derneath (Sect. 30.4.1). Then, the issue of thermal strain
in ELO structures will be addressed (Sect. 30.4.2). It is
important to point out that ELO samples have a spe-
cific geometry. They consist of separated or coalesced
monocrystalline stripes grown from line seeds cut in
the mask, so different properties in the directions paral-
lel and perpendicular to seeding lines may be expected.
Therefore, before proceeding further a brief introduc-
tion will be given, presenting how the x-ray diffraction
(XRD) technique is used to study a strain field in ELO
layers.

Figure 30.24 shows the geometry commonly used
for analysis of ELO layers by XRD. First, x-ray diffrac-
tion measurements are taken for the sample position in
which the scattering plane (defined by the incident and
diffracted wavevectors) is perpendicular to the seeding
line direction. This corresponds to the axis of sam-
ple rotation during the ω scan being parallel to the
seeds (ϕ = 0◦). Next, the sample is rotated around the
substrate normal and the measurements are repeated
for the x-ray scattering plane being parallel to the
seeds (i. e., for ϕ = 90◦). Reciprocal space maps and/or
x-ray diffraction curves (so-called rocking curves) are
recorded for each sample positions.

Usually ELO layers are much narrower than the
x-ray beam used in the standard x-ray diffraction ex-
periments. Therefore, the diffraction pattern obtained
contains information integrated over many stripes illu-
minated by the beam. To analyze strain distribution in
a more detail we have developed a XRD technique in
which the sample is moved in small steps and the x-ray
beam, being much narrower than the ELO width, illumi-
nates in sequence various parts of a single ELO stripe.
For each position of the beam the diffraction pattern
originating from a precisely defined area of the stripe
is recorded. This allows us to analyze strain field lo-
cally inside a particular ELO stripe chosen. As will be
shown later, this procedure allows the most character-
istic features of the strain field in the samples to be
determined.

30.4.1 Mask-Induced Strain
in Homoepitaxial ELO Layers

Figure 30.25 shows x-ray rocking curves of GaAs
ELO layer grown by LPE on SiO2-masked GaAs sub-
strate [30.7]. The layer was 10 μm thick and 90 μm
wide. Both, the as-grown sample and that cut from the
same wafer and etched to remove selectively the SiO2
mask have been studied. The rocking curves presented

ELO layers 

� angle 

 ω rotation axis  

Δω angle 

Scattering
plane

Substrate

X-ray
source 

X-ray 
detector 

Fig. 30.24 Sketch of the geometry used for x-ray diffraction studies
of ELO samples. The scattering plane is defined by the incident and
diffracted vectors. ϕ is the angle between the direction of the seeds
and the axis of sample rotation during the ω scan; ϕ = 0◦ for the
geometry shown

−0.4           0.0           0.4

101

102

103

104

101

102

103

104

� = 90°   � = 0°

a)

Etched

As-grown

Intensity (counts/s) Intensity (counts/s)

−0.1               0.0              0.1

b)

 Δω angle (deg) Δω angle (deg)

Etched

As-grown

Fig. 30.25a,b X-ray rocking curves of (400) CuKα1 reflection from
the as-grown and etched GaAs ELO layer on the SiO2-covered
GaAs substrate measured with the ω-axis parallel (a) and perpen-
dicular (b) to the seeding lines

in Fig. 30.25a,b have been measured with the ϕ = 0◦
and ϕ = 90◦ sample orientation, respectively. As can be
seen from Fig. 30.25a the rocking curve of the as-grown
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5460

5450

5440
20 30 40

 � = 0°

ELO layer 

GaAs substrate 

Δqx ×104

Δqz ×104

Fig. 30.26 Reciprocal-space map of (400) CuKα1 reflec-
tion from the as-grown GaAs ELO layer on a SiO2-covered
GaAs substrate with the ω-axis parallel to the seeding lines.
Both axes are marked in units of λ/2d, where λ is the
wavelength of the x-ray radiation and d is the GaAs lattice
spacing

sample is very broad. However, it becomes much nar-
rower after the SiO2 mask has been removed. On the
contrary, for ϕ = 90◦ the rocking curve is quite nar-
row and etching causes only a slight change of its shape
(Fig. 30.25b). It is worth mentioning that during rocking
curve measurements the x-ray diffraction is sensitive
mainly to the distortion of the crystal planes in the scat-
tering plane. Therefore, the large width of the rocking

102

103

104

105

� = 0°
� = 90°

Intensity (counts/s)

 Δω angle (arcsec)

10 µm

–300        –200        –100             0            100          200          300

a) b)

Fig. 30.27a,b Cross-section image (a) and x-ray rocking curves of (400) CuKα1 reflection (b) of a GaAs ELO layer on
a SiO2-masked GaAs substrate. Note the air gap between the mask and the ELO wings

curve shown in Fig. 30.25a indicates that a significant
deformation of the as-grown ELO takes place in the
cross section plane perpendicular to the seeds.

Figure 30.26 shows the reciprocal space map of the
same ELO layer. This map has been constructed for
the same sample geometry as that used to measure the
rocking curves presented in Fig. 30.25a. The distribu-
tion of the diffracted x-ray intensity proves that the
reason for the large width of the rocking curve is the
ELO stripe deformation in the direction perpendicular
to the seeding line. This deformation is elastic since
a narrow well-concentrated diffraction picture has been
observed on the reciprocal lattice map if this is taken
for the sample with the SiO2 removed [30.72]. There are
also slightly different positions of the ELO and substrate
peaks visible in Fig. 30.26 that indicates some lattice
misfit (≈ 7 × 10−5) between the heavily Si-doped ELO
layer and undoped GaAs substrate [30.7].

When developing our ELO growth technology,
occasionally we found GaAs ELO layers with an
air gap between their laterally grown parts and the
mask [30.73]. A cross section of such a layer is shown in
Fig. 30.27a. Note the wings hanging over the substrate
without any contact with the mask surface. Note also
that the (400) CuKα1 rocking curves of the layer are
very narrow for both positions of the scattering plane
(Fig. 30.27b), which means that deformation of the ELO
wings, if any, is negligible. Comparison of the data
shown in Figs. 30.25a and 30.27b proves that deforma-
tion of GaAs ELO wings must be due to their interaction
with the mask surface.
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The results presented above allow us to present
a picture of deformation of the ELO layer that
is schematically illustrated in Fig. 30.28: During the
growth the layer is bent towards the SiO2 mask in the
direction perpendicular to the seeding line (Fig. 30.28a).
When the SiO2 mask is removed by selective etching
the ELO stripe behaves like a released spring and the
wings tilt disappears (Fig. 30.28b). This corresponds
to a narrowing of the curve shown in Fig. 30.25a.
From a comparison of the rocking curves shown in
Fig. 30.25b it can be concluded that similar deformation
does not occur along the ELO stripe.

In the model presented in Fig. 30.28a it is postulated
that the ELO wings are tilted towards the mask. Note,
however, that the direction of tilt, upward or down-
ward, cannot be directly determined from the shape
of the rocking curve shown in Fig. 30.25a. Therefore,
we have applied a spatially resolved XRD (SRXRD)
technique in which the ELO stripe is moved in small
steps, so the x-ray beam, being much narrower than
the ELO width, illuminates in sequence various parts of
the layer (see the geometry of the experiment sketched
in Fig. 30.29c). For each position of the beam on the
sample a local x-ray rocking curve originating from
a precisely defined area of the stripe is recorded. The
results of such a procedure are presented in Fig. 30.29b,
which shows the set of x-ray rocking curves measured
locally at various parts of a 304 μm-wide and 16.8 μm-
thick GaAs ELO layer grown on SiO2-masked GaAs
substrate [30.74]. The standard rocking curve meas-
ured for the same sample with a 500 μm-wide x-ray
beam is included in Fig. 30.29a for comparison. The
diffraction plane was perpendicular to the seeds in
these experiments. For the positions x = −184 μm and
x = 230 μm the beam was out of the ELO area. There-
fore, only narrow substrate peaks are visible. As soon
as the beam approached the ELO stripe (x = −138 μm)
a strong side-maximum, apparently due to radiation
diffracted by the ELO edge, appeared in the curve. For
x = 0 μm only the middle part of the stripe was illu-
minated by x-rays. As a result, the side-maxima are
missing whereas the intensity of the substrate peak is
significantly reduced. When the beam starts to move
out of the stripe surface (x = 138 μm) the intensity in
the central part of the curve decreased again, the side-
maximum due to the edge reflection remained, while
the intensity of the substrate peak increased. The data
shown in Fig. 30.29b explains the origin of all the fea-
tures visible in the standard rocking curve presented
in Fig. 30.29a. In particular, this proves that the side-
maxima are due to diffraction from the edges of the

a)

b) GaAs ELO layers

GaAs substrateSeed

GaAs ELO layers
SiO2  mask

ΔΘ

GaAs substrateSeed

Fig. 30.28a,b Schematic drawing of the GaAs on GaAs ELO cross
section. Bent layers are shown in the as-grown state (a), deforma-
tion of ELO disappears when the SiO2 mask is removed by etching
(b). ΔΘ is the tilt of (100) crystal planes between the edge and the
central part of ELO

ELO stripe. Therefore, the misorientation of ELO crys-
tal planes must be the largest there. Consequently, half
of the angular separation of the side-peaks on the stan-
dard rocking curve can be used as a good measure of the
maximum tilt angle ΔΘ of ELO lattice planes (com-
pare Fig. 30.28a). Moreover, using a simple geometry
of the diffraction system and analyzing the order in
which the side-maxima appear while the beam moves
across the stripe the direction of ELO tilt can be unam-
biguously determined. For example, the x-ray rocking
curves of Fig. 30.29b show that the left wing diffracts
x-rays at larger Bragg angle than the right one. This
is clear evidence that the wings are tilted towards the
mask [30.74]. It is worth mentioning that, improving
the technique of spatially resolved x-ray diffraction pre-
sented above, we have employed it successfully for
analysis of ELO layers using an x-ray beam as narrow as
20 μm [30.66]. Subsequently, even a 10 μm-wide beam
moved in steps as small as 3 μm was applied, which
allowed us to create x-ray rocking curve maps of bent
ELO stripes [30.75]. Despite this progress the technique
cannot be easily applied for GaN ELO layers. Since
their widths are usually much smaller, electron diffrac-
tion [30.76] or synchrotron x-ray diffraction [30.77]
must be used to determine the local magnitude and di-
rection of the GaN wing tilt.

Additional evidence of the downward tilt of
ELO wings comes from our studies of similar
GaAs ELO samples by synchrotron x-ray topography
(SXRT) [30.78, 79]. The basic idea of the experiment
was to analyze how a white-beam synchrotron x-ray
radiation collimated with the use of very narrow slits
reflects back from the surface of the GaAs ELO sam-

Part
E

3
0
.4



1020 Part E Epitaxial Growth and Thin Films

a)

0
x

–2000     –1000                0               1000            2000
 Δω angle (arcsec)

ΔΘ
Wide x-ray beam

x = –184 µm 

x = –138 µm  

x = –92 µm  

x = –46 µm  

x = 0 µm  

x = 46 µm  

x = 92 µm  

x = 138 µm  
x = 184 µm  

x = 230 µm  

Intensity (counts/s)

The sample moves in 46 µm steps 

X-rays 

Substrate

SiO2

304 µm

ELO

b)

–2000     –1000                0               1000            2000

Intensity (counts/s)

 Δω angle (arcsec)

c)

Fig. 30.29a–c X-ray rocking curves of a 304 μm-wide as-grown GaAs ELO layer on a GaAs substrate measured with the
scattering plane perpendicular to the seeding lines with the use of a 500 μm-wide x-ray beam (a) and 90 μm-wide x-ray
beam scanned across the ELO stripe in 46 μm steps (b). x denotes the position of the beam on the ELO. The x = −184
and 230 μm curves correspond to reflections from the substrate outside the ELO stripe. (c) Schematic geometry of the
experiment

ple. More details on experimental conditions can be
found in the source publications. The topograph ob-
tained is shown in Fig. 30.30a where “w,” “s,” and
“e” mark images of window seed, substrate, and ELO
layer areas, respectively. The shape of the ELO layer
image directly indicates a downward tilt of the GaAs
ELO wings. Additionally, the image was simulated
numerically (Fig. 30.30b) to gain information on the
distribution of the (100) lattice plane tilt angle versus
position across the single ELO stripe. This data allowed
us to calculate the shape of (100) lattice planes in the
sample as shown in Fig. 30.30c together with the ex-

perimental profile of ELO layer thickness determined
by surface stylus profilometer. As seen, the numerical
results agree very well with the experimental results.

It should be noted in Fig. 30.30c that the curvature
of the (100) lattice planes is the largest in the central part
of the ELO stripe. This finding has allowed us to pos-
tulate that bending of the ELO stripes starts at the very
beginning of growth when the laterally overgrown parts
are thin and flexible. Then, the bent crystal planes might
be reproduced during subsequent growth, although re-
taining their shape [30.78]. As will be shown later,
this is exactly the behavior observed experimentally.
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Fig. 30.30a–c 206 back-reflection section synchrotron x-ray topograph measured (a) and calculated (b) for GaAs ELO
layer grown by LPE on SiO2-masked GaAs substrate; “w,” “s,” and “e” mark topographic images of window seed,
substrate and ELO layer, respectively; calculated (solid line) and measured (dots) displacements of ELO lattice planes
across the single ELO stripe are shown in (c)

Note also that the data shown in Fig. 30.30c indicates
a continuous decrease of layer thickness from the cen-
ter of the layer to its edge, being due to the wing
tilt. Indeed, this effect is observed experimentally as,
for example, is clearly seen in the cross section image
presented in Fig. 30.15. Its magnitude, namely the thick-
ness change of ≈ 0.9 μm on a ≈ 170 μm-wide wing,
also agrees with data shown in Fig. 30.30c. A similar
phenomenon has been reported for LPE-grown Si ELO
layers. Since the upper ELO surface was a singular,
atomically smooth face, tilting of the wings should lead
to the presence of monoatomic steps at the Si/SiO2 in-
terface where silicon crystal planes terminate (see the
sketch in Fig. 30.28a). Indeed, analysis of Si ELO lay-
ers by high-resolution transmission electron microscopy
revealed the presence of such steps at the interface be-
tween the epitaxial layer and the SiO2 film [30.17].

The tilting of ELO wings towards the mask has also
been found for many other ELO systems, including Si
layers grown by LPE on oxidized Si substrates [30.68]
and GaN ELO layers grown by HVPE or MOVPE on
sapphire or SiC substrates coated by SiO2 or Si3N4

masks [30.57, 80–82]. Fini and coworkers used x-ray
diffraction to observe the time evolution of lattice planes
bending in GaN on sapphire ELO layers [30.83]. The
scans in reciprocal space through the (101̄3) diffrac-
tion peak of GaN obtained in situ, during growth of the
structures by MOVPE, are shown for various growth
times in Fig. 30.31a. Prior to epitaxy only the cen-
tral peak, due to the diffraction from the GaN buffer,
is visible. Emergence of the side-maximum is evident
for the growth times ≈ 100 s, and by ≈ 300 s, distinct
side-peaks have evolved, indicating wing tilt of ≈ 0.9◦.
Postgrowth SEM studies of layer cross sections have
shown that a significant lateral overgrowth started just at
that moment. The wing peak narrows during subsequent
growth while its position changes slightly, reaching a tilt
of ≈ 1.19◦ after 3600 s of growth. The data collected
during this elegant experiment are direct evidence that
wing tilt must be due to interaction of the wing with the
mask and that it starts at the very beginning of lateral
overgrowth, in agreement with our earlier suggestion
presented above when discussing the results shown in
Fig. 30.30c [30.78].

Part
E

3
0
.4



1022 Part E Epitaxial Growth and Thin Films

b)
0                    0.05                0.01                 0.15                 0.2

–3           –2              –1              0               1                2              3

109

107

108

105

106

104

Intensity (counts/s) Δq (Å–1)

Calculated tilt (deg)

a)
–0.15     –0.1       –0.05         0          0.05        0.1        0.15

0.0        0.5          1.0          1.5           2.0          2.5          3.0         3.5 

109

1010

107

108

105

106

104

Intensity (counts/s) Δq (Å–1)

Calculated tilt (deg)

30 °C (1.36°)
275 °C (1.30°)
475 °C (1.28°)
675 °C (1.25°)
875 °C (1.22°)
1060 °C (1.19°)

0 s
100 s

430 s

300 s
200 s

Increased time

Fig. 30.31a,b Scans in reciprocal space trough the (101̄3) x-ray
diffraction peak obtained for various growth times during MOVPE
growth of GaN on sapphire ELO structures (a) and on cooling to
room temperature (b). The scans in (b) are shown over half of the
range measured (courtesy of Fini)

The difference between the GaN and GaAs or Si
ELO structures is the magnitude of wing tilt and the
mechanism of its relaxation. As discussed earlier, tilt
angles ΔΘ ≈ 0.1◦ are commonly found in LPE-grown
GaAs ELO layers (Fig. 30.25a). Thus, the bending
strain at the seed–mask edges is small enough to be

accommodated elastically. Generation of dislocations
in the layer does not take place and deformation of
the wings disappears completely when the mask is re-
moved by postgrowth etching. Consequently, no defects
above the mask edge (compare Fig. 30.20) and nar-
row x-ray rocking curve of the sample with the mask
removed (Fig. 30.25a) are observed. On the contrary,
tilt angles up to ≈ 1.5◦ are reported in literature for
GaN ELO layers (Fig. 30.31a and [30.57, 80]). So large
tilts cannot be accommodated elastically and the strain
above the mask edge partially relaxes via the creation
of a low-angle grain boundary. This relaxation process
is energetically favorable if the ELO structure contains
dislocations threading from the buffer. In such a case,
the grain boundary can be easily formed from bent
threading dislocations that pile up near the mask–seed
edges. Indeed, as shown already in Fig. 30.19, cross sec-
tional TEM studies of GaN on sapphire ELO structures
have revealed additional low-angle tilt boundaries (the
D2 defects) above the edges of the SiO2 mask. Conse-
quently, when the mask is etched away after the growth,
similarly to our approach for GaAs/GaAs layers, only
the elastic component of the bending strain is released.
The plastic deformation of the crystal lattice above the
mask edge remains, and as a result, only partial nar-
rowing of the x-ray rocking curve takes place. This is
exactly the behavior observed experimentally [30.81].

All the arguments presented up to now indicate that
downward tilt of ELO wings originates from an inter-
action between laterally grown material and the mask.
The nature of this interaction is still not fully clarified.
Kohler with coworkers have suggested that an attrac-
tive van der Waals force starts to be active during LPE
growth when the mutual distance between Si ELO wing
and the upper surface of the SiO2 mask falls below
a certain value [30.84]. The surface tension of the so-
lution should also be taken into account as a source
of wing tilting during ELO growth from the liquid
phase [30.47]. However, the tilt of GaN ELO wings
seems to be too large to be related to adhesion or weak
van der Waals forces. Therefore, a chemical reaction
of laterally overgrown GaN with the SiO2 underneath
and/or densification of the oxide being due to a high
temperature and chemically aggressive conditions (e.g.,
presence of ammonia) during vapor phase epitaxy of
GaN have been considered as possible reasons of the
tilt [30.83].

As discussed in Sect. 30.3.2, tilting of ELO wings
towards the mask creates a significant problem for
coalescence of neighboring stripes as they tilt in the
opposite direction (Fig. 30.23). Therefore, there is no
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doubt that for ELO layers of high crystallographic qual-
ity tilting of their wings should be reduced as much as
possible.

We have proposed the following recipe for reduction
of the mask-induced bending of the ELO layers: The
initial vertical growth rate of ELO must be increased
to start the lateral overgrowth at some microscopic dis-
tance from the upper surface of the mask [30.74]. Then
the chance of ELO wings capture by attractive force and
their interaction with the mask should be reduced. We
have found that this recipe works efficiently in practice.
In particular, tilting of the wings has been efficiently tai-
lored by controlling the ratio of vertical to lateral growth
rates at the beginning of ELO growth. This has been
achieved by growing GaAs ELO layers on SiO2-coated
GaAs substrates with increasing density of dislocations.
Then, the ratio of vertical to lateral growth rates at the
beginning of the growth was increased due to the higher
density of surface steps, which in turn led to reduc-
tion of the mask-induced tilt of ELO wings [30.73, 74].
In the limiting case of heavily dislocated GaAs sub-
strates, namely on GaAs buffers grown by MBE on
Si substrates, the vertical growth of GaAs ELO was
so fast that air-bridged structures without any interac-
tion with the mask were obtained [30.55]. Basically the
same approach has been used by Fini et al. [30.86].
They have shown that the crystallographic quality of
coalescence of neighboring ELO GaN stripes can be im-
proved if vertical development of ELO stripes is forced
at the beginning of the growth, followed by a change
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Fig. 30.32a,b Cross-sectional SEM image (a) and x-ray rocking curve measured for the scattering plane perpendicular
to the seeding lines (b) of the air-bridged GaN on sapphire layers (after [30.85], c© AIP 2000)

of growth conditions and fast lateral overgrowth of the
structure.

If thermally activated processes during the growth
itself are considered as origins of wing tilt, reduction of
the ELO growth temperature might be helpful. Indeed,
Silier with coworkers have reported negligible adhesion
to the SiO2 mask of Si ELO layers grown by LPE at
450 ◦C, in contrast to their previous growth experiments
performed at high temperature of ≈ 900 ◦C [30.17].
Also replacement of commonly used dielectric films by
other mask materials seems to be a promising way of
reduction of mask-induced wing tilt. In particular, we
have found that bending of GaAs ELO layers grown by
LPE is negligible when the SiO2 mask is replaced by
a thin graphite film [30.7]. This finding has been ex-
plained by delayed beginning of lateral growth due to
a change of the shape of the liquid solution in the vicin-
ity of the ELO edge when the SiO2 was replaced by
graphite film not wetted by the gallium melt [30.73].
Similarly, tungsten has been found to be a promising
mask material for MOVPE growth of GaN ELO struc-
tures with very low tilt of the wings [30.4]. In principle,
however, it is difficult to predict a priori the mask ma-
terial that would be the most suitable for each particular
ELO case.

The most natural way to eliminate the mask-induced
strain would be to grow the ELO structures with their
wings having no contact with the mask surface. An
example of such a GaAs structure grown by LPE
was shown in Fig. 30.27. Another example is shown
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in Fig. 30.32a, which presents a cross section of air-
bridged GaN layers grown by MOVPE on sapphire
substrates coated by GaN buffer and silicon nitride
mask [30.85]. Note that, due to profiling of the GaN
buffer thickness, an air gap is formed during the growth
above the mask and a free-standing laterally grown GaN
is obtained. In this way, direct interaction of ELO wing
with the mask is eliminated. Figure 30.32b shows the
x-ray rocking curve of the layer measured with the x-ray
scattering plane perpendicular to the seed direction.
Two peaks originating from ELO wings are clearly vis-
ible. Each of them is much narrower than that obtained
for standard GaN ELO layer (compare Fig. 30.31a),
which means that the mask-induced bending of GaN
wings is significantly suppressed. However, the differ-
ent angular position of both peaks indicates that some
residual tilt (≈ 0.08◦) of the c-axis in the wing area rel-
ative to the underlying GaN is still present. Its origin is
explained in the next section.

30.4.2 Thermal Strain in ELO Layers

Besides the mask-induced strain an additional deforma-
tion of ELO lattice planes may arise when the sample
experiences a large stress upon cooling from the growth
to room temperature due to the different thermal ex-
pansion coefficients of its components. This effect is
commonly observed in planar heterostructures. In the
following we will show that in the ELO structures ther-
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Fig. 30.34a,b Reciprocal-space map of (400) CuKα1 reflection of the as-grown GaAs ELO layer on GaAs-coated Si
substrate measured with the scattering plane perpendicular (a) and parallel (b) to the seeding lines. Axes are marked in
units of λ/2d, where λ is the wavelength of the x-rays and d is the lattice spacing

GaAs ELO layer

Si substrate

SiO2 mask + 
GaAs buffer

Fig. 30.33 Cross-sectional SEM image of the as-grown
GaAs ELO layer on GaAs-coated Si substrate; the layer
is 62 μm wide and 9.2 μm thick. Note that ELO wings
overhang the mask

mal strain can be relaxed via additional tilting of the
wings while still preserving their high quality.

Figure 30.33 shows a SEM image of a GaAs ELO
layer grown by LPE on a silicon substrate coated by
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a MBE-grown GaAs buffer layer and a SiO2 mask. The
layer was grown at 540 ◦C and was 62 μm wide and
9.2 μm thick. More details of the growth procedure can
be found in the source publication [30.55]. Note that
the layer does not stick to the substrate and its wings
overhang the mask surface. This is the result of a fast
vertical growth rate caused by buffer dislocations sup-
plying surface steps as discussed in the previous section.
Reciprocal-space maps measured for the same sam-
ple with the x-ray scattering plane perpendicular and
parallel to the seeds are presented in Fig. 30.34a,b, re-
spectively. The broad Bragg peak from the GaAs buffer
as well as narrow, well-separated reflections originat-
ing from ELO wings are clearly visible. Note that, for
ϕ = 0◦, reflection from the layer consists of two peaks,
whereas a single Bragg peak is visible only for ϕ = 90◦.
This is a quite similar behavior to that observed for our
GaAs/GaAs ELO samples (compare Fig. 30.25) and in-
dicates tilt of ELO wings in the plane perpendicular to
the direction of the seeds.

Figure 30.35 shows x-ray rocking curves of the
same sample before and after etching to remove se-
lectively the SiO2 mask. Note that the full-width at
half-maximum of the reflection from the wing equals
94 arcsec, only. This is much less than that of the MBE-
grown buffer (≈ 435 arcsec) and confirms the very high
structural quality of laterally overgrown parts of the
layer. However, the whole curve is so wide that tilt of
ELO wings caused by their interaction with underlying
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Fig. 30.35 X-ray rocking curves of (400) CuKα1 reflection
for the as-grown (solid line) and etched (dashed line) GaAs
ELO layer on the SiO2-coated Si substrate with GaAs
buffer, with the x-ray scattering plane perpendicular to the
direction of the seeding lines
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Fig. 30.36 (400) CuKα1 rocking curves from as-grown
GaAs on a Si ELO layer measured with a 90 μm-wide x-
ray beam moved across the ELO stripe in 46 μm steps. The
x = −92 and 138 μm positions correspond to reflections
from the GaAs buffer outside the ELO stripe

SiO2, similar to that presented for homoepitaxial GaAs
ELO layers, might be suspected. It is worth noticing,
however, that this time behavior of the system is quite
different. The wing tilt angle increases when the mask
is removed. Moreover, the wings hang over the mask,
so the mask-induced strain, if any, should be negligible.

We have checked the direction of the tilt of the GaAs
wings using the SRXRD technique described earlier
(Fig. 30.29c). The set of x-ray rocking curves obtained
from precisely defined areas of the GaAs stripe is shown
in Fig. 30.36. The geometry of the experiment was ex-
actly the same as before, i. e., the beam illuminated the
left ELO wing first (x = −46 μm), then the central part
of the ELO stripe (x = 0 μm), and finally left the sam-
ple on its right-hand side (x = 92 μm). Note the order in
which ELO diffraction peaks appeared when the beam
was illuminating subsequent parts of the stripe. The
left ELO wing diffracted x-rays at smaller Bragg an-
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GaAs buffer

Si substrate

SiO2 mask
 

ΔΘ 

Fig. 30.37 Schematic drawing of the cross section of the
as-grown GaAs ELO layer on a Si substrate. The tilt of the
ELO wing is ΔΘ, where 2ΔΘ is the angular separation of
the diffraction peaks, as marked in Fig. 30.35

gle than the right one. This is the opposite behavior to
that observed for the GaAs/GaAs ELO system (com-
pare Fig. 30.29) and indicates upward tilt of laterally
overgrown parts of the layer [30.55]. All these findings
indicate that processes other than wing adhesion to the
mask must be involved.

We have explained the results presented above by
taking into account the thermal strain that appears in the
ELO structure during its postgrowth cooling to room
temperature. This is illustrated in Fig. 30.37, which
schematically shows deformation of lattice planes in the
cross section plane of GaAs on Si ELO layer. A biaxial
tensile strain caused by the different thermal contrac-
tion of epilayer and substrate is commonly observed in
planar GaAs layers grown on Si substrates [30.87]. This
strain disappears when the GaAs/Si structure is heated
to ≈ 500 ◦C [30.88]. Therefore, at the LPE growth tem-
perature, the GaAs ELO layer grows essentially stress
free. At room temperature, the basal plane of ELO layer
should have the same tensile deformation in the direc-
tion perpendicular to the line seed as the upper surface
of the buffer GaAs. We have shown that the ELO layer
stands free and does not adhere to the mask. There-
fore, unrestricted strain relaxation and free contraction
of vertically grown volume of ELO should take place
in its upper part, as shown in Fig. 30.37. This, in turn,
must lead to the upward bending of ELO wings. Note,
however, that this process does not affect the structural
perfection of ELO wings, and the high crystallographic

quality of laterally overgrown parts of the layer is pre-
served.

Finally, the shift of diffraction pattern seen in
Fig. 30.35 for the etched sample should be explained.
The thermal expansion coefficient of silicon oxide is
much smaller than that for zincblende III–V semi-
conductors. Therefore, the SiO2 film exerts a tensile
stress on GaAs underneath and a compressive strain is
present in oxide-free GaAs seeding windows [30.72].
In the GaAs/Si ELO system the thermal tensile strain
in the GaAs seeding area exerted by the substrate is
partially compensated by the mask-induced compres-
sion [30.55]. Therefore, deformation of ELO at its base,
and consequently the ELO wings tilt angle, increase
when the SiO2 mask is etched away. This leads to in-
crease of the angular separation of x-ray reflections, as
shown in Fig. 30.35.

It is worth noting that our model of thermal strain
relaxation in ELO layers predicts that the direction of
wing tilt is correlated with the sign of the strain in
the buffer. In particular, downward wings tilt should
be observed if the buffer layer is under compressive
thermal stress, which is usually the case for GaN ELO
layers grown on SiC or sapphire substrates. This is
exactly the behavior presented in Fig. 30.31 for the
GaN on sapphire ELO system. At the growth temper-
ature GaN ELO wings are tilted downward due to their
interaction with the mask. Upon cooling to room tem-
perature, the position of the wing peak increases from
1.19 to 1.36◦ (Fig. 30.31b), which means that an ad-
ditional downward tilt induced by thermal stress has
occurred. Qualitatively, the same phenomenon can be
inferred from simulations via finite-element analysis of
strain in ELO structures [30.89]. Most likely, the resid-
ual tilt found in GaN air-bridged structures illustrated
in Fig. 30.32b might also be explained in a similar way
by the thermal strain in the GaN buffer. All these ex-
amples prove that our model is correct. Moreover, they
show that the phenomenon of thermal strain relaxation
via tilting of ELO wings is not a specific attribute of
GaAs/Si ELO structures grown by LPE but has much
more general nature.

30.5 Recent Progress in Lateral Overgrowth of Semiconductor Structures

There is continuous progress in the application of the
lateral overgrowth technology, and new versions of the
ELO technique are being tested. In this section, we first
present the recent progress made in liquid-phase ELO

growth, including new mask materials and ELO growth
by the liquid-phase electroepitaxy. Then, new concepts
of ELO growth will be briefly reviewed and compared
with the conventional ELO technique. Liquid-phase
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epitaxy of InGaAs bridge layers and pendeo-epitaxy of
GaN layers from vapor and liquid phase will be used as
examples.

30.5.1 Developments
in Liquid-Phase ELO Growth

Recent developments in liquid-phase ELO growth in-
clude the application of novel mask materials. In
particular, electrically conductive masking films are in-
teresting since they can be used in photovoltaic and
thermophotovoltaic devices as back mirrors for photon
recycling and/or as buried electrical contacts. However,
the main problem is to find mask material that adheres
strongly to the substrate and is thermally and chem-
ically stable to remain undamaged during the aggressive
conditions of epitaxial growth. Moreover, it is of prime
importance that no nucleation takes place on the mask
during the growth since in ELO technique the layer
should start growing exclusively from the opening in the
mask.

We have applied tungsten for substrate masking in
lateral overgrowth of GaAs by LPE [30.5]. Tungsten
masks were already successfully used to grow GaN
ELO layers on sapphire by MOVPE and dramatic re-
duction of strain in the layers was found when tungsten
film instead of common dielectrics was used to mask
the substrate [30.4]. However, MOVPE growth condi-
tions for GaN are quite different from those for solution
growth of zincblende III–V compounds, so applicabil-
ity of a W mask for selective growth of GaAs by LPE
has to be verified experimentally.

Figure 30.38 shows a SEM image of GaAs layer
grown at 600 ◦C on a tungsten-masked GaAs substrate.
As seen, the epitaxial growth is perfectly selective, i. e.,
the layer starts growing from the line seed without any
nucleation of GaAs on the mask. However, the tungsten
mask peels off from the substrate, which often leads to
cracking of the ELO layer. This effect is attributed to
a large grain size and the strain built into the metallic
film sputtered onto the bare GaAs. It has been reported
that the application of a AuZn wetting layer between the
substrate and the tungsten film helps to reduce the tung-
sten grain size, and consequently leads to lower strain
inside the mask [30.90]. Indeed, we have found that use
of a AuZn interlayer significantly improves adhesion of
the W mask to the GaAs substrate during LPE growth of
GaAs and cracking of ELO layers by the mask peeling
off from the substrate is avoided [30.5]. Unfortunately,
sometimes a melt removal from W-masked substrate af-
ter growth was incomplete since tungsten is well wetted

W mask

GaAs substrate

ELO GaAs

10 μm

Fig. 30.38 SEM image of a GaAs ELO layer grown at
600 ◦C by LPE on a tungsten-masked GaAs substrate;
mask deposited on bare GaAs substrate. Note that the mask
peels off from the substrate, which leads to cracking of the
layer

by gallium-rich solution. Consequently, local polycrys-
talline deposits from melt droplets left on the mask
surface are often observed. This encouraged us to look
for alternative mask materials.

We have found zirconium nitride films promising
for electrically conductive masking in ELO tech-
nique [30.6]. This material has interesting properties
resulting from its both metallic and covalent bond-
ing characteristics. The covalent crystalline properties
are: high melting point, extreme hardness and brittle-
ness, and excellent thermal and chemical inertness. The
metallic characteristics are high electrical conductivity
and metallic reflectance [30.91]. Moreover, ZrN film
when sputtered on a substrate usually has a fine-grained
microstructure, thereby exhibiting a low strain level.

Figure 30.39 shows SEM image of a GaAs ELO
layer grown at 750 ◦C by LPE on a ZrN-masked GaAs
substrate. As seen from the figure, perfect growth se-
lectivity is obtained. Moreover, the masking film is
mechanically stable, adheres strongly to the substrate,
and does not show any signs of mechanical degrada-
tion even at LPE growth temperature as high as 750 ◦C.
A similar behavior can be seen in Fig. 30.40, which
shows SEM image of a GaSb ELO layer grown at
480 ◦C on ZrN-masked GaSb substrate. This indicates
that, due to the high stability of zirconium nitride, long
time contact of the mask with Ga−As or Ga−Sb melts
does not lead to degradation of its mechanical proper-
ties. Moreover, we have found that ZrN forms a low
resistivity ohmic contact to n-type GaAs, which is im-
portant if the mask is to be further used as a buried
electrical contact. Unfortunately, our experiments show
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ZrN mask ZrN maskGaAs ELO layer

GaAs substrate

Fig. 30.39 SEM image of a GaAs ELO layer grown at 750 ◦C by LPE on a ZrN-masked GaAs substrate

that at temperatures higher than ≈ 580 ◦C the ZrN
masks become highly resistive when they are heat-
treated in hydrogen atmosphere during LPE growth.
Most likely, ZrN is converted into insulating zirconium
hydrides, though more work is needed to clarify this
issue. This phenomenon sets an upper limit for LPE
growth temperature if ZrN masks are to be used as
electrical contacts. Thus, the ELO growth of GaAs be-
comes more difficult, though still possible. For ELO of
GaSb layers however, typical LPE growth temperature
is about 480 ◦C, which allowed us to grow high-quality
GaSb ELO layers by LPE still preserving the high elec-
trical conductivity of the ZrN mask.

As illustrated above, a proper choice of mask mater-
ial is crucial for successful lateral overgrowth. However,
masks that survive undamaged during a long growth
process are difficult to find if extreme crystallization
conditions are required. This is the case in solution
growth of GaN. Since at typical conditions solubility
of nitrogen in gallium is low, very high temperatures
(≈ 1450 ◦C) and very high nitrogen pressure (≈ 1 GPa)
are necessary to achieve a reasonable growth rate of
GaN from Ga-N solution. Bockowski et al. have found
that under such conditions silicon nitride, SiO2, nickel,
and molybdenum masks dissolve in the hot gallium
while iridium reacts with Ga forming IrGa [30.92].
They have also found that tungsten platelets do not
react with the Ga-N solution, so tungsten seemed to
them a promising mask material for solution growth of
GaN ELO layers. However this argument is not con-
vincing enough since W films sputtered on a substrate
have not been tested and other effects such as reduced
chemical stability of thin films and cracking caused

ELO GaSb layer GaSb substrate ZrN mask 

Fig. 30.40 SEM image of a GaSb ELO layer grown at
480 ◦C by LPE on a ZrN-masked GaSb substrate

by built in strain or weak adhesion to the substrate
(compare Fig. 30.38) might cause problems during ELO
growth.

Recently there has been increasing interest in lateral
overgrowth of semiconductor layers by the liquid-phase
electroepitaxy (LPEE) technique – a solution growth
method in which layer crystallization is achieved by
passing an electric current through the solid–liquid in-
terface while the furnace temperature of the system
is kept constant (see [30.93] for a review). The main
mechanisms of solute transport toward the substrate
during LPEE are diffusion due to the Peltier-effect-
induced temperature gradient and electromigration of
species (i. e., momentum exchange between free charge
carriers and solute species). Technical realization of
LPEE is slightly more complicated than that of LPE.
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Fig. 30.41a,b SEM image of cross section (a) and calculated shape (b) of undoped GaAs ELO layer grown at 700 ◦C by
LPEE on a SiO2-masked GaAs substrate. The scale in both figures is the same for easier comparison. The time interval
in (b) is 8 min
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Fig. 30.42a,b SEM image of cross section (a) and calculated shape (b) of undoped GaAs ELO layer grown at 700 ◦C by
LPEE on a GaAs substrate coated by electrically conductive (tungsten) mask. The scale in both figures is the same for
easier comparison. The time interval in (b) is 16 min

However, electroepitaxy offers unique possibility to
control the growth kinetics and properties of crystals
produced. In particular, since the electric current flow
affects the solute distribution in the liquid solution, by
controlling the electrical current distribution areas with
local supersaturation in the liquid zone can be produced,
which is crucial for selective epitaxy techniques such
as ELO. The progress achieved with the application of
substrates coated by metallic masks has allowed a novel
approach to ELO growth by LPEE.

Figures 30.41a and 30.42a show cross sections of
undoped GaAs ELO layers grown at 700 ◦C by LPEE
on (100) GaAs substrates. The difference between them

is that they were grown on substrates masked by SiO2
and tungsten films, respectively, while the growth pa-
rameters were kept the same in both cases (see [30.5]
for more details). As seen, the ELO growth on the SiO2-
masked substrate is nearly isotropic while under the
same conditions a wide and thin ELO layer is grown
on the tungsten-masked substrate. This means that the
shape and dimensions of the ELO layers grown by
LPEE can be efficiently tailored by varying the elec-
trical conductivity of the mask.

We have developed a simple mathematical model
for LPEE growth of ELO layers, which predicts the
electric current intensity and solute concentration dis-
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tributions in the liquid zone under various LPEE growth
conditions [30.94]. Moreover, the model allows for di-
rect simulation of the evolution of the growth interface
with time. Calculated shapes of the GaAs ELO lay-
ers grown by LPEE on GaAs substrates are plotted in
Figs. 30.41b and 30.42b. They are shown on the same
scale as the experimental images for easier compari-
son. As seen, the numerical results are in very good
quantitative agreement with the experimental ones. The
model allows us to postulate the following mechanism
for ELO growth of semiconducting layers by LPEE:
During growth on substrate masked by electrically in-
sulating film electromigration of solute towards the
seed dominates growth kinetics. Since the electric cur-
rent distribution in the liquid zone around the seed is
isotropic, this leads to a rounded shape of layers and to
a low value of their aspect ratio despite surface kinetic
processes on the upper ELO surface. On the other hand,
if the substrate is coated by an electrically conductive
mask and the resistivity of its contact to the substrate is
low, after some initial ELO growth more electric current
passes to the substrate directly through the melt–mask
interface than through the ELO crystal and the seeding
area. Here, the main role of electromigration is to super-
saturate the solution just above the mask between the
adjacent seeds. Then diffusion dominates ELO growth
by supplying solute from these supersaturated areas di-
rectly to side-walls of growing layers. In agreement
with our experiments, this mechanism significantly in-
creases the lateral growth rate, thereby producing thin
and wide ELO layers with flat upper facets. It is worth
mentioning that a similar increase in the lateral growth
rate in LPEE has been reported by Mauk and Curran for
ELO of silicon from Si-Bi melt [30.95].

30.5.2 New Concepts of ELO Growth

The most characteristic feature of the ELO process pre-
sented so far is the change of the predominant growth

Ridge
Si epilayer

SiO2 mask

Si(111) substrate 

Fig. 30.43 Schematic illustration of the cross section of a Si epi-
layer grown by LPE on a SiO2-masked Si substrate from a ridge
seed

direction – from vertical in the growth window to lat-
eral in the regions over the masking film. In principle,
however, it is possible to start lateral overgrowth from
seeds oriented perpendicular to the substrate surface,
so change of the growth direction is not necessary. If
the substrate (bare substrate or substrate covered by
a suitable buffer layer) is etched to create on its sur-
face a pattern of ridges or elongated columns oriented
similar to that of windows in ELO, conditions are pro-
vided such that the side-walls of the columns provide
the crystallographic template for lateral growth.

As an example, Fig. 30.43 shows the geometry of
a silicon substrate used for the LPE lateral overgrowth
of Si from ridge seeds [30.17,96]. A thin SiO2 mask has
been deposited in the trenches to avoid direct epitaxy on
the substrate. During LPE, the growth starts from the
sidewalls of the ridges and proceeds laterally over the
mask. The top surface of the ridge is the dislocation-free
Si(111) facet, so it contains no step sources. There-
fore, under proper growth conditions the vertical growth
is completely eliminated and the layer grows laterally
without any change of its thickness. As the thickness of
the layer is determined by the ridge height, it can be eas-
ily controlled. However, very thin layers are difficult to
obtain. When the thickness of the layer decreases the
radius of curvature of its side-wall decreases as well
(Fig. 30.43). This leads to an increase in the equilib-
rium concentration of the solute around this wall due
to the Gibbs–Thomson effect (compare discussion in
Sect. 30.2.2). Therefore, a higher melt supersaturation
must be used to grow thinner layers. Then, however, the
vertical growth may be initiated if the supersaturation is
large enough for two-dimensional nucleation at the top
surface of the ridge. Using this technique 18.8 μm wide
and as thin as 0.23 μm, i. e., with L/h ratio up to 82, Si
layers have been grown laterally upon SiO2-coated Si
substrates by LPE [30.96].

In contrast with the case of homoepitaxy, in lattice-
mismatched heterostructures the top surface of the
columns is not dislocation free and must be covered by
an additional mask to avoid excessive vertical growth.
Figure 30.44a shows schematically how this approach
has been applied by Iida et al. to grow by LPE InGaAs
bridge layers on GaAs substrates [30.21]. First, the sub-
strate covered by the SiN mask has been processed
by photolithography and etching to fabricate on its
surface a pattern of deep circular trenches. Then, an
InxGa1−xAs (x ≈ 0.06) layer has been grown on such
substrate by LPE. It is worth noting that no InGaAs
buffer is used in this case. The layer grew inwards from
the side-wall of the trench, forming a bridge over the
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trench. Some growth over the mask outside the trench
area was observed as well. Analysis of the layer sur-
face revealed presence of dislocated zone with etch pits
density ≈ 106 cm−2 only above the small area where
the layer was in direct contact with the GaAs substrate
(Fig. 30.44b). The rest of the layer, having diameter
above 1 mm, was of very high quality with dislocation
density below 104 cm−2 (Fig. 30.44c), so it could be
used as substrate for further deposition of device lay-
ers. The same authors have tested the bridge growth
from maskless trenches. Then the lateral growth from
the trench wall shown in Fig. 30.44a is accompanied by
additional growth of InGaAs from the trench bottom.
As a result, new dislocations are found in the InGaAs
bridge layer at the places where the heavily dislocated
material growing from the trench bottom comes in con-
tact with the bridge. If GaAs substrates are used the
presented technique allows for growth of InxGa1−xAs
layers with very low In concentrations (x ≈ 0.06). For
a higher indium content (x ≈ 0.20), InAs wafer con-
verted into InGaAs instead of GaAs has been used as
the substrate [30.97]. The technology of LPE growth of
bridge layers over the trenches seems to be very promis-
ing due to its simplicity, very high efficiency, and high
quality of layers produced.

The method of lateral overgrowth that has received
much attention recently is pendeo- (from the Latin: to
hang or to be suspended from) epitaxy (PE). To grow
PE GaN layers, a thin AlN wetting layer and GaN buffer
are grown first on an available substrate as shown in
Fig. 30.45a. Next, trenches deep enough to reach the
substrate surface (or even slightly deeper) are etched in
the structure. The bottoms of trenches and top surfaces
of GaN columns are then covered by a suitable masking
film, so the GaN column side-walls are the only surfaces
exposed for subsequent GaN regrowth. During pendeo-
epitaxy, the GaN layers overflow the trenches growing
laterally from the column side-walls (Fig. 30.45b). Also
some vertical growth takes place followed by lateral
growth over the mask covering the top of GaN mesas.
After sufficiently long growth time the PE layers start-
ing from adjacent seeds merge at the fronts marked A
and B in Fig. 30.45c, so a continuous PE GaN layer is
formed. As mentioned earlier, dislocations thread in the
GaN buffer mainly along the c-axis (i. e., perpendicular
to the surface). Thus, only a very small part of them in-
tersect the side-wall of GaN columns and propagate into
the PE GaN layer. Therefore, the regrown material con-
tains four to five orders of magnitude lower density of
dislocations than that in the buffer [30.98]. Moreover,
in contrast to the standard ELO case, also the disloca-
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Fig. 30.44a–c Schematic illustrations of the layer cross section (a),
photographs of the etched surface (b), and the profiles of etch pits
density (c) in an InGaAs bridge layer grown by LPE on a SiO2-
masked (111) GaAs substrate (courtesy of Hayakawa)

tions originally present in the buffer (marked as TDs
in Fig. 30.45) are prevented from reaching the PE layer
if the GaN columns are capped by the mask. Thus, in
principle, the density of dislocations should be reduced
over the whole area of the substrate and the need to lo-
cate devices only in the laterally overgrown parts of the
structures (as was in the case of ELO; see Sect. 30.3)
could be eliminated. The PE technique in its version
shown in Fig. 30.45 has been used by Chen et al. to
grow by MOVPE GaN layers on SiO2-masked sapphire
substrates [30.99]. Studies of the layers with the use
of transmission electron microscopy have proved that
laterally overgrown parts of the layers are nearly dislo-
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SubstrateAlN

Mask 1 

Mask 2 
GaN column 

TDs

a)

Substrate

Lateral
growth

Vertical
growth

PE GaN 
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Substrate

A B
PE GaN c)

Fig. 30.45a–c Schematic of the process steps for pendeo-epitaxy
of GaN: (a) etching of elongated columns in GaN buffer layer fol-
lowed by masking of the substrate (mask 1) and the top column
surfaces (mask 2); (b) epitaxial growth of GaN starts from ex-
posed side-walls of GaN columns and proceeds laterally to fill the
trenches; also some vertical growth occurs; (c) PE layers merge over
the trenches (seam A) and over the capped GaN columns (seam B),
so continuous PE GaN film is formed. TDs are the dislocations
threading to the surface of the GaN column

cation free. However, new dislocations have been found
at the fronts where the layers merge (marked A and
B in Fig. 30.45c) as well as over the edges of masked
GaN columns. In the light of what has been written
in Sect. 30.4 above, this finding is not surprising. Most

probably, interaction of the laterally overgrown parts of
the layers with the SiO2 mask has occurred, leading to
their relative misorientation and defect creation above
the mask edges and at the coalescence fronts. Thus,
this is the same phenomenon as we have discussed
already.

These results, as well as the whole discussion in
Sect. 30.4, clearly show that properties of laterally over-
grown layers are strongly influenced by the presence
of a mask. In particular, the strain introduced by the
mask and poisoning by impurities diffusing out from
the mask at high temperature have negative impact on
quality of the layers. Therefore, processes are needed in
which layers can be grown laterally without any mask-
ing film. It is important to note that each mask requires
additional technological steps. Thus, a maskless version
of selective epitaxy would result in significant simpli-
fication of the whole procedure, which is especially
important if the growth process under development is to
be applied on industrial scale. Zheleva et al. have found
that under proper MOVPE conditions neither GaN nor
free Ga accumulate on 6H-SiC (0001) surface [30.98].
Thus, pendeo-epitaxy of GaN without a mask between
the GaN columns (mask 1 in Fig. 30.45) became possi-
ble by replacement of sapphire by SiC. As before, PE
growth started from the side-walls of the GaN columns
and proceeded laterally at some distance from the
SiC surface. Transmission electron microscopy showed
that neither tilting nor low-angle tilt boundaries were
present at the coalescence boundary over the trench
(seam A in Fig. 30.45c). However, tilting of 0.2◦ and
defects at seam B were still found in the portion of
the coalesced GaN layer that interacted with the mask
covering the GaN column [30.100]. This tilt can be
further eliminated if a completely mask-free PE pro-
cess (i. e., without masks 1 and 2) is employed, as has
been reported for GaN [30.98] and AlGaN [30.101]
on SiC systems. Then, defect-free coalescence can be
obtained at both coalescence fronts [30.98]. The price
paid for that, however, is enhanced vertical growth of
the PE layer and free propagation into regrown GaN
of threading dislocations originally present in the GaN
buffer.

The next step towards commercialization of pendeo-
epitaxy of GaN would be to replace SiC substrates,
which are expensive and available with low diameters,
by large-area silicon wafers. However, direct epitaxy
of GaN on Si is difficult and usually results in poly-
crystalline films, most likely due to the prior formation
of SiNx film on the Si surface. Therefore, Davis et al.
have employed a procedure in which Si(111) substrates
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are first covered by an epitaxial film of SiC, followed
by their transfer to the MOVPE system for deposition
of an AlN wetting layer and a GaN buffer [30.100].
Next, they could make use of the process route elab-
orated earlier for PE of GaN on bulk SiC, namely,
substrate etching to define GaN columns and PE re-
growth. The quality of the GaN layers they obtained was
quite similar to that on bulk SiC substrates. The prob-
lem, however, was the thermal stress arising due to the
large difference of thermal expansion coefficients be-
tween subsequent layers, which resulted in cracking of
the structures on cooling if the SiC transition layer was
too thin.

As the final example of new developments in lat-
eral overgrowth, successful liquid-phase growth of GaN
layers will be briefly presented. Solution growth is
preferred for ELO of GaN since supersaturation at
the crystal surface can be kept lower than that dur-
ing vapor-phase epitaxy. Moreover, the growth velocity
along the c-axis of GaN is usually much smaller than
in perpendicular directions [30.102], so fast lateral
growth is expected if (0001)-oriented substrates are
used. Unfortunately, as discussed in the Sect. 30.5.1,
mask materials that survive undamaged extreme condi-
tions of GaN growth from liquid solution are difficult
to find. Therefore, for ELO of GaN Bockowski with
coworkers [30.103] have used unmasked sapphire sub-
strate with GaN ridges cut from 3 μm-thick GaN buffer
grown by MOVPE (Fig. 30.46a). Basically, this is the
maskless version of the substrate drawn schematically
in Fig. 30.45a. Figure 30.46b shows a plane view of
the epilayer grown on such substrate from Ga-N so-
lution at 1430 ◦C and nitrogen pressure of 1 GPa. The
GaN stripes increased their width from 20 to 60 μm and
grew ≈ 20 μm high during 5 h-long crystallization. Un-
fortunately, simultaneous direct crystallization of GaN
on unprotected sapphire took place too, so small GaN
grains are visible between the stripes. These grains dis-
turbed lateral growth by consuming solute arriving from
the bulk solution. Moreover, dislocations were gener-
ated in the layer when grains came into contact with
laterally grown GaN, in the similar way to that observed
in InGaAs bridge layers (compare Sect. 30.5.1). As the
result, quite high dislocation density of ≈ 106 cm−2 was
found in the GaN wing area, though it was much smaller
than the ≈ 108 cm−2 dislocation density in the areas
above the GaN ridges. It has been expected that para-
sitic GaN nucleation on bare sapphire might be reduced
by decreasing the distance between neighboring GaN
ridges [30.92]. It is not clear if this has really happened
since decrease of ridges spacing from 300 to 60 μm did

GaN stripes

GaN ridges Sapphire

GaN grains

GaN stripes

〈1120〉

Mag = 200 x Leo 1530 - CBW PAN30 µm

a)

b)

–

Fig. 30.46a,b Schematic cross section (not to scale) (a) and plane-
view SEM image (b) of GaN layers grown from the Ga-N solution
at high nitrogen pressure on sapphire substrate with 20 μm-wide
3 μm-high GaN ridges cut from 3 μm-thick MOVPE-grown GaN
buffer. Spacing between the ridges was 300 μm (courtesy of
Boćkowski)

not lead to a significant reduction of dislocation density
in laterally grown GaN.

Another mode of lateral growth of GaN from Ga-N
solution at high nitrogen pressure was found when
≈ 800 μm-thick free-standing GaN substrate grown by
HVPE was patterned to create on its surface 5–10 μm-
high GaN ridges [30.104]. During GaN growth at
1425 ◦C and nitrogen pressure of 1 GPa some growth
took place directly from the unprotected HVPE sub-
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Fig. 30.47 SEM image of GaN layers grown from Ga-N
solution at high nitrogen pressure on free-standing HVPE
GaN substrate with 20 μm-wide 10 μm-high GaN ridges
(dashed lines). Spacing between the ridges was 300 μm
(courtesy of Boćkowski) �

strate as in the previous case. However, due to the
specific distribution of solution supersaturation at the
substrate surface, preferential lateral overgrowth from
ridge edges was also observed. A plan view of such
a sample is shown in Fig. 30.47. An important find-
ing by Bockowski et al. was that laterally overgrown
parts hang over the substrate if the ridge height was
increased to 10 μm. This resulted in their better crys-
tallographic quality. Indeed, analysis of the sample by
defect-selective etching has shown that ELO wing areas
were dislocation free.

These initial results obtained in lateral overgrowth
of GaN from high-temperature Ga-N solution at high ni-
trogen pressure are very promising. Note that the widths
of GaN wings are much larger than those commonly ob-
tained by vapor growth techniques. However, it seems
that for further progress application of a suitable mask
will be needed to avoid direct crystallization on the sub-
strate. If such a mask is found, much wider wings with
lower dislocation density could be grown. Also, im-

50 μm

GaN ridge

〈1010〉
–

provement of upper surface morphology is required for
free-standing layers, similar to that shown in Fig. 30.47.

30.6 Concluding Remarks

A review of epitaxial lateral overgrowth is provided.
The main idea behind lateral overgrowth techniques is
selective epitaxy of a homoepitaxial layer on a relaxed
buffer having a required lattice parameter. The seeds
can be defined by patterning of the mask covering the
buffer layer (ELO) or the growth starts from the exposed
side-walls of ridges etched in the buffer (PE). Selec-
tive nucleation of the layer in the narrow seeds allows
information on buffer lattice spacing to pass through,
while blocking all (or the main part of) defects created
due to lattice misfit between the buffer and its substrate.
We have shown numerous examples in which this pro-
cedure works efficiently. Usually, practical realization
of the idea above depends on the system considered.
Quite often specific properties of the materials and
growth technique used determine the way in which
laterally overgrown structures are produced (vide mask-
less pendeo-epitaxy of GaN on SiC, solution growth of
GaN, etc.). There are, however, some basic phenom-
ena typical for all laterally overgrown structures. These

include some general rules that should be followed to
obtain wide and thin laterally overgrown layers (i. e.,
choice of optimal direction of the seeds, high quality
of the buffer, low growth rate, use of doping to enhance
lateral growth, etc.). Efficient filtration of dislocations
originally present in the buffer is well evidenced in all
laterally overgrown structures. Tilt of wings caused by
their interaction with the mask underneath is commonly
observed in both ELO and PE layers, independently of
the growth technique used. If the tilt angle is small the
accompanied strain can be accommodated elastically
(e.g., in GaAs/GaAs ELOs). Otherwise, arrays of dislo-
cations creating low-angle boundaries appear above the
mask edges (e.g., in GaN ELO structures). Tilting of lat-
erally grown parts of the layer leads to the generation of
new defects at the coalescence front where two layers
grown from neighboring seeds and having opposite tilt
direction merge. Growing the layers standing free above
the mask seems to be the best way to improve the quality
of the coalescence front, although there are no gen-
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eral recipes for how to grow such structures. Thermal
strain due to different thermal expansion coefficients of
subsequent layers is also commonly found in laterally
overgrown heterostructures. However, if the layer is at-
tached to the buffer through the narrow seeds only, this
strain is usually much smaller than in reference planar
structures.

It is difficult to predict future developments in the
ELO technology. From a scientific point of view there
are still many questions to be answered. In partic-
ular, understanding of the microscopic interaction of
ELO wings with the mask, identification of mechanisms
leading to bending of dislocations threading in a seed
area, and many other issues require further work. Basic
crystal growth research including process modeling is

needed to increase the width of laterally overgrown lay-
ers, improve the quality of coalescence fronts, develop
technology for lateral overgrowth of ternary layers on
binary substrates, find new mask materials, and simplify
the whole growth procedure to meet industrial stan-
dards. Application of laterally overgrown layers will
depend on progress in these areas. Market demands for
novel semiconductor devices will decide if and which
techniques of lateral epitaxy will find their permanent
position in industrial practice. Nowadays there is great
demand for group III nitride substrates, so lateral over-
growth of these compounds is most studied in many
laboratories worldwide. It is believed that the impor-
tance of lateral overgrowth of traditional zincblende
III–V ternary substrates will increase in the near future.
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Liquid-Phase31. Liquid-Phase Epitaxy of Advanced Materials

Christine F. Klemenz Rivenbark

The performance of many electronic and optoelec-
tronic devices critically depends on the structural
quality and homogeneity of the base material,
which is often an epitaxial film grown by either
vapor-phase epitaxy (VPE) or liquid-phase epitaxy
(LPE).

This chapter presents the state of the art in LPE
growth of selected advanced materials:

1. High-temperature superconductors
2. Calcium gallium germanates (langasite-type

materials)
3. III–V wide-bandgap nitrides.

It is not the aim, herein, to present LPE growth
of more traditional III–V semiconductors (Si, Ge,
GaAs, GaP, InP, GaP) and garnets, which have
already been described extensively in the literature
since about 1960. Instead, some of the most
relevant literature references are given in the
historical overview, which also provides a very
good insight into the potential of LPE growth of
newer materials. Despite the fact that LPE growth
has gained less attention over the past decades,
mainly due to the development of VPE growth
techniques, there is a silver lining which clearly
indicates that the highest-quality epitaxial films,
for most efficient electronic and optoelectronic
devices, will ultimately be achieved from liquid-
assisted or LPE-grown films.
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Liquid-phase epitaxy (LPE) is a growth process where
a film of crystalline material is deposited from a super-
saturated solution onto a single-crystal substrate. This

method was first described by Nelson in 1963 [31.1],
who used a tipping LPE apparatus for the fabrication
of GaAs laser diodes. Since then, the LPE tech-
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nique has been widely investigated and applied to
a variety of materials, among others II–V and III–

V semiconductors, carbides, nitrides, and a variety of
oxides.

31.1 Historical Development of LPE

Liquid-phase epitaxy has traditionally been the optimal
method of choice for the synthesis of highest-quality
material. However, this method present also chal-
lenges. Today, more flexible vapor growth techniques
are generally preferred, especially when film defects
are not a limiting factor for a given device applica-
tion.

The potential of LPE to yield low-defect material
has been documented in many instances, following the
path of the development of technologically important
materials. In LPE, the driving force (or supersatura-
tion) for epitaxy is very low. Hence, growth occurs
near to thermodynamic equilibrium. The atoms can mi-
grate efficiently on the growing surface until they find
the most energetically favorable position where they
will incorporate. If supersaturation and other require-
ments are sufficiently met, the LPE growth process
may result in single-crystalline films with very high
homogeneity and purity. This was best demonstrated
with the development of light-emitting diodes (LEDs),
with compound semiconductors such as GaAs [31.2]
and GaP [31.3]. Films grown by LPE contain in-
herently a very low concentration of point defects,
which is often orders of magnitude lower than mater-
ial grown by any other growth technique. Most relevant
evidence is found in the research and development
of green GaP LEDs. Due to an extremely low con-
centration of nonstoichiometric point defects in GaP
LPE films, even at room temperature, the dominant
emission transition mechanism is free exciton recom-
bination. This enables a highly efficient nitrogen-free
pure-green light emission (550 nm) [31.4] that can-
not be obtained from GaP produced by other growth
techniques.

As early as in 1974, studies on selective LPE growth
of GaAlAs led to the discovery of the epitaxial lateral
overgrowth (ELO) technique [31.5]. The combination
of ELO and LPE [31.6] enabled dislocation-free films of
many semiconductors, such as Si, GaAs, GaP, GaAs/Si,
and InP [31.7–10]. In view of this, one may wonder
why LPE growth is only marginally studied today. For
example, research on wide-bandgap nitride semicon-
ductors could highly profit from dislocation-free LPE
films to be used as substrates. Often, the potential
of a growth technique is evaluated from its commer-
cialization perspective. Without contest, the broadest
commercialization to report for films grown by LPE re-
sides in the field of optoelectronic devices. Even today,
the highest-efficiency red GaAs LEDs are commercially
produced by LPE. Films grown by LPE are also used in
other applications, such as γ -ray [31.11] and high-end
infrared (IR) detectors based on CdHgTe/CdTe [31.12],
for example, where low-defect films are required.

The LPE growth technique has been applied to ox-
ides as early as 1968 by Linares [31.13], who was
able to demonstrate high-quality yttrium iron garnet
(YIG) films for the first time. Different magnetic garnet
compositions were studied for their use in bubble do-
main devices, and this led to extensive studies on many
fundamental and experimental aspects of LPE of ox-
ides, including the development of different LPE growth
techniques, which are summarized in excellent review
papers [31.14–16]. The LPE growth method has been
successfully applied for the growth of many oxides,
among which one can also cite high-temperature su-
perconductors (HTSCs), optical, nonlinear optical, and
electrooptical materials, and ferroelectric and dielectric
materials.

31.2 Fundamentals of LPE and Solution Growth

The fundamental mechanisms for LPE growth are
similar to the growth of free-standing crystals from a so-
lution (or flux), or to the growth of larger crystals by
top-seeded solution growth (TSSG). Usually, the same
solution can be used for the three methods. In growth

from solutions, a supersaturation is created either by
cooling or by solvent evaporation of the saturated solu-
tion. Another method that can be used is the transport of
the growth species through a temperature gradient in the
solution. In each case, the growth is controlled by the
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diffusion of growth species towards the growing inter-
face and the counterdiffusion of solvent species towards
the bulk of the solution.

In the initial stages of crystallization from solutions,
some degree of supersaturation, or driving force, has to
be established for nucleation to take place. A crystal
can only develop once a nuclei has reached a criti-
cal size and thus is stable. In the phase diagram, the
region between the liquidus temperature and the tem-
perature at which nucleation proceeds spontaneously is
called the metastable or Ostwald–Miers region. Within
this region, heteronucleation is possible, for example,
on the crucible, on a substrate or seed, or on an im-
purity. The width of the metastable region can vary
greatly for different solvent–solute systems. It depends
on many factors, such as the nature and complexity
(number of components) of the crystallizing mater-
ial, the viscosity of the solution, additives/dopants, and
hydrodynamic flows. For oxides, undercoolings up to
150 ◦C are possible [31.17], whereas metallic semicon-
ductor solutions allow only a few degrees or less of
undercooling. When a seed or a substrate is used, the
initial supersaturation required for crystallization is less
than that required for spontaneous and free nucleation
in the solution. This means that, in LPE, nucleation
starts within a range between the liquidus tempera-
ture and the temperature for spontaneous homogeneous
nucleation.

The relative supersaturation is expressed by

σ = x − x e

x e
, (31.1)

where x and x e represent the actual and equilibrium
concentration of the solution.

The undercooling ΔT = Te − T is related to the
respective concentrations through the specific phase di-
agram of the system considered.

During the LPE film growth, a boundary layer of
thickness δ is created at the growth front, in which
a temperature and a concentration gradient exist. At the
growth interface, two processes are determining: hydro-
dynamic flow and diffusion. For mass transport, flow is
far more effective than diffusion. However, the growth
is governed by the slowest process. In addition, the hy-
drodynamic flow decreases from the bulk of the solution
to become negligible at the growth interface. Thus, at
the growing interface, within the boundary layer, the
process is solely controlled by diffusion, and the thick-
ness of the boundary layer will be determined by the
hydrodynamic flow. As a consequence, for a given sys-
tem at a given supersaturation, the thickness of the

boundary layer will ultimately determine the growth
rate, which in turn can be adjusted through the substrate
rotation rate.

In the case of LPE growth, for systems with rela-
tively large Schmidt number (Sc = ν/D), the thickness
of the diffusion boundary layer on the rotating substrate
interface can be estimated from

δ = 1.61
( ν

�

)1/2
(

D

ν

)−1/3

, (31.2)

where ν is the kinematic viscosity, ω is the rotation rate
of the substrate, and D is the diffusion coefficient of the
solute [31.18].

In LPE, the growth rate will not only be deter-
mined by the mass transport process of the growth
species to the growing interface, but also by the incor-
poration of the solute atoms on the growing surface.
Thus, supersaturation and surface kinetics should both
be considered, and Ghez and Giess [31.19] developed
a model for the growth of garnets that includes surface
kinetic terms. However, in most growth rate studies,
it is generally assumed that surface diffusion can be
neglected [31.20]. For supersaturations σ below a criti-
cal value σc, the dependence between growth rate and
supersaturation is quadratic, with r ∼ σ2 for σ < σc,
and linear above, with r ∼ σ for σ > σc. High growth
rates can be achieved when a continuous source of steps
is present on the growing surface, for example, when
growth spirals are present [31.20, 21].

In solution growth or LPE of complex crystals, the
solute usually has a different composition than the solu-
tion, and the tendency for the incorporation of specific
growth species in the growing crystals is expressed
by the distribution coefficient k. The equilibrium dis-
tribution coefficient k0 can be determined from the
phase diagram. The effective distribution coefficient de-
scribes the concentration ratio between an element in
the solution and in the crystal, as keff = ccrystal/csolution.
The relation describing the dependence of the effec-
tive segregation coefficient on the diffusion boundary
layer δ and growth rate r has been derived by Burton
et al. [31.22] as

keff = k0

k0 + (1− k0) exp − ( crδ
D

) . (31.3)

In this equation, c is a constant for the ratio of the mass
density between the whole system and the element in
the solution. The effective distribution coefficient is an
extremely important parameter. If keff for a certain ele-
ment is known, it is possible to adjust its concentration
in a thin film or crystal, thereby opening the possibil-
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1044 Part E Epitaxial Growth and Thin Films

ity to engineer the properties of a given material, which
is important, for example, for the development of laser
materials. For keff < 1, the concentration of the element

considered will be smaller in the crystal than in the so-
lution. Hence, this can be used in purification processes
by crystallization.

31.3 Requirements for Liquid-Phase Epitaxy

For LPE growth of a new material, the greatest
challenge is usually to find a suitable solvent sys-
tem in which the material crystallizes first and as
a single phase. This requires sufficient knowledge of
the phase relations in the system considered. Un-
fortunately, complex phase diagrams are often not
available, therefore the first choice is usually made
empirically, based on experience with similar material
systems.

Besides the solvent, the substrate has to fulfill
several requirement, and not only for the epitaxial depo-
sition itself, but there are also requirements depending
on foreseen applications. If heteroepitaxy is consid-
ered, the growth of layers by LPE is very demanding.
Since LPE is a near-equilibrium process, it is very sen-
sitive to all parameters. Basic substrate requirements are
low misorientation, low misfit at growth temperature,
similar thermal expansion coefficients, and excellent
chemical/thermal stability. An important factor for con-
trol of the growth mode is the misfit between substrate
and film. In the case of LPE of garnets [31.13, 23] it
has been demonstrated that the misfit Δa (= asubstrate −

afilm), with a being the lattice constant, had to be less
than 0.01Å in order to avoid cracking. In LPE, there
are three major parameters that govern the film growth
mode: the supersaturation, the substrate misfit, and the
substrate misorientation. Extremely flat surfaces can
only be obtained if all three values are extremely low;
for example, in the case of c-oriented YBa2Cu3O7−x
(YBCO) films grown by LPE on (110)NdGaO3, it
has been demonstrated that surfaces with interstep dis-
tances of 10 μm between monosteps of 12 Å can only
be achieved if the following conditions are jointly
met: substrate misfit of ≤ 0.08%, substrate misori-
entation of ≤ 0.02%, and relative supersaturation of
≤ 0.18% [31.24]. Even if values will vary for other
material systems, these values can be taken as order-
of-magnitude requirements.

There exist three major methods commonly used
for LPE growth: the tipping, dipping, and sliding boat
techniques. They have been extensively described in the
literature [31.1,14–16,23,25], and will not be reviewed
herein, except for the specific materials discussed fur-
ther below.

31.4 Developing New Materials:
On the Choice of the Epitaxial Deposition Method

Deposition methods can be divided into two cate-
gories: growth from the vapor phase, and growth from
the liquid phase. In vapor growth, or vapor-phase
epitaxy (VPE), deposition occurs under vacuum con-
ditions. VPE techniques include radiofrequency (RF)
sputtering, laser ablation, thermal and electron-beam
evaporation, ion-beam deposition, molecular-beam epi-
taxy (MBE), atomic layer epitaxy (ALE), chemical
vapor deposition (CVD), metalorganic chemical vapor
deposition (MOCVD), and plasma-assisted processes.
These methods either create a vapor or molecular nu-
trient by thermal or electron beam evaporation, or the
effusion of gas atoms from a Knudsen cell. The growth
species are transported to the heated substrate, where
nucleation and growth occur. Vapor-phase epitaxy is

a very powerful method for the growth of semicon-
ductors. In particular, VPE has the flexibility needed
to grow and explore a variety of p/n-multilayer and
quantum well structures, and allows the growth and and
control of the deposition process down to atomic scale.
Thus, over the past decades, VPE growth techniques
have constantly improved and become widely applied,
whereas interest in LPE growth declined.

The successes of VPE growth techniques, however,
resides mainly in the field of conventional semiconduc-
tors, such as InGaAsSb and similar systems. Surpris-
ingly, VPE growth of oxides and nitrides exhibits much
lower performance, yielding rather defect-rich films that
often contain secondary phases and numerous grain
boundaries.

Part
E

3
1
.4



Liquid-Phase Epitaxy of Advanced Materials 31.4 Developing New Materials: On the Choice of the Epitaxial Deposition Method 1045

In oxides, difficulties typically arise due to the
complexity of the material [31.25], the high melting
point of constituent oxides, complex phase diagrams,
and also often a limited temperature–pressure stabil-
ity range which restricts the growth conditions that
can be applied. Especially important is also the low
mobility of growth species under vacuum conditions,
which limits surface diffusion of adatoms. Thus, oxide
films grown by VPE typically show two-dimensional
nucleation of small islands that spread over the grow-
ing surface and coalesce. This birth-and-spread growth
mechanism results in films with numerous grain bound-
aries, and surfaces with high density of steps with
small interstep distances (typically < 50 nm) [31.26].
Surface nucleation can be suppressed by large mis-
orientation angles of the substrates, thereby providing
kinks and steps. However, films grown on misoriented
substrates show a very high step density with very
small interstep distances, and hence are rough. With
increasing thickness of oxide VPE films, a colum-
nar structure often develops, which is not desirable
for most applications [31.27]. Similar behavior has
been observed for nitride VPE films. In VPE, near-
equilibrium conditions may exist very close to the
growth steps, and kinetics is the dominant factor that
governs the deposition. In contrast, in LPE, the low
driving force is maintained over a much larger exten-
sions, and when all substrate and growth parameters
are sufficiently met, the layer-by-layer growth mech-
anism can proceed over macroscopic dimensions. In
LPE, extremely flat surfaces may develop, and interstep
distances of several microns are not uncommon [31.28,
29].

For the achievement of high structural film per-
fection, it is essential that growth and decomposition
reactions coexist at the growing interface. It is postu-
lated that the high stability of nitrides, combined with
a low mobility of growth species under vacuum (VPE)
conditions, limits the surface mobility of atoms and
thereby also reversible reactions associated with sur-
face diffusion. This could also tentatively explain the
experimental limit to the minimum dislocation density
observed in vapor-grown nitride films, where disloca-
tions can only be reduced to about 105 cm−2 despite the
use of ELO techniques [31.30–33]. The nucleation and
growth kinetic processes are extremely complex, and
the reasons for this experimentally observed limit are
not well understood.

The achievable surface flatness, density of de-
fects (point defects, dislocations), and film homogene-
ity/perfection are three aspects where the LPE technique

may surpass VPE, and the choice of the deposition
method should also be based on such consideration.

The growth system required for LPE growth (in
any configuration) is very inexpensive compared with
the equipment required for VPE growth. However, the
achievement of high-quality LPE layers of complex
oxides, nitrides or carbides can be very challenging,
because this requires a multidisciplinary approach and
high degree of expertise, especially in solution chem-
istry and thermodynamics, phase diagrams, and an
excellent knowledge of the fundamentals of crystal
growth and epitaxy. Like any other growth method, LPE
presents advantages and disadvantages. Among the ad-
vantages, we can mention:

1. Films with highest structural perfection (low dislo-
cation density, low concentration of point defects)

2. Automatic stoichiometry control
3. Dopant incorporation can be extremely homoge-

neous
4. Extremely flat surfaces (facets) can develop
5. Upscaling and mass production are possible.

Among the disadvantages, we can mention:

1. Usually thick films: minimum achievable is about
500 nm (atomic layer epitaxy not possible)

2. Not practical for the growth of heterostructures/
quantum/multilayers

3. Rough interfaces frequent, due to back-dissolution
4. Very sensitive to substrate surface defects and pa-

rameters (misfit, misorientation)
5. Three major conditions have to be satisfied for the

highest-quality LPE films:
– Very small misfit
– Misorientation
– Supersaturation.

Only a few aspects were discussed in this intro-
ductory section. In the following sections, this paper
discusses these challenges more precisely, with ex-
amples from recent studies on LPE growth of three
different advanced materials, developed for different
applications:

1. High-temperature superconductors, for flat (Joseph-
son-junction) tunnel-device technology

2. Nitrides, for optoelectronic and high-power elec-
tronic devices

3. Novel frequency-agile piezoelectrics, for high-
precision resonators and oscillators.
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31.5 LPE of High-Temperature Superconductors

In 1986, the discovery of superconductivity at 35 K in
a La-Ba cuprate [31.35], above the 23 K of Nb3Ge, ini-
tiated the search for other cuprates with a higher critical
temperature Tc. One year later, Wu et al. [31.36] found
YBa2Cu3O7 (YBCO) with a Tc of 90 K. This super-
conductivity above the boiling point of liquid nitrogen
(77 K) stimulated worldwide research on this new group
of superconducting materials (ceramics), and numerous
applications based on tunneling were envisaged assum-
ing that a timely solution of the material and crystal
growth problems could be found. A new technologi-
cal era seemed to be born, and this discovery initiated
a race for the identification of new ceramic compounds
with even higher critical temperatures. Among all high-
temperature superconductors (HTSC), the so-called
123-cuprates became the most investigated. In par-
ticular, YBa2Cu3O7−x (YBCO) and NdBa2Cu3O7−x
(NdBCO) attracted significant attention.

Due to their complexity and limited thermal and
chemical stability, the growth process parameters that
can be used for the synthesis of HTSCs are limited;
for example, YBCO and NdBCO compounds melt in-
congruently below 1100 ◦C, and their oxygen content
will depend on the growth conditions. In most cases,
YBCO is grown as tetragonal YBa2Cu3O6.2, which has
to be oxidized at high temperature to be transformed
to the superconducting orthorhombic YBa2Cu3O6.93
phase with the highest Tc. This structural phase tran-
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sition results in twinning, which in epitaxial layers
depends on the substrate misfit and on the film thick-
ness. Most thin-film growth efforts were concentrated
on vapor-phase epitaxy (VPE), with more than 500
groups worldwide exploring chemical and physical va-
por deposition of HTSCs. These VPE films typically
show two-dimensional (2-D) nucleation and localized
step flow, or spiral-island formation [31.37, 38]. Thus,
step densities were very high, with interstep distances
typically between 10 and 30 nm. For planar tunnel de-
vice technology, due to the very short coherence length
in HTSCs, extremely flat film surfaces and interfaces
were required. Thus, despite the challenges, researchers
started to investigate liquid-phase epitaxy (LPE) growth
of HTSCs. Early attempts in LPE growth of YBCO, Nd-
BCO, Bi2Sr2CaCu2Oy(2212), and Tl(1223)/(1324) can
be found in [31.39–52].

31.5.1 Phase Relations, Solvent System,
and Solubility Curves

Phase Relations
Knowledge of phase relations and solubilities is of
fundamental importance for crystal growth and liquid-
phase epitaxy of a given compound. In order to avoid
the crystallization of competing secondary phases, the
growth has to occur in the primary crystallization field
(PCF) of the material to be grown, where it crystallizes
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first, as a single phase, upon cooling. Due to the chem-
ical and structural complexity of YBCO and NdBCO,
this turned out to be very challenging [31.53, 54].

YBCO and NdBCO are incongruently melting in
air, i. e., they decompose upon melting. Therefore,
it is not possible to grow YBCO and NdBCO sub-
strate crystals directly from their melt, for example, by
Czochralski or Bridgman techniques. Therefore, they
have to be grown from high-temperature solutions.

Solvent System
Finding a suitable solvent for a given crystal may some-
times represent a real challenge. The old concept similia
similibus solvuntur, (Latin: similar is dissolved in sim-
ilar) is the basic criterion to be followed. The optimum
choice is a solvent which is chemically similar (in the
type of bonding) to the solute, but which has sufficient
crystal-chemical differences between the solvent and
solute constituents in order to prevent the incorporation
of solvent species into the solute structure. For example,
for the growth of metals, metallic solutions can be used.
For high-melting oxide compounds, oxides or fluorides
(or a mixture of both) are generally used.

In the case of YBCO and NdBCO, attempts to
use solvents traditionally applied to other oxides, for
example, lead oxide and lead fluoride, were not suc-
cessful [31.55]. Hence, a self-flux was chosen. Since
the lowest possible growth temperature is desired, a so-
lution composition near the binary eutectic between
BaCuO2 and CuO, which is at about 29 ± 1.5 mol %
BaO at a temperature of 910±10 ◦C in air [31.54], is
used as solvent.

The two systems, NdBCO and YBCO, are not fun-
damentally different. Compared with YBCO, NdBCO
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has two advantages: a higher thermal stability reaching
nearly 1100 ◦C in air, and a much wider PCF allowing
concentrations up to approximately 20 wt % for single-
phase growth. Figure 31.1 shows a pseudobinary cut
in the phase diagrams of YBCO compared with Nd-
BCO [31.34].

Thus, YBCO LPE films (or crystals) can be grown
from about 920 to 1000 ◦C from the BaCuO/CuO eu-
tectic solvent; for NdBCO, temperatures up to 1100 ◦C
can be applied. Crystals and films grown from this sol-
vent are not superconducting, because they are depleted
in oxygen. They have to be annealed in oxygen after
the growth to become superconducting. This will be
discussed in detail below.

Solubility Curves
In order to adjust the supersaturation, knowledge of the
solubility of the solute in the solution is essential. In
the case of YBCO and NdBCO, solubility studies were
performed by observation of the formation of crystals
on the top of the solution, and by crystallization exper-
iments on nonpolished seeds dipped into the saturated
solution [31.34]. Figure 31.2 shows the solubility data
obtained (our work) compared with the data published
by other authors.

There is a strong scatter in the published solubil-
ity data shown in Fig. 31.2, which can be tentatively
explained by the difficulties of HTSCs and the quite dif-
ferent methods, solution compositions, chemicals, and
crucibles used by the different authors [31.56, 57].

Observation of the formation and dissolution of
crystals on top of a solution is usually not sufficiently
accurate for the determination of the solubility curve.
Indeed, due to the metastable (Ostwald–Miers) region,

Part
E

3
1
.5



1048 Part E Epitaxial Growth and Thin Films

spontaneous crystallization does not necessarily occur
at the liquidus temperature, because a stable nucleus of
critical size needs to be formed first. Thus, the solution
can be supersaturated by several degrees before a visi-
ble crystallite is observed. The use of a seed may allow
the supersaturation required for nucleation and growth
to be reduced, and may thus give a better estimate of
the liquidus temperature. This became clear during our
investigations, and our values shown in Fig. 31.2 were
mainly obtained using seeds, and were further con-
firmed by the LPE experiments.

31.5.2 Heat of Solution

In an ideal solution there are no attraction forces be-
tween the chemical species in solution, and there is no
change in internal energy upon mixing. Thus, all the
chemical potentials can be expressed as

μ j = μ0 j +RT ln x j , (31.4)

where μ0 j is a function of temperature and pressure
only, x j is the mole fraction of the component j, and
each component’s chemical potential is a linear function
of ln x j .

In the case of nonideal solutions, the mole frac-
tions in (31.1) have to be replaced by the activities a j ,
which are related to the concentrations by the activity
coefficients γ j according to

a j = γ j x j . (31.5)

For YBCO and NdBCO, there exist different pos-
sibilities to express the heat of solution. One may use
a one-particle model by considering the reaction

REBa2Cu3O7−x(s) � REBa2Cu3O7−y(l) ,

with the solid (s), liquid (l), and with RE = Y, Nd.
For an ideal solution, the relationship between the

concentration, expressed in mole fraction, x1 and x2 at
the temperatures T1 and T2, respectively, is then given
by

ln

(
x2

x1

)
= −ΔHfus

R

(
1

T2
− 1

T1

)
, (31.6)

where ΔHfus represents the enthalpy of fusion. For an
ideal solution, a linear plot of ln(x) versus 1/T is ob-
tained. This Arrhenius-type relation allows the whole
solubility curve to be extrapolated based on the melting
point of the solute and a few solubility points. A de-
viation from linearity would indicate nonideal solution
behavior. Since the volume change on melting is small,

ΔHfus may be approximated by the heat of solution
Lsol [31.58, 59]. Then the heat of solution can be re-
lated to the saturation concentration of the solute in the
solvent by the relationship

Lsol = RT2 d ln xsat

dT
(31.7)

or

Lsol = 4.574T1T2
log xsat1 − log xsat2

T1 − T2
, (31.8)

where xsat1 and xsat2 are the saturation concentrations at
temperatures T1 and T2.

By using the above expressions and accord-
ing to our refined experimental solubility curve, for
YBa2Cu3O7−x crystals with x ≈ 0.8, grown in air
(P

O2
≈ 0.2 atm) in a flux with Ba-to-Cu ratio of 31 : 69,

a value of Lsol = 34.7 kcal/mol at 1273 K is ob-
tained [31.34], which is in good agreement with the
calculations of Tsagareisvili et al. [31.60, 61], who
obtained an enthalpy of melting of ΔHmelt of 36.44
and 41.03 kcal/mol for YBa2Cu3O6 at 1446 K and
YBa2Cu3O7 at 1503 K, respectively.

For Nd1.1Ba1.9Cu3O7+x crystals grown in air, at
1060 ◦C, from the same flux composition, a heat of
solution of Lsol = 28.1 kcal/mol at 1333 K [31.34] is
obtained.

The heat of solution can also be expressed by us-
ing a multiparticle model, similar to the eight-particle
model used for garnets [31.62–64]. In this case, it is
assumed that the REBCO molecule splits into several
particles or molecules upon dissolution according to

REBa2Cu3O7−x(s) � RE3+ +2Ba2+ +3Cu2+

+ (7− x)O2− ,

or

REBa2Cu3O7−x(s) � REO1.5(l)+2BaO(l)

+3CuO(l) .

31.5.3 Supersaturation
and Driving Force for LPE

An important condition to achieve high-quality films
and flat surfaces by LPE is the control of supersatu-
ration. Knowledge of the solubility curve of a system
allows one to estimate the supersaturation and the driv-
ing force for epitaxy for given growth conditions.

Crystals grow when the total free energy of the
system can be decreased. Thus, the driving force for
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crystallization is the free energy difference

ΔG = ΔH − TΔS (31.9)

between the solid and the supersaturated solution. Here,
ΔH and ΔS are the differences in enthalpy and entropy
of the crystalline and fluid phase, respectively.

For near-equilibrium conditions, we can write

ΔG = ΔH

(
1− T

Te

)
≈ ΔH

(
ΔT

Te

)
, (31.10)

with ΔT = Te − T being the difference between the
equilibrium and actual temperature.

When we cool a solution that is at equilibrium,
the concentration of solute x becomes greater than the
equilibrium concentration x e. Then, the free energy dif-
ference at the solid–liquid interface can be written as

ΔG = RT ln

(
x

x e

)
= RT ln

(
1+ x − x e

x e

)
.

(31.11)

For small values of supersaturation σ , we have

ln

(
1+ x − x e

x e

)
≈ x − x e

x e
= σ . (31.12)

Substitution into (31.11) yields

ΔG = RTσ . (31.13)

and by using (31.10), the following relation is obtained

σ = x − x e

x e
= ΔH

ΔT

RT Te
, (31.14)

where σ is the relative supersaturation, x and x e are the
actual and equilibrium concentrations, and ΔH is the
enthalpy of solution.

Besides σ , other expressions are often used

α = x

x e
the supersaturation ratio ,

ΔT = Te − T the undercooling .

From the solubility curve of YBCO, if we as-
sume an undercooling of ΔT = 0.5 K, the Gibbs
free energy difference (driving force) would then
be ΔG(ΔT = 0.5) = 13.6 cal/mol, and for ΔT =
2.5 K, ΔG(ΔT = 2.5) = 68.1 cal/mol.

31.5.4 Substrates
and Epitaxial Relationship

For the growth of high-quality LPE films, the substrate
has to fulfill several requirements: low misfit at the

growth temperature, similar thermal expansion coeffi-
cients to film material, high chemical stability in the
solvent, and excellent thermal stability, from the film
growth to the application temperature. In the case of
YBCO and NdBCO, the considered temperature range
is from about 1100 ◦C down to 77 K (liquid nitrogen).
Furthermore, in LPE, a very low supersaturation has to
be applied during film growth. Since all these require-
ments have to be satisfied for best results, it is evident
that homoepitaxy would represent the best choice. In
heteroepitaxy, there is generally no substrate material
fulfilling all requirements, and compromises are nec-
essary. Often, buffer layers (also called templates) of
the same or a similar film material are used for bet-
ter lattice matching. In the case of LPE of YBCO
and NdBCO, the gallates LaGaO3 (LGO) and NdGaO3
(NGO) were extensively explored as substrate mater-
ials, as they present a better lattice match compared with
other substrates such as SrTiO3 or MgO. Both gallates
and their solid solutions can be grown by Czochralski
technique.

Due to the severe misfit requirements in LPE [31.65],
precise knowledge of the lattice constants and ther-
mal expansion coefficients of the substrate and HTSC
film material is essential [31.66]. High-temperature lat-
tice constant data available in the literature can vary
significantly. This is not necessarily due to different
determination methods or experimental inaccuracies,
but can also be due to the crystal material itself.
Indeed, the lattice constants of the same oxide ma-
terial grown by Czochralski in different laboratories
can vary, depending on the starting oxides and growth
conditions applied. In addition, radial and longitudi-
nal compositional variations are frequently observed in
oxides grown by Czochralski technique. In the case
of HTSCs, it was found more accurate to perform
high-temperature x-ray measurements on film and spe-
cific substrate material used for LPE growth, using
the same diffractometer/method [31.66]. For the mea-
surements, single-crystalline film and substrate samples
were ground into powder. A Philips Xpert diffrac-
tometer with CuKα-radiation was used for the θ–2θ

scans between 20 and 75◦ in the temperature range of
about 35–1000 ◦C. The Bühler heating chamber HDK
was equipped with a tightening tunable electrode for
compensation of heat expansion of the Pt-strip heater,
keeping the sample in focusing position. The samples
were fixed with a Pt/Rh net with mesh size 200 μm ×
200 μm, length 20 mm, and thickness 100 μm, attached
to the strip heater, reducing existing lateral temper-
ature gradients over the sample. Lattice parameters
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1050 Part E Epitaxial Growth and Thin Films

were refined by Rietveld analysis. The most challeng-
ing aspect during such measurements (and also the
greatest source of error) is usually lack of knowledge
of the exact temperature of the sample. The use of
an internal standard for calibration allows more accu-
rate determinations. The thermal expansion behavior
of alumina (Al2O3) and its chemical stability is well
established. Therefore, Al2O3 reference powder was
mixed with the gallates for calibration of the temper-
ature [31.66].

The lattice parameters and lattice angles of the or-
thorhombic, tetragonal, and rhombohedral rare-earth
gallates and cuprates (YBCO and NdBCO) can be trans-
formed into a pseudocubic system. The pseudocubic
cell of orthorhombic REGaO3 (with RE = Y, Nd) con-
sists of two [110]/2 axes, of which the distance is
0.5(a2 +b2)1/2, and the orthogonal axis c/2. The pseu-
docubic angle γ = 2 arctan(a/b) �= 90◦ exists between
the [110] directions. The substrate gallate planes (001)

a/b

b/a

c

a

b
c

a/b

b/a

c

a/b

b/a

c

a

b

a/b -orientation

Y

Ba

Cu
O

Nd

Ga

c -orientation

γ

Angular misfit

[110]
[110]

γ

Angular misfit

[110]
[110]

Fig. 31.3 Substrate–film orientations observed in epitaxial growth of YBCO on NGO

and (110) fit the film lattice parameters a, b, and c/3,
depending on film orientation [31.65]. The epitaxial re-
lations, in terms of pseudocubic lattice parameters, are
shown schematically in Fig. 31.3, for c-oriented YBCO
films on (001) and (110)NGO, on the left, compared
with a-oriented films on (110)NGO, on the right. For
epitaxy on the (001) gallate plane, both d/2 axes in-
clude the pseudocubic angle γ which slightly deviates
from the cubic angle by Δγ = 90◦ − δ. Thus, in-plane
shear strains in the orthogonal film cell are introduced.
For epitaxy on (110) planes the [110] direction pointing
out of the (110) plane is inclined by Δγ , leading to out-
of-plane shear strains in the film. The values of Δγ at
1000 and 25 ◦C are 0.24 and 0.32◦ (LaGaO3), and 0.34
and 0.74◦ (NdGaO3).

Both compounds, YBCO and NdBCO, undergo
a structural phase transition when they are cooled to
room temperature after the growth. They are tetrag-
onal (a = b, c) at LPE growth temperature of about
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Fig. 31.4 Thermal expansion and oxidation behavior for
YBCO according to different authors at pO2 = 1 atm (af-
ter [31.66])

1000 ◦C, and orthorhombic (a �= b, c) once at room
temperature. For YBCO, the splitting of the tetrago-
nal a-axis into two a- and b-axes during this phase
transition occurs at a temperature of about 600 ◦C,
depending on the oxidation state of the material, as
shown in Fig. 31.4. Since YBCO and NdBCO can-
not directly be grown as orthorhombic phase, they
have to be annealed in oxygen after the growth to
become superconducting. This poses a formidable chal-
lenge for LPE growth of high-quality films, and will
be discussed in detail in the film morphology section
later.

The misfit relations between YBCO and (110)
NdGaO3 and PrGaO3 at room temperature and at
1000 ◦C (approximate film growth temperature) [31.65,
66] are shown in Fig. 31.5. In this figure, assuming
a rigid substrate, one can conclude that for a- and b-
films at growth temperature the in-plane c-axis of the
film, cL ‖ dS (where “L” indicates film and “S” indi-
cates substrate), is under high compressive strain of
2.5%, whereas the tetragonal a-axis (= b-axis) of the
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Fig. 31.5 Misfit relations of YBCO on (001)NdGaO3 (�) and
PrGaO3 (∇) at 1000 ◦C (full symbols) and room temperature (open
symbols). Arrows mark the path of cooling (and oxidation) after
growth. Films are a-, b- or c-oriented (after [31.65])

film shows only a small misfit of 0.15 and 0.2% for
PrGaO3 and NdGaO3, respectively.

31.5.5 LPE Growth System
and Film Growth Procedure

An important requirement for the achievement of
high-quality LPE layers is precise control of the su-
persaturation σ . The supersaturation has to be small
enough to prevent spontaneous three-dimensional nu-
cleation, to prevent step bunching (described by the
kinematic wave theory), and for layer-by-layer growth.
The achievable growth mode depends also on substrate
parameters, as discussed previously. Technically, pre-
cise control of supersaturation requires a corresponding
precision of temperature control and programming,
in combination with homogenization of the solution
by forced convection. For preliminary LPE growth
experiments, a chamber furnace can be sufficient.
For highest-quality oxide films, low-gradient platinum-
wound three-zone vertical LPE furnace systems allow
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Fig. 31.6 Vertical three-zone LPE
growth furnace system

the required control of temperature gradients [31.15,
16]. A typical three-heating-zone LPE growth furnace
system is shown schematically in Fig. 31.6.

Such platinum LPE growth system can be used for
LPE growth of a variety of oxides, up to 1200 ◦C. It
is equipped with lift and rotation mechanisms. Optical-
fiber illumination and mirror are used to observe
the surface of the solution and for precise substrate
dipping.

In a typical YBCO LPE growth experiment, high-
purity starting chemicals (BaO2, CuO, and Y2O3) are
well mixed and introduced into the ceramic crucible.
The crucible is placed in the furnace and heated to about
1010 ◦C during 9 h. After soaking for 7 h, the temper-
ature is increased to 1040 ◦C and reduced to 1000 ◦C
within 90 min. The equilibration to the liquidus tem-
perature is done by the dipping of nonpolished test
substrates into the solution. Then, several YBCO films
are successively grown on (110)NGO by slow cooling
of the solution. The substrates can be mounted in verti-
cal or horizontal position, and the substrate rotation rate
is typically between 15–30 and 100–120 rpm, for each
configuration, respectively.

31.5.6 Growth Mechanisms
and Growth Parameters:
Theory Versus Experiment

The primary motivation for using the LPE growth tech-
nique for film growth has traditionally been the need for
extremely homogeneous crystal material and/or flat sur-
faces for a given application. In the case of HTSCs, due
to their short coherence length (≈ 4 and 12 Å, for a-
oriented and c-oriented films, respectively), extremely
flat film surfaces are required for planar tunnel-device
applications. For c-oriented YBCO films, this repre-
sents one c-axis monostep height of 12 Å, separated
from another monostep by 10 μm lateral distance. This
formidable requirement can be better understood if we
consider, for example, a step with a height of 1 m
that would need to be separated from another step by
a distance of 10 km. From this, it is obvious that only
a growth mechanism providing a continuous source
of steps, such as the layer-by-layer or spiral growth
mode, would allow such surfaces to be obtained over
macroscopic dimensions. This requirement leads to un-
precedented challenges in film synthesis, and therefore
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precise evaluation of the tolerances on all substrate and
growth parameters is required.

Besides substrate misfit and misorientation, knowl-
edge of the supersaturation is especially critical. Super-
saturation can be calculated from the phase diagram, for
a given undercooling applied during the film growth.
However, the values that are obtained are, at best, in-
dicative only. Growth features, such as spirals, reflect
the real conditions existing at the growing interface,
and can thereby provide important fundamental data
on growth parameters that cannot be measured. The
approach discussed below can be applied to other ma-
terials as well, and the reader is encouraged to look into
the original literature for full details.

In LPE of YBCO on (110)NdGaO3 the film ori-
entation depends on the supersaturation. It was found
experimentally that the transition from a-oriented to
mixed a/c to c-oriented films occurs with decreas-
ing undercooling (supersaturation), with a threshold at
about ΔT ≈ 3 K (σ ≈ 0.03) [31.28].

Screw dislocations provide a continuous source
of steps, which can propagate over macroscopic dis-
tances. It has been shown [31.20], that the distance
between steps originating from a single dislocation
is proportional to the size of the 2-D nucleus at
a given supersaturation. For an Archimedean spiral, the
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Fig. 31.7 Interstep distances as a function of undercooling
(after [31.28])

relationship between supersaturation σ and interstep
distance y0 can be expressed by [31.67]

y0 = 19ρc = 19γma

kBTϑ
, (31.15)

with the relative supersaturation σ = (n − n e)/n e,
where n and n e represent the actual and equilibrium
concentration of the solute, and a is the length of
a growth unit. In the case of solution growth, the en-
ergy per growth unit (or molecule) γm on the edge of
the critical nucleus is of the order of 1/6 of the heat
of solution per molecule. The anisotropy of γm, which
will be higher for low-energy planes, is neglected in the
following development.

In the case of YBCO, with γm = 4.01 × 10−20 J/mol-
ecule, a = 3.9 Å (a = b for tetragonal YBCO at the
growth temperature of 996 ◦C), and T = 1269 K, we can
estimate the achievable interstep distances as a func-
tion of undercooling. This is shown in Fig. 31.7, for
an Archimedean, monostep, single-source spiral. From
this, the size of the critical nucleus was estimated to be
about 23 nm for this surface. This is one order of mag-
nitude larger than observed for YBCO films grown by
VPE [31.68].

In this figure, we recognize that the undercooling
has to be smaller than 0.17 ◦C in order to obtain in-
terstep distances larger than 10 μm, as required for the
specific application discussed herein. Such small under-

5 μm

Fig. 31.8 AFM image of a complex YBCO spiral (m = 2
and S = 6) observed on a LPE film surface (after [31.29])

Part
E

3
1
.5



1054 Part E Epitaxial Growth and Thin Films

cooling sets stringent requirements on the temperature
stability of the growth process.

Growth spirals can also emerge from groups of dis-
locations. In this case, the interstep distance is given
by y0 = 4πrc/ε [31.20], where rc is the radius of the
critical nucleus. For a group of dislocations of the
same sign, ε can be as large as the number of disloca-
tions contained in it. A group of S dislocations of the
same sign, arranged on an array of length L , has an
activity of ε times that of a single dislocation. Accord-
ingly [31.20]

If 2πrc 	 L , then ε = S ,

2πrc = L , ε = S

2
,

2πrc 
 L , ε = 2πrc
S

L
.

A comparison was made with complex growth spi-
rals observed on c-oriented YBCO films grown on
(110)NGO [31.29]. Figure 31.8 shows a typical YBCO
spiral where six double steps (2×12 Å) emerge from the
core region.

Interstep distances and step height of several com-
plex growth spirals observed on single film surface

ΔT ≈ 0.17 K ΔT ≈ 3 K0.001
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Fig. 31.9 Radius of critical nucleus as a function of misfit and su-
persaturation in LPE of YBCO (after [31.24])

of 1 mm × 1 mm, were measured by atomic force mi-
croscopy (AFM), and the following relation was found

y0 = 19γmam

εkBTϑ
, (31.16)

with 2πrcS/L < ε < S/2, and where m represents the
number of monosteps of the step source.

The high nucleus density in vapor-grown films re-
sults in high screw dislocation densities of typically
109 cm−2 [31.68–70] and high grain boundary densities
due to the coalescence of misaligned islands [31.71].
High critical current densities are generally observed
for such defect-rich films. Island formation can be pre-
vented and a pure step flow mode achieved when the
substrate misorientation, which is 3–5◦ for physical va-
por deposition (PVD) and chemical vapor deposition
(CVD) [31.71], is adapted to the size of the critical
nucleus. In contrast, in LPE, the nucleus density is
lower.

With increasing radius of critical nuclei at low
supersaturations, the substrate parameters misfit and
misorientation become crucial for the initial growth
stage and the growth mode of the films. Hence, in
LPE, to understand the a/c-transition of YBCO on
(110)NdGaO3, the substrate strain energy contribution
must be taken into account. Furthermore, the surface
energy between a liquid and its solid is lower than the
surface energy between a vapor and its solid. There-
fore, in LPE, the strain energy is not negligible with
respect to surface energy terms. In order to estimate
the influence of substrate misfit and misorientation on
the thermodynamically determined equilibrium size of
the nucleus, characteristic substrate parameters were
compared [31.24]. A relationship between misfit, rel-
ative supersaturation, radius of critical nucleus, and
film orientation could be established, as shown in
Fig. 31.9.

For the achievement of large interstep distances
of y0 ≈ 10 μm between monosteps of 12 Å height
for c-oriented YBCO layers on (110)NGO, the es-
timated corresponding undercooling is ΔT ≈ 0.17 K.
From Fig. 31.8, one can see that the maximum tolera-
ble misfit with the substrate would then be 0.08%. For
thin, strained c-YBCO films on (110)NGO with average
misfit of 0.28%, it follows that a maximum interstep dis-
tance of y0 ≈ 2.5 μm between monosteps of 12 Å height
can be obtained. It is also found that the substrate mis-
orientation has to be smaller than 0.02◦ to avoid step
bunching [31.24].

Only selected aspects were discussed in this sec-
tion on HTSCs, to demonstrate the challenges and also
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the potential of this growth technique for the develop-
ment of high-quality complex oxide films. Cracking and
twinning of high-quality LPE REBCO films are further
challenges to their application in devices. Whereas the
Tc of LPE HTSC films was found comparable, after

oxidation, to that of VPE-grown material, the critical
current density was usually lower due the high quality
of the LPE films (lack of pinning centers). The inter-
ested reader should refer to the specific literature for
additional details.

31.6 LPE of Calcium Gallium Germanates

Langasite-type materials represent a family of trig-
onal acentric crystals whose structure was found to
be similar to that of calcium gallium germanate,
Ca3Ga2Ge4O14, (CGG, space group D2

3-P321). They
were first investigated as laser hosts [31.72], and
rediscovered later for their outstanding piezoelec-
tric properties [31.73]. So far, the most investigated
ternary compositions have been La3Ga5SiO14 (LGS),
La3Ga5.5Ta0.5O14 (LGT), and La3Ga5.5Nb0.5O14 (LGN).
Langasite-type materials are the first real competi-
tors to quartz in high-precision resonators and high-
temperature high-pressure sensors and displace a quartz
technology that has been dominant over the past
50 years [31.74–76]. The advantages of langasites over
quartz include lower acceleration sensitivity; higher
piezoelectric coupling, which enables devices to be
made smaller; and higher Q (quality factor), which
reduces phase noise and enables higher-frequency op-
eration. Unlike quartz, these materials have no phase
transition below the melting point, which enables de-
vices capable of high-temperature operation.

Ternary langasites LGS, LGT, and LGN, can be
grown by Czochralski technique. However, due to in-
herent materials properties (phase relations/stability)
and particularities of the growth process, these crystals
and wafers show a defect structure and inhomo-
geneities [31.77] that lead to nonreproducibility in
surface acoustic wave (SAW) device parameters [31.78]
and discrepancies in fundamental measurements. Re-
cently, high-quality 2 inch diameter LGT crystals have
enabled the achievement of high Q-values [31.79] and
overall better reproducibility in resonator parameters. It
is also acknowledged that better values would proba-
bly by possible if the crystal quality could be further
improved. In particular, better ordering of atoms in the
LGT lattice and lower density of point defects could be
beneficial.

Ternary langasites can be described as a mixed
framework consisting of an octahedra (1a), and two
types of tetrahedra, a small (2d) and a larger (3f). The
holes of the Thomson cubes are occupied by large

cations (3e) [31.80,81]. Due to the presence of four sites
for cations, the CGG-type crystal structure accommo-
dates a wide spectrum of ions. Structure-forming ions,
dopant ions, and their radii range (tolerance factor) for
corresponding coordination number have been deter-
mined [31.81], and a stability diagram derived [31.82].
In ternary CGG-type materials, the four sites can be
populated by more than one kind of cation, and this
leads to a disordered structure of these materials. In
LGT, the Ga and Ta ions share the same octahedral
site, which leads to compositional inhomogeneities.
Best ordering of atoms, and hence, highest Q-value,
is expected from crystals grown near thermodynamic
equilibrium. This was one of the reasons to investi-
gate LPE growth of langasite materials. In addition,
as we know from semiconductor studies (Sect. 31.1),
the concentration of native intrinsic (point) defects
is very low in crystal material grown by LPE or
from solutions. From fundamental thermodynamics,
for the same material, the point defect concentration
will be lower if a growth process is used that allows
a lower growth temperature. In Czochralski growth
of ternary langasites, the growth temperature is about
1450 ◦C, whereas the same materials can be grown
from solutions at about 950 ◦C [31.83–85]. This growth
temperature difference results in a remarkable reduc-
tion in the concentration of intrinsic point defects.
This may result in higher Q-values, and hence this
was a further motivation to investigate LPE growth of
langasites.

31.6.1 Solvent System

Finding a suitable solvent for the growth of such com-
plex materials represents one of the major challenges.
A first selection of possible fluxes is always done ac-
cording to chemical and structural aspects, and through
systematic studies of available respective or related
phase diagrams. Compared with the solute, the solvent
should be chemically similar in the type of bonding,
but is should have components that present sufficient
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crystal-chemical differences to avoid incorporation of
solvent species into the crystal.

In langasites, with decreasing temperature, the fol-
lowing crystallization sequence of possible phases is
expected from respective melting points and consider-
ations of the complexity of the corresponding oxide.
Simple oxides (R2O3; R = A, B) have the highest melt-
ing temperature, followed by the perovskite (ABO3)
phase at a lower melting temperature, then the gar-
net (A3B5O12) phase could be expected, and finally
the langasite phase at the lowest temperature. However,
when A = La3+, the garnet phase does not exist, be-
cause La3+ is too large for the garnet crystal structure.
Hence, in ternary langasites, LaGaO3 is the phase likely
to crystallize in a temperature region above the lang-
asite liquidus. Hence, an ideal solvent should present
sufficient solubility for the langasite phase below this
temperature.

Alkali vandates, molybdates, and tungstates were
widely used as fluxes for crystal growth of silicates and
germanates. Li2MoO4:MoO3 readily dissolves many
oxides, and was used for the growth of BeO, GeO2,
SiO2, TiO2, Be2SiO4, Y2SiO5, as well as for emer-
ald (Be3Al2Si6O18). Early attempts to crystallize the
langasite phase from Li2MoO4:MoO3 flux were not
successful [31.85].

Another typical solvent for oxides is PbO. PbO-
B2O3 fluxes as well as BaO-BaF2-B2O3 ternary solvent
systems were successfully applied for the flux and
LPE growth of perovskites and garnets [31.16]. Bi2O3-
based fluxes have similarities to PbO-based fluxes, and
were explored as lead-free alternates for the growth of
magnetic garnets. However, two major problems were
reported: a flux difficult to remove after the growth,
leaving usually a rough film surface after cleaning, and
a growth-induced anisotropy of about one order of mag-
nitude lower than with a PbO-B2O3 flux [31.16]. Due to
the valence state of Bi3+, bismuth-based solvents can-
not be used for the growth of many oxides containing
large rare-earth ions such as La3+, because of possi-
ble substitution, therefore they were not investigated in
those studies.

For the growth of LGS, LGT, and LGN, PbO-based
solvent systems with various solute ion ratios and con-
centrations were tested by flux-growth experiments. In
preliminary experiments performed between 950 and
1000 ◦C, lanthanum gallate was often obtained as sec-
ondary phase, and it became evident that the growth
temperature had to be lower. However, PbO has a melt-
ing point of 886 ◦C and becomes very viscous around
900 ◦C. Thus, a eutectic-forming additive was sought

to lower the growth temperature towards the expected
stability field of the ternary langasites. The addition
of MoO3 was found to be beneficial, and LPE films
could then be successfully grown in a lower tempera-
ture range from a solvent with PbO-to-MoO3 ratio of
12 : 1 [31.85].

31.6.2 Substrates for Homoepitaxial
LGT LPE Film Growth

In LPE, the substrate misfit is a determining factor
in the achievable growth mode and film quality. The
availability of Czochralski-grown LGS, LGN, and LGT
substrates to be used as substrates for homoepitaxial
LPE growth therefore represents an important advan-
tage.

In case of homoepitaxy (LPE), the supersatura-
tion required to initiate nucleation is extremely small.
Hence, substrate surface defects, scratches, as well as
residual strain due to the polishing process, will strongly
affect the initial stages of film growth. Chemical etch-
ing is an efficient method that can be used to remove the
damaged surface substrate layer prior to LPE. For LGT,
similarly to perovskites and garnets, hot orthophospho-
ric acid was found to be particularly suitable, also to
reveal substrate defects [31.77]. In langasites, striations
can be revealed by etching the substrate in H3PO4 at
130 ◦C during 2–3 h, as shown in Fig. 31.10.

In ternary langasites, striations are likely due to
the solid solubility between Si-Ga in LGS (tetrahedral
site, CN IV), between Nb-Ga in LGN, and between
Ta-Ga in LGT (octahedral site CN VI), associated
with temperature fluctuations at the growth interface
during Czochralski growth. These striations cause pe-
riodic (three-dimensional, 3-D) variations of lattice
parameters and inhomogeneous dopant/impurity incor-
poration. In Czochralski growth of LGT, striations can
be strongly reduced, below the detection limit of x-ray
synchrotron topography, when all growth parameters
are properly optimized [31.79].

When a film is grown by LPE on a striated sub-
strate of same composition (homoepitaxy), the first
monolayers of the film will try to adapt their compo-
sition to minimize the misfit strain. This phenomenon
is well known, especially in semiconductor heteroepi-
taxy where it has been documented as the lattice pulling
effect. A film grown on a striated substrate will show
a variation of composition as a function of its thick-
ness, which in turn may affect the film properties. It
is therefore important to investigate such defects in the
substrates used for epitaxial deposition.
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Fig. 31.10a–c Striations on x-cut LGT substrates after chemical etching in hot H3PO4. (a) Nomarski microphotography,
(b,c) AFM profile

31.6.3 LPE growth of LGS, LGT, and LGN

Langasite LPE films are grown in a similar vertical fur-
nace system to that previously described. In a typical
experiment [31.84, 85], the starting oxides and dopants,
consisting of 10–15 wt % stoichiometric LGT (or LGN)
in the PbO solvent, are hand-mixed, introduced in a Pt
crucible of about 45 cm2, and covered with a lid. The
crucible is placed in the furnace, and the furnace is
heated to 980 ◦C in 5 h, followed by 24–48 h soaking at
this temperature. Once during this time, the flux is gen-
tly mixed by using a fork made of Pt stripes mounted
on an alumina rod. After soaking, the lid is removed
and the temperature progressively is lowered to 900 ◦C
and kept there for 5–10 h. The search for the liquidus
is then carried out by slowly cooling the furnace while

dipping unpolished LGT seeds and analyzing the phases
that crystallize onto them by x-ray diffraction (XRD).
Several LPE films are then grown in a temperature range
of typically 900–850 ◦C. After the growth, the resid-
ual flux can easily be removed by cleaning the film in
diluted nitric acid at room temperature.

31.6.4 Structural
and Chemical Characterization
of Doped LGT LPE Films

Various techniques have been used for the structural and
chemical characterization of high-quality LPE films,
and the best way to evaluate the films is usually to com-
pare their quality with the substrates. In the following,
only selected methods are discussed.

Part
E

3
1
.6



1058 Part E Epitaxial Growth and Thin Films

0 × 100

2 × 105

4 × 105

6 × 105

8 × 105

FWHM  0.0350° 

69.669.569.469.369.269.169.0

LGT film

Intensity

Ω (deg)

Fig. 31.11 Rocking curve of x-LGT film, (004) reflection (af-
ter [31.86])
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Fig. 31.12a,b Dopant concentration SIMS profile of: Al:Ti ion-co-implanted LGT substrate (a), and in situ codoped
Al:Ti:LGT LPE film (b)

Rocking Curve Measurements
The structural characterization of high-quality crystals
and films can be done be rocking curve measure-
ments. During such measurements, the crystal is rotated
(rocked) through the Bragg angle, and the reflected
beam is measured by a fixed counter. Each potentially
slightly misoriented subgrain comes into reflection as
the crystal is rotated. Hence, the width of a rocking
curve is a direct measure of the range of orientation
present in a crystal. For a perfect crystal, the theoretical
full-width at half-maximum (FWHM) is on the order
of 0.003◦. Very few natural crystals reach this value,
and most single-crystals have FWHM 10–100 times
larger.

In the case of LGT, films and substrates with dif-
ferent orientation were analyzed [31.86]. For x-oriented
LGT substrates, typical value of about FWHM of
0.044◦ was obtained for the (004) rocking curve. The
rocking curve of an x-oriented Al:Ti:LGT film is shown
in Fig. 31.11. A FWHM of 0.035◦ was obtained, which
indicates its very high structural perfection, better than
that of the substrate.

The structural perfection of x-oriented LGT films
was consistently better than that of LGT substrates.
Also, the surface of x-LGT films is usually extremely

Part
E

3
1
.6



Liquid-Phase Epitaxy of Advanced Materials 31.7 Liquid-Phase Epitaxy of Nitrides 1059

smooth, whereas y-oriented LGT films traditionally
show a stepped surface [31.83]. Consequently, we ob-
tained FWHM values slightly larger for y-oriented LGT
LPE films, typically around 0.0465◦. These values are
quite remarkable for oxide films.

Quantitative Estimation
of Dopant Concentration by SIMS

Secondary-ion mass spectroscopy (SIMS) is an ana-
lytical technique used for near-surface and small-area
analysis. Depth profiling from about 1 nm to a few
microns is possible. All elements and their isotopes
can be detected by SIMS. Dynamic SIMS is used for
bulk compositional analysis and depth profiles of trace
elements. Several dopants were explored. Herein we
focus on Al:Ti:LGT LPE films [31.86]. For quantita-
tive measurement of the dopants concentration films
by SIMS, standards are needed. Hence, Al and Ti ion-
(co)implanted LGT substrates were used as standards.
Figure 31.12a shows the SIMS profile of an Al:Ti
ion-(co)implanted x-LGT substrate. The curved shape
of the depth distribution is typical for ion-implanted
samples, and demonstrate the inhomogeneous dopant
concentration obtained by ion implantation. This should
be compared with Fig. 31.12b, which is the SIMS

profile obtained for an x-oriented Al:Ti:LGT LPE
film.

One can see that the Al and Ti dopants are ex-
tremely homogeneously distributed through the whole
thickness of the LGT LPE film, with almost constant
value, and a very abrupt decrease at the film–substrate
interface. The SIMS profile also allows a precise
measurement of the thickness of the films, which is
challenging to measure by other techniques in the
case of almost perfect lattice match with the substrate
(homoepitaxy).

The thickness of this film is about 770 nm. For
a growth time of 30 min, these LGT films had
typically thickness of 0.3–4 μm, depending on ap-
plied growth parameters. This also demonstrates that,
in principle, relatively thin films can be grown by
LPE technique. The mean dopant concentration val-
ues obtained for this film from the SIMS profile
are: 48Ti(100–700 nm) ≈ 2.72 × 1019 atoms/cm3, and
27Al(200–700 nm) ≈ 5.67 × 1018 atoms/cm3 within the
film depth given in brackets. If one assumes that the
isotopic abundance is preserved, the corrected value for
Ti is 3.69 × 1019 atoms/cm3. These are equilibrium con-
centrations for the applied film growth temperature and
conditions.

31.7 Liquid-Phase Epitaxy of Nitrides

Group III nitrides such as AlN, GaN, InN, and their
alloys are the focus of intense research for their high po-
tential in optoelectronic devices and high-power high-
temperature electronics. These nitrides form ternary
and quaternary solid solutions which enable the en-
ergy bandgap of the devices to be tuned from about
0.7 eV (InN) to 3.45 eV (GaN), to 6.2 eV (AlN). Hence,
they are excellent candidates for engineering of mater-
ials with a specific bandgap. The III–V nitrides and
their solid solutions are suitable for a wide rang of
applications, for example, for high-temperature piezo-
electric and pyroelectric applications, surface acoustic
wave (SAW) devices, light-emitting diodes (LEDs),
laser diodes (LDs), and ultraviolet (UV) detectors and
sensors.

Wide-bandgap nitride semiconductors have been
successfully commercialized as LEDs for solid-state
lighting/illumination, compact laser sources for digital
versatile disk (DVD) heads, and even high-power elec-
tronics in the form of high-electron-mobility transistors
(HEMTs). However, doping issues, the lack of lattice-

matched substrates, and high film defect density are
currently major obstacles for the reliable development
of high-performance devices.

The field of nitrides would highly profit from the
availability of bulk GaN and AlN single crystals. How-
ever, their synthesis is faced with several difficulties.
They cannot be grown from the melt by Czochralski
or Bridgman technique due to their extremely high de-
composition temperature of about 45 000 atm for GaN
at a (theoretical) melting temperature of about 2500 ◦C.
Various methods have been applied to synthesis of bulk
nitrides, but none of them has yet provided substrates of
sufficient quality and/or sufficient yield to be success-
fully implemented in device technology.

Interest in nitrides as semiconducting materials in
the blue/UV range dates back to early 1970, with
the first studies on epitaxial deposition of GaN with
promising electrical and optical properties. However,
the material showed strong n-type character, and p-
type doping could not be achieved. Thus, interest in
GaN faded until 1989, when p-type conduction could be
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demonstrated for the first time by low-energy electron-
beam irradiation (LEEBI) of Mg-doped films [31.87].
The majority of GaN layers are grown from the vapor
phase, by MOVPE, MBE, or HVPE, on mismatched
substrates. On sapphire and SiC, the layers present
a columnar structure consisting of many small hexag-
onal grains [31.88], which are tilted and rotated within
the GaN film and which give rise to very high dislo-
cation densities of about 109 –1010 cm−2. In spite of
this, very bright LEDs and LDs have been demon-
strated [31.89]. The highest brightness and lifetimes
are reported for layers grown by the epitaxial lateral
overgrowth (ELO) technique on sapphire [31.90] and
SiC [31.91], which is due to the reduction of the dislo-
cation density to about 105 cm−2 that can be obtained
using ELO. This clearly demonstrates the impact of
the crystalline perfection of the GaN layer on device
performance.

Aluminum nitride has great potential in UV sen-
sor devices. It also presents the required attributes
for high-temperature high-power applications, where
a high bandgap energy, high thermal and chemical
stability, low leakage currents, high breakdown cur-
rents, high dielectric constant, and high resistance are
required. In particular, AlN has emerged as a poten-
tial candidate for high-energy-density capacitors. Film
defects such as low-angle grain boundaries (LAGBs),
threading dislocations (TDs), and the development of
a columnar structure are responsible for leakage cur-
rents. Hence, despite its potential, this material has not
yet found broad application in such devices. Improving
the quality of AlN films (and single crystals) is a critical
challenge towards applications of AlN.

The case of InN and InGaN solid solutions is
particularly interesting. This material received less at-
tention than AlN and GaN until recently, when the
energy gap of wurtzite InN was found to be about
0.7 eV [31.92–94] instead of the previously reported
value of 1.9 eV [31.95]. This has extended the range
of the energy gaps of group III nitride alloys from
the deep-ultraviolet to the near-infrared spectral re-
gion. It has been shown that the bandgap of InGaN
solid solutions can be varied continuously from 0.7
to 3.4 eV [31.96], providing a full-solar-spectrum ma-
terial system for multijunction solar cells. In addition,
a much greater radiation resistance has been reported
for InGaN alloys compared with materials such as GaAs
and GaInP. This makes them particularly suitable for
radiation-hard high-efficiency solar cells for space ex-
ploration [31.97]. Here also, the highest photovoltaic
cell efficiencies are expected from low-defect films and

lattice-matched high-quality substrates, and this is a fur-
ther area where LPE growth is particularly important to
explore.

Today, the majority of AlInGaN devices rely on
vapor-phase growth, often on highly mismatched sub-
strates such as sapphire and SiC, leading to epilayers
with large density of defects. As can be recognized from
above, almost all applications of nitrides would greatly
benefit from high-quality crystal/film nitride material.
It is therefore surprising that LPE growth of nitrides is
only marginally studied by a few groups.

31.7.1 Developments and Trends in LPE
of GaN and AlN

LPE growth of GaN has been explored as early as
1972, by Logan and Thurmond [31.98], with the suc-
cessful growth of GaN films on sapphire from Ga
and Ga + Bi solvents, and ammonia gas as nitrogen
source. A low solubility of xGaN ≈ 3 × 10−5 at 1150 ◦C
at 1 atm pressure was reported. LPE growth of GaN on
highly mismatched sapphire substrates (misfit ≈ 1.6%)
turned out to be very challenging, and n-type mater-
ial was obtained, similarly to vapor-grown films. GaN
and InGaN films were successfully grown by LPE on
a variety of substrates: sapphire, LiGaO2 (LG), LiAlO2
(LAO), and on MOVPE/HVPE buffer layers [31.99].
The kinetics of GaN formation from Ga solvent in am-
monia atmosphere was investigated [31.100]. In 1964,
Glemser [31.101] showed that Li3N dissolves in melts
based on lithium halides. Li3N is one of the few ni-
trides that can be grown by Czochralski technique,
and the solubility of nitrogen in molten Li3N has
been investigated [31.102]. Later, Li and Li3N [31.103]
fluxes were applied for the growth of GaN. Other sol-
vent systems were investigated for the synthesis of
nitride single crystals. Solutions based on Ga with
Na have been successfully applied to the growth of
GaN [31.104, 105], and dislocation densities as low
as 2.3 × 105 cm−2 were reported [31.106]. Consider-
ing the fact that the LPE growth process that can be
applied is very inexpensive compared with the mul-
tistep VPE growth technology necessary for similar
film quality, there is significant potential in this ap-
proach. A remarkable aspect of LPE of GaN is that films
with dislocation densities as low as 104 cm−2 can be
grown on MOCVD GaN templates that have a much
higher dislocation density (107 –108 cm−2) [31.107].
Most GaN LPE and flux-growth experiments were
performed at pressure of about 40–50 atm in sealed
crucibles [31.106, 107]. In such systems, not only the
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temperature but also the pressure becomes a variable.
Besides challenges in nucleation control, growth sta-
bility is difficult to achieve in such systems. Hence,
the use of solvents and LPE methods that allow the
growth of GaN at atmospheric pressure may represent
a better choice for the growth of thin high-quality LPE
GaN films. From the low defect densities already ob-
tained despite the use of nonideal templates [31.107]
and nonoptimal LPE growth conditions, we can cer-
tainly predict that lowest dislocation (defects) densities
will some day be reported for LPE-grown nitride
films.

In the case of AlN, Dugger was the first to demon-
strate the growth of AlN crystals of about 1 mm length
from AlN-Ca3N2 solutions [31.108]. Recent studies
with similar fluxes were only marginally successful, and
the growth of AlN single crystals and LPE films from
such solutions represents still a challenge.

31.7.2 Substrates for Epitaxy of Nitrides

Under near-equilibrium growth conditions, the sub-
strate parameters misfit, misorientation, as well as
the substrate surface structure after polishing/cleaning
play a fundamental role. Only at practically zero mis-
fit and low supersaturation can the layer-by-layer or
Frank–van der Merwe growth mode, yielding films
with highest structural perfection, be expected. Besides
sapphire, MgO, SiC, MgAl2O4, and Si have been in-
vestigated as substrate material for nitrides, but all of
them have too high a misfit for coherent overgrowth and
layer-by-layer growth by LPE. Promising substrate ma-
terials such as LiGaO2 (LGO) and LiAlO2 (LAO) have
emerged. However, their low chemical and thermal sta-
bility (about 900 ◦C) limits the growth parameters to be
applied for any growth technique. Zinc oxide is actually
the best lattice-matched substrate for nitrides, available
at high yield [31.109]. The combination of ZnO and
GaN in multilayer device structures would also be of
particular interest to optoelectronic devices. However,
ZnO has limited chemical stability with respect to halo-
genides at high temperature, and therefore cannot be
used in chloride-HVPE nitride growth processes. This
does not represent a major issue in LPE growth, where
the substrate is immersed in the (metallic) solvent and
the process is performed in such a way that the sub-
strate never comes into direct contact with the reactive
atmosphere.

Among all choices, homoepitaxial deposition pro-
vides the best possible conditions for highest-quality
GaN LPE-grown films [31.99]. Hence, thick GaN films

or GaN substrate crystals would be of greatest interest,
also as base structure for the fabrication of devices by
VPE. Among all methods, the ammonothermal is actu-
ally the most promising method for obtaining large-size
(≥ 2 inch) GaN at high yield. In 1997/1998 Dwilin-
ski et al. demonstrated ammonothermal growth of
GaN and AlN from supercritical ammonia and lithium
and potassium amides [31.110]. The excellent proper-
ties reported led to intensive research in this area by
different groups. It was found that GaN show a ret-
rograde solubility when basic mineralizers are used,
and quite high pressures (100–300 MPa) have to be ap-
plied [31.111, 112]. In acid mineralizers, the solubility
behavior of GaN is conventional, and the process can
be carried out at lower pressures (≤ 150 MPa) [31.113],
which makes growth stability easier to achieve. The in-
creasing availability of near-lattice-matched substrates
will be very significant for major advances in the
field.

Sealed 
quartz-glass 

reactor   

Heating elementsThermocouple

N2/NH3
Gas out

Lift + rotation

Water-cooled
airlock system 

Stainless steel 

Fig. 31.13 Schematic view of the nitride LPE growth sys-
tem (after [31.99])
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31.7.3 Growth System and Optimization

In the following, a relatively simple growth system and
method is presented, which was successfully used for
the growth of GaN and InGaN films from Ga or Ga+Bi
solutions, using NH3 nitrogen source [31.99]. The film
growth was performed in a sealed quartz glass reactor
placed in a chamber furnace schematically shown in
Fig. 31.13.

The crucible is placed in an appropriate temperature
gradient in the middle of the reactor. A quartz liner is
placed between the crucible and the reactor wall, with
quartz glass plates placed on its top. This arrangement
allows to reduce the convection of the gases above the
crucible and is beneficial to prevent contamination of
the solution by impurities/contaminants from the quartz
reactor and/or airlock system.

30 μm

Fig. 31.14 Typical surface morphology of GaN LPE film
on sapphire (basal plane). A large lattice mismatch results
in the Volmer–Weber growth mode with development of
hexagonal GaN islands

30 μm 30 μm

a) b)

Fig. 31.15 (a) Nomarski microphotography of the surface of
a HVPE GaN template before LPE growth. (b) GaN film mor-
phology at the early stage of LPE growth on the GaN HVPE
template

In a typical experiment, the reactor with empty
crucible is evacuated and cleaned several times with
nitrogen gas and heated to about 850 ◦C. The liquid
gallium or other (liquid/preheated) solvent can be in-
troduced into the crucible from the top of the reactor,
through the airlock system. The suitability of this
method depend on the solvent used. If it is applied, this
procedure has to be done under nitrogen overpressure,
to prevent oxygen contamination. The temperature is
then raised to the growth temperature. The substrate is
fixed on an alumina or graphite substrate holder in hori-
zontal, vertical or inclined position, and introduced into
the reactor through the airlock system. The substrate
is dipped into the solution, rotated, and the reactive
gas mixture is then introduced into the reactor. This
procedure allows the use of substrates that would not
withstand the reactive gas atmosphere without degra-
dation, for example, ZnO. In principle, various reactive
gases can be applied. In the specific experiments de-
scribed herein [31.99], a gas mixture of NH3 and N2
with ratio 1 : 4 was used. After the growth, before re-
moving the substrates from the solution, pure nitrogen is
introduced and the temperature reduced to about 800 ◦C
while removing the film from the solution. Growth
times of 10–72 h were applied, and several films were
grown successively.

31.7.4 Morphological Evolution
of LPE-Grown Nitride Films

Sapphire substrates (basal plane) have a lattice mis-
match of −13.7% with GaN along the a direction,
which leads to the Volmer–Weber (or islands) film
growth mechanism. GaN LPE films grown directly
on sapphire typically present hexagonal islands, which
may spread over the entire substrate surface by coa-
lescence, resulting in grain-boundary-rich films. Fig-
ure 31.14 shows a Nomarski microphotography of
a GaN LPE on sapphire during the coalescence phase.

When GaN LPE films are grown on GaN tem-
plates, growth starts preferentially on existing defects.
Etch back and regrowth mechanisms can easily take
place, as growth proceeds near thermodynamic equi-
librium, with very low supersaturation. Hence, surface
mobility of atoms is high, which leads to the smooth-
ing effect on growth hillocks present on GaN buffer
layer. This is shown in the Nomarski microscopy im-
ages of Fig. 31.15. On the left, we can see the surface
morphology of a GaN HVPE seed layer grown on sap-
phire before LPE. Conical islands and overall roughness
along the macrosteps are clearly visible. On the right,

Part
E

3
1
.7



Liquid-Phase Epitaxy of Advanced Materials 31.8 Conclusions 1063

30 μm

Fig. 31.16 Nomarski microphotograph of the surface of
a GaN LPE film, grown on a HVPE MOVPE seed layer
on sapphire (after [31.99])

after LPE growth, we recognize the overgrown regions,
with smooth regions that start to develop from the pre-
existing islands. For longer growth time, such film may
evolve into a smooth surface, with large flat areas.

Improved surface morphology can be obtained
by using better-quality GaN templates, as shown in
Fig. 31.16. The overgrown regions develop to rather flat
areas already in the early stages of LPE film growth,
when using a multilayer HVPE GaN template grown on
a MOVPE GaN buffer layer on sapphire [31.99].

InGaN LPE films could be successfully grown
[31.114] using the same growth system described
above. However, the film morphologies that were ob-
tained for films grown on sapphire, without a buffer
layer, were quite surprising. In contrary to GaN LPE
films, island growth was largely suppressed, and smooth
surfaces did develop despite the lattice mismatch.
Rather smooth, rounded hillocks developed and steps

30 μm

Fig. 31.17 InGaN film grown by LPE on c-sapphire, with-
out a buffer layer. The lattice pulling effect can tentatively
explain the (partial) suppression of the island growth
mechanism that would be expected from the large lattice
mismatch with the substrate

propagated over large surface area. This can be recog-
nized in the Nomarski microphotographs of InGaN LPE
film, which is shown in Fig. 31.17.

The InGaN film shown in Fig. 31.17 was grown
from liquid Ga and ammonia reactive gas atmosphere
by the procedure previously described. Growth con-
ditions were similar to those applied for LPE of
GaN [31.99], and film thickness was typically a few
microns (GaN and InGaN). This significant difference
in growth morphology can tentatively be explained by
a possible lattice pulling effect that would minimize
the lattice mismatch and hence reduce or suppress the
island growth mechanism. Further investigations are
needed to confirm this. However, this preliminary result
is very promising, and LPE-grown high-quality InGaN
solid-solution films may become a valuable approach in
the fabrication of high-efficiency radiation-hard photo-
voltaic solar cells.

31.8 Conclusions

Liquid-phase epitaxy has been a major technique for
the development of many materials, and for a variety
of applications. The challenges of this technique, and
especially the stringent requirements in all substrate
and growth process parameters, have often been criti-
cal limiting factors. This has been shown especially in
Sect. 31.5, where some aspects of LPE growth of high-
temperature superconductors were presented. However,
the structural perfection and homogeneity of the films

that can potentially be achieved is the highest possible,
when compared with any other melt or thin-film growth
techniques. This is not only true for the case of semi-
conductors (for example, GaP; Sect. 31.1) but also in
the case of complex oxides. There is a misconception
that only thick films can be grown by LPE. Though this
has been true for a majority of compounds investigated
by LPE so far, the recent results presented in Sect. 31.6
on the LPE growth of langasites demonstrates that thin
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films of the order of a few hundred nanometers can also
be grown by LPE.

The technologically important field of nitrides could
greatly benefit from LPE-grown low-defect films, and
this was discussed in Sect. 31.3. Several nitride applica-
tions actually hinge on the high density of film defects,
and the lack of lattice-matched substrates. Despite the
use of sophisticated multistep deposition methods and
epitaxial lateral overgrowth, and the significant amount
of research by several groups in this area over the
past 10 years, the lower limit for the dislocation density
achieved is about 105 cm−3, which is two or three orders
of magnitude too high for many applications. Especially
here, the LPE technique could possibly lead to major
advances, enabling material with lower dislocation den-
sity that could also be used as ideal substrates for growth
of multilayer structures by VPE. In fact, LPE GaN films

with low dislocation densities of the order of 102 cm−3

have already been demonstrated, and they can be grown
without the need of any external patterning or the ELO
technique. Besides GaN, AlN and InN could also ben-
efit from LPE studies; for example, one would expect
highest efficiencies for In-rich InGaN photovoltaic cells
based on LPE-grown material.

Despite its challenges, the LPE technique offers the
unique possibility to explore fundamental structure–
property relations in a variety of doped and undoped
materials grown under equilibrium conditions. This
technique allows the study of incongruently melting
materials with potentially interesting properties that are
not investigated because they that cannot be grown by
any other (melt) growth technique. In conclusion, there
is significant margin for the discovery and study of
novel materials using the LPE growth technique.
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Molecular-Be32. Molecular-Beam Epitaxial Growth of HgCdTe

James W. Garland, Sivalingam Sivananthan

Epitaxial HgCdTe grown by molecular-beam epi-
taxy (MBE) is the material of choice for advanced
infrared (IR) detection and imaging devices. Its
bandgap is easily tunable over the entire IR range
with only very small changes in lattice constant, of-
fering the possibility of multilayer device structures
and thus an unlimited choice of device designs,
and it yields devices with quantum efficiencies
as high as 0.99. Despite a number of unresolved
challenges in achieving its ultimate promise for
industrial application, the great achievements
in the MBE growth of HgCdTe are made evident
by its routine use in the industrial manufac-
ture of focal-plane arrays (FPAs). MBE growth can
be continuously monitored in situ by reflection
high-energy electron diffraction, spectroscopic el-
lipsometry (SE), and other characterization tools,
providing instantaneous feedback on the influence
of growth conditions on film structure. This allows
the growth of a large range of unique structures
such as superlattices (SLs), quantum well devices,
lasers, and advanced design devices such as mul-
ticolor and high-operating-temperature IR sensors
and focal-plane arrays. This chapter considers the
theory and practice of MBE growth of HgCdTe and
HgTe/CdTe superlattices and the use of HgCdTe in IR
devices, emphasizing such incompletely resolved
issues as the choice and preparation of substrates,
dislocation reduction, p-doping, and the uses
of SE.

The theory of MBE growth is summarized briefly
in Sect. 32.2, followed by a lengthy discussion of
substrate-related issues in Sect. 32.3, including
a summary of the relative merits and demerits of
different substrate materials. The growth hard-
ware is discussed very briefly in Sect. 32.4, followed
by a discussion of the in situ characterization tools
used for monitoring and control of the growth in
Sect. 32.5 and of the growth procedure for HgCdTe
in Sect. 32.6. A discussion of the doping of HgCdTe,
including the serious issues still surrounding

p-type doping, is given in Sect. 32.7. The prop-
erties achievable in MBE-grown HgCdTe are
summarized in Sect. 32.8, with emphasis on the
types of defects common in MBE-grown ma-
terial, their effects on device performance, and
possible methods to reduce the present defect
densities. The use of MBE-grown HgTe/CdTe SLs
for IR absorbers in lieu of HgCdTe alloy mater-
ial is considered in Sect. 32.9. Finally, a brief
discussion of the devices enabled by the MBE
growth of HgCdTe and of their fabrication is
given in Sects. 32.10 and 32.11, and a brief
concluding summary of the chapter is given in
Sect. 32.12.

32.1 Overview.............................................1070
32.1.1 Why HgCdTe Is Important ........... 1071
32.1.2 Why MBE Is the Preferred Method

of Growth for HgCdTe IR Detectors
and Imagers ............................. 1072

32.1.3 General Description
of the MBE Growth Technique ..... 1072

32.2 Theory of MBE Growth ..........................1073
32.2.1 Pseudo-Equilibrium Theories ...... 1074
32.2.2 Kinetic Theories ........................ 1075

32.3 Substrate Materials ..............................1076
32.3.1 Substrate Orientation................. 1077
32.3.2 CdZnTe Substrates...................... 1077
32.3.3 Si-Based Substrates ................... 1084
32.3.4 Other Substrates........................ 1087

32.4 Design of the Growth Hardware ............1088
32.4.1 Mounting of the Substrate.......... 1088
32.4.2 Valving of the Effusion Cells........ 1089

32.5 In situ Characterization Tools
for Monitoring and Controlling
the Growth .........................................1090
32.5.1 Spectroscopic Ellipsometry (SE):

Basic Theory
and Experimental Setup ............. 1090

32.5.2 SE Data Analysis ........................ 1092
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32.5.3 SE Study of Hg Absorption
and Adsorption on CdTe ............. 1098

32.5.4 Correlation Between the Quality
of MBE-Grown HgCdTe and the
Depolarization and Surface
Roughness Coefficients Measured
by in situ SE ............................. 1099

32.5.5 Surface Characterization
by in situ RHEED ........................ 1100

32.5.6 Other in situ Tools
for Controlling the Growth ......... 1101

32.6 Nucleation and Growth Procedure.........1101
32.6.1 Nucleation and Growth

of CdTe or ZnTe on Si .................. 1101
32.6.2 Substrate Preparation

and Growth of HgCdTe ............... 1102

32.7 Dopants and Dopant Activation ............1104
32.7.1 Extrinsic n-Type Doping ............. 1104
32.7.2 Extrinsic p-Type Doping ............. 1105
32.7.3 In situ Group I Dopant
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Molecular-beam epitaxy (MBE) is a process for grow-
ing thin epitaxial films of a wide variety of materials,
ranging from oxides to semiconductors to metals. Be-
cause of their high technological value, its first and
still most common application is for the growth of
compound semiconductors and their alloys. In MBE
beams of atoms or molecules are incident in an ultra-
high vacuum upon a heated crystal processed to produce
a nearly atomically clean, smooth surface. The arriving
atoms form a crystalline layer in registry with the sub-
strate, i. e., an epitaxial film. MBE allows doping levels
and alloy compositions to be controlled precisely and
changed rapidly, producing almost atomically abrupt
homojunctions or heterojunctions. In 1969 Cho [32.1]
published landmark results reporting the first in situ
observations of the MBE growth process using high-
energy electron diffraction. He demonstrated that MBE
growth could produce atomically flat, ordered layers;
thus these studies marked the beginning of the use of
MBE for practical device fabrication. This structural
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analysis capability proved to be crucial for character-
izing MBE epitaxy because it provided instantaneous
feedback on the influence of growth conditions on film
structure. That allowed the growth of a large range of
unique structures such as superlattices (SLs), quantum
well devices, lasers, and advanced design devices such
as multicolor and high-operating-temperature IR sen-
sors and focal-plane arrays.

MBE-grown HgCdTe is the material of choice for
advanced infrared (IR) detection and imaging devices.
Its bandgap is easily tunable over the entire IR range
with only very small changes in lattice constant, it of-
fers the possibility of multilayer device structures and
thus an unlimited choice of device designs, and it yields
devices with quantum efficiencies as high as 0.99. De-
spite a number of unresolved challenges in achieving
its ultimate promise for industrial application, the great
achievements in the MBE growth of HgCdTe are made
evident by its routine use in the industrial manufacture
of focal-plane arrays (FPAs).

32.1 Overview

The MBE growth technique for HgCdTe, the in situ
characterization techniques used in its growth, the

present status of achievable HgCdTe material quality,
and its applications to IR detection are reviewed here.
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Particular emphasis is placed on the issues remaining
to be solved before MBE-grown HgCdTe can reach
its full potential as an ideal material for IR devices.
These issues include substrate choice and preparation,
the p-doping of HgCdTe, and the reduction of mater-
ial defect densities. Recent progress in addressing those
issues is discussed, as are techniques still under investi-
gation for addressing those issues. Except for points not
documented elsewhere, detailed discussions are left to
the references.

32.1.1 Why HgCdTe Is Important

Infrared detectors fall into two broad categories: pho-
ton and thermal detectors. Photon detectors offer much
higher detection speeds and sensitivities as well as the
ability to differentiate between objects at different tem-
peratures using multicolor or hyperspectral detectors
and to form high-resolution images using FPAs. These
properties are essential for almost all military and space
applications. Mercury cadmium telluride has been of
great interest as a material for infrared (IR) detection
since it was first grown almost 50 years ago and has
dominated the market for more than two decades [32.2].
It is the only semiconductor system in which the op-
tical absorption edge can be made to vary across the
entire IR spectrum with an almost constant lattice
parameter. The 300 K lattice constant changes only
from 6.4614 Å for HgTe with a −0.14 eV bandgap to
6.4825 Å for CdTe with a 1.56 eV bandgap. This al-
lows the high performance of photodiodes over a much
larger range than InGaAs, for example, and allows
the epitaxial growth of layers with different optical
cutoffs on top of one another with very little strain,
≈ 0.1%, which in turn, along with the low-temperature
MBE growth method, allows the fabrication of ad-
vanced detectors and FPAs, such as multicolor and
high-operating-temperature (HOT) FPAs, and allows
the growth of HgTe/CdTe SLs, either for very long-
wavelength infrared (VLWIR) detection or as buffer
layers. In addition to this great advantage, HgCdTe of-
fers two other overwhelming advantages that explain
its dominance in the IR marketplace. Both the ther-
mal generation rate per unit volume of material and the
quantum efficiency for photon absorption in the IR are
higher in HgCdTe than in any competing material. From
a fundamental point of view only the diffusion-limited
operation of a photovoltaic diode need be considered. In
that case only these two properties are important in de-
termining the maximum useful operating temperature,
as discussed by Kinch [32.3] and outlined below.

The following four different types of materials sys-
tems have been serious players in the IR systems
marketplace:

1. Direct-bandgap semiconductors (minority-carrier
transport):
a) Binary III–V alloys such as InSb-based alloys
b) Ternary II–VI alloys (tunable-bandgap HgCdTe)
c) II–VI tunable-bandgap type I SLs (HgTe/CdTe)
d) Type II and III SLs such as InAs/GaInSb.

2. Extrinsic semiconductors such as Si:Ga or Ge:Hg
(majority-carrier transport)

3. Type I SL quantum-well infrared photodetectors
(QWIPs) such as GaAs/AlGaAs QWIPs (majority-
carrier transport)

4. Silicon Schottky barriers such as PtSi or IrSi
(majority-carrier transport).

For the reasons discussed in the previous paragraph,
HgCdTe is the dominant direct-bandgap semiconductor
material for applications in all regions of the IR spec-
trum except the VLWIR. Even there, either HgCdTe or
HgTe/CdTe SLs are expected to become strong or even
dominant players.

In the long-wavelength IR (LWIR) spectral band
the normalized detector dark current is four orders of
magnitude smaller for direct-bandgap semiconductors
such as HgCdTe than for any of the other three types
of systems, so that direct-bandgap semiconductors such
as HgCdTe give the highest background-limited per-
formance (BLIP) operating temperature by far. This is
extremely important because cryogenic cooling is ex-
pensive and greatly increases the weight and bulk of
IR detection and imaging systems. The sensitivity of
a detector can be expressed in a variety of ways, but
the limiting factor in all of them is the fluctuation in
the relevant carrier concentration, as this determines
the minimum observable signal. Ideally, neglecting the
background incident flux, the most commonly used
measure of the detectivity D∗ depends only on the prop-
erties of the IR material in the detector. It is two or more
orders of magnitude higher for HgCdTe than for any
of the other three types of systems. Although material
growth issues have prevented HgCdTe from reaching
its full potential, it is the material of choice for most de-
tector systems. The only important advantage of III–V
alloys and SL QWIPs is their lower cost arising from the
preexisting large industrial infrastructure in III–V ma-
terials and device growth, processing, and packaging.
For military systems, which dominate the market, the
increasing requirements of succeeding generations of
IR detection and imaging systems will further enhance
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the dominance of HgCdTe in the IR materials mar-
ketplace. No other material, even in principle, will be
able to meet the requirements for higher operating tem-
peratures (and ultimately totally uncooled operation),
larger-area FPAs, faster frame rates, and multispectral
operation with no increase, or even a reduction, in cost.

32.1.2 Why MBE Is the Preferred Method
of Growth for HgCdTe IR Detectors
and Imagers

Since the growth of HgCdTe by MBE was first reported
in 1982 [32.4], more than 15 groups have been estab-
lished worldwide for the growth of Hg-based alloys and
SLs by MBE or metalorganic MBE (MOMBE) for IR
device applications. Since that time enormous progress
has been made in reducing defect densities, increasing
growth areas, improving the control of alloy composi-
tions and doping levels, and demonstrating increasingly
sophisticated and powerful IR electrooptical devices, as
discussed in later sections of this chapter. Molecular-
beam epitaxy has many advantages over other methods
for the epitaxial growth of HgCdTe [32.5]:

1. The MBE growth temperature for HgCdTe is only
≈ 185 ◦C, far below the liquid-phase epitaxy (LPE)
and metalorganic vapor-phase epitaxy (MOVPE)
(also called metalorganic chemical vapor deposition
(MOCVD)) growth temperatures of ≈ 450 ◦C and
300–400 ◦C, respectively. This offers several great
advantages. It greatly reduces impurity outdiffusion
from the substrate, it allows the formation of pre-
cisely controlled, atomically sharp or graded hetero-
or homojunctions, and it allows the growth of SLs.

2. MBE is ideally suited for the deposition of multi-
layer structures; in addition to having only diffuse
junctions, heterostructures grown by LPE usually
are limited to two or three layers because different
melts are required for the growth of layers having
different compositions or dopings. MBE is the only
technique suited to the growth of SLs and the only
technique allowing in situ growth of CdTe and ZnS
passivation layers for devices.

3. MBE growth allows the use of spectroscopic el-
lipsometry (SE), reflection high-energy electron
diffraction (RHEED), and other in situ analytical
characterization techniques to monitor and control
the growth.

4. Unlike LPE, no aggressive medium is present in
MBE growth. Combined with the low growth tem-
perature and analytical facilities for surface control,

this allows the use of alternative lower cost, more ro-
bust, larger size, more attainable substrates such as
CdTe/Si with improved matching of the substrate
and readout system thermal expansion coefficients.

5. In MBE no contamination of interfaces occurs be-
cause one can grow different compounds in the
same growth run in the same system under ultrahigh
vacuum.

In 1983 the first photovoltaic device fabricated from
MBE-grown HgCdTe was reported [32.6]. By 1985
the quality of MBE-grown HgCdTe layers was com-
parable to that of the best layers grown by other
techniques [32.7]. By 1997 the performance of IR
FPAs made from MBE-grown material was compara-
ble to that of those made from LPE materials [32.8].
Although materials-related HgCdTe problems remain,
progress in MBE technology continues to outstrip that
in more mature techniques such as LPE. Meanwhile,
techniques closely related to conventional MBE and at
first appearing to offer advantages have largely been
abandoned: metalorganic MBE (MOMBE) [32.9, 10]
because of its higher growth temperature and because
of the ease of carbon contamination and void formation,
and photo-assisted MBE (PAMBE) [32.11], which of-
fered higher-quality growth and the as-grown activation
of dopants with no self-compensation [32.12], because
it was limited to extremely small-area growth.

32.1.3 General Description
of the MBE Growth Technique

The reader is referred to [32.13,14] for detailed and ex-
tensive reviews of the physical principles, equipment,
and general procedures of MBE growth. Only a very
brief general description is given here; specifics of the
MBE growth of HgCdTe are discussed in Sects. 32.3–
32.7. MBE uses localized beams of atoms or molecules
in an ultrahigh-vacuum (UHV) environment as the
source of the constituents to the growing surface of
a substrate crystal. The UHV environment minimizes
contamination of the growing surface. The beam atoms
and molecules travel in nearly collision-free paths un-
til arriving either at the substrate or at chilled walls
of the chamber, where they condense and are effec-
tively removed from the system. The substrate is kept
at a moderately elevated temperature to provide suffi-
cient thermal energy to the arriving atoms for them to
migrate over the surface to lattice sites. When a shutter
is interposed in a beam, the beam is effectively turned
off almost instantly. These features make it possible
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to grow the films very slowly without contamination,
and to change the composition of the arriving stream of
atoms very abruptly; in fact, the composition of the flux
can be changed in times much shorter than that needed
to grow a single atomic layer of the film.

The vacuum environment surrounding the growing
crystal must be kept as low as possible to avoid con-
tamination that might affect surface morphology and
the electrical properties of the epilayer grown. Because
the growth rate is low, ≈ 1–3 ML/s, to keep the arrival
rate of a background species at 10−6 of the growth rate
would require a partial pressure of ≈ 10−12 Torr; how-
ever, fortunately many of the background species have
low reactivities (low sticking coefficients). For III–V
growth, the best background pressures achievable are
≈ 10−11 Torr (except in brand-new growth chambers),
and pressures commonly are ≈ 10−10 Torr; for HgCdTe
growth the achievable pressures are ≈ 100 times higher
because of Hg contamination. Typically substrates are
loaded into the growth chamber via a load-lock cham-
ber, where they are outgassed while the growth chamber

remains under vacuum. Then, the vacuum is broken
only in the small loading chamber, so only it needs to
be evacuated. II–VI and III–V semiconductors should
not be grown in the same chamber because the residual
pressure from one would dope the other.

The growth chamber must include source ovens,
beam shutters and their actuating mechanisms, a sub-
strate holder and heater, in situ growth characterization
tools, beam flux monitors, and cryopanels to act as cryo-
pumps and to condense unused beam flux. All of these
must be designed to minimize outgassing. The cham-
ber must be designed to keep the substrate at a uniform
well-controlled temperature, to provide uniform well-
controlled fluxes to the substrate, to avoid temperature
transients on the growth surface due to the shuttering
and unshuttering of the atomic beams. Variations in
the flux ratios and/or the temperature of the growing
surface lead to compositional variations and even non-
stoichiometry, which can destroy the crystalline quality
of the growth. Typically, chambers are custom-designed
for each type of material to be grown.

32.2 Theory of MBE Growth

Theories of MBE growth can be classified either as
quasi-equilibrium thermodynamic theories or as kinetic
growth theories. Although MBE growth typically is
a far-from-equilibrium process, quasi-equilibrium the-
ories have been found to yield valuable results even in
cases in which desorption is negligible, so that the solid
and vapor phases are far from equilibrium with one an-
other. Only a partial equilibrium of the solid phase, not
a global quasi-equilibrium, is required for the validity
of most quasi-equilibrium theories. On the other hand
kinetic theories are necessary to understand important
aspects of MBE growth such as the surface morphol-
ogy, as well as in determining the limits of validity of
quasi-equilibrium thermodynamic theories. The struc-
tural quality of MBE-grown films depends largely on
whether partial, or at least local, thermodynamic equi-
librium is established on a time scale appropriate to
the growth. If local thermodynamic equilibrium is es-
tablished, one may use the usual notions of absolute
rate theory and the resulting rate expressions for kinetic
processes when describing MBE growth [32.15, 16].
However, whether the combined effect of individual
kinetic processes is able to move the growing film to-
ward a partial equilibrium state and to reach this state
in a time scale relevant to the growth depends on the
growth conditions and the specific nature of the material

being grown. Under some conditions, local thermody-
namic equilibrium may exist during the growth, but
the kinetics may not be fast enough to ensure partial
equilibrium across the entire growth surface or even
macroscopic areas of that surface. The microstructural
and even the chemical properties of a film grown under
only local equilibrium conditions can be very different
from those of the film if it were grown under partial
equilibrium conditions.

The basic MBE growth models have been reviewed
in detail by Tsao [32.14]. The driving forces for MBE
growth are the difference Δμα between the chemical
potential μα of the vapor of the α element and its
equilibrium chemical potential for sublimation μα

eq. For
many elements desorption is negligible in MBE; on
the other hand, the desorption rate of Hg is orders of
magnitude higher than its absorption rate in the MBE
growth of HgCdTe. This implies that ΔμHg � kBT at
the growth temperature. For growth on a planar surface
there exist three basic MBE growth modes. First, there
is the layer-by-layer, two-dimensional or Frank–van der
Merwe growth mode, in which each atomic layer tends
to be completed before the next layer is started. Sec-
ond, there is the three-dimensional or Volmer–Weber
mode, in which hillocks and cavities form on the sur-
face. Third is Stranski–Krastanov growth, in which the
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growth begins as two dimensional and then becomes
three dimensional. In fact, MBE growth of HgCdTe
occurs on vicinal surfaces, with a well-defined miscut
to a surface with low Miller indices. In this mode the
growth surface is characterized by an array of steps be-
tween smooth terraces. The adatoms preferentially bond
at the bottoms of the steps and the crystal grows as the
steps advance across the growth surface with a velocity
proportional to Δμ for the controlling chemical species
(Te for HgCdTe) (step-flow growth).

A phenomenon of particular interest is the self-
assembly of islands to form a regular array of quantum
dots. To a first approximation, this can be understood
as a form of growth in the Stranski–Krastanov regime.
According to this point of view, based on general ther-
modynamic arguments, the deposited material starts
to grow as a homogeneous wetting layer, because it
has a lower surface energy than the substrate. After
a critical thickness, the growth of three-dimensional
islands that allow for partial elastic strain relaxation be-
comes energetically preferable to the two-dimensional
film growth. These three-dimensional islands grow un-
til they have reached an optimum size [32.17, 18].
Kinetics enters in this theory only as an external
parameter, the island density, which is determined
during the nucleation phase and assumed to re-
main constant during three-dimensional growth of the
islands.

32.2.1 Pseudo-Equilibrium Theories

The general principles of the quasichemical ther-
modynamic theory were presented as early as the
1930s [32.19–24]. The formalism usually used was
first given in 1956 [32.25]. The validity of the theory,
which rests almost solely on the law of mass action,
is unquestioned for thermodynamic equilibrium. How-
ever, by definition, thermodynamic equilibrium does
not exist during crystal growth. Therefore, it is inter-
esting to consider the past successes and failures of
the theory in modeling MBE growth in terms of the
degree of equilibrium of the growth. In the theory,
one derives from any existing equilibrium condition
a corresponding relationship between the probability of
occurrence of some configuration of atoms, vacancies,
etc. in the solid and the partial pressures of the gases
with which the solid is approximately in equilibrium.
For approximate global equilibrium during growth two
requirements must be met. First, the sticking coefficient
of that species must be very small, so that the ratio
of the incident flux to the exeunt flux is very nearly

one. Second, any intermediate-state reactions must ei-
ther be sufficiently fast not to hinder thermodynamic
equilibrium or so slow that they take place only after ab-
sorption is complete, i. e., in the bulk below the growth
surface. These two requirements suffice for the valid ap-
plication of the theory to MBE growth. However, it has
been shown that the application of the theory to MBE
growth correctly describes the growth even in the ab-
sence of global equilibrium, provided that the second
requirement holds.

As early as 1958, equilibrium thermodynamic ar-
guments were used [32.26] to explain the different
modes of epitaxial growth in terms of the surface ener-
gies at the epilayer–vacuum (σ ), the epilayer–substrate
(σi), and the substrate–vacuum (σs) layer interfaces.
In partial equilibrium, layer-by-layer growth should be
expected when σs > σ +σi, that is, when the change
in the surface energy Δσ = σ +σi −σs accompany-
ing the deposition process is negative. When σs < σ +
σi, or Δσ > 0, the film will grow as isolated is-
lands. Stranski–Krastanov growth takes place when Δσ

changes sign from negative to positive because of strain
energy after some characteristic thickness. This theory
of course requires the atoms on the growing surface
to have a high enough mobility to find the lowest-
energy sites to occupy. Thus, it typically is valid only
at the high end of the window of desirable growth
temperatures.

Many authors have given first-principles thermo-
dynamic treatments of the MBE growth of III–V
compounds and alloys in agreement with experiment,
even though their MBE growth is far from equilibrium
for all chemical species involved. For example, the de-
pendence of the desorption rate of Ga in Ga1−xAlxAs
on x and on the growth temperature was estab-
lished [32.27], and it was shown [32.28–30] that dopant
incorporation in the MBE growth of GaAs occurs in
accord with the theory. Also, the growth rates and
compositions of a series of III–V compounds and al-
loys have been calculated, and results in agreement
with experiment were found [32.31]. Additionally, the
In desorption rate in MBE-grown AlInAs alloys has
been calculated as a function of the As beam flux and
substrate induced strain, again in agreement with ex-
periment [32.32, 33]. Finally, the surface segregation
of base elements and impurities in MBE-grown II–V
compounds has been described [32.34].

Of more interest for this review, several authors
have applied equilibrium thermodynamic theory to the
growth of HgCdTe with useful results. Gailliard [32.35]
found that MBE growth of CdTe, HgTe, and HgCdTe
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is correctly described by the theory, and successfully
calculated growth rates and compositions, as well as
determining the range of acceptable growth condi-
tions, all with no adjustable parameters. Colin and
Skauli [32.36] used the theory to construct a general
model for the optimization of the MBE growth condi-
tions for HgCdTe. They calculated an optimal growth
temperature as a function of Hg flux, Cd concentra-
tion, and growth rate. They also suggested that the
growth of HgCdTe is improved by growing on a Te-
rich surface, which is now common practice. Vydyanath
et al. [32.37] used equilibrium thermodynamics to de-
termine the Cd composition in In-doped HgCdTe as
a function of the In and Te source temperatures. Pi-
quette et al. [32.38] modified the results of Colin and
Skauli by forcing the population of Hg atoms on the
growth surface to be proportional to the HgTe fractional
growth rate, finding a new formula for the optimized
growth temperature that experimentally led to consis-
tently lower defect densities. Chang et al. [32.39] have
used that result to show that all thermodynamically
equivalent growth conditions near optimized conditions
lie on a straight line with slope −5385 in a graph of
ln[pHg/ν(1 − x)] versus T−1, where pHg is the pres-
sure read by the Hg flux gauge, ν is the growth rate,
and x is the Cd concentration. Equilibrium thermo-
dynamics has also been applied to study the density
of Te-condensation-related voids as a function of Hg
flux [32.10] and to determine that As dopants from
an uncracked source are incorporated primarily as As4
molecules [32.40], rather than being dissociated on the
growth surface.

32.2.2 Kinetic Theories

The MBE growth of semiconductors is performed at
relatively low temperatures and slow growth rates in
comparison with LPE and vapor-phase epitaxy (VPE).
Low growth temperatures result in growth mecha-
nisms that are strongly dominated by surface kinetics
and chemistry. As the source molecular beams are
introduced into the MBE chamber some of these
molecular species reach the substrate and become ph-
ysisorbed or weakly chemisorbed to the surface. The
adsorbed molecules can then migrate to energetically
favorable lattice sites, step edges, nucleated islands,
etc. and bond there. A thermodynamic redistribu-
tion near the surface layers then establishes the final
configuration.

MBE growth depends on the sticking coefficients
and surface kinetics of atomic or molecular beams
impinging on a suitable substrate. The importance of ki-
netics in the MBE growth of HgCdTe is demonstrated
by the strong dependence of the Hg sticking coeffi-
cient [32.41–43] and the quality of growth [32.43, 44]
on substrate orientation. One can identify a number of
parameters relating to the kinetics of growth; they in-
clude the flux F of the impinging species, the sticking
coefficient S, the desorption rate R, substrate orienta-
tion, substrate temperature, etc. A variety of kinetic
rate equation atomistic models [32.45] have been ex-
plored for growth from the vapor phase on a planar
substrate. In the case of epitaxial HgCdTe MBE growth,
surface kinetics place strict boundaries on optimal depo-
sition conditions. It has been found [32.46] that surface
kinetics limits the Hg flux, the substrate orientation,
and the substrate temperature during MBE HgCdTe
growth.

Various kinetics problems have been treated; a few
examples follow. A model for the evolution of the pro-
file of a growing interface and a Langevin equation
(the Kardar–Parisi–Zhang (KPZ) equation) for the lo-
cal growth of the profile have been proposed [32.47].
It has been argued [32.48] that the KPZ equation is
not the relevant continuum equation for MBE growth
at intermediate temperatures, where overhangs and bulk
defects can be neglected. A new nonlinear growth equa-
tion was suggested as the relevant dynamical equation
for ideal MBE growth at intermediate to high tempera-
tures. When desorption and overhangs occur, the KPZ
equation remains the relevant equation describing MBE
growth.

The effect of finite size on smooth layer-by-layer
MBE growth has been examined, and it was concluded
that, for finite system sizes, growth can always be
smooth as long as the diffusion length is comparable to
the system size even though the asymptotic growth may
be rough in the thermodynamic limit [32.49]. The het-
eroepitaxy of InAs on GaAs(001) has been discussed,
and first-principles density-functional theory calcula-
tions for In diffusion on the strained GaAs substrate
have been presented [32.50]. In particular, the effect of
heteroepitaxial strain on the growth kinetics of coher-
ently strained InAs islands was considered. The strain
field around an island was found to cause a slowing
down of material transport from the substrate towards
the island, and thus to help achieve more homogeneous
island sizes.

Part
E

3
2
.2



1076 Part E Epitaxial Growth and Thin Films

32.3 Substrate Materials

As with all epitaxial systems and techniques, the struc-
tural quality of HgCdTe epilayers deposited by MBE is
inextricably linked to the quality of the substrate. The
absence of any substrate material satisfactory in all re-
spects for the MBE growth of HgCdTe is perhaps the
primary factor limiting the performance of IR detectors
and FPAs. In 1993 Triboulet et al. [32.51] compared the
basic properties and the advantages and disadvantages
of different substrate materials. Here, we summarize
and update that discussion and consider the question of
substrate orientation. Special attention is paid to growth
on CdZnTe and CdTe/Si substrates. For CdZnTe em-
phasis is placed on the nature of substrate bulk and
surface imperfections, on their effect on MBE-grown
epilayers, and on methods to ameliorate those effects
and screen out bad substrate wafers before growth. For
CdTe/Si, emphasis is placed on possible methods to
overcome or ameliorate the effects of the large lattice
mismatch between Si and CdTe, including new methods

Table 32.1 Characteristics of the types of substrates currently used for MBE growth of HgCdTe

Cd1−yZnyTe (y = 0.04) GaAs Si

Cost per cm2 US$ 400 (high-pressure US$ 0.71 (vertical gradient freeze US$ 0.56 (float zone growth)

Bridgman growth) growth) (US$ 28.00 w/CdTe buffer) (US$ 27.86 w/CdTe buffer)

Largest commercially 49 182.4 5228

available size (cm2)

Robustness of material Brittle Moderately robust Strong

Vickers hardness 60 360 1150–1330

(kg/mm2 at 300 K)

Thermal conductivity 55 500 1235

(mW/(cm K))

Surface preparation Difficult, sometimes poor Standardized by large Standardized by large

III–V industry Si industry

Substrate surface defect 104 5 × 103 102

density (cm−2) (105 on CdTe buffer) (105 on CdTe buffer)

Lattice mismatch with < 1% 13.6% 19.47%

HgCdTe (x = 0.2 at 300 K) (<1% w/CdTe) (<1% w/CdTe)

Substrate etch pit < 500 on CdTe buffer < 5000 on CdTe

density (cm−2) buffer

Thermal mismatch with 3.53% 27.04% 51.85%

HgCdTe (x = 0.2 at 300 K) (1.85% w/CdTe) (1.85% w/CdTe)

Valence issues None Minor Severe

Other Impurities, crystalline In situ surface preparation Allows monolithic

defects, compositional may cause contamination integration

uniformity problem, Requires buffer layer

large thermal mismatch

with Si ROIC

being developed or under consideration. Several charac-
teristics of the substrates in common use are compared
in Table 32.1.

The first MBE growth of HgCdTe [32.4] was
performed on a CdTe(111) substrate; early growths
also were performed on CdTe(100) [32.6]. However,
even the small lattice mismatch between CdTe and
Hg1−xCdxTe with x < 0.5 caused threading disloca-
tions and other crystalline defects. Also the growth
on high-symmetry planes allowed the formation of
a high density of microtwins in the HgCdTe [32.6].
The twinning can be eliminated by growth on higher-
index planes or miscut surfaces, but bulk CdTe was
abandoned as a substrate material because of a com-
bination of factors, including the lattice mismatch, its
low thermal conductivity, its poor crystalline quality,
its brittleness, and its cost. Cd0.96Zn0.04Te has become
the substrate of choice for the growth of the highest-
quality HgCdTe epilayers because of its in-principle
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perfect lattice match to IR HgCdTe, but is plagued
with many problems. Composite substrates consisting
of epilayers of CdTe or Cd0.96Zn0.04Te grown on InSb,
sapphire, Ge, GaAs, and Si have been used because of
their greater robustness, much lower cost, higher ther-
mal conductivity, greater lateral uniformity, and larger
possible areas in comparison with Cd0.96Zn0.04Te sub-
strates. Of these substrates, two are still in common use:
CdTe/GaAs and CdTe/Si. However, the very large lat-
tice and thermal mismatches between the underlying
substrate material and the top epilayer in these sub-
strates lead to serious problems. Great progress has been
made in solving these and other problems associated
with each type of substrate still in common use, but
for no substrate have the problems yet been completely
solved.

32.3.1 Substrate Orientation

Substrate orientation is of primary importance in MBE
growth, as was recognized very early for growth on
CdTe substrates by noting the strong dependence of the
Hg sticking coefficient on orientation [32.41–43] and
as is seen from the strong dependence of the quality of
growth on substrate orientation [32.43, 44]. It was rec-
ognized from the beginning that growth on a low-index
CdTe plane such as the (100) or (111) planes led to mi-
crotwinning. On alternative substrates such as GaAs or
Si growth on the (100) plane led to twinning and dou-
ble domains rotated by 90◦ from one another due to
the equivalence of different CdTe orientations on such
planes. Two approaches were taken to reduce the sym-
metry of the substrate surface and thus eliminate this
problem:

1. To slightly miscut the substrate away from a low-
index surface plane [32.52–57]

2. To grow on higher-index planes containing steps
between (100) or (111) flat terraces [32.58–61].

Today almost all growth is carried out on (211) sub-
strates. However, the question of the preferred substrate
orientation is not as clear for lattice-matched substrates
as for alternative substrates. A brief review of the re-
sults for growth on substrates with various orientations
is given here. In 1988 a study [32.46] of growth on
(100), (111)B, (211)A, and (211)B substrates revealed
that (211)B growth gives the best surface morphol-
ogy, suppresses twinning, and gives higher Hg sticking
coefficients and thus better control of composition
than any other orientation studied except (111)B. In

1994 simultaneous growth was conducted [32.62] on
(111)B substrates miscut by 4◦ towards (110) (labeled
(776)) and on (211)B-oriented substrates. These ori-
entations were described as (111)B surfaces tilted 19◦
towards and 4◦ away from (100), respectively. The pri-
mary difference between these two orientations was
the width of the (111) terraces between steps: 53 and
10.6 Å, respectively. It was found that the (776) ori-
entation with broader terraces was more susceptible
to twinning at lower growth temperatures. In 2000 it
was found [32.63] that growth on (211)B and (311)B
surfaces under optimized conditions gives material
of comparable quality. Recently, simultaneous MBE
growth was conducted [32.44] in the (511)B, (311)B,
(211)B, (111)B, and (255)B orientations tilted 15.8,
25.2, 35.3, 54.7, and 74.2◦ away from the (100) surface
in the (011) direction. Over a nominal range of growth
temperatures from 180 to 187 ◦C the x-ray rocking
curve full-width at half-maximum (FWHM), and etch
pit density (EPD) were measured for all samples, and
surface defect densities were measured using Nomarski
microscopy. Under the best growth conditions compara-
ble results were obtainable for all orientations, although
the (255) orientation allowed the lowest-temperature
growth.

32.3.2 CdZnTe Substrates

A golden rule of epitaxial growth is to match the lat-
tice parameter of the substrate to that of the epitaxial
layer in order to avoid strain and dislocation formation
in the epilayer. Although, because of its lattice match
to HgCdTe, bulk CdZnTe is the substrate of choice
for the MBE growth of the highest-quality material,
especially for LWIR and VLWIR detection, it suffers
from both intrinsic limitations and quality concerns, as
listed in Table 32.1. Many of the intrinsic limitations
– the very high cost, limited area, brittleness and large
thermal mismatch with the Si readout integrated cir-
cuit (ROIC) in devices – do not affect the quality of
MBE growth but do impact the practicality of use of the
HgCdTe layers grown for device applications. The poor
thermal conductivity and quality concerns – crystalline
defects, impurities, nonuniform composition, surface
roughness, imperfect surface flatness, and stoichiome-
try – all impact the quality of the HgCdTe grown on the
substrates. Furthermore, all are amplified in importance
by great variations in quality from substrate to substrate.
These variations introduce great variations in HgCdTe
material and thus both significantly lower yield in de-
vice production and make it difficult to identify optimal
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growth conditions; see, for example, [32.44]. For those
reasons it is desirable to develop and use methods to
screen substrates before the MBE growth of HgCdTe.

Effects of Poor Thermal Conductivity
on HgCdTe Growth

Because the growth is highly noncongruent, the temper-
ature window for the optimal growth of HgCdTe is very
narrow, and the composition obtained for a given flux
ratio is strongly temperature dependent. However, it is
very important to have compositional and crystalline

a) CdZnTe substrate b) HgCdTe epilayer

Twins
Grain
boundaries

Fig. 32.1a,b Effects of (a) substrate twins and grain boundaries on defect formation in (b) HgCdTe epilayers

a) b) c)

Fig. 32.2a–c Typical x-ray topographic mapping results from commercially purchased wafers with (a) and (b) large-area
surface crystalline imperfections and (c) a moderate area of surface crystalline imperfection

uniformity across HgCdTe epilayers to be used for
FPAs. Thus, it is very important to keep the temperature
as nearly uniform as possible across a growing HgCdTe
layer. On the other hand, in MBE growth the outside
edges, and especially the corners, of a growing epilayer
become hotter than the central region. For that reason,
it is highly desirable to use a substrate with a high ther-
mal conductivity to minimize thermal gradients across
a growing HgCdTe epilayer so as to minimize compo-
sitional gradients and pixel-to-pixel cutoff wavelength
gradients in FPAs.
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Fig. 32.3 X-ray topographic mapping results from HgCdTe
epilayers grown on the substrates shown in Fig. 32.2a,b
again showing that the defective features on the substrate
are transferred to the HgCdTe epilayer

Effects of Substrate Crystalline Defects
on HgCdTe Growth

Irrespective of the choice of substrate material, the
crystalline quality of an MBE-grown HgCdTe epilayer
depends on the crystalline quality of the substrate on
which it is grown. The absence of a large quantity of
substrate structural defects is a necessary, although not
sufficient, condition for the MBE growth of a HgCdTe
layer of high structural quality. The effects of sub-
strate twins and grain boundaries on defect formation
in HgCdTe epilayers is strikingly shown in Fig. 32.1;
the HgCdTe surface defects form an exact map of

1
2

3
4

111

011

X    1000 μm/div
Z    200 000 nm/div

View from [111]

View from [011]

Twin column

100 nm

100 nm

–

–

Fig. 32.4 Scanning electron microscopy (SEM) and atomic-force microscopy (AFM) images showing hillocks due to the
formation of adjacent columns of twins

the underlying CdZnTe defects. Of 12 commercially
obtained substrates recently screened at the US Army
Night Vision and Electronic Sensors Directorate, five
showed large-area crystalline imperfections, as shown
in Fig. 32.2a,b, three showed moderate areas of crys-
talline imperfections, as shown in Fig. 32.2c, and only
four showed reasonably good surface crystalline per-
fection as revealed by x-ray topographic mapping,
FWHM maps, and Fourier-transform IR (FTIR) trans-
mittance maps. Results on others of these samples
are given by Carini et al. [32.64]. When HgCdTe
epilayers were grown on these substrates, the defec-
tive structures were transferred to the epilayers as
shown in Fig. 32.3. Also, a high density of threading
dislocations was found in the epilayers above the imper-
fections and very short carrier recombination lifetimes
were measured [32.65]. These threading dislocations
also can lead to microtwinning by allowing nucle-
ation on the (111) terraces during growth as well as
at the bottom of steps, thus giving three-dimensional
rather than step-flow growth. This in turn leads to
surface hillocks such as those shown in Fig. 32.4.
More recently it was reported [32.44] that some sub-
strates of a recently purchased batch had FWHM
values of 15–25 arcsec, whereas others had values of
10–12 arcsec, with CdTe epilayers grown on the sub-
strates having FWHM values limited by the substrate
values.
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4 μm

5 µm

Fig. 32.5 SEM photographs of small voids

Another type of bulk defect found in CdZnTe
substrates is Te precipitates. A large density of Te pre-
cipitates is unavoidable in as-grown CdZnTe boules
because there is a large deviation from stoichiometry
at the growth temperature. As the CdZnTe is cooled
to room temperature, the excess Te forms precipitates
from < 1 μm to ≈ 25 μm in size. Much attention has
been paid to elimination of these defects [32.66, 67],
yet they remain a problem. These substrate precip-
itates create dislocation clusters [32.68] and induce
Te precipitates [32.66, 69] in epilayers grown on the
substrates and crater or void defects on the epilayer
surfaces [32.70]. These voids can short p–n junctions
and hence blind pixels in FPAs. Scanning electron mi-
croscopy (SEM) images of typical voids are shown
in Fig. 32.5. The Te precipitates also give rise to high
hole concentrations in HgCdTe layers grown by LPE
on the substrates [32.69].

Effects of Substrate Impurities
For best performance of LWIR HgCdTe FPAs, it is
necessary to minimize low-temperature leakage cur-
rents. At temperatures such as 40 K the major sources
of dark current crossing the p–n junction are believed
to be tunneling and generation in the depletion re-
gion. These mechanisms involve trap sites that most
likely are due to impurities. Some impurities also act
as unwanted dopants. For these reasons, it is neces-
sary to minimize impurities in the HgCdTe layers. For
growth on CdZnTe substrates, one origin of impuri-
ties is the substrate, from which they diffuse during
layer growth [32.71] and device fabrication. A well-
known example is Cu [32.72,73], which diffuses rapidly
from substrate to epilayer, has been shown [32.74] to be
preferentially attracted to HgCdTe over CdZnTe, and
harms devices by shortening the carrier lifetime and

converting weakly n-type material to p-type. Methods
to extract mobile impurities from CdZnTe before MBE
growth [32.75] and to getter and localize Cu at Te pre-
cipitates in CdZnTe [32.60] have been proposed, but Cu
impurities remain a possible problem.

Effects of Nonuniform Composition
Zn segregation along the growth axis in the vertical
Bridgman growth of CdZnTe leads to a gradual de-
crease in Zn composition from the bottom of a boule
to the top, so that different wafers do not have the
same lattice constant, allowing only part of a boule to
be lattice-matched to a given composition of HgCdTe.
More importantly, the Zn composition typically varies
by about 1% from the center to the outside of a nom-
inally 4% wafer, and that variation creates a variation
in lattice constant equal to that caused by a 0.2%
change in the composition of HgCdTe. Although small,
that variation can cause a lateral variation in the
density of threading dislocations in HgCdTe epilay-
ers grown on CdZnTe substrates that is sufficient
to cause significant lateral variations in the respon-
sivity of LWIR and VLWIR FPAs. It also induces
cross-hatch defects [32.76, 77] on the surface of MBE-
grown HgCdTe epilayers, such as those shown in
Fig. 32.6. Assuming CdZnTe and HgCdTe to relax with
a/2 〈011〉 Burger’s vectors which propagate on the
{111} family of glide planes g, the resultant disloca-
tion lines would be {u} = {[011̄], [2̄13], [01̄1], [23̄1̄]}.
Misfit dislocations from the small lattice mismatch

0.010 mm

Fig. 32.6 Nomarski micrograph showing crosshatches on
defect etched MBE-grown HgCdTe epilayers
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and later from the thermal mismatch would allow
threading dislocations to propagate on the {111} glide
planes and close their dislocations along the u direc-
tions, resulting in the observed cross-hatch defects.
Thus, these cross-hatch defects result from dislo-
cations, but only when the dislocation density is
low.

Effects of Substrate Roughness
Substrate surface roughness may be present on commer-
cial substrates as received or may arise from imperfect
surface preparation by the MBE grower. AFM surface
roughness measurements on HgCdTe layers grown on
substrates with smooth or rough surfaces show a di-
rect correlation between substrate surface roughness
and the surface roughness of the HgCdTe epilayer
(Table 32.2). A high epilayer surface roughness on
any lateral scale leads to imperfections in device
fabrication and can lead to dead pixels in FPAs. High-
frequency substrate roughness on a lateral scale of
≈ 100 Å or less inhibits the mobility of atoms on the
epilayer growth surface and thus can lead to three-
dimensional growth and poor crystalline quality. It has
been observed that, for growth on moderately rough
substrates (> 10Å of roughness as measured by SE),
the epilayer surface roughness increases in the initial
growth stage [32.78] consistent with three-dimensional
growth.

It also has been observed that high densities of elon-
gated needle defects oriented in a preferred direction
occur on the surfaces of HgCdTe epilayers grown on
rough CdZnTe substrates. As shown in Fig. 32.7, the
density of these defects was found to increase expo-
nentially with increasing substrate surface roughness
as measured by SE [32.78]. However, the MBE depo-
sition of an 80 Å CdTe buffer layer before HgCdTe
growth reduces the final needle defect density by an
order of magnitude or more, as shown in Fig. 32.7. Nee-
dle defects occur only for growth on CdZnTe, their
density does not correlate to the CdZnTe bulk qual-

Table 32.2 Correlation of substrate surface roughness and
epilayer surface roughness

Smooth substrate Rough substrate

(Å) (Å)

Substrate surface 8 50

roughness

HgCdTe epilayer 8 58

surface roughness

108

107

106

105

104

100

CdZnTe surface prepared
    without CdTe regrowth
    with 8 Å CdTe
    with 80 Å CdTe

–5         0          5         10        15       20        25       30       35
Surface roughness after oxide removal (Å)

Needle defect density (cm–2)

Fig. 32.7 Plot of the HgCdTe needle defect density versus
surface roughness as measured by in situ SE with and with-
out CdTe buffer layers. The straight lines are upper and
lower limits of the defect density with an 80 Å CdTe buffer
layer

a) b)

Fig. 32.8 (a) A Nomarski picture (1000 ×) of needle de-
fects on a HgCdTe epilayer and (b) an AFM image of two
needle defects (5 μm × 5 μm)

ity, and their connection to the surface roughness is
not well understood. It also is not known how they
affect device quality or how they correlate with sur-
face preparation technique. It is possible that they
could be eliminated by using plasma etching rather
than wet chemical etching followed by thermal desorp-
tion of contaminants, the common practice. The length
of the needle defects varies from a few micrometers
to > 10 μm in different samples, their width is only
0.2–0.3 μm, and their height is ≈ 100 Å. Figure 32.8
shows (a) a Nomarski picture (1000 ×) of needle de-
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fects on a HgCdTe epilayer and (b) an AFM image of
two needle defects. The HgCdTe epilayers grown on
these substrates also were characterized by temperature-
dependent, photoconductive-decay lifetime data. Fits to
the data indicate the presence of mid-gap recombination
centers, which were not removed by 250 K/24 h anneal-
ing under a Hg-rich atmosphere. The strong correlation
observed between the substrate roughness measured by
SE and the density of these centers leads us to believe
that they originate from bulk defects related to the sub-
strate roughness rather than from Hg vacancies.

Effects of Substrate Surface Curvature
Substrate surface curvature can have two deleterious ef-
fects. First, any deviation in surface flatness ≈ 0.5 μm or
more can give problems in bonding to the flat Si ROIC
surface for device fabrication. Second, the curvature
will yield a surface orientation which is not constant
across the wafer; that, in turn, may lead to epilayer MBE
growth problems for a substrate which is only slightly
miscut off a principal crystal axis, although it should
have no effect on the usual growth on (211) surfaces.

Effects of Surface Nonstoichiometry
and Contaminants

The surfaces of substrates must be prepared for MBE
growth, i.e., polished and cleaned. The surfaces must
be atomically clean, ordered, and have, at least ap-
proximately, the stoichiometry of the underlying wafer.
The surfaces of commercially obtained wafers typ-
ically are covered with ≈ 1.5 ML of contaminants
(mostly oxygen, carbon, and chlorine) [32.79]. The
usual wet chemical preparation of the surface typi-
cally employs a 0.5% bromine in methanol solution that
leaves behind an amorphous Te layer and residual car-
bon contamination, both of which must be removed for
satisfactory nucleation of HgCdTe growth, although im-
proved chemical polishing and cleaning procedures are
under investigation [32.80, 81]. The substrate is then
heated to 300–340 ◦C to remove the amorphous Te and
residual contaminants such as carbon and oxygen to
obtain a crystalline surface. This surface preparation
procedure has been shown to leave ≈ 1/4 of a mono-
layer of carbon as well as either excess Te or excess
Zn [32.79, 82]. Incompletely removed amorphous Te
leads to three-dimensional growth and microtwinning,
and residual contaminants degrade the electrical prop-
erties of any HgCdTe epilayer grown on the substrate.
Alternative wet chemical treatments lead to similar
problems. An alternative electron cyclotron resonance
Ar/H2 plasma cleaning technique has been shown to

leave the CdZnTe surface free of contaminants and with
a roughness of only 4 Å as measured by interferomet-
ric microscopy [32.79]. However, HgCdTe epilayers
grown by MBE on plasma-cleaned substrates were not
found to be noticeably better than those grown on sub-
strates cleaned by conventional wet chemical methods
followed by annealing [32.79].

Characterization and Screening
of CdZnTe Substrates

Many experimental methods have been used to char-
acterize the crystalline quality, purity, and surface
characteristics of CdZnTe substrate wafers. Poor crys-
talline quality – the presence of grain boundaries, low
angle microcrystals, microtwinning, precipitates, and
voids – can be examined in detail using cross-sectional
SEM and TEM; however, those measurements are ex-
pensive, destructive, and can only be used to image
microscopic sections of a substrate. X-ray topographic
mapping measurements, which produce images such
as those shown in Figs. 32.1 and 32.2, also require
very expensive equipment and are not as detailed, but
are nondestructive and capable of mapping an entire
substrate wafer [32.64]. More detailed structural in-
formation, such as small variations in lattice spacing
and the existence of regions of the substrate tilted only
0.011◦, can be obtained by reciprocal-space mapping
(RSM) and triple-axis x-ray diffractometry [32.83].
A simple gross quantitative measure of the substrate
crystal structural perfection is given by the full-width
at half-maximum (FWHM) of the x-ray double crys-
tal rocking curve and by the existence or nonexistence
of multiple peaks. The IR transmittance at wavelengths
< 6 μm [32.64] and χ, the ratio of channel counts
to random counts in Rutherford backscattering spec-
troscopy [32.66], also give qualitative measures of the
crystal structural perfection, with the IR transmittance
being higher and χ being smaller for better crystals.

Individual Te precipitates and other extended
defects can be seen by relatively simple non-
destructive optical measurements: IR transmission
microscopy [32.66, 69, 70], light-scattering IR to-
mography [32.84], and scanning photoluminescence
(PL) [32.84]. Also, the presence of Te precipitates or
excess Te atoms is revealed by an A(Te) peak in the
Raman scattering spectra at ≈ 127 cm−1 [32.67] and IR
transmittance gives at least a qualitative measure of the
density of Te precipitates, falling off rapidly with in-
creasing wavelength for wafers having a high density
of Te precipitates [32.67] A general rule of thumb is
that, for wavelengths well above the cutoff wavelength,
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the transmittance should be > 63% in the absence of
antireflection coatings. Reflection high-energy electron
diffraction (RHEED), which is installed on all HgCdTe
MBE growth chambers and is discussed in Sect. 32.5,
gives yet another nondestructive qualitative description
of the substrate crystalline perfection. Etch pit den-
sity (EPD) measurements reveal threading dislocations
and Te precipitates at the substrate surface and are
nondestructive except for the requirement of a surface
etch, usually either an Everson [32.85] or a Nakagawa
etch [32.86]; EPDs in the mid 104 cm−2 are desirable.

Quantitative measurements of substrate impurity
dopant concentrations require destructive techniques.
The most common are glow-discharge mass spec-
troscopy [32.73, 75, 87], sputter-initiated resonance
ionization spectroscopy [32.70, 74], and secondary-ion
mass spectroscopy (SIMS) [32.67, 88–90]. However,
a qualitative measure can be obtained from the IR
transmittance; for high impurity dopant levels the
transmittance decreases by an amount proportional to
ln(ND − NA) as the wavelength increases in the LWIR
and VLWIR [32.84].

The Zn concentration and its lateral variations usu-
ally are measured by FTIR or spectral photometry,
measuring the cutoff in the FTIR transmission in the
near IR, because this is a very simple nondestruc-
tive measurement. However, the shape of the FTIR
transmission curve is affected by crystalline imperfec-
tions, in particular by Te precipitates, in a way that
can make the determination of the Zn concentration
uncertain by as much as ±0.015 [32.81]. It can be
determined somewhat more accurately by SE using
a high-resolution ellipsometer such as the M2000, as
discussed in Sect. 32.5. A much more accurate method
of determining the Zn concentration and its lateral vari-
ation is low-temperature PL mapping. Measurement of
the reabsorption dip at the free exciton energy is capable
of determining the Zn concentration within a preci-
sion of ±0.0005 [32.81, 82]. The depth variation of
the Zn concentration also can be measured, but only
by destructive techniques: Auger electron spectroscopy
(AES) or atomic absorption spectroscopy (AAS) on
beveled edges or vertical slices of a substrate [32.88].

The surface roughness can be nondestructively and
easily measured directly by Nomarski microscopy,
Zygo interferometry, and AFM with increasing resolu-
tion but over decreasing areas, and indirectly by SE, as
discussed in Sect. 32.5. Surface contamination also can
be measured nondestructively by x-ray photoelectron
spectroscopy (XPS), directly by measuring the photo-
electron peak intensities corresponding to the different

possible contaminants or indirectly by measuring the
decrease in the intensity of the CdTe peak [32.82].
In screening substrates, the substrate should first be
thermally cleaned in vacuum in the XPS chamber and
then transferred in vacuum to the growth chamber af-
ter the XPS measurement. AES also can be used to
verify the absence of contaminants on substrate sur-
faces [32.79] but is not as easily used to measure
amounts of contamination.

Use of Buffer Layers on Substrates
The use of buffer layers to block the propagation of
defects originating in substrates or at the substrate–
epilayer interface has proven useful and is being
optimized. The various commercial manufacturers of
FPAs use buffer layers in the growth of HgCdTe, but
the details of their growth procedures remain propri-
etary. Thin interfacial CdTe layers have proven effective
in reducing the surface roughness, evening out varia-
tions in strain, and improving the quality of HgCdTe
layers grown on the substrates [32.78]. However, in or-
der to be fully effective in smoothing out the surface and
reducing the dislocation density, these layers must be
grown to a thickness exceeding the critical layer thick-
ness, so that the lattice match to HgCdTe is lost. This
suggests the use of HgTe/CdTe SLs as buffer layers.
They are more effective at blocking dislocations and can
be grown more nearly lattice matched to the HgCdTe
epilayer to be grown. Cross-sectional TEM micrographs
such as those shown in Fig. 32.9 show that the substrate
microscopic roughness is smoothed out after several pe-
riods of SL growth (a) and that threading dislocations
terminate (b) or bend (c) at the HgTe/CdTe interfaces
in the SL, despite the small (0.32%) lattice mismatch
between HgTe and CdTe which would normally be con-
sidered insufficient to induce the motion of threading
dislocations [32.91, 92]. After growth, the SLs are in-
terdiffused by annealing to produce a short-wavelength
IR (SWIR) HgCdTe layer which serves as a window for
backside-illuminated devices and typically has a lattice
mismatch of ≤ 0.09% with the final HgCdTe epilayer
to be grown. It has been shown [32.91, 92] that the
use of HgTe/CdTe SL buffer layers leads to repro-
ducibly high-quality MBE-grown HgCdTe layers with
EPDs ≈ 105 cm−2 with values as low as 4 × 104 cm−2

and minority-carrier lifetimes close to the theoretical
limits for perfect material. It also has been found that,
even aside from the improvement of material character-
istics, the presence of an SWIR buffer layer improves
device quality by reducing the back-surface recombina-
tion velocity.
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a) b) c)

30 nm 30 nm 30 nm

Fig. 32.9a–c Cross-sectional TEM micrographs showing the (a) bending and (b) termination of threading dislocations
by HgTe/CdTe SL buffer layers, and (c) the smoothing of substrate roughness by SL buffer layers

32.3.3 Si-Based Substrates

There has been great interest in alternatives to CdZnTe
as a substrate for the reasons outlined in Table 32.1
and detailed in Sect. 32.3.2 above. Of the many possible
alternative substrate materials for the MBE growth of
HgCdTe, Si has captured the greatest interest. HgCdTe
was first grown on Si substrates in 1989 [32.93], and
the growth of HgCdTe on Si having properties as
good as those of HgCdTe grown on CdZnTe was re-
ported in 1995 [32.94]. Although many factors favor
Si over all other possible substrate materials, one fac-
tor in particular singles out Si uniquely – only Si offers
the possibility of fabricating truly monolithic detec-
tors and FPAs. Because the readout integrated circuit
(ROIC) in all IR devices is based on Si, the use of
any material other than Si for the substrate necessi-
tates a hybrid-array technology wherein the detector
and ROIC arrays are fabricated on separate manufac-
turing lines and subsequently indium-bump bonded to
each other pixel by pixel. The functions of detection and
charge readout would be monolithically integrated onto
a single Si wafer in the ultimate IRFPA. This has been
demonstrated by the epitaxial deposition of HgCdTe in
selected areas of a Si ROIC [32.95].

Aside from the ultimate goal of monolithic integra-
tion, Si-based substrates offer many short-term benefits
over all other possible substrate materials. First, Si
wafers are commercially available in far larger sizes.
This allows either much larger focal planes for greater
resolution or greater numbers of smaller FPAs for re-
duced production costs. Second, in conjunction with
that advantage, Si offers perfect thermal matching of its
lattice to that of the ROIC, and thus no thermal mis-
match limit on the size of FPAs. With other substrates,

the thermal mismatch between substrate and Si ROIC
creates a strain upon cycling down to cryogenic operat-
ing temperatures which could destroy the bump bonding
for very large-area FPAs. Third, Si substrates allow the
use of automated Si processing technology for increased
efficiency in device fabrication. Fourth, Si is the most
robust and durable possible substrate material, leading
to less breakage and a higher device yield. Fifth, Si has
the highest thermal conductivity, leading to the highest
lateral uniformity of MBE-grown HgCdTe composition
and thickness. Sixth, Si offers the lowest level of im-
purity migration into the HgCdTe. Finally, it has by
far the lowest density of surface defects, although that
advantage is overwhelmed by the problems associated
with the large lattice and thermal mismatches between
Si and HgCdTe. In summary, in every way that CdZnTe
is a poor substrate, Si is clearly the best.

On the other hand, Si has the worst lattice
and thermal mismatches with HgCdTe of any sub-
strate material considered. The lattice parameter of
HgCdTe (≈ 6.46 Å) is ≈ 19% larger than that of Si
(≈ 5.43 Å). The lattice mismatch is so extreme that
HgCdTe does not even grow epitaxially on Si, so that
a buffer layer is required. The buffer layers chosen
have been Cd0.96Zn0.04Te [32.96], CdSeTe [32.97],
CdZnSeTe [32.98], and CdTe. Also, a first buffer layer
of ZnTe, originally found to be necessary to preserve
the substrate orientation [32.93], usually is grown be-
fore the deposition of the final buffer layer. Although
Cd0.96Zn0.04Te and CdZnSeTe buffer layers offer the
advantage of an almost perfect lattice match to the
HgCdTe to be grown, they have largely been aban-
doned because of the difficulty of obtaining epilayers
of sufficient crystalline quality; the best values ob-
tained for the x-ray diffraction (XRD) FWHM for lattice
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match to HgCdTe have been > 150 arcsec. Even CdTe
buffer layers have a relatively poor crystalline quality
because of their large lattice mismatch with Si. Even
with special growth procedures involving the predeposi-
tion of ZnTe films on As-terminated Si surfaces [32.99,
100], CdTe buffer layers exhibit etch pit densities of
2 × 105 –5 × 105 cm−2, indicative of threading disloca-
tion densities of the order of 2 × 105 –5 × 105 cm−2.
This in turn leads to dislocation densities in the mid
106 cm−2 in the HgCdTe layers grown on these sub-
strates by MBE. Although otherwise excellent material
quality has been achieved [32.101–104], little success
was achieved in lowering the dislocation density in
HgCdTe grown on Si substrates without undesirable
high-temperature cyclic annealing.

For dislocation densities < 105 cm−2 the dislocation
density has little effect on the minority-carrier recom-
bination time for T > 77 K, even for LWIR HgCdTe,
because carrier recombination is dominated by intrinsic
Auger mechanisms. However, for dislocation densities
above the mid 105 cm−2 range and T ≤ 77 K, carrier
recombination is dominated by Shockley–Read–Hall
(SRH) recombination due to the dislocations, and the
minority-carrier recombination time for LWIR HgCdTe
for is roughly inversely proportional to the disloca-
tion density [32.105]. Also, dislocations can locally
short out p–n junctions in devices, considerably in-
creasing the dark current [32.106]. The MBE growth of
HgCdTe on CdTe/Si substrates yields SWIR and mid-
wavelength infrared (MWIR) photodiodes having per-
formances similar to those grown on CdZnTe substrates
at operating temperatures above 77 K [32.102,103,107,
108]. However, to date it has been incapable of yielding
LWIR or VLWIR devices having similar performances
(similar R0 A values) to the best devices grown on
CdZnTe substrates [32.103, 109], except for devices
with very small junction areas (< 180 μm2) [32.110]
or for high background operation at temperatures
≥ 77 K [32.104]. LWIR FPAs fabricated from HgCdTe
grown on Si give near-ideal performance even at 40 K
if the junction sizes are sufficiently small to have no
more than ≈ 5 threading dislocations passing through
each junction area. This limits the ideal pixel pitch for
LWIR FPAs to pixel sizes < 25–30 μm [32.110].

There exist in principle two general ways to ame-
liorate the effects of the large lattice and thermal
mismatches between Si and HgCdTe:

1. Reduce the as-grown dislocation density
2. Passivate the dislocations so as to reduce their effect

on device properties.

Buffer Layers to Reduce the As-Grown
Dislocation Density

If the as-grown dislocation density could be reduced
by an order of magnitude, growth on composite Si-
based substrates would be the clear choice for the MBE
growth of HgCdTe. The use of improved buffer layers
is expected to yield quantitative, but not qualitative, im-
provements. The authors have briefly explored the use
of strained-layer CdTe/ZnTe SLs to lower the dislo-
cation density and improve the crystal quality of the
final CdTe buffer layer, but with only moderate suc-
cess. Also, the growth of CdSeTe buffers on top of
the usual CdTe buffers has been suggested. More re-
cently, preliminary results [32.111] have shown that
nanometer-thick perovskite oxide buffer layers tend to
smooth the surface of the final CdTe buffer layer and
may offer a promising approach to reducing the dis-
location density. In particular, under certain growth
conditions, an amorphous silicate layer forms be-
tween the perovskite and the Si, making the perovskite
a potentially compliant buffer and thus potentially
greatly reducing the dislocation density for growth on
Si [32.112]. Another approach [32.113] would be the
epitaxial growth of insulating Be chalcogenides and
then BeCdTe or BeMgTe with a graded lattice pa-
rameter, initially lattice matched to Si (BeSe0.45Te0.55)
and ending with a layer lattice matched to CdTe or
HgCdTe. These layers could be grown in the same
MBE reactor as a CdTe buffer layer, and the final
HgCdTe epilayer would be grown in as part of one con-
tinuous growth run. They should grow with relatively
few defects because the Be chalcogenides have very
high stacking fault energies – more than ten times that
of ZnS, which suppress the formation of dislocations.
Also, the Be chalcogenides have a much higher thermal
stability than CdTe or ZnTe. Alternatively, one could
just use a single BeTe layer, which shows [32.114] good
two-dimensional growth on Si:As and has an interme-
diate lattice constant. However, Be would be a very
difficult contaminant to remove from the MBE growth
chamber.

Thermal Cycling to Reduce the Dislocation
Density

It has been shown that the thermal cycling of HgCdTe
grown by MBE or MOCVD on CdTe/GaAs and
CdTe/Si substrates can greatly reduce the HgCdTe
dislocation density. Dislocation densities as low as
2.3 × 105, almost as low as those obtained for growth
on CdZnTe, have been obtained by thermal cycling be-
tween 300 and 490 ◦C [32.115]. The reduction in the
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HgCdTe dislocation density was accompanied by an in-
crease in the CdTe dislocation density by two to three
orders of magnitude. This effect was explained as due to
the large thermally induced stresses between the CdTe
and the Si or GaAs. The problem with this approach
is that high-temperature annealing can cause substan-
tial diffusion and destroy the sharpness of the hetero-
and homojunctions required by many modern detector
designs.

Growth on Si-Based Compliant Substrates
Growth on compliant substrates was first suggested by
Lo [32.116]. Compliant substrates either take up most
of the strain associated with a lattice mismatch or get-
ter the dislocations formed at the epilayer–substrate
interface. A compliant substrate is made much thin-
ner than the epilayer grown on it and is free to slide
against a thicker handle substrate. The most common
example of a compliant substrate is a Si-on-insulator
(SOI) structure with a Si layer ≈ 10 nm thick float-
ing on an SiO2 layer on a Si handle. Modification of
the relaxation behavior in lattice-mismatched films due
to growth on SOI compliant substrates is well docu-
mented. TEM measurements for SiGe grown on such
films have shown dislocation densities reduced by more
than five orders of magnitude [32.117]. AFM mea-
surements have shown a factor of four reduction in
surface roughness, and the XRD FWHM was shown
to be reduced from 270 to 155 arcsec [32.118]. It has
been shown that in this case the compliant thin Si
layer does not deform elastically to absorb the strain
due to the lattice mismatch, but rather facilitates a net
downward image force on the dislocations so that they
grow into the thin Si layer rather than the SiGe epi-
layer [32.117, 118]. In preliminary studies CdTe has
been grown on an SOI substrate 20 nm thick. As op-
posed to the tensile strain found for growth on the usual
Si substrates, the CdTe was found to be under com-
pressive strain due to the difference between its thermal
contraction and that of Si during the cooldown from its
growth temperature to room temperature. However, the
fact that CdTe has lower energies of formation for stack-
ing faults and dislocations than does SiGe will make
it more difficult to grow dislocation free CdTe on an
SOI substrate. Ge/SiO2/Si would be an attractive alter-
native compliant substrate because Ge is more nearly
lattice matched to CdTe than is Si and has even been
used as a bulk substrate for the growth of HgCdTe.
This substrate and a method for its growth are suggested
in [32.113].

Selective-Area Growth on Patterned Substrates
There are two basic approaches to patterned heteroepi-
taxial growth. The first involves selective-area growth
on a prepatterned substrate followed by lateral epitax-
ial overgrowth (LEO). The second involves the standard
planar growth of a buffer layer followed by pattern-
ing of the buffer, annealing and then LEO. Both have
been used with great success. The first approach has
been used with MOCVD to grow GaAs on Si (4% lat-
tice mismatch) [32.119] and GaN on Si (22% lattice
mismatch) [32.119–121], as well as CdTe on Si (19%
lattice mismatch) [32.122, 123], with dislocation den-
sities much lower than those for planar growth in all
cases. Patterned growth and LEO by MBE have been
published only for GaAs on a patterned GaAs sub-
strate [32.124] and for GaN on patterned Si [32.125]
and has not been considered possible for CdTe. How-
ever, using nanopatterning with a CdTe seed layer,
Bommena now has achieved the selective growth of
CdTe on Si and LEO with MBE. Although much re-
mains to be demonstrated, this work may open the door
to finally overcoming the lattice mismatch between Si
and CdTe. If nanopatterning does not sufficiently reduce
the dislocation density at the CdTe surface, a further re-
duction could be achieved by patterning compliant SOI
rather than Si.

The second approach has been used to remove al-
most all threading dislocations from patterned ZnSe
epitaxial layers grown on GaAs by MOCVD by bending
them over along glide planes to the pattern side-
walls [32.126, 127]. The activation energy for the glide
process (≈ 0.7 eV) requires a high-temperature anneal,
400–600 ◦C, making this approach less desirable for
MBE growth of CdTe.

Passivation of Dislocations
A possible alternative to achieving an order of mag-
nitude reduction in the dislocation density would be
to achieve a partial reduction in the dislocation den-
sity and attempt to passivate the remaining dislocations,
i. e., eliminate the trap states normally introduced by
dislocations. The hydrogen passivation of both shallow
and deep levels has been well studied in many major
semiconductors, particularly Si and GaAs. Perhaps, its
most prominent application is in α-Si : H solar cells.
Notably, it has been found to significantly reduce leak-
age currents through dislocation cores in GaN [32.128].
Atomic hydrogen has been found to passivate shallow
donors and acceptors in virtually all semiconductors.
The exact mechanisms by which hydrogen passivates
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deep levels are poorly understood, in part due to the
lack of a clear understanding of the microscopic nature
of many deep levels. The passivation of shallow and
deep levels in CdTe and has received some attention;
hydrogen was found to be an effective passivant when
introduced in either molecular or atomic form, improv-
ing both electrical and optical properties [32.129–131].

The effects of hydrogen in HgCdTe still are not
clear. Early research on the hydrogen passivation of
HgCdTe involved electrochemical methods of introduc-
ing hydrogen into Hg0.5Cd0.5Te, followed by deep-level
transient spectroscopy to determine its influence on
deep levels [32.132, 133]. The dominant deep levels
at approximately Eg/2 and 3Eg/4 were significantly
reduced in concentration after hydrogenation. Unfor-
tunately, annealing at 70 ◦C restored their activity.
Two more recent papers [32.134, 135] examine the ef-
fects of the hydrogenation of mercury-vacancy-doped
MWIR and LWIR HgCdTe. Reference [32.134] con-
cludes that electron cyclotron resonance (ECR) plasma
hydrogenation is effective in passivating surface trap
states, whereas [32.135] concludes that its only role is
to passivate mercury vacancies.

Recently [32.136], attempts have been made to pas-
sivate the dislocations in HgCdTe grown on Si with
hydrogen introduced via an ECR plasma. The dan-
gling bonds formed along the dislocations give rise to
states in the bandgap that act as Shockley–Read–Hall
recombination centers. However, the attachment of hy-
drogen to the dangling bonds would be expected to
eliminate the gap states, forming bonding states in the
valence band and antibonding states in the conduction
band. Hall mobility and minority-carrier lifetime data
indicated that the incorporated hydrogen did passivate
both scattering and recombination centers. It also was
found that dislocations act as atomic diffusion channels
both for outdiffusion, observed during annealing, and
for indiffusion during ECR hydrogenation. Therefore
it is reasonable to conclude that dislocations would be
among the first type of defects to be passivated when
samples are exposed to ECR plasmas, and that this
passivation of dislocations was primarily responsible
for the observed increases in mobilities and minority-
carrier lifetimes. Preliminary stability studies indicated
that the beneficial effects of hydrogenation remain after
3 months shelf storage and after heating to 80 ◦C.

Te and As Monolayers on Si
The growth of an As monolayer on Si before the growth
of a CdTe or ZnTe buffer layer has been shown to
be crucial [32.137]. First-principles density-functional

calculations of Te adsorption on Si(100) [32.138] and
pseudopotential density-functional calculations of the
electronic and atomic structure of monolayers of Te
and As on Si(211) [32.139] have been performed. Te-
covered surfaces were found not to have any definitive
reconstruction, explaining conflicting experimental re-
sults for the reconstruction [32.138]. Both As and Te
surfaces were found to be metallic [32.139]. More
importantly, the effects of Te passivation and As pas-
sivation of the Si surface before CdTe growth have
been compared experimentally [32.137]. The CdTe film
grown on a substrate treated with a Te flux was found
to exhibit a rough film–substrate interface and to have
very poor crystalline quality with a ≈ (111)A orienta-
tion. In contrast, the CdTe film grown under identical
conditions except that the Si substrate was treated with
an As flux was found to have an atomically abrupt
film–substrate interface and a single-domain structure
in the technologically preferred (111)B orientation. On
the As-passivated surface the CdTe growth is initiated
with Cd atoms having one bond to an As atom and
three bonds with Te atoms from the incoming Te flux,
producing an initial smooth Te stabilized growth sur-
face. Recently, the structure of the As and Te atoms on
As-passivated Si(211) surfaces after the early stages of
ZnTe growth has been investigated [32.140] by x-ray
photoelectron spectroscopy (XPS) and ion-scattering
spectroscopy (ISS). It was found that the Si(111) ter-
races are completely covered by a monolayer of As, but
that the step edges were left free to be covered by the
first layer of Te atoms, allowing optimum nucleation of
either a ZnTe or a CdTe buffer.

32.3.4 Other Substrates

As seen in Table 32.1, the characteristics of GaAs are
intermediate between those of CdZnTe and Si. GaAs
was the first substrate commonly used as a substitute
for CdTe, is still the most commonly used substrate
for the LPE growth of HgCdTe, and is still used for
the MOMBE and MBE growth of HgCdTe by some
groups. Although the lattice mismatch between GaAs
and HgCdTe is 13.6%, high-quality HgCdTe can be
grown on CdTe/GaAs substrates. However, growth on
GaAs does limit the growth area to ≈ 1/30 of that
allowed for growth on Si, does not allow monolithic
integration, and allows the outdiffusion of Ga and As
into the HgCdTe, which can seriously affect the electri-
cal properties of the HgCdTe. To bring the diffused Ga
and As in the HgCdTe down to background levels, one
must grow either CdTe/ZnTe SL buffer layers [32.51]
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or thick (3–8 μm) CdTe buffer layers [32.51, 141] The
dislocation density of HgCdTe grown on CdTe/GaAs
is similar to that of HgCdTe grown on CdTe/Si : As.

Ge also is still used as a substrate for the MBE
growth of HgCdTe with CdTe buffer layers. As in the
case of Si, large-area Ge substrates are available. Two-
color MWIR FPAs fabricated from HgCdTe grown on
Ge substrates displayed responsivities, noise charac-
teristics, and operabilities matching those of detectors
fabricated from HgCdTe grown on CdZnTe substrates,
although the HgCdTe grown on Ge substrates was of
lower quality [32.142, 143]. Because Ge is a more ho-
mogeneous substrate than CdZnTe, the XRD FWHM
of the HgCdTe grown on CdTe/Ge was more uniform;
however, it was ≈ 50% larger than that of the HgCdTe
grown on the better CdZnTe substrates. Also, the dis-
location density was two orders of magnitude higher
in the HgCdTe grown on CdTe/Ge, indicating that
CdTe/Ge substrates would not be suitable for LWIR
or VLWIR material. In summary, Ge would appear to
have most of the advantages and disadvantages of Si as
a substrate material, with easier to prepare growth sur-
faces, but without quite as large a possible area, quite as
high a crystal quality, or the great potential advantage
of being used for monolithic detectors.

In the past, sapphire also has been extensively used
as a substrate for the MBE, VPE, and LPE growth
of HgCdTe and the fabrication of MWIR photodi-
odes [32.144], although it is no longer used for MBE
growth. It has high crystalline quality, high electrical
resistivity and thermal conductivity, and low cost, and
is robust. However, like GaAs, sapphire substrates are
available only with areas ≈ 1/30 of that allowed for

growth on Si. Also, CdTe buffers grown on sapphire
exhibit a high density of dislocations, although that den-
sity is rather uniform, allowing the fabrication of highly
uniform devices. Also, sapphire is not transparent in
the LWIR and VLWIR, and thus cannot be used as
a substrate for back-illuminated devices in those spec-
tral ranges.

The final possible substrate material we consider
is InSb. The physical properties of InSb suggest it as
an almost ideal substrate for the epitaxial growth of
HgCdTe. InSb and IR HgCdTe have almost identical
lattice constants and coefficients of thermal expan-
sion, and HgCdTe has been grown on InSb with XRD
FWHM values as low as 18–22 arcsec [32.145]. Also,
InSb wafers are available with diameters up to 4 inches.
However, a number of difficult issues must be solved
before InSb can be developed as a substrate material for
the growth of HgCdTe. First, InSb has a low melting
point (527 ◦C) and a tenacious native oxide, precluding
thermal desorption as a wafer cleaning technique. The
oxide can be removed in situ by Ar sputtering, and the
induced damage partially removed by thermal anneal-
ing, but some surface and subsurface damage remains.
Second, In2Te3 forms readily at the interface, creating
structural defects that degrade any following CdTe or
HgCdTe epitaxial growth, although this effect can be
partially suppressed by using a Cd-enhanced flux during
the initial CdTe growth. Finally, both In and Sb diffuse
rapidly into CdTe and HgCdTe, where they strongly
affect the electrical properties. Thus, appropriate diffu-
sion blocking buffer layers would be required with the
use of InSb substrates unless the substrates are removed
before any annealing.

32.4 Design of the Growth Hardware

The reader is referred to [32.13] for a comprehensive
review of the growth hardware for MBE growth. Here
we discuss only two more recent growth hardware is-
sues of importance for the MBE growth of HgCdTe:
the mounting of the substrate on which the HgCdTe is
to be grown, and the valving of the effusion cells which
supply the growth materials.

32.4.1 Mounting of the Substrate

The standard mounting geometries for MBE substrates
include contact and contactless configurations. In the
contact configuration the substrate is bonded to a dif-

fusion plate using a mounting or bonding medium such
as In or Ga. Contactless configurations were introduced
to reduce the risk of contamination from the mounting
media such as In or Ga; thus they are referred to as
free or In-free mounting configurations. Another advan-
tage of contactless configurations is the smaller thermal
mass, allowing more rapid substrate temperature ad-
justments. In contactless configurations, the substrate is
sandwiched between a diffuser plate and either a Mo
retaining spring plate for a square substrate such as
CdZnTe or a Mo ring for round substrates such as Si.
The diffusion plate can be just a Mo plate; however,
to achieve a constant growth temperature with only
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a Mo plate one must severely ramp the nominal thermo-
couple temperature during growth [32.146]. Moreover,
for a fixed thermocouple reading, the actual growth
temperature depends strongly on the exact position of
the thermocouple and on the mounting geometry, and
its run-to-run variation was found to be > 10 ◦C, as
measured by optical pyrometry and by SE. As an im-
provement, the diffuser plate can be replaced by a Mo
plate and a graphite disk in contact with the substrate. It
also was found to be beneficial to put a sapphire disk
between the Mo plate and the graphite disk because
the flat sapphire disk offers better mechanical support
to the soft graphite plate. The use of a diffuser plate
with a graphite plate in contact with the sample in-
creases thermal conduction, decreasing the importance
of irradiation, thereby allowing much better temperature
run-to-run reproducibility. Another mounting problem
is that the substrate must be rotated at a constant rapid
angular velocity to ensure a uniform beam flux across
a growth wafer, and with a wobble as small as possible
to avoid excessive noise in the SE data.

The temperature ramping recipe that has to be em-
ployed to keep the growth temperature constant depends
on the substrate area compared with the area of the
diffusion plate. For example, for the growth of large-
area samples, the substrate can be either (i) directly
exposed to the heater and heated by irradiation, or
(ii) juxtaposed to a diffuser plate and heated mainly by
conduction. Case (iii) is that of smaller-area substrates
such as CdZnTe, which are mounted using a molybde-
num spring plate that holds the substrate in contact with
a diffuser plate facing the heater. The heating power is
determined by a closed-loop feedback involving a ther-
mocouple, which floats in the gap between the heater
and the substrate. Its readings are related to both the
heater and substrate temperatures, and in some cases
even to the temperature of the cell walls. Thus, the
grower of HgCdTe faces a serious temperature stabi-
lization problem during growth, since it has a very
small growth window in comparison with other MBE-
grown materials. It has been experimentally observed
that in case (i) the heater temperature must be ramped
down [32.146], whereas in cases (ii) and (iii) (which
have some similarity to mounting on a full molybde-
num block) a temperature increase is necessary to keep
the growth temperature constant [32.147]. Case (i) has
been the most widely investigated, especially for III–V
MBE-grown materials [32.148, 149]. Here the temper-
ature transient is believed to stem from the fact that
the substrate is largely transparent to infrared radiation,
whereas the growing material is not. Thus the thermal

absorptivity increases during growth, which results in
an increase of the temperature. If the sample heating
mechanism is conduction rather than irradiation, as in
cases (ii) and (iii), material deposition results in a tem-
perature decrease. This is because the emissivity of the
front face increases without any substantial change in
the heat conducted through the sample, as the substrate
is much thicker than the epilayer being grown. Also ra-
diative energy from the effusion cells can increase the
substrate temperature, especially at nucleation, when
temperature stability is essential to achieving good crys-
talline quality [32.150].

For these reasons, several optical methods have
been used to measure the HgCdTe temperature in situ,
such as (a) SE [32.151], (b) in situ FTIR spec-
troscopy [32.152], (c) dynamic reflectance spectroscopy
(DRS) [32.153], and (d) absorption-edge spectroscopy
(ABES) [32.154], on both II–VI and III–V materials.
It has been shown that good reproducibility can be
obtained from SE even though it gives no direct infor-
mation on the growth temperature (Sect. 32.5.1). In the
case of HgCdTe, DRS measurements must be carried
out from the back face of the sample and generally re-
quire the deposition of a reflecting intermediate layer.
For FTIR and ABES the HgCdTe must be optically
thick to obtain reliable readings, so they are not ap-
plicable during the early stages of growth. However,
information provided by RHEED spectra also can be
used to indirectly analyze the growth surface tempera-
ture stability. In fact, RHEED and SE so far are the only
measurements capable of characterizing growth nucle-
ation in situ.

The employment of spring plates coated with ma-
terials with infrared emissivities similar to that of the
HgCdTe to be grown allows the temperature ramping
to be dramatically reduced or even eliminated for the
growth of small-area samples. By employing a graphite
plate in addition to a diffusion plate and coating the
spring plates with an appropriate material, a dramatic
improvement in growth yield was found. So long as
substrates with similar characteristics were used, ther-
mocouple run-to-run errors as low as ±(2–3) K were
found for samples mounted with graphite plates and
appropriately coated spring plates.

32.4.2 Valving of the Effusion Cells

Valved cells were introduced in the MBE growth of
III–V materials as early as 1993 [32.155]. For the
growth of HgCdTe a valved Hg source was introduced
at the Microphysics Laboratory (MPL) of the Univer-
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sity of Illinois at Chicago in 1998 and a valved Te
source was introduced at the Rockwell Science Center
in 1999 [32.156]. The use of a valved As cracker cell
also recently has become common. The different valved
cells share the same design concept, but with the Hg cell
having a tube connected to the Hg reservoir to ease the
Hg supply and the As cell having a high-temperature
cracker to increase the ratio of As and As2 to As4 in
the exeunt flux. The Hg and As fluxes can be precisely
controlled and optimized by adjusting the computer-
controlled needle valve for nearly continuous or abrupt
flux changes with rapid flux stabilization, quick shutoff,
and improved growth reproducibility. Also, the exit ori-
fices of the valves can be customized to obtain excellent
flux uniformity in any MBE systems. All these supe-

rior flux control capabilities are extremely desirable to
maintain the optimized MBE growth of HgCdTe hetero-
junction material with complicated design architectures,
which is impossible to achieve using conventional ther-
mally controlled sources.

An As-valved cracker cell provides the convenience
of a gas source with the safety of a solid source, which
is beneficial to optimize flux profiles in time, reduce
As consumption, and eliminate unintentional As in-
corporation into heterojunction structures. The source’s
cracking zone temperature can be adjusted to gener-
ate either As4- or As2-dominated flux beams. Such
a valved cracker design also offers great flexibility to
adjust the charge capacity and obtain optimized crack-
ing efficiency.

32.5 In situ Characterization Tools
for Monitoring and Controlling the Growth

Because the sticking coefficient of Hg is very much
lower than those of Cd and Te, the growth window for
MBE growth of HgCdTe is very small. The window in
growth temperature for the growth of optimal epilayers
has been reported to be as low as ±0.5 ◦C, and that for
the Hg flux ±2.5%, which corresponds to ±0.5 ◦C in
the temperature of the Hg cell [32.71]. This precise a de-
gree of control is not possible, but it is very desirable to
be able to control the growth temperature within ±3 ◦C
and the Hg flux within ±5%. Furthermore, to obtain
a desired cutoff wavelength or cutoff energy ±6% in
a device, one must control the Cd composition x within
±0.002. Thus, excellent in situ monitoring and con-
trolling of the growth are necessary, requiring multiple
methods for monitoring and controlling the growth.

32.5.1 Spectroscopic Ellipsometry (SE):
Basic Theory and Experimental Setup

Due to its simplicity, intrinsic accuracy and nonin-
vasiveness, spectroscopic ellipsometry (SE) is widely
used as an in situ tool to monitor, control, and char-
acterize the MBE growth of Hg1−xCdxTe alloys. The
growth temperature, alloy composition, and presence of
defects, overlayers or roughness at the surface in prin-
ciple all are measurable by in situ SE, if the appropriate
data analysis technique is used. Here, greatest attention
is given to:

1. The use of SE to determine the temperature and
surface roughness of substrates and the composi-

tion and surface roughness of the HgCdTe during
growth

2. The principal methods of analysis of SE data,
pointing out the strengths and weaknesses of each
method.

Various specialized applications of SE in the study of
the MBE growth of Hg1−xCdxTe also are given.

Since shortly after its introduction [32.157] as an
in situ characterization tool in 1991, ellipsometry has
been applied primarily to find the Hg1−xCdxTe al-
loy composition x. Single-wavelength ellipsometers
were first used for this purpose [32.158, 159]. In 1964
44-wavelength SE was used to determine x to within
±0.01 during MOCVD growth of Hg1−xCdxTe and
feedback control was established to force x to converge
faster to its targeted value [32.160, 161]. Growth rate
control and monitoring of the CdZnTe preparation pro-
cedure, its surface roughness, and its temperature were
reported in 1996 [32.162]. By 1998 SE was mature
enough to be introduced in a production environment, as
the run-to-run precision in x had improved to ±0.001 or
±0.002 [32.163]. Now SE has entered the realm of stan-
dard use for compositional control, even in industry. In
actuality, the capabilities of SE go well beyond the de-
termination of x, although little work has been done to
explore other applications.

Introduction to Ellipsometry
Ellipsometry is a polarimetric technique that uses the
change of polarization of light upon reflection for
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the characterization of surfaces, interfaces, and thin
films [32.164]. If the analyzed surface is homogeneous,
isotropic, and not contaminated by the presence of
overlayers, and neglecting the difference between the
electronic structure at the surface, a single ellipsomet-
ric measurement with light of wavelength λ yields the
complex optical dielectric function εs(λ) of the material
at that wavelength

εs(λ) = εa(λ)

[
sin2 φ+ sin2 φ tan2 φ

(
1−ρ

1+ρ

)2]
,

(32.1)

where εa(λ) is the dielectric function of the ambient, φ is
the angle of incidence, and ρ is the complex reflectance
ratio rs/rp = tan Ψ eiΔ, where rs and rp are the Fres-
nel coefficients, i. e., the ratios between the incident and
reflected electric fields for s- and p-polarized light, re-
spectively. If n > 1 layers are optically accessible, εs(λ)
is replaced by a pseudodielectric function 〈εs(λ)〉 that
depends on the dielectric function of each layer and the
thickness of the first n −1 layers.

Multiwavelength ellipsometry (SE) provides the
frequency-dependent dielectric function εs(ω), which is
intimately connected to the semiconductor band struc-
ture and in particular to its critical-point (CP) energies.
At these energies Ei there are discontinuities or infi-
nite first derivatives in the joint density of states and
thus, in the absence of line broadening, in the prob-
ability of photon absorption and hence in ε2(ω), the
imaginary part of ε(ω). Great effort has been devoted
to the precise determination of the CP energies and
line widths because they reflect any changes in tem-
perature, composition, and other physical parameters.
Given an ellipsometer with sufficient resolution and low
noise, accurate determinations of the CP energies can be
achieved by higher-order differentiation of the experi-
mentally measured dielectric function [32.165], which
greatly enhances the CP structure.

The actual measured quantities are the Fresnel coef-
ficients of the sample, which usually are organized into
Jones matrices of the form

J =
(

rpp rps

rsp rss

)
= rss

(
ρpp ρps

ρsp 1

)
. (32.2)

The Jones matrix of a stack of layers is just the prod-
uct of the Jones matrices of the layers in the stack. For
isotropic materials, such as HgCdTe and its substrates,
the Jones matrices reduce to diagonal form. Since no ex-
isting in situ ellipsometer can measure all four Fresnel
coefficients in one reading at a single azimuthal angle,

surface anisotropy due to oriented surface defects or the
morphology of high-index surfaces can only be treated
in an approximate fashion as a source of uncertainty.

The polarizing properties of any sample are given
by its Mueller matrix, which relates the Stokes vec-
tor S of the exiting reflected, transmitted or scattered
light to that of the incident light S0. For a homoge-
neous, isotropic semiconductor, the Mueller matrix can
be represented as the product of an ideal linear polar-
izer with transmission axis ψ and an ideal retarder of
retardance Δ

M

=

⎛
⎜⎜⎜⎝

1 − cos 2ψ 0 0

− cos 2ψ 1 0 0

0 0 sin 2ψ cos Δ sin 2ψ sin Δ

0 0 − sin 2ψ sin Δ sin 2ψ cos Δ

⎞
⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎝

1 −N 0 0

−N 1 0 0

0 0 C S

0 0 −S C

⎞
⎟⎟⎟⎠ . (32.3)

The final form in (32.3) holds even with depolar-
ization; in general, C2 + S2 + N2 = p2, where p = 1
for nondepolarizing samples and p = 0 for completely
depolarizing samples. C, S, and N completely char-
acterize all isotropic, homogenous materials, even
depolarizing ones. If the further assumption is made that
a sample is nondepolarizing, then the knowledge of any
two of C, S, and N suffices to calculate the pseudodi-
electric function.

Ellipsometer Designs
The primary ellipsometer designs in use for in situ SE
are the rotating compensator ellipsometer (RCE) and
the rotating analyzer ellipsometer (RAE). These designs
differ in how fully they characterize the Mueller ma-
trix. In the RAE [32.166], light generated by the source
is first linearly polarized by a polarizer, then reflected
by the sample, goes through an analyzer, and finally
enters the photodetector. The presence of the first polar-
izer makes the measurement immune from polarization
by the source optics. The analyzer is continuously ro-
tated to generate a modulation of the detected signal,
which is Fourier-analyzed to extract C and N . This
design cannot measure S because that would require cir-
cularly polarized light. A simple calculation shows that
the irradiance at the detector is given by

I = Idc + Is sin 2ωt + Ic cos 2ωt ,
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where
Is

Idc
= C sin 2θp

1− N cos 2θp
,

Ic

Idc
= cos 2θp − N

1− N cos 2θp
.

(32.4)

The azimuthal angle of the polarizer θp can be deter-
mined through a calibration procedure [32.167, 168].
Because S does not appear in these equations, even in
the absence of depolarization only S2 is determined, and
the sign of Δ is undetermined. Also, the sensitivity of
the RAE ellipsometer is zero for ε2(ω) = 0, hence, at
or below the optical energy gap of semiconductors. In
particular, RAE ellipsometers designed for the charac-
terization of HgCdTe in the region around the E1 CP
(2–3.5 eV) do not perform well for CdTe or Si in the
same energy range.

The RCE was introduced to circumvent these limi-
tations. A compensator is inserted between the polarizer
and the sample. In the most common design, the com-
pensator is rotated continuously, whereas the analyzer
and the polarizer remain fixed. The output irradiance at
the detector has extra Fourier components, of angular
frequency 4ω,

I (t) = Idc + I (2)
c cos(2ωt)+ I (2)

s sin(2ωt)

+ I (4)
c cos(4ωt)+ I (4)

s sin(4ωt) ,

which allows C, S, and N to be calculated without am-
biguity. Thus, the RCE determines the sign of Δ, gives
accurate readings even for ε2(ω) = 0, and can measure
depolarization. Several other ex situ designs which have
been proposed can measure the anisotropic dielectric
function and the depolarization at a single azimuthal
angle, taking only two separate measurements, for ex-
ample that by Jellison and Modine [32.169], but no
applications to in situ measurements of HgCdTe have
been proposed.

Retrofitting the MBE Chamber
The setup for in situ experiments is complicated by
many constraints, and the data are subject to more
sources of uncertainty than in an ex situ setup. Con-
straints are for example posed by the availability of
ports for the windows, the window type, the intrinsic
characteristics of the substrate manipulator, etc. The
effect of windows on accuracy is very large for most el-
lipsometers [32.170]. Different ellipsometers measure
different linear combinations of the Mueller matrix
elements, and therefore differ in how fully they charac-
terize and hence can correct for window imperfections.
The RAE cannot measure even the out-of-plane com-
ponent of birefringence during an experiment, while the

RCE can. It is not possible with any instrument to sep-
arate the in-plane window retardation from that of the
sample, even when the entire Mueller matrix is meas-
ured. To determine the in-plane window retardation one
must resort to measurements with well-known sam-
ples, such as Si oxide of known thickness. Low-strain
bakeable windows, guaranteed to have a birefringence
of less than 1◦, are commercially available, but even
run-to-run variations of the order of 0.1◦, which may
occur when the windows are baked out, can be impor-
tant. Also, the measured ε2(ω) is extremely sensitive to
changes in the angle and plane of incidence, so that
much care must be taken to minimize wobble using
wobble-free manipulators and a proper substrate mount-
ing procedure. Unfortunately, substrate rotation cannot
be avoided. Thus, it is common to equate the data ac-
quisition time to the total rotation time of the substrate.

32.5.2 SE Data Analysis

To interpret ellipsometric results, the complex reflection
coefficients must be computed from a model of the sam-
ple surface. In the general case, one constructs a model
for the dielectric function which depends on the param-
eters to be determined. This is fitted to the experimental
data using the standard Levenberg–Marquardt algo-
rithm. The function itself and possibly its first, second
or third derivatives, or a combination of them, are fitted.
There are two principal approaches to parameterizing
the optical constants of a bulk semiconductor, based ei-
ther on the construction of calibrated libraries of optical
dielectric functions or on the determination of their CP
parameters. Library models are commonly used to find
the composition and surface roughness of HgCdTe dur-
ing growth, and the temperature and surface roughness
of CdZnTe or CdTe before growth. Their main advan-
tage is their ease of use. Unfortunately, when growth
conditions are changed, such models can suffer from
large run-to-run uncertainties, due to changes in surface
morphology, small changes in temperature, and changes
in window retardation and birefringence. The use of CP
models for the dielectric function has been introduced
to reduce these uncertainties.

Multilayer Models
and the Virtual Interface Approximation

The most common multilayer model for HgCdTe,
CdZnTe, and CdTe characterization is a three-layer
model, comprised of epilayer or substrate, a surface
roughness layer, and the ambient, normally vacuum.
If the optical constants of the growing layer are un-
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known, the virtual interface approximation [32.171,
172] and dynamic algorithms can be used to extract
them, the growth rates, and in some cases even the
surface roughness of the growing layer at the begin-
ning of growth. Exact expressions for the dielectric
function ε0 of a virtual surface located at the physi-
cal surface can be found as a function of the measured
pseudodielectric function 〈ε〉. These expressions can
be fitted to the experimental data to obtain estimates
for both the near-surface composition and the growth
rate, as shown [32.150] for MOCVD-grown HgCdTe.
The virtual interface approximation has attained great
importance for the characterization of HgCdTe, as it
provides a way to monitor growth nucleation.

Surface Roughness
Surface roughness results in reflectance loss, polariza-
tion of the specularly reflected light, and the introduc-
tion of stray light reflected at near-specular angles. Most
of the specularly reflected light is reflected coherently
and stays polarized. Part is reflected incoherently and
is depolarized, but the depolarization caused by a small
degree of microscopic roughness is minimal and needs
to be taken into account only for moderately to very
rough surfaces. In that case, near-specular scattering
may also play a role [32.173]. For roughness on a scale
smaller than the wavelength of the reflected light, the
changes in the coherent, polarized part of the reflected
beam can be described by the Bruggeman effective
medium theory (EMA) [32.174,175]. That theory is de-
rived from the Clausius–Mossotti expression [32.176]
for the dielectric response of a heterogeneous medium
of point-like microstructures embedded in a host for
the case of an aggregate of two types of microstruc-
tures in which the volume fractions of the two types are
comparable, so that the host must be chosen as some
self-consistently chosen effective medium. In the EMA
the dielectric function of the effective medium is chosen
to be

ε = εaεb + ε̄( faεa + fbεb)

ε̄+ ( faεb + fbεa)
, (32.5)

where εa and εb are the dielectric functions of the
two types of microstructures, ε̄ = (q−1 − 1)εb, and q
is a screening parameter between zero and one. The
thickness t of the roughness layer is related to the mean-
square roughness by t = 2

√
2σz [32.177]. The void

fraction in the roughness layer is commonly taken to
be 50%, so that (32.5) reduces to the form ε = [2εb +
ε̄(1+ εb)]/[2ε̄+ (1+ εb)].

Analysis Based on Dielectric Function Libraries
Libraries of dielectric functions are acquired at a set
of values of one or more parameters, e.g., the tem-
perature and/or the alloy composition, and interpolated
between those values. In the simplest case, libraries
are used in conjunction with multilayer models for the
dielectric function. A typical model valid only for opti-
cally thick layers consists of a composition-dependent
epilayer or temperature-dependent substrate, surface
roughness, and ambient. The surface roughness is de-
scribed in the EMA. Hence, a fit to the experimental
data yields the thickness t of the roughness layer and
either temperature or composition. In most in situ en-
vironments, it is also necessary to leave the angle of
incidence φ free in the fit, thus having three independent
fitting parameters.

To obtain a meaningful library, one’s ellipsome-
ter must be accurately calibrated, the windows must
be free of birefringence, the angle of incidence must
be known, and the sample composition and tempera-
ture must be known. Also the surface one is measuring
must be exactly known, and no undesired overlayer or
unknown roughness should be present. These condi-
tions are very hard to attain in situ, but they can be
attained at least approximately. A full calibration of the
ellipsometer before data acquisition can be performed
ex situ, with the angle of incidence as well as the sam-
ple type perfectly known. Then, standard calibration
procedures can be performed. For most commercially
available RAEs or RCEs, these calibration procedures
are executed automatically by software algorithms. The
window birefringence must be minimized using strain-
free windows. Residual in-plane birefringence can be
estimated in situ using a thermally grown SiO2/Si cali-
bration sample, the optical constants of which are well
known. Since the window birefringence is approxi-
mately constant on any given MBE system, if low-strain
windows are used, a precision of about ±0.1◦ in the
measured values of Δ is expected. The angle of inci-
dence can be measured in situ in most cases, exploiting
databases of room-temperature optical constants avail-
able in the literature.

Unfortunately, exact knowledge of a sample surface
is very difficult to attain even in situ; submonolayer
overlayers and roughness are always present, even in
the cleanest in situ environment. Fortunately, they can
be estimated by comparison with ex situ data at room
temperature, and subtracted mathematically using the
Jones formalism for multilayer analysis. The caveat
here is that usually surface roughness and oxide layers
are essentially indistinguishable in treating the effects
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of a thin overlayer of unknown thickness [32.178–180].
Usually an oxide overlayer is subtracted from the data
to obtain the bulk dielectric function.

Since all in situ SE measurements of epilayer
and substrate properties are based on the dielectric
function library used, the measuring accuracy and pre-
cision largely depends on that library. Bearing in mind
the caveats discussed above, Johs [32.181] developed
a procedure to measure dielectric function libraries
of growing materials, in particular of HgCdTe during
MBE growth. He confronted with great success the
problem of determining a library of dielectric functions
for different Cd molar fractions, from x = 0.2 to 0.5,
at the ideal growth temperature Tg. His paper discusses
the difficulties that one encounters in measuring a com-
positional library 〈ε(ω; x, Tg)〉 in great detail. Because
ε(ω) depends strongly on T as well as x, the very nar-
row growth window for HgCdTe turns out to be very
helpful in obtaining 〈ε(ω; x, Tg)〉. Because of the very
narrow growth window, the measured thickness of the
surface roughness layer increases rapidly as the growth
temperature departs from the ideal. This allows one to
adjust the temperature to Tg even without knowing its
value and thus to hold the uncertainty in the measured
〈ε(ω; x, Tg)〉 to a minimum.

The compositional control of HgCdTe attained us-
ing the library developed by Johs has been excellent,
as reported by a large number of authors [32.182–188].
Attention has not been focused on the real-time vari-
ations of the composition (which are inaccessible by
routine FTIR measurements in any case), but only on
its average value over the entire layer. This was obtained
as follows: a set of 8–10 measured dielectric functions
was suitably selected to span the entire growth pro-
cess. A global fit was performed, treating the angle of
incidence as a global parameter and leaving composi-
tion and surface roughness free to attain different values
for each spectrum. Finally, the obtained x-values were
averaged to get the average composition.

A fit to 〈ε2〉 yields average compositional values that
are in good agreement with those obtained by FTIR.
The fact that a fit to the measured values of 〈ε2〉 gives
the best ellipsometric measurement of x is due to two
factors:

1. 〈ε2〉 contains much more direct information on the
joint density of states (JDS) than either 〈ε1〉 or Δ

and Ψ

2. 〈ε2〉 is much less affected by variations in the win-
dow birefringence.

These two factors also assure that 〈ε2〉 gives a very
accurate measurement of x when proper care is taken
and when the library used is appropriate for the growth
temperature and growth and SE measurement configu-
rations used. However, it should be emphasized that the
excellent results found for compositional monitoring
and control require fully reproducible growth condi-
tions. Changes in the geometry of the growth setup,
the growth rate, the sample mounting, etc. have been
shown to lead to substantial errors in the HgCdTe
compositions measured using the library function of
Johs. Also, in situ measurements of the composition
y in CdZnTe as a function of temperature using a li-
brary of Cd1−yZnyTe dielectric functions have been
performed for three samples with z = 0.0, 0.045, and
0.125, starting at room temperature, going up to 350 ◦C,
and coming back down to 150 ◦C. He found that the
composition measured upon coming back down in tem-
perature from 350 ◦C was very different from than that
measured going up in temperature, ≈ 0.05 higher over
the range 150–300 ◦C for the CdTe sample. He also
measured the temperatures using the same library, and
found errors in the measured temperatures from −10 to
−30 ◦C for the CdTe sample upon coming back down
in temperature.

The acquisition of a two-dimensional (2-D) library
〈ε(ω; x, T )〉 of HgCdTe pseudodielectric functions as
a function of the two variables x and T is much more
difficult than might be expected a priori. This is be-
cause high-quality HgCdTe only grows within a ±5 ◦C
window, so that to get a temperature library one must
interrupt the growth and ramp the temperature to differ-
ent values. This must be done leaving the layer under
Hg flux to avoid irreparable damage to the surface. We
have found no systematic dependence of the CP ener-
gies on T , in data taken with this procedure, probably
because of Hg evaporation, which alters the compo-
sition near the surface, producing random changes in
the dielectric function and in any measured CP ener-
gies. No alternative procedure has been proposed to
date.

These difficulties may be overcome in the near fu-
ture, for example by a more accurate control of the
Hg flux. However, even if a two-dimensional library
were obtained, one must still conclude that one could
not obtain x and T simultaneously from such a library
without SE data greatly improved over that provided by
the 88-wavelength RAE now commonly used, which
does not provide the resolution necessary to allow the
accurate determination of CP energies through multi-
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ple differentiation of the data. It has been shown that
a fit to the undifferentiated data leaving four param-
eters free (x, T , t, and φ) yields a reasonably good
estimate for T , but also substantially increases the
uncertainty in x and t. A better approach would be
based on the interplay of a 2-D library for 〈ε(ω; x, T )〉
and a knowledge of the energy E1(x, T ) obtained by
multiply differentiating that library with respect to ω.
The energy E1 could be obtained very precisely and
would be almost independent of any surface overlayer.
One could find T as a function of x from a meas-
ured E1, reducing a two-dimensional fitting problem
to a one-dimensional problem using the undifferenti-
ated library. One cannot simultaneously determine x
and T by measuring two CP parameters without an
ellipsometer capable of simultaneously measuring E0
and E1 accurately. No such ellipsometer is available
at present. Measurements of the other Ei do not give
sufficient information; E1 +Δ1 and E0 +Δ0 cannot
be measured sufficiently precisely, and E1 +Δ1 moves
almost in parallel with E1 with changes in x or T .
Also, the line widths Γi depend strongly on mater-
ial quality and cannot be measured as precisely as
the Ei .

A new set of libraries of ε(ω; T ) for Cd1−zZnzTe
for z = 0.0, 0.045, 0.125, and 1.0 is available from
MPL. That library ranges from 75 to 300 ◦C in incre-
ments of 25 ◦C with increments of 15 Å in wavelength
from 1.2 to 5.0 eV and increments of 30 Å from 0.7 to
1.2 eV. The library was obtained by ramping the tem-
perature of each CdZnTe sample up in 25 ◦C steps,
pausing at each step to allow the sample to come to
a steady state, and then measuring ε(ω) at that tem-
perature. The following procedure [32.151] was used.
Clean Cd1−zZnzTe was introduced in the MBE cham-
ber after etching in a 0.5% bromine and methanol
solution, and rinsing in methanol and deionized (DI)
water. The surface oxide was desorbed at ≈ 250 ◦C, the
substrate was ramped to different temperatures, and its
pseudodielectric function 〈ε(ω; T, φ, t)〉 was measured
at each temperature T . The temperature at the surface
was measured with a thermocouple, and the temperature
measurements were calibrated according to the melt-
ing points of Sn and In. A fit to room-temperature data
gave the angle of incidence φ and the thickness t of the
surface roughness overlayer, using calibrated data ac-
quired ex situ. This procedure allowed us to obtain a set
of spectra εCZT(ω; T1, . . . , Tn) with overlayer effects
removed. The library was obtained using an M-2000 el-
lipsometer, which has 220 wavelengths from 1000 to

1700 nm, allowing the differentiation of the data to de-
termine the E0 and E1 CP energies using a CP model,
as discussed immediately below.

One can never ensure that one is measuring the op-
tical constants of an abruptly terminated, clean, and
smooth semiconductor surface. All that can be ensured
is that our optical constants are reproducible, under the
same conditions, on the same system. One cannot en-
sure the absolute accuracy of a library of measured
optical constants, because of window birefringence and
the presence of overlayers, but one can expect one’s
measurements to be reproducible from run to run on the
same system. However, system-to-system portability of
a library is never certain.

Analysis Based on Critical Point (CP) Models
An analysis of the dielectric function which includes
a CP analysis in principle is superior to an analysis
based on libraries, for the following reasons. First, much
of the information obtainable from the derivatives of
the pseudodielectric function is complementary to that
obtainable from fits to the function itself and is not
available from fits to the function itself. That informa-
tion consists of the energies Ei and intrinsic line widths
Γi of all band-structure CPs within the spectral range
of the SE data. Second, the use of a parameterized the-
oretical model for the dielectric function allows us to
measure directly the phase shift of the incoming light in
SE as it passes though a surface overlayer and thus to
measure directly the optical thickness of the overlayer,
which is not otherwise possible. The Ei are virtually in-
dependent of surface overlayers and, given sufficiently
good SE data, can be obtained very precisely.

High accuracy in the determination of the Ei and Γi
is paramount in in situ applications. The problems with
CP analyses are that the data fitting is more difficult and
that low-noise, high-resolution SE data is required to
perform the higher-order differentiation needed to ob-
tain accurate values for the CP parameters. It has been
found [32.189] that it is impossible to perform a use-
ful CP analysis using only the 88 wavelengths available
with an M-88 ellipsometer with the typical signal-to-
noise ratio (SNR) of in situ data. However, the use of an
M-2000 ellipsometer in situ has been found to yield suf-
ficient resolution and a sufficiently small noise level to
allow the profitable use of a CP model for data analysis.

Several CP models have been proposed, but only the
Kim model [32.190] is capable of simultaneously fitting
the optical dielectric function and its derivatives. The
optical dielectric function is given by the fundamental
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expression [32.191]

ε(ω) = 1+ 8π2e2

m2

×
∑

c,v

∫
Wcv(E)dE

×
{[

Φ(�ω− E)−Φ(�ω+ E)
]}

. (32.6)

In this expression, Wcv(E) = Pcv(E)2 Jcv(E) represents
the product of the Brillouin-zone-average transition
probability at the energy E and a joint density of
states (JDS), Jcv(E). Φ(�ω± E) is the broadening func-
tion and is equal to

∣∣�ω± E + iΓ
∣∣−1 for Lorentzian

broadening; in general, the broadening is intermediate
between Lorentzian and Gaussian [32.192]. The JDS is
given by the formula

Jcv(E) =
∫

BZ

δ
[
Ec(k)− Ev(k)− E

]
dk , (32.7)

and counts the number of states per unit energy between
a given pair of conduction (c) and valence (v) bands that
differ by an energy E. The JDS and hence the Wcv(E)
are smoothly varying functions of energy away from the
critical points.

The Kim model parameterizes the fundamental
expression (32.6) by approximating the Wcv(E) by low-
order polynomials in energy multiplied by functions of
energy having the proper analytic behavior at the CPs.
Thus the model has two parameters for each CP, Ei
and Γi , along with amplitude parameters with respect
to which the dielectric function is linear. Wcv(E) is
divided into seven contributions, one for each pair of
connected CPs. The resultant JDS is shown schemat-
ically in Fig. 32.10. The expression for each region

Energy

II
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IV V

VI
I + I'

E0(Γ )
E0(Γ ) + Δ0(Γ )

E1(Λ)

E1(Γ ) + Δ1(Γ )

E1(� ) E1(Σ)

Jcv(E)

Fig. 32.10 Schematic diagram of the joint density of states
of a zincblende semiconductor
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Fig. 32.11 Simultaneous fit of the Kim, et al. model to the
experimental ε2(ω) for GaAs and its first three numerical
derivatives allowing a mixture of Lorentzian and Gaussian
broadening for the four lowest-energy critical points. The
arrows show the energies of the seven critical points used
in the fit. The black dots show the experimental ε2(ω) and
its numerical derivatives; the red curves show the modeled
ε2(ω) and its numerical derivatives

in Fig. 32.10 is given in [32.190] and is fitted inde-
pendently. The expressions for the seven contributions
are substituted in (32.6) and integrated analytically.
A proper harmonic oscillator is also added to account
for out-of-range contributions to ε1(ω).

The Kim model allows:

1. Predictions for the region below the fundamental
gap, but above the onset of phonon transitions

2. The measurement of the true JDS
3. The measurement of the thickness of overlayers us-

ing the measured phase shifts at the CPs.

It was initially tested by simultaneously fitting ε2(ω) for
GaAs and its first three derivatives; the results are shown
in Fig. 32.11; the fit to ε2(ω) was good to 0.4%. It was
later used to fit the dielectric functions of CdTe [32.193]
and ZnSe [32.194] and their derivatives and to obtain
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functional forms for the temperature-dependent dielec-
tric functions of CdTe [32.195] and HgCdTe [32.196]
and the composition dependent dielectric function of
AlGaAs [32.197]. It was found that, with a total of 75
free parameters, the measured ε2(ω) for Al1−xGaxAs
and its derivatives for all compositions could be fitted
by functions of x and ω within a fractional root-mean-
square (rms) error of only 1.2% in ε2(ω; x). When
measuring in situ, fewer parameters should be used be-
cause the data are affected by much larger uncertainties.

One value of using the Kim model is its failure
to fit the measured ε2(ω) for materials having poor
crystalline quality or having overlayers not explicitly
included in the fitting through the use of a multilayer
model. This means that it cannot give incorrect CP ener-
gies to compensate for the effects of overlayers or poor
crystalline quality, so the CP energies given are very re-
liable. This is illustrated by its failure to fit the alloy
series Hg1−yZnyTe and Cd1−yZnyTe. Fits to samples
having different alloy compositions [32.198] failed to
yield a systematic dependence of the room-temperature
Γi on y over the compositional range 0 < y < 1. The
poor material quality of these alloy systems led to fluc-
tuations in the CP line widths with alloy composition
that made it impossible to obtain functional forms for
their composition-dependent dielectric functions. That
result highlights the sensitivity of this model to even
small changes in CP parameters. To be able to mon-
itor such changes opens new horizons for the in situ
monitoring of HgCdTe growth.

Comparison of Results from Fitting to a Library
and from CP Analysis Using the Kim Model

Consider a few cases in which both library functions
and a CP analysis have been used in fitting data obtained
from an M-2000 ellipsometer to measure composi-
tion or temperature. Abad found that the CP energies
found for CdZnTe from the derivatives of the meas-
ured dielectric function are essentially unaffected by
surface changes caused by annealing, even though those
changes cause significant changes in the dielectric func-
tion itself. Also, Badano et al. [32.199] recently have
studied the effect of surface roughness on the ellipso-
metric response from CdTe epilayers having up to ≈
200 Å-thick surface roughness with a correlation length
of several micrometers. SE data were taken ex situ at
room temperature to reduce the noise in the data and
the CP line widths, so as to improve the precision of
measurement of the CP energies. Although the surface
roughness introduced noticeable changes in the dielec-
tric function, the CP energies found were unaffected

by the roughness. Since the sample surface temperature
can be defined solely by the CP energy E1, this con-
firmed that the sample surface does not affect the tem-
perature measured using the Kim model. These results,
which argue in favor of using CP analysis, are not unex-
pected, because the dielectric function of a microscopi-
cally disordered surface does not have sharp derivatives.

Also, Badano et al. [32.200] recently have com-
pared the use of library functions and the use of the Kim
model for the measurement of the temperature of CdTe
epilayers grown on Ge. The layers were ramped up and
down in temperature as in the study by Abad, but only
up to ≈ 250 ◦C, and were measured under a Te flux and
under no flux. The reproducibility obtained using the
two different data analysis methods, upon ramping the
temperature up and then back down, were similar, ex-
cept that the Te flux affected the values obtained for T
using library functions but not those obtained using the
Kim model. An error analysis of the CP fitting proce-
dure suggested that noise in the data should introduce
a random error of approximately ±5 K in the value of
T found using the Kim mode. However, the values of T
obtained using the Kim model were reproducible within
±2 K, an outstanding result. The values for T found
using a library were systematically higher than those
found using the Kim model. Since values obtained us-
ing a library are much more subject to systematic error
while those obtained from the Kim model are much
more subject to random error, it would be reasonable
to ascribe this systematic difference to systematic error
arising from the use of library functions.

On the other hand, even with the use of an M-2000
ellipsometer, the noise in SE data induced random dis-
persions in y and T of the order of ±0.005 in y and
±4 K in T for Cd1−yZnyTe. Those uncertainties are
somewhat too large, although substantially better than
those found using a library of dielectric functions. On
the other hand, it suggests that by measuring y ex situ
at room temperature and then, knowing y, measuring T
in situ, one could obtain more precise values than are
now available. The uncertainties would be substantially
reduced by not having to determine y and T simul-
taneously, and the uncertainty in y would be further
reduced by measuring it ex situ. However, the large
variations in y which sometimes exist from point to
point on a CdZnTe substrate would make this method
problematic, because the in situ and ex situ measure-
ment points on the CdZnTe may not be identical. Also,
Abad found the Kim model to be substantially more
difficult to use than library fitting with the software pro-
vided with the ellipsometer. This result is discouraging
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1098 Part E Epitaxial Growth and Thin Films

with regard to the possibility of being able to measure x
and T in situ simultaneously for HgCdTe, although the
method proposed for HgCdTe is different, involving the
determination of x from a library of dielectric functions
and T from the determination of the CP energy E1.

In conclusion, the use of the Kim model elimi-
nates errors arising with the use of library functions
due to changes in incident flux, surface damage and
surface states, window coatings, etc., but introduces un-
certainties due to the relatively large amount of noise
in in situ SE data. Although for measuring temperature
those uncertainties appear to be smaller than the errors
which easily can occur with the use of library func-
tions, they may need to be reduced further for SE to
become a valuable tool for measuring T . Also, the use
of the Kim model entails fits that are not as robust and
may converge slowly, a serious problem for the in situ
control of growth. The use of the Kim model for the
in situ determination of substrate temperature with an
M-2000 ellipsometer is promising, but would require
a more robust fitting procedure to be justified in a well-
controlled production environment, in which the use of
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Hg partial pressure (10–5 Torr)
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EMA roughness, Δt1

CdTe substrate, ΔT

Fig. 32.12 Calculated thickness t2 of the chemisorbed Hg layer,
obtained as a function of the Hg flux for different substrate tem-
peratures. The uncertainty in each thickness obtained from the
correlation matrix is approximately ±0.4 Å. The values for the Hg
partial pressure are uncorrected N2 pressure readings. The data at
195 ◦C were acquired during a separate run than the data taken at
225, 160, and 170 ◦C. In the 195 ◦C run, the sample was exposed
to Te flux down to a lower temperature, thus it was likely to have
a higher Te coverage. The inset shows the assumed structure and
the fitting parameters used in fitting the SE data

library functions determines T reproducibly even if not
accurately.

However, the use of the Kim model would have two
other advantages, namely the determination of the CP
line widths and, unlike fitting to library functions, the
determination of absolute values for the surface rough-
ness or the thickness of other overlayers. Results from
Badano et al. show that the use of a CP model can
pinpoint the presence of overlayers on a sample, and
does not fit SE data unless a proper model for such
an overlayer is adopted. We envision the possibility of
acquiring libraries of true bulk dielectric functions, by
eliminating the roughness overlayer from the data, and
possibly also the effect of other overlayers due to the
presence of the impinging fluxes. More work is being
done in this field.

32.5.3 SE Study of Hg Absorption
and Adsorption on CdTe

SE has been shown [32.201,202] to measure the relative
abundance of chemisorbed and physisorbed monolay-
ers of Hg on the CdTe substrate surface prior to growth
nucleation. Data with submonolayer resolution were
obtained. The substrate dielectric function was meas-
ured after the substrate was prepared using a standard
procedure, but before subjecting it to Hg flux. Then,
the Hg flux was opened and the dielectric function was
remeasured. In the analysis of the change in the pseu-
dodielectric function due to Hg deposition, two major
approximations were made. First, the surface roughness
and the chemisorbed and physisorbed Hg were treated
as separate layers with the physisorbed Hg on top of
the chemisorbed Hg, and, second, the three-dimensional
(3-D) form of ε(ω; x) for Hg1−xCdxTe for large x was
used to mimic the effect of chemisorbed Hg in the
surface region. Thus, the data were interpreted using
a five-layer model comprised of CdTe substrate, surface
roughness, chemisorbed Hg, physisorbed Hg, and ambi-
ent. The quantities left free in the fit to the data were the
thicknesses of the two Hg layers, that of the roughness
layer, and the plasma frequency ωp in the Drude form
assumed for the dielectric function of the physisorbed
Hg layer. The values found for the relative thicknesses
of the chemisorbed and physisorbed layers are physi-
cally reasonable and show the expected dependence on
the temperature and the Hg flux, as shown in Fig. 32.12.
Although the absolute numbers provided by the anal-
ysis undoubtedly are not accurate, the results confirm
our general ideas regarding the nature of the CdTe(211)
surface under a Hg flux, and is valuable at least techno-
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Molecular-Beam Epitaxial Growth of HgCdTe 32.5 In situ Characterization Tools for Monitoring and Controlling the Growth 1099

logically to obtain a reliable run-to-run characterization
of the surface before growth.

32.5.4 Correlation Between the Quality
of MBE-Grown HgCdTe
and the Depolarization
and Surface Roughness Coefficients
Measured by in situ SE

The SE surface roughness thickness parameter t meas-
ured using an effective medium approximation (EMA)
for the roughness is routinely used to monitor growth.
The surface roughness measured by SE during growth
is a good indicator of the final quality of HgCdTe layers.
Substantive increases in t are always associated with the
onset of 3-D growth and the degeneration of material
quality, mostly associated with the formation of twins.
In addition, the substrate submicroscopic roughness as

Table 32.3 Correlation between the depolarization coefficient ū, the surface morphology, the SRH contribution to the minority
carrier recombination rate, the EMA surface roughness, and the etch pit density
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measured by SE correlates well with the qualitative
roughness inferred from reflection high-energy electron
diffraction (RHEED). Due to the nature of the EMA
model, it is sensitive to roughness on an atomic scale
and can give information about how small-scale de-
fects form. However, it does not model roughness on
a micrometer scale.

The evolution of surface roughness with increas-
ing epilayer thickness for CdTe grown under nonideal
conditions has been studied [32.199]. Both the use of
the Kim model and the use of library functions gave
surface roughness values which initially increased with
increasing epilayer thickness and then decreased. It was
found that the apparent decrease arose from the onset
of macroscopic roughness, which could not be fitted
by the EMA. For rough samples with roughness on
much larger than a nanometer scale, the measured di-
electric function departs significantly from the form
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it takes with only atomic-scale roughness because the
EMA is not suitable for describing larger-scale rough-
ness with lower lateral spatial frequency. Because the
RAE is very sensitive to depolarization effects, we
have introduced a model for the analysis of RAE
SE data, which contains a depolarization coefficient
parameter.

The depolarization coefficient u for the RAE is de-
fined by the equations

cos 2ψ = (1+u) cos 2ψ′ and

cos Δ = cos Δ′
(

1+ 1

sin2 ψ ′ u

)
, (32.8)

where ψ′ and Δ′ are the values of ψ and Δ measured
by SE in the presence of depolarization, and ψ and Δ

are the values in the absence of depolarization [32.203].
The quantity u is the ratio of the intensity of the light
scattered incoherently to that of the specularly reflected
light [32.204]. Obviously, u is a function of wavelength
or frequency, u = u(ω), but no measurements of u(ω)
are available in the literature for rough HgCdTe or
CdZnTe. We define ū as the value of u averaged over
the wavelength range of our SE data. It measures sur-
face roughness on a scale larger than that of the EMA
surface roughness, a lateral scale more nearly of order
the wavelength of the incident polarized light.

We have discovered correlations between the
minority-carrier recombination lifetime τ and ū. It
correlates well enough with τ to be regarded as a use-
ful predictor during growth. Typical results showing
the correlation between ū measured in situ, the sur-
face morphology, the EPD, and the relative importance
of Shockley–Read–Hall recombination processes are
shown in Table 32.3. This suggests that the measure-
ment of ū can be developed as an in situ early warning
of the degeneration of material quality, so that the MBE
growth conditions can be reoptimized to stop the degen-

a) b) c) d)

Fig. 32.13a–d RHEED patterns from CdZnTe substrates for different values of the surface roughness as measured by
SE: (a) 3 Å, (b) 10 Å, (c) 20 Å, and (d) 30 Å

eration of layer quality, and hence improve the material
growth yield.

32.5.5 Surface Characterization
by in situ RHEED

In general, reflection high-energy electron diffraction
(RHEED) has been the most important analytical tool
available to the MBE grower, although SE has now
taken over that role for the growth of HgCdTe. RHEED
employs electron guns and display units such as flu-
orescent screens and/or recording devices such as
charge-coupled device (CCD) cameras to obtain infor-
mation on the structure and/or morphology of crystal
surfaces. It is installed on virtually all MBE systems,
and various authors have given detailed discussions of
applications of RHEED in MBE growth [32.205]. It is
particularly well suited for the in situ characterization of
the growth surface during MBE growth. MBE provides
the high vacuum and clean surface required for RHEED
measurements; in return, RHEED does not interfere
with the incoming particle beams during growth and is
particularly sensitive to the top few layers or even the
top monolayer. It uses relatively high electron energies
(5–100 keV, typically 20 keV for HgCdTe) and very low
impact angles (< 5◦). The high energy of the electron
beam makes the reflected image from an ordered surface
sharp, and the low impact angle allows the electrons
to pass only a few atomic layers into the crystal, giv-
ing an image that represents the structure of the surface
instead of that of the whole crystal. RHEED signals
from single-crystal surfaces that are flat on a nanome-
ter scale produce a RHEED pattern with lines rather
than dots because a 2-D array has a one-dimensional
Fourier transform. Thus, the RHEED image of a smooth
ordered surface shows sharp one-dimensional (1-D)
rods, rather than zero-dimensional (0-D) dots. In con-
trast, an oxide substrate surface layer, being amorphous,

Part
E

3
2
.5
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gives rise to a diffuse diffraction pattern, and relatively
rough surfaces produce a RHEED pattern having dots
rather than rods. The effect of CdZnTe substrate sur-
face roughness is shown in Fig. 32.13. The HgCdTe
(211)B MBE surface normally has several atomic lay-
ers of surface roughness, so the actual RHEED image
normally has reflection and transmission contributions,
which makes the quantitative analysis of the image very
difficult. On the other hand, the analysis of RHEED data
from 2-D growth on low-index surfaces has attracted
great interest, with over 500 publications on oscillations
in the RHEED intensity alone. Such oscillations, with
a period equal to the growth period, were first observed
in the early 1980s in the growth of GaAs [32.206–208],
and in 1989 were observed in the (100) growth of
HgTe/CdTe SLs [32.209]. They were first explained
quantitatively in 1998 [32.210] and remain the subject
of theoretical study even today [32.211].

32.5.6 Other in situ Tools
for Controlling the Growth

Other commonly used in situ tools for controlling the
growth include a heater and thermocouple behind the
substrate to control the growth temperature and a ther-
mocouple and/or ion flux gauge on each effusion cell
to control the flux rates. The difficulty in determining
the growth temperature from the thermocouple reading
was discussed above in Sect. 32.4.1. Because of that dif-
ficulty, an optical pyrometer sometimes is used either
to calibrate the thermocouple or to directly control the
growth temperature. Because of the extreme sensitivity
of the fluxes on effusion cell temperatures, the use of
flux gages (and valved cells) is recommended for any
fluxes which need to be well controlled. Finally, in situ
FTIR, although not commonly used, can be used for
temperature monitoring [32.152].

32.6 Nucleation and Growth Procedure

The nucleation of HgCdTe growth always occurs on
either CdTe, CdZnTe with ≈ 4% Zn or CdSeTe with
≈ 4% Se. The more difficult nucleation process is the
nucleation of CdTe, CdZnTe, CdSeTe or ZnTe on Si or
another severely non-lattice-matched substrate material.
We consider first the nucleation of CdTe or ZnTe on Si
and then the nucleation and growth of HgCdTe.

32.6.1 Nucleation and Growth
of CdTe or ZnTe on Si

The MBE growth of CdTe on Si has been studied for
over a decade [32.54, 93, 97, 99, 212–215]. The pri-
mary issues to be faced when growing Te-based II–VI
compounds on Si(211) are the high density of sur-
face steps, which exacerbates the difficulty of removing
oxygen and other contaminants from the surface, con-
trolling the polarity of the II–VI layer to be grown, and
finally reducing the dislocation density in that layer.
Substrate preparation is a crucial step in the growth
of Te-based II–VI compounds on Si. The two most
important techniques for preparing silicon surfaces for
low-defect epitaxy are oxidation and hydrogen passiva-
tion. Surface oxidation primarily serves to oxidize the
adventitious surface contaminants to facilitate their low-
temperature removal. Wet chemical techniques such as
the RCA technique [32.216] or a modified RCA tech-
nique [32.217], which leave an oxide film ≈ 12 Å thick

on the surface, are effective in reducing contamina-
tion by metals and surface carbon contamination. One
such technique is to clean the Si surface in a mixture
of NH4OH : H2O2 : H2O (1 : 1 : 5, 85 ◦C), etch the ox-
ide in dilute HF (2%), and reoxidize the surface in
a solution of HCl : H2O2 : H2O (1 : 1 : 5, 65 ◦C). How-
ever, these techniques require the oxide layer to be
thermally desorbed in situ at temperatures ≥ 850 ◦C.
Hydrogen passivation describes the formation of a self-
protective layer on silicon surfaces upon exposure to HF
acid. The hydrogen passivation layer has the important
advantage of being volatile at ≈ 560 ◦C. A hydrogen
passivation treatment has been developed [32.218] that
greatly reduces the oxygen and carbon contamination
of the Si surface without an extensive prebaking or
the high-temperature thermal desorption required after
RCA cleaning. This treatment allows the growth of epi-
taxial layers with reduced dislocation densities, but is
substantially more difficult than the RCA treatment.

After thermal desorption of the passivant layer, the
substrate is quickly cooled to ≈ 450–500 ◦C under an
As4 or cracked arsenic flux and then cooled to the
nucleation temperature of ≈ 300–340 ◦C with either
a Te2 flux or no incident flux. This leaves a mono-
layer of As on the surface of the Si. The absorption
of a precursor As layer has been shown to greatly re-
duce the sticking coefficient of Te on the Si surface
and increase its surface mobility [32.219–221] and to
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be essential to the MBE growth of ZnTe [32.219] or
CdTe [32.220] with good growth morphology. A model
has been proposed [32.221] for the effect of the As, and
density-functional calculations of the geometrical and
electronic structures of As and Te on Si(211) have been
performed [32.222].

Different groups have developed a variety of
recipes for the remainder of the growth procedure. Ei-
ther a thin ZnTe buffer layer (≈ 60–500 Å thick) is
grown by migration-enhanced epitaxy [32.96, 97, 99] at
230–300 ◦C or a thicker layer (0.1–1 μm) is grown by
MBE at ≈ 220 ◦C and then annealed at ≈ 360–500 ◦C
under a Te2 flux before the final thick CdTe layer is
grown at ≈ 300 ◦C. The growth of an As precursor and
a ZnTe buffer ensures the growth of CdTe (211)B on Si
(211)B. To further enhance the quality of the final CdTe
epilayer, a ZnTe/CdTe strained-layer SL buffer could
be grown before the CdTe growth. It also has been re-
ported [32.97, 223] that the quality of the CdTe growth
is enhanced by periodically interrupting the growth and
flash annealing at ≈ 530 ◦C or periodically annealing
≈ 10 min at ≈ 360–380 ◦C under a Te2 flux. Reported
CdTe growth rates vary from 0.7 μm/h at 300 ◦C to
1.0 μm/h at 270 ◦C. Both the desorption of the Si pas-
sivation layer and the subsequent growth are monitored
by RHEED and SE.

32.6.2 Substrate Preparation
and Growth of HgCdTe

The following nucleation and growth procedures are
those followed at MPL and at EPIR Technologies;
similar procedures are followed at other laboratories
and production facilities. A 12 keV RHEED system
and an SE system are used routinely to monitor the
substrate preparation and HgCdTe growth in situ.
All substrates are first degreased in two separately
heated trichloroethylene baths followed by rinses in two
methanol baths. They are then prepared for HgCdTe
growth by etching in a bromine/methanol solution, fol-
lowed by several methanol and DI water rinses. This
leaves a Te-rich surface. For CdZnTe substrates, the
etch is performed for 20 s in a 0.5 vol. % solution to
remove the top 1000–2000 Å of the CdZnTe, which
may have polishing damage. For composite Si-based
substrates, it is performed for 5 s in a 1 vol. % solu-
tion to remove 500–1000 Å of the CdTe, CdSeTe or
CdZnSeTe top layer. Finally, the substrate is dried with
nitrogen and loaded into the MBE system. Then it
is slowly heated to 300 ◦C with no incident flux. At
≈ 135 ◦C the surface Te becomes mobile, decreasing

a)

c)

e)

g)

b)

d)

f)

h)

Fig. 32.14a–h In situ RHEED pictures of a HgCdTe sam-
ple grown on a CdZnTe substrate during MBE growth:
(a) CdZnTe substrate as loaded, (b) after removal of Te and
its oxide, (c) after CdTe regrowth and partial cooling to-
wards the growth temperature, (d) at the moment HgCdTe
growth is started, (e) 30 s of growth, (f) 1 h of growth,
(g) about 2 h of growth, (h) after 3 h 45 min (end of growth)

the intensity of the rods in the RHEED pattern and
causing dots to appear. At 195–205 ◦C the Te begins
to evaporate, causing further changes in the RHEED
pattern. At ≈ 220 ◦C the surface Te has evaporated,
and the RHEED pattern again becomes streaky with
rods. RHEED patterns taken during CdZnTe substrate
preparation are shown in Fig. 32.14a–c. For the CdZnTe
substrates, the Te shutter is opened at 300 ◦C, and the
temperature is increased to ≈ 320 ◦C. The substrate
is maintained at ≈ 320 ◦C for 5–10 min and then is
slowly cooled down to 300 ◦C, where 200–500 Å of
CdTe is grown to create a smooth surface. At 300 ◦C
an additional thin CdTe layer is grown on the Si-based
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Molecular-Beam Epitaxial Growth of HgCdTe 32.6 Nucleation and Growth Procedure 1103

substrates and is annealed at ≈ 320 ◦C. This proce-
dure ensures a smooth and clean initial surface prior to
HgCdTe nucleation.

After the final CdTe growth, all substrates are
cooled to the HgCdTe growth temperature, 185±5 ◦C,
as measured by calibration of the thermocouple behind
the substrate. Four temperatures can be used to calibrate
the thermocouple readings:

1. The onset of Te surface mobility on CdTe at
≈ 135 ◦C

2. The onset of Te evaporation at ≈ 195 ◦C
3. The melting temperatures of In droplets on the sur-

face of calibration substrates at 156 ◦C
4. The melting temperatures of Sn droplets on the sur-

face of calibration substrates at 232 ◦C.

The growth of HgCdTe is then begun. A Hg flux is
present even before the growth shutters are opened,
so that the growth starts with a monolayer of Hg.
The growth proceeds at a rate of 2–3 μm/h with
≈ 3 × 10−4 –3.5 × 10−4 Torr Hg flux, 10−6 Torr Te2
flux, and 2 × 10−7 Torr CdTe flux. The growth tempera-
ture is continuously adjusted to minimize the roughness
of the growing surface as measured by SE, and the
CdTe flux is continuously adjusted to maintain the
SE-measured composition at the targeted value. The
evolution of the RHEED pattern during the MBE
growth of a HgCdTe on CdZnTe substrate is shown in
Fig. 32.14d–h. If the growth temperature and/or growth
rate are too high, Te precipitates and crater defects (also
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Fig. 32.15a,b Temperature dependence of the critical thickness during the initial stages of growth. The results shown in
(a) are from a sample with a higher growth rate than that in (b)

called voids) form due to the greatly reduced Hg stick-
ing coefficient; if too low, microtwinning occurs and
surface hillocks appear. To obtain lateral uniformity of
the growth, the sample is continuously rotated and the
growth fluxes are incident off center at an angle to the
normal to the growth surface.

Due to initial island formation, the roughness of the
growth initially increases up to a knee point correspond-
ing to a critical growth thickness. Both the SE surface
roughness and the RHEED intensity of a specular spot
were studied at MPL during the early stages of growth at
temperatures from 170 to 196 ◦C. The knee was found
to occur in the first minute of growth. At the lowest tem-
peratures the increase in roughness continued beyond
the knee, but much more slowly, at intermediate tem-
peratures a very slow recovery was observed beyond
the knee, and at higher temperatures an exponential de-
cay with a time constant ≈ 3 min was observed. After
the HgCdTe growth was paused, a recovery was ob-
served under Hg flux at all temperatures. The critical
thickness is plotted for two representative samples in
Fig. 32.15, hct2352 having a higher growth rate than
hct2387 at the same temperature. The critical thick-
ness of layer hct2387 shows a much weaker dependence
on temperature than layer hct2352. Their critical thick-
nesses are similar above 185 ◦C, but layer hct2352 has
higher critical thicknesses below 185 ◦C. Those differ-
ences can be described in terms of the dimensionless
ratio α = Jw2/Dn0. This is the ratio of the input adatom
flux J times the square of the (111) terrace width w to
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the diffusion constant D times n0, the concentration of
lattice sites for island formation. The results shown in
Fig. 32.15 can be explained as follows:

1. At higher temperatures (small α), the rate of clus-
tering is low, and growth proceeds largely by the
incorporation of mobile adatoms into step edges.
Because most nucleation occurs at the bottoms of
step edges, the activation energies for nucleation
and island formation are predominantly mechanical,
temperature-insensitive energies The critical thick-
nesses would be predicted to be of the same order
as the step heights, ≈ 20 Å.

2. At lower temperatures (large α), the adatoms are
less mobile, so the island concentration builds up
until the islands largely overlap. The lower the
temperature, the lower the adatom mobilities, and
thus the steeper the islands and the greater the is-
land heights before overlapping becomes important.
Therefore, the critical thickness increases rapidly
as the temperature is decreased. The islands and

step edges merge, and less densely populated fresh
roughened terraces are formed (Stranski–Krastanov
growth). The build-up of islands is then repeated,
but to a lesser extent, until a steady-state island con-
centration is reached when the nucleation rate is
balanced by the capture of islands due to convection.

3. At very low temperatures (very large α), thermal
diffusion is very low and hence the steepness of
islands on the terraces is so large that the surface
becomes extremely rough and continues to grow
rougher even after reaching the critical thickness,
eventually saturating and becoming time indepen-
dent (3-D growth).

With a relatively small increase in temperature, 3-D
growth turns into terraced hillock growth (modified S-
K-M) and then into step-flow growth, as explained by
the above discussion. It also explains why, as the in-
put flux or the substrate roughness increases, step-flow
growth requires a higher substrate temperature (lower
α) due to a higher level of nucleation.

32.7 Dopants and Dopant Activation

The active components of both currently used and ad-
vanced IR photodetectors being developed, as well
as other optoelectronic devices, use photovoltaic p–n
junctions. In order to form sharp, precisely controlled
interfaces and p–n junctions and to obtain well con-
trolled doping levels, it is essential to grow such
junctions by MBE with extrinsic n- and p-type doping.
Although the stable, well-controlled n-type extrinsic
doping of as-grown HgCdTe and HgTe/CdTe SLs has
been demonstrated by many authors, the p-type extrin-
sic doping of these materials has remained a problem.
In particular, the reproducible p-type activation of As,
the best low-diffusivity p-type dopant in these materials,
has repeatedly been reported to occur reproducibly only
at annealing temperatures sufficiently high to vitiate
many of the advantages of MBE as a growth tech-
nique. Even though almost all device fabricators have
demonstrated the ability to fabricate high-performance
HgCdTe-based photovoltaic photodiodes using various
p-doping techniques, interdiffusion across interfaces,
dopant diffusion, and the formation of Hg vacancies
all become problems at the high annealing tempera-
tures required for the reproducible p-type activation
of group V dopants. The absence of a reproducible
p-type doping technique which does not require high-
temperature annealing remains a major stumbling block

to successful implementation of high-yield fabrication
of MBE-grown HgCdTe IR FPAs. This problem, at-
tempts to solve it in the past, current progress, and
alternative p-type dopants are reviewed briefly here.

32.7.1 Extrinsic n-Type Doping

Stable, well-controlled n-type extrinsic doping has not
proven to be a major problem. The incorporation of
In during MBE growth has been used to achieve this
goal for as-grown HgCdTe [32.224–226] over a wide
range of dopant concentrations (1014 –1019 cm−3) and
for HgTe/CdTe SLs [32.227–229] over the some-
what smaller range from 1015 to 1018 cm−3. A low-
temperature postgrowth anneal can be used to optimize
the structural and electronic properties of the doped ma-
terial, but is not required for the n-type activation of
the dopant In atoms. The only problem in achieving
well-controlled n-type doping arises at very low dop-
ing levels from the intrinsic p-type doping which arises
from Hg vacancies. For very small In concentrations,
these vacancies can compensate the n-type conduc-
tion, lowering the mobility and destroying the otherwise
precise control of the doping. However, Hg diffuses eas-
ily through interstitial sites in HgTe and IR-absorber
HgCdTe material, even in perfect material, having an
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activation energy of only about 0.67 eV for diffusion via
interstitial sites [32.230], and diffuses even more rapidly
along dislocation cores [32.231]. This allows the Hg va-
cancy density to be reduced to values below 1013 cm−3

by low-temperature annealing under a high Hg va-
por overpressure, essentially eliminating this problem,
although it could reoccur during subsequent device pro-
cessing steps or during long-term storage.

32.7.2 Extrinsic p-Type Doping

Extrinsic doping is necessary:

1. Because intrinsic p-type doping by Hg vacancies is
not stable against diffusion [32.230, 232, 233] from
p- to n-type regions

2. Because the density profile of Hg vacancies cannot
be well controlled

3. Because Hg vacancies significantly degrade carrier
mobilities [32.234] and act as SRH recombination
centers for minority carriers, shortening the carrier
lifetimes [32.225, 235–239] and hence decreasing
the quantum efficiency of detectors having p-type
absorption layers.

On the other hand, achieving the stable, well-controlled
extrinsic p-type doping of MBE-grown HgCdTe and
HgTe/CdTe SLs without negating the advantages of
MBE growth offers difficult and fundamental chal-
lenges. The primary problem arises because the MBE
growth of HgCdTe is optimally performed under
Te-rich conditions [32.226, 233, 240–242], so that
Hg vacancies are the dominant native point defects
in as-grown HgCdTe. Although their density typi-
cally [32.239] is only ≈ 1014 cm−3, it is many orders
of magnitude higher than the density of Te vacancies in
as-grown HgCdTe [32.230,232,243–245]. Therefore, in
equilibrium, group V atoms in as-grown HgCdTe are
less likely to be located on anion (Te) sites than on
cation (Hg or Cd) sites, where they form neutral com-
plexes or act as donors rather than acceptors. This has
been confirmed by both theory [32.230, 232, 243–245]
and experiment [32.224, 225, 233, 241, 242, 246–251].
(Of course, even for very high As concentrations, the
number of cation vacancy sites remaining to be filled
by As atoms is essentially independent of the num-
ber already filled by As atoms.) On the other hand,
group I atoms, which also are located primarily on
cation sites, and thus are p-type activated, suffer from
high diffusivities.

Postgrowth As Incorporation
Extrinsic p-type doping can be achieved either by
the ex situ implantation or diffusion of dopant ions
into n-type layers or by their in situ incorpora-
tion during MBE growth. As is the preferred p-type
dopant for implantation or in situ incorporation dur-
ing MBE growth. As implantation [32.252–255] is
the key procedure of the planar device fabrica-
tion process, and has been employed in most IR
FPA fabrications. However, ion implantation induces
considerable damage, which reduces both minority-
carrier lifetimes and carrier mobilities, and there-
fore is detrimental to device performance. A high-
temperature (≥ 425 ◦C) anneal is usually performed
after ion implantation. This anneal serves a dual
purpose:

1. It activates the As as a p-type dopant
2. It reduces the residual implantation-induced damage.

This technology has been used successfully for the
fabrication of mid-wave IR (MWIR) FPAs. However,
such a high-temperature anneal itself is detrimental
in several ways: it leads to the possibility of intro-
ducing a much higher density of Hg vacancies –
at 500 ◦C the equilibrium density of Hg vacancies
has been calculated to be above 1018 cm−3 even un-
der a 1 atm Hg partial pressure [32.244, 245] – and
both interdiffusion across interfaces and dopant dif-
fusion become problems, vitiating primary advantages
of the MBE growth technique. Furthermore, even the
residual damage remaining after annealing is severely
detrimental to the performance of long-wavelength
IR (LWIR) devices, due to their narrower bandgaps
– bandgap states induce significant tunneling in de-
vices with very narrow bandgaps, resulting in large
dark currents. An alternative method [32.256, 257]
for the postgrowth incorporation of As is to dif-
fuse it in from the surface. However, that requires
an even more deleterious thermal treatment. In ad-
dition, ion implantation and As indiffusion can be
performed only in-plane, which dramatically limits the
possible detector structure designs for which these
techniques are applicable. The next generation of IR de-
tectors, including single-focus multicolor detectors and
high-operating-temperature LWIR detectors, cannot be
fabricated in-plane. They will require in situ incorpo-
ration of extrinsic p-dopants during MBE growth and
their activation as-grown or after only low-temperature
(< 250 ◦C) annealing.
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32.7.3 In situ Group I Dopant Incorporation

In principle, either group I or group V elements could
act as acceptors in HgTe or HgCdTe – group I ele-
ments on cation (Hg or Cd) sites or group V elements on
anion (Te) sites. However, unlike liquid-phase epitax-
ial growth, the MBE growth of HgTe and narrow-gap
HgCdTe must be performed under Te-rich condi-
tions [32.224, 233, 241, 242], so that during growth the
number of cation vacancies is several orders of magni-
tude higher than the number of Te vacancies [32.230,
232]. Thus, group I dopant atoms in these mater-
ials reside almost entirely on cation sites and act as
singly ionized p-dopants in the as-grown material, un-
like group V dopant atoms. For this reason group I
elements were the first to be tried as extrinsic p-dopants.
The incorporation of Cu, Ag, Au, and Li as p-type
dopants in HgCdTe epilayers and their diffusivities have
been studied by many authors [32.224, 227, 233, 239,
258–269]. Even though the doped materials showed
close to 100% activation and excellent transport prop-
erties and minority-carrier recombination times, all of
these dopants proved to be unstable in HgCdTe, diffus-
ing out of the doped region during further MBE growth
or during the low-temperature postgrowth anneal. This
behavior would appear to prevent their use in FPA tech-
nology and hence limit their usefulness as an acceptor
dopant, especially for the abrupt junctions required for
IR detectors. Thus, they suffered a period of relative ne-
glect in the late 1980s. However, Au in particular is
again being studied intensively as a p-type dopant, as
its diffusivity may be able to be held within acceptable
bounds. We have found no perceptible diffusion of Au
dopants in a HgTe/CdTe SL after 3 years of storage at
room temperature.

32.7.4 In situ Group V Dopant Incorporation

In recent years, because of the high diffusivities of
group I elements and the damage caused by ion im-
plantation, studies on the p-type doping of HgCdTe
and of HgTe/CdTe SLs have focused on in situ dop-
ing with group V elements, especially with As [32.224,
229, 262, 270–286], because it is more easily activated
than the other group V elements. The larger size of
the group V atoms, and hence their lower diffusiv-
ity, allows the growth of stable, well-controlled p–n
junctions, and thus sharp interfaces and/or precisely
controlled dopant profiles. The incident As flux in
most older experiments was uncracked and consisted al-
most entirely of As4 tetramers, which are physisorbed

as tetramers or clusters of tetramers, not as single
atoms [32.40], and which calculations suggest [32.270]
remain as tetramers in as-grown HgCdTe. The use
of cracked As has become common, so that the As
is mostly chemisorbed in atomic or diatomic form,
as happens with the use of a CdAs flux. This gives
an As sticking coefficient orders of magnitude higher
but appears not to ease the problem of obtaining p-
type activation of the As without a high-temperature
anneal.

32.7.5 As Activation

Because the As atoms in as-grown MBE-grown
HgCdTe reside primarily on cation sites rather than Te
sites, annealing under a Hg overpressure is required to
activate the As as a p-dopant by transferring it to Te
sites. Several authors have proposed models for the acti-
vation process and performed calculations [32.242,244,
245, 271, 272], all assuming As incorporation as iso-
lated atoms. The standard activation anneal is 10 min
at ≈ 425 ◦C followed by 24 h at ≈ 250 ◦C under a Hg
overpressure to fill the Hg vacancies created during
the previous anneal. The anneal at a temperature well
above 350 ◦C induces Te evaporation, which allows
the As atoms to move to the resultant Te vacancies
in the second-stage anneal. This annealing procedure
yields almost complete activation of the As up to con-
centrations of order 1018 –1019 cm−3 depending on the
temperature of the first-stage anneal [32.244, 245, 273,
274], with the doping abruptly saturating at that level,
presumably due to all of the Te vacancies created during
the first-stage anneal being filled.

Unfortunately, this annealing procedure introduces
undesirable broadening of interfaces and dopant diffu-
sion, and thus limits many of the advantages of MBE as
a low-temperature growth technique. Therefore, a vari-
ety of approaches have been used in attempts to obtain
the p-type activation of As either as-grown or after only
a low-temperature anneal. Although each of these ap-
proaches has shown promise, none have consistently
given full activation of the As. One approach [32.242,
247, 275, 276] is to use a two-stage anneal with
T ≤ 300 ◦C in both stages, with Te vacancy–Te in-
terstitial pairs formed in the first stage and As atoms
filling the Te vacancies in the second stage. Another
approach [32.250] is to force As atoms out of cation
vacancy sites by using a high Hg overpressure in both
stages of a two-stage low-temperature anneal. The lack
of consistently reproducible results obtained using these
approaches is not understood. A rather thorough study
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of As incorporation, activation, and diffusion is given
in [32.250].

Other approaches have involved either modified
MBE growth methods or different methods of As incor-
poration. One approach [32.277–280] was to irradiate
the growing HgCdTe with a laser beam (photo-assisted
MBE, PAMBE), shifting the growth toward cation-rich
conditions by causing Te desorption and thus allow-
ing As incorporation on the vacant Te sites. This was
combined with the idea of growing HgTe/CdTe SLs
and then forming HgCdTe by annealing the SLs to in-
terdiffuse the Hg and Cd. That allowed the As to be
incorporated only during the CdTe growth, when the
number of cation vacancies is much lower so that it
is easier to incorporate the As on Te sites. This will
yield almost complete p-activation of the As, but at
a high price. PAMBE has been abandoned because it
limits the growth to impractically small areas. Also, an-
nealing the SL broadens any device interfaces. Another
approach [32.281, 282] was to use a Te cracker cell so
as to increase the Hg sticking coefficient and obtain As
activation as-grown. Success was reported for (111) and
(211) growth, but appears not to have been consistently
reproducible.

An approach in which only the method of As in-
corporation is changed, not the growth technique, is

that of planar doping. In planar doping the As flux
is shut off most of the time, but periodically the
CdTe and Te fluxes are shut off and the As flux is
turned on, along with the Hg flux, which is never shut
off. This approach was originated [32.283] in 1995,
has been used many times [32.255, 283–286] (and
in unpublished results of the authors) and has been
observed to give full p-activation of the As in the as-
grown material [32.283, 284]. Although full activation
in the as-grown material is not observed consistently,
at least partial activation is observed, and full activa-
tion appears to be consistently obtainable by combining
planar doping with anneals at ≤ 300 ◦C. More con-
sistent activation is obtainable in the planar doping
of CdTe or of the CdTe layers of a HgTe/CdTe
SL.

In conclusion, although progress is being made in
solving the problem of obtaining well-controlled fully
reproducible p-type doping of HgCdTe without the use
of undesirable high-temperature anneals, this remains
one of the major problems in the growth of material
for advanced HgCdTe-based IR detectors and focal-
plane arrays. The most promising avenue of attack on
this problem appears to be planar doping with As cou-
pled with the development of an optimal sequence of
low-temperature anneals.

32.8 Properties of HgCdTe Epilayers Grown by MBE

The most important epilayer properties for detector and
FPA performance are the minority-carrier lifetime, the
carrier concentration and mobility, the perfection of the
epilayer surface (to ensure the absence of dead pix-
els), and the lateral uniformity of the epilayer (to ensure
uniformity of pixel response). Substrate imperfections,
poor lattice matching and thermal matching between the
substrate and the epilayer, and nonoptimal growth con-
ditions all can degrade these properties. We consider
first the electrical and optical properties.

32.8.1 Electrical and Optical Properties

Minority-carrier recombination processes in HgCdTe
directly decrease photon detection and increase noise
generation in photovoltaic infrared devices. Hence,
it is especially important to maximize the minority-
carrier lifetime τ . The three commonly recognized
recombination mechanisms – Auger, radiative, and
Shockley–Read–Hall (SRH) – are characterized by re-
combination lifetimes that are usually measured by

fitting photoconductive decay data, which measure the
total recombination lifetime τ = (τ−1

Auger + τ−1
radiative +

τ−1
SRH)−1. One can determine each recombination rate

separately by fitting the measured values of τ as a func-
tion of T . Of these three mechanisms, two (Auger
and radiative recombination) are determined by intrin-
sic material properties, such as the composition and
doping level, which can be precisely measured by
other techniques, e.g., the Hall effect and infrared ab-
sorption mapping [32.287]. The Auger and radiative
lifetimes can be calculated from those measured quan-
tities using sets of semi-empirical formulas developed
by Beattie, Landsberg, and Blackmore [32.288, 289]
based on Kane’s k · p model with several key parameters
determined experimentally [32.290]. These intrinsic
mechanisms establish upper limits on the lifetime. The
differences between the calculated and measured life-
time values are attributed to SRH recombination, which
arises from impurities or defects and can be fitted within
the theoretical framework given by Shockley, Read, and
Hall [32.291, 292]. A primary criterion for a high-
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Fig. 32.16a,b Two fits to τ as a function of inverse temperature (T−1) showing the measured values, the fitted intrinsic
(dotted) and SRH (solid) lifetimes, and the fit to the measured values of τ ; (a) shows a case in which SRH recombina-
tion dominates below 150 K, and (b) shows a case in which the SRH recombination rate is small and hence less well
determined

quality layer is τSRH � τ . Two fits to τ are shown
in Fig. 32.16: (a) with SRH processes dominant below
≈ 150 K and (b) with SRH processes negligible. Note
the difference in the dependence of τ on T−1 in the
two cases. Also, note that in Fig. 32.16b τSRH is very
poorly determined because SRH recombination is so
unimportant in that case.

In general, it is found that, for growth on CdZnTe
substrates, the strong Auger recombination dominates
the determination of τ and thus limits detector perfor-
mance for p-type layers. However, intrinsic lifetimes
are much longer in n-type materials, so it is more diffi-
cult to achieve the condition τSRH � τ . Others [32.293]
have found that SRH recombination is dominant for low
In doping levels in n-type MWIR HgCdTe samples,
but that τ increases with increasing doping, suggest-
ing that In may passivate the SRH defects for MWIR
HgCdTe. On the other hand, we have found at MPL that
lifetimes ≈ 1 μs dominated by intrinsic recombination
can be reproducibly achieved in n-type LWIR ma-
terial with doping levels ≈ 1015 cm−3 after annealing
under a Hg-rich atmosphere to reduce the concentra-
tion of Hg vacancies, which act as SRH recombination
centers.

Two other electrical characteristics of a grown
HgCdTe epilayer are important: the carrier concentra-

tion and the mobility. In the absence of compensation
(the presence of only n- or only p-type dopants) both are
routinely determined from Hall-effect measurements.
However, in the presence of compensation their deter-
mination requires Hall-effect measurements as a func-
tion of magnetic field as well as temperature [32.293].
For LWIR Hg1−xCdxTe layers with x = 0.23 grown on
Si-based substrates, at 77 K mobilities μ ≈ 105 cm2/Vs
are consistently obtainable for n-type layers with
n ≈ 1015 cm−3, μ ≈ 500 cm2/Vs for p-type layers with
p ≈ 1.3 × 1016 cm−3, and μ ≈ 200 cm2/Vs for p-type
layers with p ≈ 2.0 × 1016 cm−3. For layers of the
same composition grown on CdZnTe substrates the
electron mobilities reported are lower by a factor of
≈ 2–3.

The primary optical characteristic of HgCdTe epi-
layers is the IR transmittance or absorptivity, which is
measured by FTIR spectroscopy. A general review of
the IR optical characterization of HgCdTe and of FTIR
spectroscopy in general is given elsewhere [32.294];
here we outline how FTIR measurements can be used to
assess epilayer quality. Below the energy gap, impurity
absorption can be measured and carrier concentrations
can be measured by free carrier absorption. By scan-
ning transmission/reflection mapping, the uniformity of
composition and thickness across a wafer can be meas-
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Fig. 32.17a,b Mapping results for a HgCdTe epilayer grown on CdZnTe: (a) composition and (b) thickness

ured. Typical results obtained at MPL for growth on
square 20 mm × 20 mm CdZnTe substrates are shown
in Fig. 32.17; the average HgCdTe composition was
x = 0.2182 with a standard deviation of 0.0006, and the
average thickness was d = 7.84 μm with a standard de-
viation of 0.03 μm [32.287]. Higher compositions and
thinner material was found in about 2 × 2 mm2 areas in
each corner, presumably due to the low thermal con-
ductivity resulting in a higher growth temperature in
the corners and hence a lower Hg sticking coefficient
there. This explanation is supported by the existence
of a higher density of voids or crater defects near
the corners; these are found primarily in Te-rich or
higher-T growth. For growth on 3 inch-diameter Cd/Si
substrates, there was no evidence of nonuniformity in
T , and the nonuniformities in x and d over the central
20 × 20 mm2 area were much smaller than for growth
on CdZnTe, although over the entire samples somewhat
larger nonuniformities were observed, presumably due
to flux nonuniformities.

Of greater importance, the Urbach tail energy,
which arises primarily from electron–phonon inter-
actions, alloy disorder, and structural disorder, has
been shown to be useful in characterizing material
quality [32.295]. The absorption coefficient below the
energy gap can be expressed as [32.296, 297]

α(ω) = α0 exp

[
�ω− E0

W(T )

]
, (32.9)

where W(T ) is defined as the Urbach tail energy. It
measures the steepness of the band tail and can be

obtained by fitting the the absorption data below the
energy gap. We obtained values for W(T ) by measur-
ing α(ω) from 4 K to room temperature and fitting the
logarithmically linear part of α(ω) below the bandgap.
Those samples with surface microtwin defects arising
from low growth temperatures or with high disloca-
tion densities were seen to consistently show relatively
high Urbach tail energies having large standard devi-
ations over small areas, suggesting that nonuniformly
distributed structural disorder dominates the nonunifor-
mity of device performance figures of merit in HgCdTe
IR FPAs. Moreover, Urbach tail energy mapping mea-
surements we have performed correlate strongly with
Cd composition mappings and with crystalline defects
revealed by x-ray topograph mappings. The contribu-
tion of the electron–phonon interaction was calculated
and found to be much smaller than the contribution of
alloy and structural disorder and to give the observed
small temperature dependence of W(T ) [32.295]. We
also calculated the contribution of alloy disorder,
Walloy = x(1 − x)VBO2m∗

HH L2/7.2�
2, where x is the

alloy composition, VBO is the valence band offset, and
L is the alloy disorder correlation length (estimated to
be of the order of one interatomic spacing). It also was
found to be much smaller than the contribution of struc-
tural disorder. W(T ) also was found to be only weakly
dependent on T for CdZnTe substrates, for which the al-
loy contribution also is very small because of the small
Zn concentration. Thus, W(T ) serves as a quantitative
measure of structural disorder for both HgCdTe epilay-
ers and CdZnTe substrates.
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32.8.2 Structural Properties

The structural properties of HgCdTe depend greatly
on the type of substrate used for its growth. For
(211)B growth on CdZnTe, substrate defects are the
primary cause of structural defects in the HgCdTe.
For (211)B growth on CdTe/ZnTe/Si, the lattice and
thermal mismatches at the ZnTe/Si and ZnTe/CdTe
interfaces are primary causes of structural defects in
the HgCdTe. The lattice mismatches are much greater
than any mismatch resulting from thermal changes,
but the thermal mismatches can cause strains much
greater in magnitude than the residual lattice-mismatch
strains remaining after relaxation by dislocation forma-
tion during growth. For simplicity consider a CdTe/Si
interface. Following Carmody et al. [32.110], the equi-
librium residual strain in a CdTe film of thickness h is
ε(h) = (hc/h)εmisfit ≈ 10−4 × εmisfit for a film of thick-
ness 5 μm, where hc ≈ 5 Å is the equilibrium critical
thickness and εmisfit = −0.193 is the lattice-mismatch
strain, giving a residual stress σresid ≈ 1.4 MPa. Of
course, the CdTe does not come to a complete equilib-
rium during growth, but even so the stress remaining at
the growth temperature at the end of growth is much
less than the thermal stress resulting from cooling to
room temperature, which is ≈ 45 MPa. Also, the re-
laxation of the strain induced during cooldown will be
much less complete than the relaxation of the lattice-
mismatch strain because of the much shorter time at an
elevated temperature. Thus, incomplete relaxation upon
cooldown can be a greater source of strain than the large
lattice mismatch.

The most common measure of crystalline perfection
is the XRD FWHM. Under optimal growth condi-
tions the XRD FWHM of HgCdTe grown on CdZnTe
substrates is limited only by the substrate FWHM, at
least for (112)B, (113)B, and (552)B orientations, and
is ≈ 20 arcsec [32.44]. However, the XRD FWHM is
substantially larger for HgCdTe grown on CdTe/Si
substrates. From 1991 to 1995 the best values ob-
tained were reduced from 210 to 65 arcsec, but little
progress has been made in achieving further reduction.
In fact, typical values of the FWHM are still above
100 arcsec, and the best consistently obtainable value
is ≈ 100±30 arcsec, limited by the FWHM of the un-
derlying CdTe layer [32.96]. One possible source of the
65 arcsec XRD line broadening is incomplete lattice re-
laxation giving rise to changes in the lattice constant
in the growth direction as one moves away from the
surface. This possibility is supported by an anticorrela-
tion between the density of threading dislocations and

the FWHM; if true, it would explain why no further
significant decrease in the FWHM has been observed
since 1995. The primary sources of the extra width ob-
served before 1995 were microtwinning and low-angle
grain boundaries due to growth at nonoptimal orienta-
tions and with nonoptimal buffer layers. The extra width
above 65 arcsec still usually seen today probably arises
in large part from low-angle grain boundaries.

Another measure is the etch pit density, which
measures the density of threading dislocations at the
HgCdTe surface. Dislocations adversely affect HgCdTe
electrical properties and device performance in many
ways [32.298]; the deleterious effects of dislocations
were discussed briefly in Sect. 32.3.3. Threading dis-
location densities below the mid 105 cm−2 are not
a serious problem unless they form clusters or bend over
to form misfit dislocations parallel to the surface un-
der device contacts [32.298]. Growth on CdZnTe yields
etch pit densities of order low 104 to low 106 cm−2,
depending primarily on the substrate defect density.
Growth on CdTe/ZnTe/Si typically yields etch pit den-
sities of order mid 106 to mid 107 cm−2. As discussed
in Sect. 32.3.3, this density of threading dislocations to
date has prohibited the use of Si-based substrates for the
growth of HgCdTe for LWIR and VLWIR detectors and
FPAs.

Other structural defects commonly encountered be-
fore the last decade, such as two-phase growth, twinning
and microtwinning, and low-angle grain boundaries,
have been greatly reduced by choice of growth orienta-
tion, proper substrate preparation and the use of buffer
layers, and improved control over growth conditions.
However great care must be exercised to maintain the
level of these defects at an acceptable level, especially
twinning, which occurs at low growth temperatures T
or high Hg flux, and can cause harmful surface defects.
Under optimal growth conditions T is high enough that
the surface diffusion length of incoming atoms is ap-
proximately the terrace width. Then, growth nucleation
occurs at kinks or step edges, and step-flow growth oc-
curs. If T is too low or in the presence of defects, growth
can also nucleate on the terraces, so that growth from
different points must coalesce, forming grain bound-
aries or laminar microtwins.

32.8.3 Surface Defects

The common surface defects are voids or crater defects,
large triangle defects (like a type of void and treated
here under the same heading), faceted microvoids or
small triangle defects (similar to microvoids and in-

Part
E

3
2
.8



Molecular-Beam Epitaxial Growth of HgCdTe 32.8 Properties of HgCdTe Epilayers Grown by MBE 1111

a) b)

20 μm 2 μm

Fig. 32.18a,b SEM micrographs showing (a) large crater defects on a HgCdTe/CdZnTe (211)B epilayer grown on a poor
substrate and (b) the typical morphology of a large crater defect

cluded here under the same heading), flakes, hillocks,
needle defects, cross-hatching, and surface roughness.
The reduction of the density of surface macroscopic de-
fects (voids, microvoids of size 3–5 μm, and flakes) is
one of the most serious challenges in MBE growth of
HgCdTe. Voids or crater defects, discussed briefly in
Sect. 32.3.2 and shown in Figs. 32.5 and 32.18, are the
surface manifestations of threading defects associated
with Te precipitates. Small and mid-size voids arise dur-
ing growth from incomplete Te2 dissociation (low T )
or excess Te under Te-rich growth conditions (high T ,
low Hg flux or high growth rate) [32.39, 299–301]. For
growth on CdZnTe substrates, large voids can arise
from dust or other particulate matter on the substrate
surface [32.183,302] or Te precipitates in CdZnTe sub-
strates [32.66, 69]. Detailed descriptions of their origin
and morphology are given in [32.300] and [32.301].
They range in size from 2 to 40 μm [32.302] and can
bypass p–n junctions and give premature reverse-bias
breakdowns or even blind sensor elements [32.303];
hence, they are extremely harmful to FPA performance.
They can be minimized by tight control of the growth
conditions [32.39, 304] and by the proper preparation
of CdZnTe substrates [32.66–70]. Typically, the void
or crater density is mid to high 102 cm−2 for growth
on Si-based substrates and low 102 to high 103 cm−2

for growth on CdZnTe substrates [32.38], depending
strongly on both the substrate quality and the growth
conditions. The minimum reproducible void density is
high 102 cm−2 for growth on Si-based substrates and
≈ 103 cm−2 for growth on CdZnTe substrates.

Faceted microvoids have a sharp triangular shape
and smooth, slightly raised surfaces. For growth on
Si-based substrates, they are typically 3–5 μm long,
their density is ≤ low 102 cm−2, and they almost al-
ways result in electrical shorts at 140 K, blinding sensor
elements [32.303]. At EPIR Technologies, 1 μm-long
faceted microvoids have been found on the ZnTe and
CdTe epilayers in CdTe/ZnTe/Si substrates and have
been identified with microtwinning. To the best of the
authors’ knowledge, there has been no report of faceted
microvoids for HgCdTe grown on CdZnTe. It is rea-
sonable to assume that the microvoids observed on the
surface of HgCdTe epilayers grown on CdTe/ZnTe/Si
arise from microvoids on the substrate surface.

Like faceted microvoids, flakes have been reported
only for growth on Si-based substrates. They have
been investigated at the US Army Research Labo-
ratory [32.96], the Night Vision Electronic Sensors
Directorate [32.96], and EPIR Technologies. A typi-
cal flake defect is shown in Fig. 32.19. Flakes on the
HgCdTe epilayers are known to result from correspond-
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Fig. 32.19 An optical micrograph of a typical flake defect

ing flakes on the top CdTe layers of the substrates; they
are completely a substrate problem. Unlike other de-
fects, they have no known intrinsic origin. They arise
primarily from sputtering from the CdTe cell during the
substrate CdTe growth, but also from spitting from ac-
cumulated deposits in the growth chamber. They have
irregular shapes, lateral dimensions ranging from sev-
eral micrometers to > 1 mm and vertical dimensions
ranging from < 1 μm to > 10 μm. Their density can
be reduced to ≈ 2 cm−2 by reducing the CdTe growth

rate to ≤ 2 μm/h and taking care not to overheat the
CdTe source, and has been reduced to ≈ 0.2 cm−2 by
EPIR Technologies by taking other measures. How-
ever, because of their very large sizes and 3-D nature,
even one large flake is extremely deleterious to FPA
performance. Large flakes must be completely elim-
inated for satisfactory FPA fabrication. They are the
primary factor preventing the commercial success of
HgCdTe grown on Si-based substrates, because the
high dislocation density in HgCdTe grown on Si-based
substrates is not harmful for most SWIR and MWIR
applications.

Hillocks arise from structural defects – microtwin-
ning or 3-D growth – and thus have largely been brought
under control by the advent of (211)B growth and
improved control of the growth conditions [32.305].
Needle defects were considered in Sect. 32.3.2. They
occur only for growth on CdZnTe, and their density has
been reduced to the range from mid 104 cm−2 to mid
105 cm−2 for better substrates and mid 106 cm−2 for
the worst substrates. The densities of needle defects and
threading dislocations have been found to be correlated,
but not in a cause-and-effect manner. This correlation
makes it difficult to see any effect of the needle de-
fects on electrical properties, and no effect has been
seen. They appear not to be a problem, at least not be-
low the mid 105 cm−2 range. Cross-hatching is a sign
of high-quality growth and is not detrimental to device
performance. Surface roughness is an indicator of sub-
optimal growth, but also is not in itself detrimental to
device performance.

32.9 HgTe/CdTe Superlattices

HgTe/CdTe SLs were first proposed in 1979 [32.304].
Their first actual growth was performed in 1982 [32.306].
They possess several potential advantages over HgCdTe
alloy material for use in IR detectors, especially for very
long wavelengths, in particular:

1. Their bands can be engineered to suppress Auger
recombination relative to that in comparable bulk
detectors, and SRH lifetimes up to 20 μs have been
measured [32.307].

2. The band-to-band tunneling currents are lower than
those in comparable bulk detectors due to greater
effective masses in the growth-axis direction.

3. Their optical cutoff energies Ec or wavelengths λc
are sharper than those in comparable bulk detectors
for well and barrier widths ≤ 90 Å.

4. By doping only in the CdTe barrier layers, re-
producible As activation can be achieved at lower
temperatures than in MBE-grown HgCdTe alloys.

5. There is no alloy disorder scattering in HgTe wells
such as that in HgCdTe alloys.

6. By doping only in the CdTe barrier layers, one
can largely eliminate carrier scattering off dopant
atoms. Also, their electrons and holes are in the
same layers, resulting in strong optical absorption
as compared with that in type II SLs.

However, the usefulness of HgTe/CdTe SLs as
a narrow-bandgap optical material relies on the stabil-
ity of the constituent Hg, Cd, and Te atoms to remain
in place across the heterointerfaces of the SL struc-
ture. Interdiffusion in HgTe/CdTe SLs has been studied
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since shortly after their first growth [32.308–315]. Sig-
nificant interdiffusion would drastically decrease the
cutoff wavelength of a SL and greatly reduce the po-
tential advantages that SLs have over conventional bulk
HgCdTe devices. The FTIR spectra and Ec values of
HgTe/CdTe SLs change rapidly at even moderate an-
nealing temperatures Tan < 300 ◦C after growth, with
the cutoff energies becoming higher. This has fur-
thered serious concerns about the practicality of SLs for
use as absorbers in the LWIR (8–12 μm) and VLWIR
(> 15 μm) due to the presumed smearing out and further
instability of the HgTe/CdTe interfaces during anneal-
ing, device processing, and possibly even after long
storage times. On the other hand, we have found that
the interdiffusion which takes place during growth and
initially thereafter results in a sharpening of the initially
rough SL interfaces.

The novel electrical and optical properties of these
structures have been reviewed by many authors [32.308,
316–320]. The MBE growth of HgTe/CdTe SLs was
initiated at many industrial and other research labora-
tories in the mid to late 1980s – Rockwell in 1983,
Honeywell in 1984, North Carolina State University in
1985, Texas Instruments and Bell Labs in 1986, Hughes
Research Laboratory in 1987, and McDonnell Douglas
in 1988. Research on HgTe/CdTe SLs peaked in the
late 1980s and early 1990s, when MBE was still a rel-
atively new technology and the growth of HgTe-based
materials was in its infancy. Because even better con-
trol over the growth is required to grow a high-quality
HgTe/CdTe SL than to grow high-quality HgCdTe al-
loy material, for practical technological reasons, the
great advantages possessed by HgTe/CdTe SLs in
theory were not realized in practice despite rather com-
prehensive research efforts. Among the factors that
hindered the growth of high-quality HgTe/CdTe SLs
at that time were the poor design of the Hg cells used,
the absence of computer controlled shutters on the MBE
system cells, and the unavailability of consistently high-
quality substrates. Thus, the interest in HgTe/CdTe SLs
peaked well ahead of its time.

32.9.1 Theoretical Properties

Either inverted-band or normal HgTe/CdTe SLs can
be grown. With 50 Å CdTe barrier thicknesses db,
a SL has a normal band structure if the HgTe well
thickness dw is less than 90 Å and an inverted band
structure if dw > 90 Å. SLs having dw < 70 Å are pre-
ferred because SLs with a direct band structure have
much longer Auger lifetimes τA. For a p-type 60 Å
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Fig. 32.20 Computed fundamental optical absorption spec-
tra for two SLs (curve 1 for a normal-band-structure 60 Å
HgTe/50 Å Hg0.05Cd0.95Te SL and curve 3 for an inverted-
band-structure 110 Å HgTe/50 Å Hg0.05Cd0.95Te SL) and
for bulk HgCdTe alloy (curve 2), all with optical bandgaps
of approximately 40 meV at 40 K

HgTe/50 Å CdTe SL having a 28.8 μm optical cut-
off and p = 5 × 1015 cm−3, τA = 7 ns at 40 K, whereas
τA � 1 ns at 40 K for a HgCdTe alloy having the same
optical cutoff and doping level. For the same doping
level, a 50 Å HgTe/50 Å CdTe SL having a 15 μm cut-
off has an intrinsic lifetime of ≈ 1 μs.

Another theoretical property of great interest is
the sharpness of the optical absorption edge. Here,
HgTe/CdTe SLs have a great advantage over HgCdTe
alloys. As shown in Fig. 32.20 for a normal SL, an
inverted-band SL, and bulk HgCdTe alloy, all hav-
ing optical cutoffs of ≈ 29 μm (optical bandgaps of
≈ 40 meV), both the normal and the inverted band SLs
have much sharper absorption edges than the alloy. Note
that interfacial roughness, as long as it is uniform over
lateral distances of order 1 μm and occupies no more
than ≈ 1/2 of the SL volume, does not significantly
affect the sharpness of the SL absorption edges. Even
a poorly grown SL will display a sharp absorption edge
and other sharp structure from the SL subband structure.

For CdHgTe barrier layers containing ≤ 20% Hg
with db ≥ 50 Å, the normal-band SL energy gap and op-
tical cutoff are almost independent of db and the Hg
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concentration, and depend almost entirely on dw and
on the Cd concentration in the wells, with the depen-
dence on Cd concentration being ≈ 0.9 times as large
as that in the HgCdTe alloy with the same cutoff. If
one could prevent Cd diffusion into the wells so that
they would be pure HgTe, one could control dw well
enough to determine the optical cutoff more accurately
in a SL than one could in the alloy by controlling the
concentration. However, in reality the combination of
interfacial roughness and diffusion make the determina-
tion of the optical cutoff less accurate in the SL than in
the alloy.

32.9.2 Growth

The growth of HgTe/CdTe offers four challenges not
present in the growth of HgCdTe alloy material:

1. The growth of CdTe is optimally performed at
≈ 270 ◦C, ≈ 80 ◦C higher than the optimal growth
temperature of HgTe or Hg-rich HgCdTe

2. The HgTe well widths must be precisely controlled
within a fraction of a monolayer

3. The SL interfacial roughness must be minimized
and made reproducible to obtain good control of the
optical cutoff

4. p-Type doping must be activated as-grown or after
only short anneals at temperatures ≤ 300 ◦C.

The substrate preparation and in situ growth monitor-
ing are the same as for the growth of HgCdTe. The
growth temperature must be that for HgTe, so the CdTe
growth cannot be performed under optimum conditions.
Also, the Hg flux must be present at all times, so the
barrier layers grown are Cd1−yHgyTe with y ≈ 0.05
rather than y = 0. This small amount of Hg in the barri-

HgTe CdTe HgTe CdTe HgTe CdTe HgTe CdTe

Hg flux

Te flux

CdTe flux

In flux

Growth time

a)
HgTe CdTe HgTe CdTe HgTe CdTe HgTe CdTe

Hg flux

Te flux

CdTe flux

As flux

Growth time

b)

Δt1

Δt2

Δt1

Δt2

Fig. 32.21a,b MBE shutter sequences for HgTe/CdTe SL growth with: (a) In modulation doping and (b) As planar doping
in the barrier layers

ers does not significantly affect the optical cutoff or the
band structure.

For (211)B growth the control of the well widths
must be achieved by precise control of the growth tem-
perature and the Hg and Te fluxes or by using the virtual
interface approximation [32.171,172] and an ellipsome-
ter capable of taking data below the SL optical energy
gap. For (211)B growth, which is step-flow growth, one
cannot measure the growth of each monolayer by moni-
toring RHEED oscillations as has been done in the past
for (100) growth [32.209]. In step-flow growth the ter-
races remain unchanged during the growth except for
moving laterally; there is no progression from an empty
atomic layer to a layer randomly partially occupied to
a full layer, and therefore no RHEED oscillations. To
have RHEED oscillations one must grow on a surface
conducive to the formation of grain boundaries and
twinning.

Modulated doping with In in the barrier layers is
used for in situ n-type doping, and planar doping with
As in the barrier layers, as described in Sect. 32.7.5,
is used for in situ p-type doping. The flux shutters
are computer controlled and operate on the sched-
ules shown in Fig. 32.21a,b for In and As doping,
respectively.

32.9.3 Experimentally Observed Properties

The important observed properties of HgTe/CdTe SLs
which do not correspond closely to HgCdTe alloy
properties are the macroscopic and microscopic HgTe
layer uniformities, the amount of interfacial rough-
ness, and the amount of Cd interdiffused into the
HgTe layers during growth. All other observed prop-
erties of HgTe/CdTe SLs match expectations based
on the observed properties of MBE-grown HgCdTe al-
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loys. Furthermore, As planar doping of the CdTe layers
yields p-activation either as-grown or after only a short
low-temperature anneal at T ≤ 300 ◦C.

In situ RHEED and SE measurements indicate high-
quality growth, and ex situ XRD measurements yield
results indicative of high structural quality. Also, scan-
ning XRD and FTIR measurements have shown the
layer uniformities to be excellent. However, both inter-
facial roughness and Cd interdiffusion during growth
pose serious problems. For early (100) growth on
Hg0.73Cd0.27Te/Hg0.15Cd0.85Te SLs, it was found by
quantitative chemical mapping that the FWHM of the
as-grown interfacial roughness is only ≈ 2 monolay-
ers near the surface of an as-grown 0.75 μm-thick
SL [32.313]. More recently, we have found by TEM
that for (211)B growth the FWHM of the as-grown in-
terfacial roughness can be as large as ≈ 7 monolayers
(ML) at the surface of a 10 μm-thick SL and ≈ 5.5 ML
at the substrate, with no evidence during growth of poor
growth morphology. Much of this observed roughness
arose from the step-flow nature of (211)B growth and
the existence of (100) steps several monolayers high
between successive (111) terraces.

In agreement with earlier calculations [32.311,314],
our TEM results show that during growth and during
subsequent annealing the CdTe layers become narrower
and the HgTe layers wider. Cd atoms diffuse into the
HgTe layers from the interfacial roughness region and
later, more slowly, from the edges of the CdTe layers,
with very little diffusion into the CdTe layers. We have
shown that interdiffusion becomes unimportant once the
Cd in the alloyed interfacial roughness layers diffuses
throughout the HgTe well layers. This is because the
diffusion coefficient for Cd in HgTe is much higher
than that for Hg in CdTe and because the diffusion
coefficient for Cd in HgCdTe increases rapidly with in-
creasing Hg content [32.314]. For a SL of thickness
≈ 10 μm, the growth time is sufficiently long, ≈ 10 h, to
induce considerable Cd diffusion far from the surface,
but there is little diffusion near the surface, which was
exposed to the growth temperature only briefly. Thus

a SL of thickness ≈ 10 μm displays a greatly broadened
optical absorption edge, because the absorption edge
moves to a much higher energy near the substrate than
that at the surface, due to Cd diffusion during growth,
which increases with increasing time exposed to the
growth temperature. In order to avoid this problem, one
must either:

1. Grow only thin SL epilayers, say < 3 μm thick
2. Anneal away the as-grown interfacial roughness

throughout the epilayer.

It is not a practical option to greatly broaden the HgTe
wells or to reduce the height or thickness of the CdTe
barriers; either of those options would result in the loss
of the primary SL advantages.

The problem with growing only thin SL epilayers
is that thin layers give less absorption and thus lower
quantum efficiencies. However, this could be overcome
by stacking layers on top of one another in a device as is
done by DRS in their three-color detector. The problem
with annealing away the as-grown interfacial roughness
throughout the epilayer is that the resultant Cd concen-
tration in the well layers can easily become too high
to obtain an absorption edge in the VLWIR. At 40 K
a (211)B 60 Å HgTe/50 Å CdTe SL has a 24.57 μm cut-
off. Assuming an average Cd concentration of 0.5 in the
roughness layers, to preserve a cutoff ≥ 14 μm one must
anneal away ≤ 3 ML of interfacial roughness; to pre-
serve a cutoff ≥ 10 μm one must anneal away < 6 ML
of interfacial roughness.

To make SLs practical for use in the VLWIR, one
must greatly reduce the amount of as-grown interfa-
cial roughness, possibly by growing on a slightly miscut
(100) or (111) plane. On the other hand, going back to
(100) or (111) growth would reintroduce all of the prob-
lems solved by (211)B growth, such as microtwinning,
surface hillocks, and 3-D growth. The achievement of
well-controlled SL layer thicknesses with little interfa-
cial roughness is essential to the practical use of SLs for
VLWIR detection and possibly even for the LWIR.

32.10 Architectures of Advanced IR Detectors

The mechanisms that convert IR radiation to a device’s
electrical output and properties (current out, capaci-
tance, etc.) are described by device physics. The reader
is referred to [32.321] for a complete description of
photon detector behavior. Here, we deal with photon de-
tectors in which IR photons are absorbed by the detector

material, creating excess carriers that form an output
current proportional to the photon intensity.

An IR detector is a multilayer structure. These lay-
ers include contact metal, photon absorbing material,
substrates, etc. The architecture describes how the lay-
ers are assembled to form the desired structure as well
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Fig. 32.22a,b Schematic diagrams of (a) a photoconductor and (b) a graded double-layer heterojunction

as the function of each layer. The two principal IR de-
tectors used today are:

1. The photoconductor (PC), a resistor whose re-
sistance changes under IR illumination, shown
in Fig. 32.22a

2. The diode, a graded double-layer heterojunction
(DLHJ) shown in Fig. 32.22b, which is a high-
impedance minority-carrier device operating under
reverse bias.

A detailed description of the performance of these two
detector architectures is given in [32.321]. However,
these two architectures are not adequate for all IR detec-
tor applications and under all external conditions. There
are specific applications that require improvement in:

1. The performance at the upper end of the IR
spectrum

2. The magnitude of the operating temperature
3. The speed of the detector response
4. The lowering of the detector internal noise.

In summary, there is a need to reduce power con-
sumption, hence lowering cooling costs, to raise the
operating temperature while keeping noise at a min-
imum, to increase the speed of detector response to
rapidly changing targets, to increase the number of

photoelectrons created per IR photon in and hence to
increase the output signal, and/or to increase the de-
tector signal-to-noise ratio. To resolve some of these
needs, new detector architectures have been introduced
and/or advanced material growth technologies have
been exploited.

32.10.1 Reduction of Internal Detector Noise

One of the problems with the graded DLHJ is that op-
timal performance depends on placing the p–n junction
extremely accurately within the graded bandgap region.
Optimal p–n junction placement allows the minimiza-
tion of diode leakage and g-r noise, hence improving
the performance. Device physics calculations [32.322]
show that the p–n junction must be placed within a few
hundred Angstroms of the optimal position; pushing the
junction too far into the wider gap region will cause
barriers to form, reducing the minority photocurrent.
To perform the precise p–n junction placement requires
MBE layer growth.

32.10.2 Increasing Detector Response

The response of a detector is determined partly by the
quantum efficiency (QE), a measure of the number of
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carriers generated per incident photon. For the standard
PC or DLHJ, the QE is less than one, which results
in an extremely low output current, of the order of
nanoamperes. This means that an IR detector requires
a preamplifier with a large amplification factor and ex-
tremely low noise. This is a tall order, especially if the
preamplifier circuit must fit into an area roughly the
size of current IR detectors, ≈ 30–50 μm. It is desirable
then to increase the number of current carriers produced
per incident IR photon. In order to do so, one must
take advantage of a process called impact ionization.
Here, an incoming photon creates a free electron with
energy well above the conduction-band energy. As the
electron moves through the crystal lattice, if the photon-
generated free carrier has sufficient energy, when it
collides with a bound electron on an atom, that electron
becomes a free carrier. At this stage, one photon has cre-
ated two free carriers. This process will continue until
no electron has sufficient energy to free a new electron.
To preserve charge neutrality, a free hole is also cre-
ated. The multiplication process leads to a QE > 1. The
probability that a photon-created carrier will create an-
other carrier via impact ionization is called the impact
ionization coefficient for that carrier.

The problem with this process is ionization noise.
Impact ionization noise is at a maximum if the im-
pact ionization coefficients for electrons and holes are
equal. To reduce the noise, one must turn to a more
complex device architecture such as the sawtooth vari-
ation in concentration shown in Fig. 32.23. Here the
teeth created by varying the Cd composition in HgCdTe
cause one of the impact ionization coefficients, either

x = x1

x = x0

Z

x

Fig. 32.23 Cd composition in HgCdTe versus distance
from substrate for a potential avalanche photodiode (APD)
design. This structure was proposed before it could be
realized by MBE growth. The sawtooth significantly
reduces one carrier’s impact ionization coefficient com-
pared with the other, which reduces the impact ionization
coefficient

for electrons or for holes, to be small. Hence, the ra-
tio of the two coefficients is large. This minimizes the
impact ionization noise, resulting in a large multiplica-
tion factor (increased response) without increasing the
noise, which would defeat the purpose. To create the
desired sawtooth structure and maximize multiplication
while minimizing impact ionization noise requires pre-
cise control of the MBE growth process.

32.10.3 High-Speed IR Detectors

A homojunction detector is a three-layer structure: a p-
layer dominated by positively charged hole free carriers;
a junction layer in which there is a large built-in elec-
tric field, hence the layer is depleted of free carriers;
and an n layer dominated by negatively charged elec-
trons. A photon-generated free carrier will diffuse to
the edge of the junction and will drift at some rate to
the opposite edge. In the absence of an external bias
voltage, the junction crossing speed is not high for junc-
tion widths of ≈ 0.5 μm. One can increase the transit
speed by applying an external bias whose field is in the
same direction as the built-in field. The applied field
is a reverse-bias field, which will increase the junction
width. So, with the increased width of the region that
will support an electric field and with the added external
field, the increased total field exerting a force on a car-
rier will cause the carrier to transit the junction more
rapidly.

The transit speed is too low, hence the response time
is too long, for many applications such as detecting the
wavefront of an electromagnetic wave. To increase the
transit speed, one needs to significantly increase the ex-
ternal bias. However, there is a limit to the reverse bias
one can apply to the junction before the junction breaks
down, avalanches, and behaves like a resistor. To get
around this, a three-layer device can be built with the
outer layers doped n-type and p-type, respectively. The
middle layer is an undoped (intrinsic) layer that contains
few free carriers, and hence can support a large electric
field. Because the width of the intrinsic layer is much
greater than the junction width, say 10–20 times larger,
the device can support a very large external voltage,
hence a a very large external field without the device
breaking down. This type of device is called a p–i–n
diode, where i stands for intrinsic. To increase the speed
of detector response, the effective width where there
are few carriers, and hence which can support a large
electric field junction, can be increased by at least a fac-
tor of 20 over the p–n junction width. Furthermore, the
p- and n-side doping can be made much larger. Hence,
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Fig. 32.24a,b Schematic diagram of a rapid-response p–i–
n detector. (a) Device structure with a wide depleted region
with no free carriers present. (b) Spatial band structure
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Fig. 32.25 Schematic diagram of a HOT detector architecture used
at EPIR Technologies

the electric field in the junction is increased and acts
over a longer distance. The carrier when it enters the
field of the junction region will feel a very large force
that will sweep the carrier to the opposite contact in
an extremely short time. As a result, the p–i–n detec-
tor could fully respond to IR radiation in a time on the

order of a nanosecond or less. The actual structure and
the spatial band structure of a p–i–n diode are shown
schematically in Fig. 32.24.

32.10.4 High-Operating-Temperature (HOT)
IR Detectors

Normally, an IR detector must be cooled so that the
near-field IR radiation from its surrounding structure
does not interfere with the IR signal coming from a few
meters to a few thousand kilometers away. The rea-
son for this is that a body produces IR radiation with
a power which increases with increasing temperature T .
The near-field radiation is a source of noise because
there are mechanisms that generate random numbers
of electron–hole pairs, which in turn contribute ran-
dom fluctuations in the output current and thus noise.
Therefore, the higher the operating temperature of the
detector, the lower the signal-to-noise ratio (SNR). De-
pending on the cutoff wavelength, IR photon detectors
are operated at anywhere from 4 to 77 K. This lays
a heavy burden on the system due to the cooler’s weight,
power needs, and lifetime.

The ideal, to avoid the cost and weight of cooling,
is a detector that yields a good SNR at room tem-
perature, that is, a HOT detector. To achieve this, one
must suppress the mechanisms that yield the random
(thermal) generation of free carriers. A HOT detector
is one that via a specific multilayer architecture sup-
presses one or more of the principal thermal generation
mechanisms. While still in a very early stage of devel-
opment, these structures promise operation near room
temperature or at least at thermoelectrically cooled tem-
peratures. One HOT architecture is shown in Fig. 32.25.
Note that the structure requires precise control of layer
thickness and doping, and hence is an ideal application
of MBE growth technology. Recent references on HOT
detectors include [32.323–325].

32.11 IR Focal-Plane Arrays (FPAs)
An IR FPA consists of four layers involving different
kinds of materials. The top layer is the detector array,
consisting of an array of HgCdTe detectors arranged
in a linear or checkerboard pattern. The detector array
is grown on a substrate, the second layer, which usu-
ally is CdZnTe, GaAs or Si based. Given a sufficiently
large substrate and reasonable sized arrays, several de-
tector arrays can be grown on a single substrate. The

output of an IR detector is very low, on the order of
nA. Therefore, the detector array must be connected to
a signal processor, which has a preamplifier for each de-
tector plus various signal processing functions such as
multiplexing and analogue-to-digital (A/D) conversion.
This readout integrated circuit (ROIC) or multiplexor
(MUX) is fabricated from silicon. The difference be-
tween the thermal coefficients of expansion of HgCdTe
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or CdTe and Si is quite large. Therefore, each detec-
tor must be connected to its preamplifier on the ROIC
by an In bump. Therefore, a 256 × 256 detector array
requires more than 65 000 separate In bumps. Detec-
tor sizes typically are 20 μm on a side to 30 μm on
a side, making the In bump cross section extremely
small, perhaps 10 × 10 μm2. In is used because it is
a good conductor, is ductile, and can accommodate
the strain introduced by the mismatched thermal coef-

ficients of expansion. The array of In bump electrical
contacts forms the third layer. The Si ROIC is the fourth
layer.

IR FPAs designed for astronomical investigations
can be as large as 2000 × 2000. This requires a very
precise manufacturing process involving many steps of
photolithography. Therefore, one becomes immediately
concerned about yield versus cost versus quantity re-
quired for a given application.

32.12 Conclusions

The inherent properties of HgCdTe make this alloy the
most preferred material for IR detection. During the past
several decades HgCdTe alloys have been used as the
primary material for IR detectors, which are most im-
portant for a variety of military and space applications.
Significant advances in the MBE growth of HgCdTe
alloys since the early 1980s have offered a new di-
mension in the ability to fabricate innovative detector
structures, control multiple layer heterostructures, and
use alternative substrates such as Si for large-format
two-dimensional arrays. Today, the MBE of HgCdTe
has emerged as a viable technology for research and de-
velopment and the manufacture of high-performance IR
FPAs.

Several factors have contributed to the growth and
advancement of HgCdTe MBE technology. The large
body of literature published by researchers studying
various aspects of HgCdTe deposition experiments and
theory has generated much useful information. Various
advantages of the MBE technique such as the avail-
ability of SE, RHEED, and other in situ analytical
characterization techniques to monitor and control the
growth have enabled the verification of these experi-
mental data and the related theories. The knowledge
base has matured HgCdTe MBE technology in recent
years to a point similar to that of III–V compound semi-
conductor MBE technology in the past. Unlike many
III–V semiconductors, it took a while to understand the
HgCdTe MBE process because of its stringent ther-
modynamic constraints. These constraints offer only
a narrow window of parameter space for optimum
epitaxy. These difficulties are further compounded by
temperature changes in the growing HgCdTe layer due
to its enhanced IR absorption. In situ tools, particu-
larly SE and RHEED, helped to better understand MBE
HgCdTe growth. In the past, and to a certain extent even
today, LPE has been the preferred approach for HgCdTe

growth. Today, however MBE technology with its var-
ious advantages and advancement is becoming more
attractive and is required for detectors with advanced
architectures.

Abrupt p–n junctions and the control of layer
thickness were first demonstrated in GaAs III–V semi-
conductor MBE technology. Recently, the maturation of
the HgCdTe MBE process has also enabled fabrication
of device structures with various architectures such as
p+/n, n+/p, p–i–n, etc. Fabrication of these structures
in HgCdTe is now possible because of the thin-film
process available in MBE wherein HgCdTe layers
can be controlled within submicrometer thicknesses.
MBE also has facilitated multiple-layer heterostructure
growth with various compositions of stacked HgCdTe
layers. Unlike LPE, MBE allows the control of mul-
tiple heterostructure growth and thus allows for new
device designs and optimization. This very feature also
makes it suitable for superlattice structures, and adds
the ability to implement bandgap engineering in this al-
loy. Therefore, MBE has been used to demonstrate both
ion-implanted and in situ doped p–n junction devices,
and various device designs including superlattice and
multicolor detectors have been reported.

The low-temperature and ultrahigh-vacuum nature
of MBE adds to its many advantages. Paramount among
these is the ability to achieve abrupt material junctions
with minimum interdiffusion or interface contamina-
tion, and the possibility of depositing HgCdTe on
foreign substrates such as Si, GaAs or Al2O3. Tradi-
tionally, bulk CdZnTe has been preferred as a substrate
material for HgCdTe epitaxy. In the past, all three
major growth techniques, LPE, MBE, and MOCVD,
employed bulk CdZnTe substrates because of their
close lattice and chemical match with HgCdTe alloys.
During the past decade significant advances have oc-
curred in the MBE of CdTe and HgCdTe on Si and
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GaAs substrates. This has been possible due to the
low temperature at which MBE occurs, where cross-
contamination of the substrate material in the HgCdTe
layer does not occur. The primary advantage of grow-
ing on Si or GaAs is the opportunity to produce very
large-area HgCdTe epitaxial layers. Large-area growth
is limited in bulk CdZnTe substrates because of the
lack of high-quality large substrates and because of the
large difference between the thermal coefficients of ex-
pansion of HgCdTe or CdTe and that of Si. The use
of Si or GaAs offers more dies of IRFPAs per wafer,
large-format IRFPAs, ease of device processing, and
a low-cost option for manufacturing.

The challenge of HgCdTe MBE technology has
been to produce material structures with structural,
optical, and electrical characteristics better than or
equivalent to the best LPE-grown materials. MBE tech-
nology has developed to the point at which MBE
HgCdTe layers grown on bulk CdZnTe substrates have
characteristics comparable to those of LPE material.
The technology has reached the state at which the qual-
ity of MBE HgCdTe layers depends mostly on the
characteristics of the substrate material. MBE is sen-
sitive to even minute changes in substrate morphology,
and tends to replicate those morphological defects in the
growing HgCdTe layer. Various techniques have been
developed to mitigate this problem so as to improve
the crystalline quality of the HgCdTe layer. The use of
buffer layers to block the propagation of defects origi-
nating in substrates or at the substrate–epilayer interface
has proven useful and is being studied. A thin interfacial
CdTe layer has proven effective in reducing substrate
surface roughness, but has limitations. The most signif-
icant improvement is achieved by growing an interfacial
HgTe/CdTe superlattice as a buffer layer. These su-
perlattices are more effective at blocking dislocations
and can be grown more nearly lattice matched to the
HgCdTe epilayer to be grown.

Today the main challenge of HgCdTe MBE tech-
nology is to grow very high-crystalline-quality layers
on Si. This epitaxial combination (HgCdTe/Si) creates
an extreme 19.2% epitaxial mismatch. Thus growing
HgCdTe layers with crystalline quality that is equiva-
lent in characteristics to layers grown on bulk CdZnTe
substrates is very difficult. Various techniques have
been developed to reduce defect densities in HgCdTe
layers grown on Si. Examples of these are variations
of II–VI buffer layers such as CdTe and CdSeTe, and
other techniques such as reduced-area growth, hydro-
gen passivation of defects, thermal anneal cycling, etc.
Significant progress has been made in the MBE of

CdTe and CdSeTe on Si, and extended defect densities
as low as 2 × 105 cm−2 have been achieved. However,
progress in reducing defects in the HgCdTe layers
grown on buffer/Si substrates is lagging. The best MBE
HgCdTe layers grown on buffer/Si substrates achieved
thus far exhibit defect densities of 2–5 × 106 cm−2.
Clearly, more research and development is necessary
to reduce the defect density by at least an order of
magnitude.

Another remaining challenge in the MBE of
HgCdTe is to be able to reproducibly grow layers with
the desired levels of p-type doping stable against dif-
fusion. In order to form sharp, precisely controlled
interfaces and p–n junctions and to obtain well-
controlled doping levels, it is essential to grow such
junctions by MBE with extrinsic n- and p-type doping.
Although stable, well-controlled n-type extrinsic dop-
ing of as-grown HgCdTe and HgTe/CdTe SLs has been
demonstrated by many authors, p-type extrinsic doping
of these materials has remained a problem. Unfortu-
nately, As, which has a low diffusion coefficient, can
be reproducibly activated in HgCdTe only at anneal-
ing temperatures significantly higher than the growth
temperature. Annealing at such high temperatures limits
many of the advantages of MBE as a growth technique.
Even though high-performance HgCdTe-based photo-
voltaic photodiodes using various p-doping techniques
(in situ and implantation) have been demonstrated, in-
terdiffusion across interfaces, dopant diffusion, and the
formation of Hg vacancies all become problems at the
high annealing temperatures required for reproducible
p-type activation of the preferred group V dopants.
The absence of a reproducible p-type doping technique
which does not require high-temperature annealing
remains a major stumbling block to successfully imple-
menting high-yield fabrication of MBE-grown HgCdTe
IRFPAs. Much progress is needed in developing a re-
producible in situ extrinsic p-type doping process for
MBE technology to advance further.

It is worth noting that, despite the various difficul-
ties faced by the HgCdTe MBE technology, the state
of IRFPA technology can still be advanced significantly
by further maturation of the MBE process. Consider-
ing the current military engagements, advancement of
IRFPA technology is needed more than ever. MBE has
the potential to emerge as a leading technique to develop
innovative IR device architectures and other detector
array designs that have not been possible in the past.
Already, multicolor IRFPAs have been fabricated from
HgCdTe grown by MBE. With more research it is po-
tentially possible to use the HgCdTe MBE process to
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develop very large-format IRFPAs. The advent of this
technology will undoubtedly lead to important appli-
cations required to constantly monitor battlefields and
borders. The progress of MBE in the area of alterna-

tive substrate technology would lead to more robust and
low-cost IRFPAs. This will be most desirable in mil-
itary applications, where more IR capability must be
deployed.
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Metalorganic33. Metalorganic Vapor-Phase Epitaxy
of Diluted Nitrides and Arsenide Quantum Dots

Udo W. Pohl

Metalorganic vapor-phase epitaxy offers the abil-
ity for controlled layer deposition down to the
monolayer range. Versatile application in a wide
range of materials and its upscaling ability has
established this growth technique in industrial
mass production, particularly in the field of semi-
conductor devices. A topic of current research
is the extension of the well-developed GaAs-
based technology to the near-infrared spectral
range for optoelectronic applications. The com-
plementary approaches of either employing dilute
nitrides quantum wells or quantum dots have re-
cently achieved significant advances in the field
of laser diodes. This chapter introduces the basics
of metalorganic vapor-phase epitaxy and illus-
trates current issues in the growth of InGaAsN/GaAs
quantum wells and InAs/GaAs quantum dots.
Section 33.1 gives a brief introduction to the
growth technique, exemplified by the classical
GaAs epitaxy. Sections 33.2 and 33.3 address two
current topics of GaAs-related MOVPE, which are
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intensely studied for, e.g., datacom laser ap-
plications: Epitaxy of dilute nitrides and InGaAs
quantum dots.

33.1 Principle of MOVPE

Metalorganic vapor-phase epitaxy (MOVPE), also
termed metalorganic chemical vapor deposition
(MOCVD; sometimes O and M in the acronyms are
exchanged), is the most frequently applied CVD tech-
nique for semiconductor device fabrication. Industrial
large-scale reactors presently have the capacity for si-
multaneous deposition on 50 2 inch wafers, and the
majority of advanced semiconductor devices are pro-
duced using this technique. Applications of MOVPE
are not restricted to semiconductors, but also include
oxides, metals, and organic materials. The technique
emerged in the 1960s [33.1–4], when epitaxy was dom-
inated by liquid-phase epitaxy and chloride vapor-phase
epitaxy, and molecular-beam epitaxy (MBE) did not ex-

ist in its present form. Complex sample structures with
abrupt interfaces and excellent uniformity may today be
fabricated using either MOVPE or MBE, though appli-
cation of MOVPE is advantageous in realizing graded
layers or in As-P alloys and nitride materials.

33.1.1 MOVPE Precursors

A common feature of chemical vapor-phase techniques
is the transport of the constituent elements in the gas
phase to the vapor–solid interface in the form of volatile
molecules. In MOVPE these species consist of metalor-
ganic compounds, and the transport is made by a carrier
gas such as hydrogen at typically 100 mbar total pres-
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sure. The gaseous species dissociate thermally at the
growing surface of the heated substrate, thereby releas-
ing the elements for layer growth. The dissociation at
the surface is generally assisted by chemical reactions.

The net reaction for the MOVPE of GaAs using the
standard source compounds trimethylgallium and arsine
reads

Ga(CH3)3 +AsH3 → GaAs+3CH4 ↑ . (33.1)

The reaction is actually much more complicated and
comprises many successive steps and species in the
chemistry of deposition [33.6] such as, e.g., some steps
of precursor decomposition

Ga(CH3)3 → Ga(CH3)2 +CH3

→ GaCH3 +2CH3 → Ga+3CH3 .

The source compounds employed for MOVPE must
meet some basic requirements. Their stability is low
to allow decomposition in the process, but still suffi-
cient for long-term storage. Furthermore their volatility
should be high, and a liquid state is favorable to pro-
vide a steady-state source flow. Most source molecules
have the form MRn , where M denotes the element used
for MOVPE, and R are alkyls such as methyl CH3. By
choosing a suitable organic ligand, the bond strength to
a given element M can be selected to comply with the
requirements of MOVPE for the solid to be grown. The
metal–carbon bond strength depends on the electroneg-
ativity of the metal M and the size and configuration
of the ligand R [33.7]. As a rule of thumb the bond
strength decreases as the number of carbons bonded to
the central carbon in the alkyl is increased. This trend
is also reflected in the dissociation energy of the first
carbon–hydrogen bond, given in Table 33.1 [33.8].

The organic radicals R most frequently used for
MOVPE precursors are depicted in Fig. 33.1.

Methyl

Ethyl n-Propyl iso-Propyl tert-Butyl

* *

*

*
*

Fig. 33.1 Alkyl radicals used as organic ligands in MOVPE source
molecules. Brown and gray spheres represent carbon and hydrogen
atoms, respectively, and the location of a bond to an element M used
for epitaxy is indicated by an asterisk

Table 33.1 Dissociation energy of the carbon–hydrogen
bond for radicals R used in MOVPE source molecules

R E (kJ/mol) R E (kJ/mol)

Methyl 435 iso-Propyl 398

Ethyl 410 tert-Butyl 381

n-Propyl 410 Allyl 368

Besides metalorganic sources also hydrides such
as arsine are employed as precursors. Their use is in-
teresting since they release hydrogen radicals under
decomposition that can assist removal of carbon-
containing radicals from the surface. A major obstacle
is their high toxicity and their very high vapor pres-
sure, requiring extensive safety precautions. To reduce
the hazardous potential, hydrides are increasingly re-
placed by metalorganic alternatives, e.g., arsine by
tertiarybutylarsine, where one of the three hydrogen
radicals is replaced by a tertiarybutyl radical. Thereby
the vapor pressure is strongly reduced, yielding usually
liquids at ambient conditions. In addition the toxicity
decreases significantly.

Partial pressures for some standard precursors used
in the MOVPE of As-related III–V semiconductors are
given in Table 33.2. The values are expressed in terms
of the parameters a and b to account for the expo-
nential temperature dependence of the vapor pressure
according to

log(Peq MO) = a −b/T , (33.2)

Peq MO and T given in Torr and K, respectively. Hy-
drides AsH3 and PH3 are stored at 20 ◦C as liquids
under pressures of 11 250 and 26 250 Torr, respectively,
and introduced as gases to the MOVPE setup.

250 350 450 550 650
Temperature (C°)

0

20

40

60

80

Decomposition (%)

100

TBAs
EAs

TEAs

TMAs

Arsine

Fig. 33.2 Decomposition of As precursors; the labels
TBAs, EAs, TEAs, and TMAs denote tert-butyl-As, ethyl-
As, triethyl-As, and trimethyl-As, respectively [33.5]
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Table 33.2 Equilibrium vapor pressure data of some metalorganic compounds used for III–V MOVPE. (Vapor pressure data taken
from data sheets of several precursor suppliers.)

Element Precursor Vapor pressure

a b (K) Peq MO (Torr) at 20 ◦C

Al Trimethylaluminum 8.224 2135 8.7

Ga Trimethylgallium 8.07 1703 182

Triethylgallium 8.083 2162 5.1

In Trimethylindium 10.520 3014 1.7

P Tertiarybutylphosphine 7.586 1539 142 (10 ◦C)

As Tertiarybutylarsine 7.243 1509 81 (10 ◦C)

Sb Trimethylantimony 7.708 1697 83

Triethylantimony 7.904 2183 2.9

N Dimethylhydrazine 8.646 1921 123

Note: 1 Torr = 1.333 mbar

Precursor molecules may decompose by a number
of pyrolytic mechanisms, the most simple being free-
radical homolysis, i. e., simple bond cleavage. Since the
M–H bond is generally stronger than the M–C bond,
metalorganic alternatives of the stable hydrides decom-
pose at lower temperatures – a further incentive for their
use. Results of pyrolysis studies for various As precur-
sors, performed in an isothermal flow tube, are given in
Fig. 33.2. The bond strength rule of thumb noted above
is well reflected in these curves.

33.1.2 Growth Process

Most metalorganic sources are liquids, which are stored
in bubblers. For transport to the reactor a carrier gas
with a flow QMO is introduced by a dip tube ending near
the bottom. At a fixed temperature the metalorganic li-
quid forms an equilibrium vapor pressure Peq MO given
by (33.2), and the bubbles saturate with precursor
molecules. At the outlet port of the bubbler a pres-
sure controller is installed, which acts like a pressure
relief valve and allows to define a fixed pressure Pbub
(> Peq MO) in the bubbler, thereby decoupling the bub-
bler pressure from the total pressure Ptot in the reactor.
The partial pressure of a metalorganic source in the
reactor PMO results from the mentioned parameters by

PMO = QMO

Qtot
×

Ptot

Pbub
× Peq MO . (33.3)

The two fractions in (33.3) are employed to control
the partial pressure of the source in the reactor. For
sources used as dopants or compounds with very high
vapor pressures an additional dilution by mixing with
a controlled flux of carrier gas is applied. The gaseous

hydrides are directly controlled by their flux QHyd, and
(33.3) simplifies to

PHyd = QHyd

Qtot
× Ptot . (33.4)

The total flux in the reactor Qtot results from the sum
of all component fluxes and the flux of the carrier gas,
which is additionally introduced into the reactor by
a separate mass flow controller. This flux is generally
much higher than that of all sources, and the sum of all
source partial pressures PMO and PHyd is consequently
much smaller than the total pressure in the reactor Ptot.
The reactor pressure Ptot is controlled as an indepen-
dent parameter by a control valve attached to an exhaust
pump behind the reactor.

The complete treatment of the MOVPE growth
process involves numerous gas-phase and surface re-
actions, in addition to hydrodynamic aspects. Such
complex studies require a numerical approach, and
solutions were developed for specific processes such
as MOVPE of GaAs from trimethylgallium and ar-
sine [33.6, 9]. We will draw a more general picture of
the growth process and outline some relations of growth
parameters.

Growth represents a nonequilibrium process. The
driving force is given by a drop in the chemical po-
tential μ from the input phase to the solid. For the
discussion of the MOVPE process a description by con-
secutive steps as depicted in Fig. 33.3 is convenient. The
reactants in the carrier gas represent the source. Near
the solid surface a vertical diffusive transport compo-
nent originates from reactions of source molecules and
incorporation into the growing layer. All processes from
adsorption at the surface to the incorporation are sum-
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μsolid μgas μ

z

Source

Transport

Solid

Interface Adsorption Growth Desorption

1
2

3

Fig. 33.3 Scheme of the chemical
potential μ near the surface of the
growing solid during MOVPE. Path 1
signifies growth controlled by mass
transport, paths 3 and 2 denote growth
being limited by interface reactions
and the general case, respectively

marized by interface reactions. Finally excess reaction
products desorb from the interface by diffusion.

The slowest process of the successive steps lim-
its the growth rate. Without considering mechanisms
of growth in detail, processes limited by either trans-
port or kinetics can be well distinguished. Figure 33.4
shows on a logarithmic scale the dependence of the
GaAs growth rate on the reciprocal substrate temper-
ature. At low temperature, experiment and simulation
show an exponential relation, indicating that thermally
activated processes limit the growth rate. Precursor
decomposition and interface growth reactions lead
to a pronounced temperature dependence, the slope
∝ −ΔE/(kBT ) yields an activation energy ΔE near

0.8 1.0 1.2 1.4
1000 / T (K)

0.01

0.03

0.1

0.3

Growth rate (μm / min)

Fig. 33.4 Growth rate of (001)-oriented GaAs as a func-
tion of reciprocal temperature. Trimethylgallium and
arsine are used as precursors. Brown and gray circles rep-
resent measured data [33.10] and model predictions [33.6],
respectively

19 kcal/mole for the given process. This regime is re-
ferred to as kinetically limited growth. The gas phase
supplies precursors to the surface at a rate well exceed-
ing the rate of growth reactions. As the temperature is
increased, the growth rate becomes nearly independent
of temperature. In this range precursor decomposition
and surface reactions are much faster than mass trans-
port from the source to the interface of the growing
solid. Since diffusion in the gas phase depends only
weakly on temperature, this process is called transport-
limited growth. Mass transport in this regime depends
on the geometry of the reactor, because flow field and
temperature profile above the substrate affect cracking
and arrival of precursors at the interface; this accounts
for the difference in the maximum growth rates in
Fig. 33.4. In the high temperature range growth rates
decrease due to enhanced desorption and parasitic de-
position at the reactor walls, inducing a depletion of the
gas phase.

MOVPE is usually performed in the mid-tempera-
ture range of transport-limited growth, where variations
of the substrate temperature have only a minor effect
on growth rate, composition of alloys, and dop-
ing. For III–V semiconductors the range is typically
500–800 ◦C.

Mass transport of the reactants from the gas source
to the interface of the growing solid are essentially con-
trolled by diffusion: The mass flow ji of component i is
given by the direct flow component v normal to the in-
terface, the diffusion along the partial pressure gradient
∂Pi/∂r, and the thermodiffusion, according to [33.11]

ji = Piv

kBT
− Di

kBT

(
∂

∂r
Pi + αi

T
Pi

∂

∂r
T

)
, (33.5)

where Di and αi are the diffusion constant and the
thermodiffusion factor, respectively. The direct flow
component normal to the interface should be negli-
gible in a laminar gas flow. Also thermodiffusion is
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generally assumed to make no sizeable contribution.
Equation (33.5) is hence reduced to the diffusion term.

A simplified one-dimensional model assumes that
the partial pressures Pi drop over a so-called diffu-
sion boundary layer of thickness d from their values
in the source to values Pinterface

i at the interface to the
solid [33.7]. Equation (33.5) then reduces to

ji = Di

kBT d

(
Pi − Pinterface

i

)
. (33.6)

The factor Di/(kBT d) may be considered as an effec-
tive coefficient of mass transport for component i.

Due to the supersaturation set to induce growth,
the partial pressures of the components at the inlet
of the reactor Pi are much higher than the near-
equilibrium values at the interface to the solid Pinterface

i .
For III–V compounds such as GaAs this means
PIII PV � Pinterface

III Pinterface
V . Furthermore, the group V

precursors are far more volatile than the group III
species (except for Sb sources); III–V semiconductors
are hence usually grown with a large excess of group V
species, i. e., PV/PIII � 1. These conditions and the re-
quirement of stoichiometric growth lead to the relations
of the partial pressures at the interface and the reactor
inlet Pinterface

III � PIII, and Pinterface
V ≈ PV. This means

that the growth rate is limited by the flow of group III
species, and all group III species arriving at the interface
are incorporated into the solid. Equation (33.6) then
further reduces to

jIII = DIII PIII

kBT d
. (33.7)

The transport properties expressed by (33.7) may be
related to other growth parameters by applying the
boundary-layer model. Though being oversimplified,
this model provides a reasonable description of basic
relations. The model assumes a horizontal flow reactor
and considers, that the velocity component of the gas

flow parallel to the substrate must be zero at the inter-
face due to friction. In a distance δ above the substrate
the velocity flow arrives at a constant value v. The range
of δ was interpreted in terms of a stagnant layer for the
mass transport to the interface δ may be written [33.7]

δ ∼= 5

√
D

v
. (33.8)

Substituting d in (33.7) by δ and bearing in mind that the
diffusion constant D in the gas phase is inversely pro-
portional to the total pressure Ptot, yields for the growth
rate

r = const PIII

√
v

Ptot
. (33.9)

The growth rate shows the proportional dependence on
the partial pressure of the group III species already
expressed by (33.7). According to (33.3), r is hence pro-
portional to the flow of carrier gas through the bubbler
QMO of the group III source. Equation (33.9) predicts
a growth rate that is independent of the total reactor
pressure, because both PIII (cf., (33.3)) and v (inversely
proportional to Ptot) are functions of Ptot. Moreover, the
model yields a square-root decrease of the growth rate
as the total flow in the reactor Qtot is increased. Devi-
ations from these reasonable predictions are observed
at low pressures and low flow velocities, where the
boundary-layer thickness is in the range of the reactor
height.

The outline of metalorganic vapor-phase epitaxy
given above is intended to provide an insight into the
basics of the growth technique. Albeit being established
in many fields of materials fabrication, new areas of
application are steadily developed. Even the classical
GaAs-related materials are widely studied to further ex-
tend applications, and two current topics are considered
in the following sections.

33.2 Diluted Nitride InGaAsN Quantum Wells

The quaternary dilute nitride alloy InGaAsN (or GINA,
GaInNAs), which can be grown lattice-matched to
GaAs substrates, has recently gained considerable at-
tention as a promising material for laser diodes in the
datacom wavelength range. The constituent binaries
GaAs and GaN have large differences in electronega-
tivities and lattice constants, leading to an extraordinary
large bowing parameter in GaAsN alloys and a strong
bandgap decrease for even small N compositions. The

same applies for the In-related binaries, cf. Fig. 33.5; in
this connection it must be noted that the InN bandgap
energy is still controversial, but serious indications ex-
ist for a gap near or below 1 eV [33.12–14]. Large
band offsets between InGaAsN and GaAs provide the
opportunity for good carrier confinement in quantum
structures. The attractive quaternary compound is, how-
ever, metastable, and introduction of nitrogen is difficult
due to a large miscibility gap. Furthermore, intrinsic
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Fig. 33.5 Direct energy gap as a function of lattice con-
stant for zincblende III–V compounds and their alloys;
arrows indicate limits for predictions with any accu-
racy [33.15]. For InN more recently a value of 0.78 eV was
given [33.13]

regions of high strain and strong localization result
from the large differences in lattice parameters and
the large energy range induced by statistical compo-
sition fluctuations. However, significant advances have
been achieved by applying epitaxy at rather low tem-
peratures. This sections addresses the issue of suitable
precursors for MOVPE of InGaAsN, the materials
properties of epitaxial layers on GaAs substrate, and
eventually the current state of laser device applications.

33.2.1 Nitrogen Precursors

The small covalent radius of nitrogen leads to very
small solubilities in the conventional III–V com-
pound semiconductors GaAs and InAs, predicted to be
only 1014 cm−3 and 1017 cm−3, respectively, at typical
growth temperatures [33.17]. To increase the N concen-
tration well above the equilibrium solubility limit, the
temperature is lowered to achieve metastable nonequi-
librium growth in the range between the concentrations
of the spinodal and the stable binodal limit. The latter
was determined to be below 2% at 800 K for GaN in
GaAs [33.18].

The standard nitrogen source for GaN-related
group III nitride semiconductors is ammonia (NH3).
Since dissociation of ammonia in MOVPE requires
very high growth temperatures, alternative precursors

Fig. 33.6a,b Thermal decomposition of the nitrogen
sources tert-butylhydrazine ((a), mass 88) and dimethyl-
hydrazine ((b), mass 60), measured by mass spectrometry
in an isothermal reaction tube [33.16]

are required for epitaxy of dilute nitride alloys. Hy-
drazine (H2NNH2) is much less stable than ammonia,
has a convenient vapor pressure, and provides reactive
nitrogen by N–N bond cleavage at temperatures as low
as 400 ◦C. Though low-temperature growth of GaN was
proved [33.19], this source is not used due to its tox-
icity and very high reactivity. Instead, derivatives with
one [33.20] or two methyl [33.21, 22] or with tertiary-
butyl [33.23, 24] ligands were introduced. Comparative
pyrolysis studies of dimethylhydrazine (CH3)2NNH2
and tertiarybutylhydrazine (C4H9)(H)NNH2 demon-
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strated that both sources decompose below 400 ◦C by
N–N bond cleavage, enabling low-temperature nitride
growth [33.16]. As shown in Fig. 33.6, decomposition
of both precursors produce reactive NH2 radicals (mass
16) required for the growth process.

Dimethylhydrazine, more precisely (1,1)-dimethyl-
hydrazine with both methyl radicals attached to one
nitrogen (also referred to as unsymmetric UDMHy), has
developed as the standard source for InGaAsN epitaxy.
Pressure data are included in Table 33.2. Tertiarybutyl-
arsine is generally employed as As source due to its fa-
vorable pyrolysis properties at low temperature, shown
in Fig. 33.2. For the same reason triethylgallium is often
used as Ga source instead of trimethylgallium employed
for standard GaAs MOVPE, while the generally applied
trimethylindium precursor for In supply is sufficiently
unstable to be also used for InGaAsN growth.

Lattice-match of InGaAsN to GaAs requires an
In/N ratio of about 3. Such a ratio cannot be maintained
for a quaternary-alloy QW of 1.3 μm devices due to the
low miscibility for N alloying. Instead strained QWs
with ≈ 30% In and up to 4% N are used. Even then,
introduction of N is difficult, since In alloying strongly
counteracts N incorporation into the solid. The depen-
dence of the nitrogen content on the In concentration
is shown in Fig. 33.7 for two growth temperatures, il-
lustrating the benefit of low-temperature growth. For
MOVPE of QWs deposition temperatures as low as
525 ◦C are used, while thicker layers are grown at
slightly increased temperatures (e.g., 550 ◦C) to achieve
a higher growth rate.

In content

N content (%)

Tg= 600 °C Tg= 570 °C

0.20 0.25 0.30 0.35

0.4

0.3

0.2

0.1

0

GaInNAs / GaAs QWs

Fig. 33.7 Nitrogen content in InGaAsN/GaAs quantum
wells as a function of In content for two deposition tem-
peratures Tg [33.25]

Composition of the quaternary alloy also de-
pends sensitively on other growth parameters. A high
tertiarybutylarsine flow was found to favor N incorpo-
ration up to a maximum value near 4% [33.26], and
higher In concentration was obtained for lower III/V
ratios [33.25]. A particular issue of MOVPE is the in-
corporation of carbon and hydrogen. p-Type character
of as-grown material was assigned to C incorporation,
and a type conversion upon annealing was attributed
to an N–H complex [33.27]. High C levels were as-
cribed to the strong N–C bond, and growth using
various precursors indicated triethylgallium as a possi-
ble source [33.28]. Conditions to supply sufficient other
radicals to the surface to prevent bonding of N radi-
cals to C-containing groups are suggested to lower C
contamination.

33.2.2 Structural and Electronic
Properties of InGaAsN

The lattice parameter of GaAsN calculated from to-
tal energy minimum yields excellent agreement with
Vegard’s law despite the large lattice mismatch of
more than 20% [33.18]. Due to the good miscibility
with In such linear dependence on the composition
also applies for the quaternary InGaAsN. Deviations
were observed for high N concentrations exceeding
2.9% and were assigned to interstitial, i. e., nonsubstitu-
tional incorporation [33.29]. In molecular-beam epitaxy
Sb was used as a surfactant, significantly improving
structural and optical properties of highly strained ma-
terial [33.30–32].

In and also N were found to be randomly dis-
tributed on a large scale. While this applies for In also
on a microscopic scale, a slightly enhanced number of
nitrogen pairs oriented along the [001] growth direc-
tion was found in scanning tunneling micrographs of
GaAsN [33.33] and InGaAsN layers [33.34, 35]. Cal-
culations based on the pseudopotential method [33.36]
and the Keating valence force field model [33.37] show
that such N pairs reduce the strain compared with
two isolated N atoms. Moreover, adding of further N
atoms to a [001]-oriented chain is found to be en-
ergetically favorable. The ordering of nitrogen in the
quaternary alloy leads to local nanometer-sized strain
fields [33.37, 38]. Figure 33.8 shows a transmission
electron microscopy (TEM) image taken from an as-
grown QW under strain-sensitive imaging conditions.
The apparent columnar structure along the [001] growth
direction is also found in thick layers. It is not visible if
chemically sensitive imaging conditions are used. The
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20 nm

Fig. 33.8 Cross-sectional transmission electron micro-
graph of an as-grown InGaAsN/GaAs quantum well with
30% In and 2.7% N. Dashed lines depict QW boundaries;
arrows indicate column-like strain fields [33.37]

density of the columns was shown to increase with the
N content.

As-grown InGaAsN material with high N content
generally shows poor luminescence efficiency, which
strongly improves upon annealing. The strain fields vis-
ible in TEM images dissolve by annealing. Studies
of the nearest-neighbor bonds using x-ray absorption
fine structure show that the short-range ordering of
the nitrogen chains largely disappears, accompanied by
an increase of In–N bonds at the expense of Ga–N
bonds [33.39–41]. While N chains build a stable config-
uration at the growth surface, the highly In-coordinated
state of N was calculated to have a lower total energy in
the bulk [33.37,42,43]. Strain in the layers does not sig-
nificantly affect the nearest-neighbor bonding [33.40],
but the optimum annealing temperature with respect to
photoluminescence (PL) efficiency was found to de-
crease with strain [33.44]. The origin of the improved
luminescence efficiency after anneal was assigned to
the removal of nonsubstitutional nitrogen, which builds
a complex weakly bonded to Ga and acts as a trap for
photoexcited charge carriers [33.29].

Thermal annealing of as-grown InGaAsN induces
a blue-shift of the bandgap due to the changed bond-

Table 33.3 Band anticrossing model parameters for dilute nitride semiconductors; the energy of the isoelectronic nitrogen
impurity EN is given with respect to the valence band maximum [33.15]

Alloy EN (eV) V (eV)

GaAsN 1.65 2.7

InAsN 1.44 2.0

Inx Ga1−xAsN 1.65(1− x)+1.44x −0.38x(1− x) 2.7(1− x)+2.0x −3.5x(1− x)

ing [33.40, 45]. This finding agrees with the described
reduction of N pairing and predictions of total energy
calculations, which yield a reduced bandgap in case of
clustering and also a reduced momentum matrix ele-
ment (i. e., PL intensity) [33.36]. It was pointed out that
the band structure of diluted nitride alloys shows an al-
loying mechanism different from that of conventional
semiconductors [33.46]. Addition of nitrogen induces
localized cluster states below the conduction band edge,
which are gradually overtaken by states composed of
both localized and delocalized states. These perturbed
host states form the alloy conduction band edge and
lead to the strong, composition-dependent bowing pa-
rameter. The effect of a few percent of nitrogen on
the valence band is small and neglected in the gener-
ally accepted parameterized band anticrossing (BAC)
model [33.47, 48]. The splitting into a lower-lying E−
and an E+ band can be considered as the interaction
between the spatially localized N level and the delocal-
ized conduction band states of the host semiconductor,
and the respective dependence on the nitrogen fraction
x reads

E± = 1

2

(
(EC + EN)±

√
(EC − EN)2 +4V 2 x

)
,

(33.10)

with EC being the conduction band edge of the un-
perturbed host semiconductor, EN the position of
the N impurity level in this host, and V the inter-
action potential between the two bands. Respective
model parameters for diluted nitride alloys are given in
Table 33.3.

The offsets of valence and conduction bands are ba-
sic parameters for fabricating heterostructure devices.
Data of InGaAsN/GaAs QW samples were particularly
obtained from photoreflectance spectra by evaluating
the splitting between the heavy-hole and light-hole
ground state [33.49], and from photovoltage spectra by
directly measuring the transition energy between con-
fined and free states [33.50]. A type I band alignment
is found for electron and heavy hole, with values for
QC = ΔEC/(ΔEC +ΔEV) of 55–70%. The light-hole
valence band offset of a tensile-strained GaAsN QW
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Fig. 33.9 Energy differences ΔE∗ between confined states
and band edges of In0.3Ga0.7As0.98N0.02 quantum wells
with various widths, measured using photovoltage spectra;
the continuous lines represent simulated values [33.50]

with 2% N was reported to be type II, and the coun-
teracting strain introduced by 15% In was expected not
to convert the type of alignment [33.49]. Introduction
of Sb leads essentially to an increase of the hole QW
depth [33.51]. Figure 33.9 shows measured energy dif-
ferences between confined states and band edges for
QWs with 2% N and 30% In. These values are of
practical relevance and related to the band offsets by
ΔEC = ΔE∗

C + e1, and ΔEV = ΔE∗
V + h1, with e1 and

h1 being the energies of the first quantized states of
electrons and holes, respectively.

33.2.3 Dilute Nitride Quantum Well Lasers

The ability to grow InGaAsN quantum wells lattice
matched on GaAs substrates and the formation of
a type I band alignment to confine both electrons
and holes makes this dilute nitride alloy promising
for device applications. Most work focused on fab-
rication of injection lasers emitting in the 1.3 and
1.55 μm wavelength windows of common datacom fi-
bres, stimulated by the great commercial demand and
the compatibility with the well-developed GaAs/AlAs
technology. In fact, InP-based device structures used
in optical networks suffer from poor thermal con-
ductivity of the substrate material and low refractive
index variation of alloys. InGaAsN also gained inter-
est as a 1 eV subcell added to commercially available
InGaP2/GaAs/Ge multijunction solar cells. Inserted

between GaAs and Ge, conversion efficiencies exceed-
ing 40% are expected [33.52]. In the following some
aspects of the work related to edge-emitting lasers are
discussed.

InGaAsN QWs for long-wavelength lasers were in-
troduced in the mid 1990s using both gas-source MBE
(GSMBE, also denoted metalorganic MBE, MOMBE)
and MOVPE [33.53]. The first edge-emitting ridge
waveguide lasers used single QWs and achieved emis-
sion wavelengths near 1.2 μm at 300 K with high
threshold current densities exceeding 1 kA/cm2. Lasers
grown using MOVPE have focused since then on
the 1.3 μm range, while considerable progress in the
1.55 μm range was achieved with MBE by additionally
introducing Sb as a surfactant during growth of the ac-
tive quantum wells in lasers [33.30]. Most lasers have
a single QW with a thickness of 6–8 nm. During the first
years of research on diluted nitride lasers a general trend
of increasing threshold current densities was found
when the emission wavelength was increased to longer
wavelengths, irrespective of the growth technique em-
ployed, MOVPE or MBE [33.28, 54–56]. Wavelength
tuning beyond 1.2 μm requires a sizeable incorporation
of nitrogen into InGaAs. This can be achieved by a de-
creased growth temperature, an increased growth rate,
and an increased N/(N+As) ratio [33.54]. The latter
is more easily achieved using a low As/(Ga+In) ratio
rather than a high flow of the N source, another ad-
vantage of employing tertiarybutylarsine over AsH3 as
arsenic source [33.57].

Generally such wavelength tuning was accompa-
nied by material deterioration. A direct correlation of
the threshold current density to the concentration of car-
bon in the QWs was observed [33.28]. For lasers grown
using MOVPE the finding could be related to C from
the gallium source. The high levels were claimed to be
a consequence of the strong C–N bond. A similar trend
found in MBE-grown lasers indicated a respective issue
also for this growth technique.

A high PL efficiency of the active QW is cru-
cial to obtain a low lasing threshold. As noted in
Sect. 33.2.2, the PL, which drops for high N in-
corporation, largely recovers by annealing. A major
improvement of InGaAsN QW lasers was therefore ob-
tained by adding an annealing step to the fabrication
procedure [33.58]. This step can also be accomplished
in situ during growth of the upper cladding layer at
increased temperature [33.57]. Further improvements
were achieved by engineering the confinement and
strain in the quantum well. Cladding of the compres-
sively strained QW by a strain-compensating tensile
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GaAsP barrier layer led to a threshold current density
as low as 211 A/cm2 for lasing at 1295 nm [33.57]. Us-
ing tensile-strained GaAsN instead of GaAsP proved to
be even more advantageous [33.59, 60]. The conduc-
tion band discontinuity from the quaternary QW to the
GaAs waveguide is segmented into two steps, thereby
reducing the quantum confinement of the electrons and
hence inducing a red-shift of the emission. In addition,
stronger hole confinement is achieved due to a larger va-
lence band step from the QW to GaAsN with respect to
GaAs, resulting in improved high-temperature charac-
teristics of the device. The characteristic temperature T0
was shown to increase by 15 K for lasers emitting near
1315 nm with thresholds of 210–270 A/cm2 [33.59].
Using this approach, lasing at the longest wavelength
reported to date of 1410 nm was achieved, with a thresh-
old of 1.4 kA/cm2 [33.60].

Shift of the lasing wavelength to 1.55 μm will cer-
tainly be difficult to achieve with InGaAsN QWs. The
results obtained using MOVPE are largely comparable
to those achieved using MBE of lasers with quater-
nary QWs [33.61–63]. The most striking difference
is a substantially lower temperature during growth of
the active QW, ranging between 350 ◦C and 330 ◦C in
MBE compared with about 530 ◦C in MOVPE. The
longest wavelength reached to date, by applying a care-
fully adjusted low-temperature MBE, is 1510 nm, with
a still very low threshold of 780 A/cm2 [33.56]. Sub-
stantial progress beyond 1.5 μm was recently achieved
with quinternary quantum wells in MBE [33.64]. Us-
ing a single In0.38Ga0.62As0.943N0.03Sb0.027 QW with
cladding by strain-compensating GaAs0.96N0.04 barri-
ers, lasing was observed at 1.55 μm with a low threshold
of 579 A/cm2.

33.3 InAs/GaAs Quantum Dots

Semiconductor quantum dots (QDs) are nanometer-
sized objects in which charge carriers are confined in
all three spatial dimensions. Their size is in the range
of the de Broglie matter wavelength of the confined
particles, and the quantum size effect leads to a delta-
function-like electronic density of states. The properties
of such zero-dimensional structures resemble those of
atoms. The unique electronic properties of QDs, the
discovery of self-organization processes which control
their coherent (i. e., defect-free) growth, and the ease
of incorporating QDs into a semiconductor device led
to rapid development in this field. This section focuses
on InAs QDs in GaAs matrix material and provides
an insight into the basics of their formation, struc-
tural, and electronic properties. Finally, results on recent
applications in edge-emitting lasers with gain media
comprising QDs are reported.

33.3.1 The Stranski–Krastanow 2-D–3-D
Transition

Efforts to realize quantum dots in semiconductor
heterostructures were initially devoted mainly to litho-
graphic patterning of quantum wells, e.g., [33.65]. Such
structures generally suffered from residual damage in-
troduced by nanopatterning that affected the electronic
and optical properties. In the 1990s the concept of
exploiting the fundamental growth mode named after
Stranski and Krastanow was introduced to form large

arrays of defect-free quantum dots in a self-organized
(also called self-assembled or self-ordered) way. The
original paper describes the formation of islands on
a flat substrate surface in heteroepitaxy of lattice-
matched ionic crystals with different charges [33.66].
Stranski–Krastanow growth can also be induced if
a two-dimensional layer is deposited on a crystalline
substrate which has a sufficiently large mismatch of
the lateral lattice constant (typically Δa/a > 2%). The
layer adopts the lateral atomic spacing of the sub-
strate and hence accumulates strain with increasing
thickness. Above a critical layer thickness the strain is
relaxed by introduction of misfit dislocations. Below
this critical thickness, a considerable part of the strain
can be relaxed elastically, i. e., without introduction
of dislocations, by forming facetted surface structures.
A precondition for this 2-D–3-D transition is a total en-
ergy gain of the heteroepitaxial system, expressed by
the actual surface area A and the change of the areal
energy density Δγ . This quantity is given by

Δγ = γsurface +γinterface −γsubstrate , (33.11)

the three summands being the surface energy of the epi-
taxial layer, the energy of the interface between layer
and substrate, and the surface energy of the substrate,
respectively. If Δγ < 0, the layer wets the substrate
surface and grows two-dimensionally in the Frank–
van-der-Merve layer-by-layer growth mode. If Δγ > 0,
the layer tries to leave the substrate uncovered and
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grows three-dimensionally in the Volmer–Weber island
growth mode. In the intermediate case of Stranski–
Krastanow growth, Δγ < 0 applies for the first layer(s),
which grow two-dimensionally, while Δγ > 0 for sub-
sequently grown layers, e.g., due to accumulated strain.
The driving force of the 2-D–3-D transition is therefore
minimization of the total strain energy [33.67]. The total
energy gain per volume of a single QD can be expressed
by [33.68]

Etotal

V
= εelast

QD − εelast
layer +

Aγfacet − L2γlayer(d0)

V

+
(

1

ρ
− L2

)
γlayer(d)−γlayer(d0)

V
,

(33.12)

εelast
QD and εelast

layer being the elastic energy densities of the
QD and the uniformly strained layer. The third term de-
scribes the change in surface energy due to the QD, with
γfacet being the surface energy of the island facets, A
their area and L the base length of the QD, which is
assumed to have a pyramidal shape. The fourth term ac-
counts for that part of the layer which converts to the
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Fig. 33.10 Total energy gain by QD formation from
d0 = 1.8 monolayers (ML) and 1.5 monolayers InAs films
deposited on GaAs. A QD area density of ρ = 1010 cm−2

is assumed; notations on the curves denote contributions
from the surface, the wetting layer, the edges of the as-
sumed pyramid shape of the QDs, and the elastic relaxation
energy [33.68]. Arrows mark the minima of the curves

QD; ρ is the area density of QDs, γlayer(d0) and γlayer(d)
are the formation energies of the layer as a function of
its thickness d. The sum of these contributions is the to-
tal energy density, which has an energy minimum for
a particular dot size as shown in Fig. 33.10. This mini-
mum causes preferential formation of dots around this
size and a stability of the dot ensemble against Ostwald
ripening in thermodynamic equilibrium. The ripening
still observed in experiments indicates the presence of
kinetic barriers under the usually applied growth con-
ditions. It should be noted that, even under equilibrium
conditions, the entire material of the two-dimensional
layer does not entirely reorganize to QDs; rather, a thin
2-D layer, the wetting layer, remains.

Self-organized growth of InAs QDs on GaAs was
first realized using MBE [33.70]. Since then InAs and
In1−xGaxAs [33.71] dots in GaAs matrix have become
a model system for self-organized QD growth. The InAs
lattice constant exceeds that of GaAs by ≈ 7%. De-
tails of QD formation sensitively depend on growth
parameters, particularly on temperature, growth rate,
and arsenic partial pressure. The 2-D–3-D transition of
InAs layers occurs on (001)-oriented GaAs between 1.5
and 1.8 monolayer thickness for typical deposition tem-
peratures of 450–520 ◦C. Nucleation of 3-D dots starts
on top of a 2-D InAs layer which exceeds some critical
thickness dc of coverage. The density ρ of the emerg-
ing dots was measured from atomic force microscopy
(AFM) images of InAs layers with varied thickness,
deposited on (001) GaAs at 530 ◦C using MBE, cf.
Fig. 33.11.

The dot density ρ depicted in Fig. 33.11 follows
a dependence on the InAs coverage similar to that of

1.2 1.4 1.6 1.8 2
InAs coverage (ML)

108

109

1010

1011

Dot density (cm–2)

107
No dots

α ≈ 1.76
dc = 1.50 ML

Fig. 33.11 Areal density of self-organized InAs dots on
GaAs as a function of deposition thickness d [33.69]
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a first-order phase transition [33.69]

ρ = ρ0(d −dc)α . (33.13)

The least-squares fit represented by the solid line yields
ρ0 = 2 × 1011 cm−2, α = 1.76, and dc = 1.50 ML.

33.3.2 MOVPE of InAs Quantum Dots

Most studies on the MOVPE of quantum dots in
the InGaAs system comprise ternary InxGa1−xAs dots
with In content x of 30–70% [33.73–75]. The reduced
strain in the layer with respect to InAs retards the on-
set of dot nucleation, facilitating deposition control,
and the tendency to form large, dislocated clusters is
smaller [33.74]. The growth procedure is often var-
ied in many respects, complicating a comparison of
results: The dot material may be deposited on a thin
InGaAs buffer layer with lower In content to obtain
a high dot density, or overgrown by a respective thin
InGaAs layer to induce a red-shift of the emission wave-
length [33.76]. In addition, seeding or stacking of dot
layers is applied to modify optical properties or in-
crease the dot density in the matrix [33.72, 77], and
also atomic layer epitaxy [33.78] or use of a surfac-
tant [33.79] has been reported. Structural and electronic
properties of InGaAs QDs were found to differ signifi-
cantly from those of InAs dots. For InGaAs depositions
a depletion of the effective In content in the wetting
layer was found [33.80], and an inhomogeneous In
distribution in the InGaAs dot was observed [33.81].
To treat a more concise situation, we focus on the
MOVPE of binary InAs dots. The precursors used for
QD growth are standard sources for III–V epitaxy,
namely trimethylindium, trimethylgallium, and either
arsine or tertiarybutylarsine.

The general procedure of self-organized QD fabri-
cation starts with the preparation of the surface. The low
deposition temperature of typically about 500 ◦C, which
is required for Stranski–Krastanow growth of InAs dots,
is much lower than the temperature needed to grow
GaAs matrix material with good quality at reasonable
growth rate. Therefore first a GaAs buffer layer is grown
at a suitable high temperature (e.g., 650 ◦C), and then
the surface is stabilized with arsenic partial pressure
while setting up the lowered temperature and eventu-
ally adjusting the V/III ratio. Then InAs is deposited,
and subsequently a growth interruption is applied. Fi-
nally a GaAs cap layer is grown on top. Each of these
steps comprises some crucial issues to obtain defect-
free structures.

The deposition of InAs must occur with some
minimum rate to prevent the formation of large inco-
herent clusters, in contrast to MBE, where processes
can largely be retarded by using very low tempera-
tures. The QD properties depend sensitively on the InAs
thickness and the As partial pressure during InAs depo-
sition and the growth interruption. Figure 33.12 shows
PL spectra of InAs/GaAs QD samples prepared at
485 ◦C and 8 s growth interruption with different depo-
sitions thicknesses and V/III ratios [33.72]. The spectra
were nonresonantly excited into the matrix and show
the near-band-edge emission of GaAs above 1.4 eV,
emission from the 2-D wetting layer (WL), and the
luminescence of the QD ensemble. For a given InAs
deposition thickness d0, Fig. 33.12a shows the emis-
sion from a 2-D wetting layer clad by GaAs (dark line

b) PL intensity (arb. unit)
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Fig. 33.12a,b PL spectra of InAs/GaAs quantum dot sam-
ples with different layer thicknesses (a) and different V/III
ratios (b) applied during InAs deposition [33.72]
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d = d0); from the emission energy a thickness of 1.5 ML
was evaluated. QDs are formed when this critical value
is exceeded, and an optimum at 1.11 d0 was found for
the given growth conditions. The decrease of PL inten-
sity for thicker InAs depositions indicates the onset of
plastic strain relaxation. Keeping the optimum thick-
ness d0, the V/III ratio was varied in the series given
in Fig. 33.12b by gradually changing the arsine partial
pressure from 0.09 to 0.72 mbar. The PL shows a red-
shift, accompanied by a broadening of the full width at
half maximum (FWHM) of the emission. Maximum ef-
ficiency and minimum FWHM are obtained for lowest
V/III ratios. It must be noted that the effective V/III ra-
tio at the growing surface is much lower than the quoted
gas-phase ratios due to a quite incomplete decomposi-
tion of the stable arsine at 485 ◦C, cf. Fig. 33.2. A high
V/III ratio apparently degrades the QDs. This applies
also for the use of tertiarybutylarsine instead of arsine.
Due to the high cracking efficiency, growth temperature
and V/III ratio then become largely independent pa-
rameters [33.82], and a V/III ratio near unity is usually
applied [33.79, 83].

The growth interruption conditions also strongly
influence QD properties. In the sample series char-
acterized in Fig. 33.13 the arsine flow was varied
during a constant growth interruption (GRI) duration of
14 s [33.84]. Maximum PL efficiency is obtained when
arsine is switched off during the first 12 s. In contrast,
if the surface is stabilized under an As partial pressure
during the entire growth interruption, the PL intensity
drops by two orders of magnitude. AFM images of

Energy (eV)

PL intensity (arb. units)

0.9 1.0 1.1 1.2 1.3 1.4 1.5

1.0

0.6

0.8
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0.2

0.0

300 K
500 W/cm2

QD

AsH3 during GRI:
                off / on

12 s / 2 s 
3 s / 11 s
0 s / 14 s

WL

FWHM 
(meV):
112× 50

63
57

Fig. 33.13 PL spectra of InAs/GaAs QD samples with dif-
ferent arsine fluxes supplied during growth interruption
after InAs deposition [33.84]

such samples show a high density of large, dislocated
clusters. The only slight drop in PL intensity for the in-
termediate case of 3 s without arsine supply (factor 2)
shows that the first stage after InAs deposition is most
critical. The presence of arsine during the growth inter-
ruption of QDs prepared using MOVPE may obviously
affect QD properties. Such behavior is not reported
for InAs dots grown using MBE. An enhanced In mo-
bility in MOVPE was suggested to account for this
finding [33.84].

A cap layer is deposited after the growth inter-
ruption, allowing for integration of QDs into a device
structure. The temperature is kept unchanged at least
during growth of the first few nanometers due to the in-
stable state of uncovered QDs. GaAs growth at such low
temperatures favors the formation of defects, which af-
fect the optical properties of QDs. Since buried InAs
QDs are stable below 600 ◦C [33.85], an overgrowth
procedure was established which maintains a high lu-
minescence efficiency [33.86]. Here, the dots are buried
by a thin (2–3 nm) GaAs cap at QD growth temperature,
and further GaAs overgrowth is accomplished during
a temperature increase to 600 ◦C. Besides an essential
improvement of optical properties, a flat growth front is
re-established at the otherwise corrugated surface above
QDs. This is a precondition for continued QD growth in
a stack, made to achieve an increased optical confine-
ment factor and to overcome gain saturation in lasers
with QD gain media. Furthermore, the flattening re-
duces interface roughness for subsequently deposited
upper waveguide cladding, and thereby optical cavity
losses in edge-emitting lasers.

Detailed insight into the dynamics of formation and
evolution of InAs QDs was gained by studying ensem-
bles with a multimodal size distribution [33.87, 88].
The particular feature of this kind of QDs is decom-
position of the ensemble luminescence into individual
lines as shown in Fig. 33.14. The QDs have the shape
of a truncated InAs pyramid with a flat top facet,
and the individual lines were shown to originate from
subensembles which differ in height by an integer num-
ber of InAs monolayers. The clear detection of size
quantization allows to trace redistribution of material
among the QDs during the growth interruption.

InAs QDs with a multimodal size distribution form
after a comparatively fast deposition of a rough, two-
dimensional layer with a thickness close to the critical
value for the 2-D–3-D transition [33.89]. If no growth
interruption is applied, a quantum well is formed as
shown in the inset of Fig. 33.14. The long exponential
low-energy tail of the PL indicates significant thickness
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Fig. 33.14 PL spectra of QD samples grown with various
growth interruptions (indicated in seconds on the curves);
numbers denote QD heights in units of monolayers. Inset:
spectra of samples grown without and with 0.5 s growth
interruption [33.91]

fluctuations. Introduction of a short interruption leads
to a blue-shift of the QW PL-maximum, i. e., a thin-
ning of the QW, and the appearance of locally thicker
regions (QDs). For longer interruptions (≥ 0.8 s) the
emission of a multimodal QD ensemble with individual
subensemble peaks evolves from shallow localizations
in the density-of-states (DOS) tail of the rough QW.
The material hence partially concentrates at some QD
precursors. It must be noted that the thickness and com-
position of the wetting layer were found to remain
constant during the entire duration of the growth in-
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Fig. 33.15 (a) PL spectra of QD
samples grown with long growth
interruptions tGRI. (b) Integral PL
intensity of subensemble peaks as
a function of growth interruption
time. Numbers refer to QD heights
as indicated in (a)

terruption [33.87, 88]. The PL of the QD ensemble
experiences a red-shift for longer interruptions due to
an increase of the average QD volume, a behavior gen-
erally reported for self-organized QDs, cf. Fig. 33.15a.
The persistent shift also occurring for very long inter-
ruptions indicates the action of kinetic barriers which
prevent the achievement of thermal equilibrium on the
studied time scale. The drop of PL intensity at the
longest growth interruption indicates the onset of plastic
relaxation, as confirmed by TEM images. Interestingly,
the subensemble peaks shift to the blue during QD evo-
lution. This and the PL intensity decrease of a given
subensemble peak with prolonged interruption time
indicate that the ripening of the QDs if fed by dissolu-
tion of smaller QDs. The development of the integral
subensemble PL intensities was considered a reason-
able measure for the number of QDs with a specific
corresponding height, showing directly the formation
of subensembles with larger dots by dissolution of
smaller QDs [33.90], cf. Fig. 33.15b. The subensem-
ble with 5 ML QD height, e.g., grows during the initial
5 s growth interruption at the expense of those with
2–4 ML height. Then it starts to dissolve, feeding the
6 ML-high subensemble, which after 10 s interruption
also starts to dissolve.

The optical study noted above is confirmed by struc-
tural data of the InAs QDs. Using strain and chemically
sensitive {200} reflections, InAs dots appear as bright
central areas in TEM images with a low aspect ratio
and flat top and bottom interfaces, cf. Fig. 33.16. Side
facets are steep, but less well resolved due to strain per-
turbations. Analysis of such images show that both the
base and the top layer of the flat dots apparently con-
sist of plain, continuous InAs layers [33.87, 88]. This
yields QDs with a shape of a truncated pyramid, which
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STM

HRTEM

6 ML 3 nm

Fig. 33.16 Cross-
sectional
scanning tunnel-
ing micrograph
(top, [33.92])
and high-
resolution
transmission
electron micro-
graph [33.87]
of InAs/GaAs
QDs with 6 ML
height; bottom:
Fourier-filtered
image of the
transmission
electron micro-
graph

differ in height by integer numbers of InAs monolayers.
The same conclusions were drawn from recent scanning
tunneling micrographs [33.92].

33.3.3 Quantum Dot Lasers

Work on InGaAs quantum dot lasers is a competing
development to InGaAsN quantum well lasers to use
GaAs-based laser technology for the long-wavelength
datacom range. Zero-dimensional charge-carrier local-
ization in the active region of a semiconductor laser was
predicted two decades ago to lead to superior device
performance, e.g., with respect to decreased thresh-
old current and high-temperature stability [33.93, 94].
Furthermore, the reduction of lateral charge-carrier
diffusion suppresses beam filamentation and strongly
enhances robustness against facet degradation during
high-power operation. The first realization of a QD
injection laser using a single layer of MBE-grown
self-organized In0.5Ga0.5As QDs proved the fundamen-
tal validity of theoretical predictions [33.95]. A low
lasing threshold of 120 A/cm2 and a characteristic
temperature T0 as high as 350 K were achieved at
liquid-nitrogen temperature. At room temperature, las-
ing occurred at a high threshold of 950 A/cm2 from an
excited state due to ground-state gain saturation. Gen-
erally the lasing threshold is reached if the modal gain
gmod just equilibrates the internal losses αint and those
of the cavity mirrors αmirr,

gmod = Γ gmat = αint +αmirr . (33.14)

The material gain of QD gain media gmat exceeds that
of QWs by far [33.94,96]. The optical confinement fac-
tor Γ of a QD layer is, however, much smaller than that
of a QW, leading to a largely comparable modal gain of
QD and QW lasers. Since the number of states in a QD
layer is quite small compared with a QW, low lasing
threshold and also a low gain saturation level are easily
reached in single active layers. To increase both confine-
ment factor and gain saturation level, actual QD lasers
comprise a stack of QD layers. The spacers between the
QD layers should preferably be thin to position the QDs
near the optical field maximum. Further improvements
of QD lasers aim to confine charge carriers efficiently in
the QDs at energies well below that of the wetting layer.

The first MOVPE-grown QD lasers, reported in
1997, already used a threefold InAs QD stack [33.97]
and a tenfold In0.5Ga0.5As QD stack [33.98]. Both
approaches achieved ground-state lasing at room tem-
perature, and a T0 of 385 K was demonstrated for
the tenfold stack laser up to 50 ◦C. The stacks were
grown at the same low temperature for QD layers and
GaAs spacers. Substantial progress in laser performance
has been made since then, particularly by introduc-
ing temperature ramping to improve spacer quality
and smoothen the interfaces [33.86]. For threefold
stacked dot layers emitting at 1.16 μm, threshold and
transparency current densities of 110 and 18 A/cm2, re-
spectively, with internal quantum efficiency exceeding
90% were achieved [33.99]. Also the internal loss be-
low 1.5 cm−1 substantiates the benefit of temperature
ramping. All these devices were grown using arsine as
group V precursor. Good data were likewise reported
for lasers grown using tertiarybutylarsine. Devices emit-
ting at 1.1 μm showed a transparency current below
30 A/cm2, 91% internal quantum efficiency, and inter-
nal loss of 2.2 cm−1 [33.82].

Much work has been devoted to extending the emis-
sion wavelength towards 1.3 μm. An efficient means is
overgrowth of the In(Ga)As QDs by an InGaAs QW
with lower In content to form a dot-in-a-well (DWELL)
structure [33.76, 100]. Since this QW reduces the strain
on the buried QD layer with respect to a GaAs cap,
it is also referred to as a strain-reducing layer (SRL).
Note that the overall strain in the QD stack is in-
creased by the QW. Furthermore, the local strain at
the large, In-rich QDs required for long-wavelength
emission is rather high. This easily leads to forma-
tion of large In-rich incoherent clusters, which degrade
device characteristics. Using the DWELL approach
and carefully adjusting the growth parameters for each
individual QD layer in the stack to avoid defect for-
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mation, lasing at 1250 nm with a very low threshold
current density of 66 A/cm2 and 94% internal quantum
efficiency was recently obtained [33.101]. In a com-
plementary approach a DWELL laser was subjected to
a postgrowth annealing procedure at moderate 560 ◦C,
yielding 1280 nm lasing at high threshold [33.102]. As
an alternative, strain-compensating GaP layers were in-
troduced into the stacking sequence. Lasing at 1249 nm
with a reasonable threshold of 550 A/cm2 was re-
ported for partial strain compensation using 4 ML-thick
GaP layers [33.103]. The presently (2006) most ad-

vanced MOVPE-grown lasers used 1.5 nm-thick lattice-
matched InGaP buffers below the stacked InGaAs QD
layers, yielding 1280 nm lasing at 200 A/cm2 threshold
with T0 = 210 K [33.104]. The target of 1.3 μm lasing
has been accomplished to date with DWELL devices
grown using MBE, a technique much more widely em-
ployed in the field. By applying temperature ramping
comparable to that described above for the MOVPE,
operation at 1307 nm with an extraordinary low thresh-
old of 33 A/cm2 (17 A/cm2 with facet coating) was
achieved [33.105].

33.4 Concluding Remarks

Metalorganic vapor-phase epitaxy has become estab-
lished as a versatile technique for advanced fab-
rication of heterostructures with thickness control
down to the monolayer range. Besides applica-
tions in industrial mass production, fast progress
is being made in the development of new fields.
This chapter intended to deliver an insight into
the technique and selected problems. Just two top-
ics on current issues in semiconductor MOVPE
were highlighted: epitaxy of GaAs-related dilute ni-
trides and quantum dots. Both aim at extending
the well-developed GaAs-based technology to the

long-wavelength spectral range and have recently
achieved significant advances in the field of lasers.
The performance of these demanding devices is com-
parable to the best fabricated devices using the
complementary molecular-beam epitaxy described in
Chap. 32. Both growth techniques presently provide
the basis for novel low-dimensional structures in
research and development. Note added in proof: Re-
cently ground-state lasing at 1.35 μm and a threshold
down to 328 A/cm2 were accomplished by employ-
ing antimony-mediated MOVPE with tenfold stacked
InAs/GaAs QDs [33.106].
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Formation of34. Formation of SiGe Heterostructures
and Their Properties

Yasuhiro Shiraki, Akira Sakai

The Si/Ge system provides a lot of varieties of
materials growth due to the lattice mismatch
between Si and Ge. From the point of view of
device applications, both pseudomorphic growth
and strain-relaxed growth are important. Not
only the layer growth but also dot formation is
now attracting much attention from both the sci-
entific community and for device applications.
Comprehensive studies on the growth mecha-
nisms have resulted in the development of novel
formation techniques of SiGe heterostructures
and enable us to implement strain effects in Si
devices. It is obvious that the device applica-
tions largely depend on the material growth,
particularly control of surface reaction and for-
mation of dislocations and surface roughness
that strongly affect device performances. Here we
review the fabrication technology of SiGe het-
erostructures aiming at growth of high-quality
materials. The relaxation of strain of SiGe buffer
layers grown on Si substrates is discussed in detail,
since many devices are formed on the strain-
relaxed buffer layers that are sometimes called
virtual substrates. Carbon incorporation and dot
formation that are now studied to extend the
possibilities of SiGe are discussed in this chapter
too.
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34.1 Background

SiGe heterostructures have great potential to improve
state-of-the-art Si devices, particularly very large-scale
integrated circuits (VLSIs), and add such new func-
tions as optics. Moreover, they provide a new scientific
field of materials growth and characterization related to
the lattice mismatch between Si and Ge. Band mod-
ification due to the strain coming from the lattice
mismatch brings about the increase of the mobility of
both electrons and holes. Since heterostructure bipo-

lar transistors (HBTs) became commercially available,
many people have become engaged in the research and
development of field-effective transistor (FET)-type de-
vices which have a much wider range of applications.
SiGe-based optical devices including optical intercon-
nection and optoelectronic integrated circuits (OEICs)
will provide new possibilities to enhance the perfor-
mance and functions of Si VLSIs. Heterostructures such
as quantum wells and dots make it possible to real-
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ize light-emitting devices even with indirect-bandgap
materials. These fascinating applications obviously
depend on the material growth, particularly the con-
trol of surface reaction and formation of dislocations
and surface roughness, which strongly affect device
performance.

In this chapter, we review the fabrication technology
of SiGe heterostructures developed so far and discuss
the physics and chemistry behind the process. The re-
laxation of strain of SiGe buffer layers grown on Si
substrates is very important in this field, since many

devices are formed on the strain-relaxed buffer layers
which are sometimes called virtual substrates. The for-
mation and properties of these layers are discussed here
in detail. To extend the possibilities of SiGe, carbon in-
corporation is applied, which is also very interesting
from the point of view of material growth. The large
lattice mismatch in this material system causes the for-
mation of misfit dislocations as well as dot formation.
The latter is now one of the hottest topics in semicon-
ductor physics and technology and will be discussed in
this chapter too.

34.2 Band Structures of Si/Ge Heterostructures

Since there exists about 4.2% lattice mismatch between
Si and Ge, the strain induced by the lattice mismatch

1.2

1.1

1.0

0.7

0.8

0.9

0.0 0.2 0.4 0.6 0.8 1.0

Energy gap (eV)

Ge content x (%)

HH

LH

Strained
SiGe on Si

Unstrained bulk

Δ L

Si1–xGex

Fig. 34.1 Ge content dependence of the energy bandgap of strained
SiGe grown on Si substrates. HH and LH represent bandgaps for
heavy and light hole bands. That of unstrained SiGe is also shown
as a reference

modifies the band structures of SiGe layers [34.1–3].
The bandgap energy of SiGe layers grown on Si sub-
strates is changed by the strain, as shown in Fig. 34.1
as a function of Ge composition. The bandgap is de-
creased from the bulk value under lateral compressive
strain, and the lowest point of the conduction band of
strained SiGe is the delta valley, as in Si crystals, over
the whole composition range.

Figure 34.2 shows the change in the conduction and
valence bands due to strain. The degenerate sixfold con-
duction bands are separated into two groups, that is,
twofold degenerated bands and fourfold degenerated
bands. The degenerated heavy-hole (HH) and light-hole
(LH) bands are also separated, and the energy difference
of the spin–orbit splitting band is changed. This change
effectively modifies the transport properties of electrons
and holes, providing opportunities to improve transistor
performance. In particular, the mobility enhancement of
both electrons and holes is highly attractive from the
point of view of device applications such as comple-
mentary metal–oxide–semiconductor (MOS) FETs, i.e.,
CMOS circuits.

The band alignment at Si/Ge heterointerfaces is
also significantly modified and type I and type II
alignments are realized by changing the strain distri-
bution, as illustrated schematically in Fig. 34.3, i.e.,
when Si1−xGex (x < 0.4) layers are grown on Si sub-
strates and are laterally compressed, the band alignment
becomes type I and electrons and holes are confined
to the same SiGe region. On the other hand, when
Si layers are grown on unstrained SiGe layers and
are under lateral tensile strain, type II alignment is
realized and electrons and holes are confined sepa-
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Fig. 34.2a,b Band modification of tensilely strained Si (a) and compressively strained SiGe (b)

rately. When Ge is laterally compressed by growth on
SiGe layers, type II alignment also appears, as shown
in the figure. Both band alignments are very useful
from the point of view of device applications. Espe-

cially, since the band discontinuity at the conduction
band of the former is very small, type II alignment
is important when band engineering for electrons is
intended.
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34.3 Growth Technologies
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Fig. 34.4 Growth rate RSiGe of GSMBE Si1−xGex(001) layers with
x = 0, 0.07, and 0.18 as a function of temperature Ts. The solid lines
are calculated. For details, see [34.4]

34.3.1 Molecular-Beam Epitaxy

Molecular-beam epitaxy (MBE) is broadly used for de-
positing semiconductor and metallic materials to form
thin films and multilayers. For the growth of Si films by
MBE, a Si molecular beam is irradiated onto a clean
surface of a Si substrate in a stainless-steel chamber
in which the base pressure is reduced to the ultrahigh-
vacuum (UHV) range, typically of the order 10−10 Torr.

An electron gun evaporator is usually used as a solid
source of Si in order to achieve the vapor pressure re-
quired for practical growth. The evaporation of Ge is
performed using a conventional Knudsen cell (K-cell),
which is surrounded by liquid-nitrogen-cooled shrouds
to condense unwanted evaporants and improve the vac-
uum in the sample region. The K-cell is also used for
evaporating dopant materials: Ga and B for p-type dop-
ing, and Sb for n-type. Solid-source MBE is so simple
and safe that it is also widely employed for funda-
mental research into thin-film growth mechanisms. Due
to the reduced-pressure environment during growth,
in situ and real-time diagnostic tools, such as reflec-
tion high-energy electron diffraction, scanning electron
microscopy, and scanning tunneling microscopy, can be
readily incorporated into the vacuum system to moni-
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tor the dynamics occurring on the surface of a growing
film.

On the other hand, growth is often achieved us-
ing gas sources of Si and Ge, such as SiH4, Si2H6,
and GeH4, in the same type of UHV chambers as are
used for solid-source MBE. An advantage of gas-source
MBE is its ability for selective epitaxial growth on
SiO2-mask-patterned Si substrates [34.5,6]. The growth
kinetics of epitaxy on clean Si surfaces has been ex-
tensively studied for SiH4 [34.7, 8], Si2H6 [34.4, 9–13],
GeH4 [34.11, 13–15], Ge2H6 [34.4, 14], and organosi-
lanes [34.16–18]. Typical trends of SiGe growth on
Si in gas-source MBE can be seen in Fig. 34.4 [34.4],
which shows the growth rate of SiGe layers on Si(001)
substrates as a function of substrate temperature when
using Si2H6 and GeH4. In the low-temperature regime,
surface-reaction-limited growth takes place and the
growth rate increases with increasing Ge concentra-
tion. On the contrary, the growth rate saturates at high
temperature, where impingement-flux-limited growth
occurs, and decreases with increasing Ge concentration.
These phenomena are also observed when using mono-
hydride sources of SiH4 and GeH4, and can be well
modeled in terms of several kinetic parameters such
as the sticking probability of gas species at adsorption
sites, hydrogen desorption, and Ge segregation [34.4,
19, 20].

34.3.2 Chemical Vapor Deposition

Chemical vapor deposition (CVD) is most frequently
used for the growth of semiconductor, metal, and insula-
tor films for device production. In general, either a hot-
or cold-wall reactor is used, with pumping and sophis-
ticated gas control systems which enable exact supply
of reactive gases onto heated substrates to produce thin,

epitaxial SiGe and SiGeC alloy films. CVD can ordinar-
ily be categorized according to operating pressure into:
UHV, low pressure (LP), reduced pressure (RP), and
atmospheric pressure (AP) CVD.

UHV-CVD was firstly achieved by Meyerson et al.
for growth of SiGe films on Si substrates using SiH4
and GeH4 [34.21]. They developed a hot-wall-type sys-
tem consisting of a quartz reactor tube surrounded by
an electrical heater with pumping systems to realize
the UHV condition. Most commercially applicable pro-
cessing is LP-CVD and RP-CVD, typically operating
at pressures ranging from 1 Torr to a few tens of Torr.
Gaseous sources of SiH4, SiH2Cl2, SiH3CH3, GeH4,
CH4, and SiCH6 are usually used for growth of Si,
SiGe, and SiGeC films, and PH3 and B2H6 for dop-
ing [34.22–25].

As mentioned earlier for gas-source MBE, during
CVD growth of SiGe layers on Si, dramatic acceleration
of the growth rate was also observed with the intro-
duction of GeH4 into the Si source gas, as compared
with that of Si layer growth alone [34.21–23, 25–27].
This is mainly due to the lowering of the hydrogen des-
orption energy caused by the presence of Ge on the
Si surface. Selective epitaxial growth of Si and SiGe
on Si surfaces has also been widely studied in CVD.
For growth at pressure of more than 10 Torr, besides
SiH2Cl2 and GeH4 as gaseous sources, HCl was effec-
tively used to control deposition selectivity with respect
to SiO2-masked regions [34.28, 29], whereas it was
achieved without HCl in the case of very low pressure,
less than 1 Torr [34.30,31]. Practical applications of se-
lective epitaxial growth technology have mainly been
the formation of SiGe channels for high-performance
MOSFETs, elevated source/drain regions in shallow-
junction electrode MOSFETs, and base regions of
high-speed SiGe heterojunction bipolar transistors.

34.4 Surface Segregation

It is well known that the real heterointerface is not
atomically flat and abrupt. There are several effects
that deteriorate interface abruptness, of which surface
segregation is considered to be the main one. Surface
segregation is a reaction between impinging atoms and
surface atoms of substrates, which then exchange po-
sitions to reduce the total energy of the system. This
phenomenon was first recognized to be important when
MBE layers were doped with some kinds of impuri-
ties [34.32, 33]. It should be pointed out, however, that

surface segregation takes place not only in cases of dop-
ing, but also during heterointerface formation. Ge and In
are well known to segregate when forming Si-on-(Si)Ge
and GaAs-on-In(Ga)As heterostructures, respectively.

Figure 34.5 shows a typical example of the surface
segregation phenomenon [34.34]. This figure shows
secondary-ion mass spectroscopy (SIMS) profiles for
the case when Si atoms are deposited on Si substrate
covered with submonolayer Sb atoms. It is seen that Sb
atoms do not remain at the original position and that
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Fig. 34.5 SIMS profile of Sb atoms with 0.1 ML deposited on Si
substrates measured after overgrowth of Si epitaxial layer. Due to
surface segregation, the profile shows a tail with segregation length
of λ = 240 Å towards the surface

they show an exponential distribution towards the sur-
face with a characteristic parameter of the segregation
length.

Another example is seen in Fig. 34.6, which shows
how surface segregation occurs when Si overlayer is
grown on the Ge layers [34.35]. If Ge atoms sat on
their original sites and site exchange between Ge and
impinging Si did not occur, the x-ray photoemission
(XP) intensity of Ge atoms should decrease exponen-
tially with increasing Si overlayer thickness, as shown
by the dashed line. It is, however, seen that the x-ray
photoemission spectroscopy (XPS) intensity does not
follow the exponential decay but is much stronger even
after growth of Si layers with thickness of 10 nm, which
is much larger than the escape depth of photoexcited
electrons.

Surface segregation of Ge is also clearly seen in
photoluminescence (PL) of SiGe/Si quantum wells,
the details of which will be described later. Due to
the quantum confinement effect, the PL peak positions

0.01

0.1

1

0 5 10
Si overlayer thickness (nm)

XPS intensity (arb. unit)

Fig. 34.6 XPS intensity of Ge atoms as a function of the
thickness of overgrown Si layer. Filled circles are experi-
mental results and the dotted line represents the calculated
dependence without surface segregation. Open circles are
for the case of surfactant-mediated growth

shift to higher energies with decreasing well width. The
solid symbols in Fig. 34.7 show no-phonon (NP) and
transverse optic (TO) phonon replica peak positions as
a function of well width [34.34]. The dashed lines in
the figure show the well width dependence of the peaks
calculated based on the square well, that is, when sur-
face segregation does not take place. It is seen that the
peaks shift to higher energies from the expected posi-
tions. This is because the quantum levels are lifted by
the deformation of the well shape due to Ge surface
segregation.

It is confirmed [34.36] that only the topmost Ge
atoms are mainly incorporated in the segregation and
that we may neglect underlying atoms to a first ap-
proximation. The surface segregation phenomenon is
therefore described in terms of a two-state exchange
model where only exchange of atoms in surface and
subsurface states is taken into account, as shown in

Part
E

3
4
.4



Formation of SiGe Heterostructures and Their Properties 34.4 Surface Segregation 1159

Fig. 34.8 [34.32, 37]. The exchange is described by the
following rate equation

dn1

dt
= −pn1 +qn2 , (34.1)

dn2

dt
= −qn2 + pn1 , (34.2)

n1 +n2 = n0 ,

where p = p0 exp(−Ea/kBT ), q = q0 exp[−(Ea + Eb)/
kBT ], Ea is a potential for atoms to jump into the surface
state from the underlying site and is less than the bulk
thermal diffusion potential, Eb is the energy gain for
the surface segregation and a measure of the segrega-
tion strength, and p0 and q0 are pre-exponential factors
corresponding to the attempt frequency of atomic jumps
and that may be considered to be on the order of the
lattice vibration of 1012 –1013 s−1. Under the equilib-
rium condition, the equation can be numerically solved
as

n2(t) = n0

[
1− 1

p+q

(
q + e(−p+q)t

)]
. (34.3)

This solution shows the exponential distribution of
atoms segregating towards the surface, well represent-
ing the results of SIMS experiments. Figure 34.9 shows
a logarithmic plot of segregated atoms as a function of
inverse temperature, in which the line labeled equilib-
rium segregation corresponds to the above solution. It

–ln 2

Equilibrium 
segregation

Kinetically limited
segregation

0

log [n2 / n1(t = 0)]

Strength of
segregation

1/Ts

Fig. 34.9 Surface segregation (n2/n1) as a function of
inverse temperature. Equilibrium segregation occurs un-
der thermal equilibrium conditions and kinetically limited
segregation occurs in the case of real crystal growth, par-
ticularly at low temperatures
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Fig. 34.7 Well width dependence of NP and TO peaks of PL from
SiGe/Si quantum wells. Solid symbols are experimental results and
the dotted lines represent the calculated well width dependence
without surface segregation. The solid lines represent the depen-
dence obtained by taking into account surface segregation in the
two-state exchange model. The inset shows a schematic of the well
shape distorted by surface segregation
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Fig. 34.8 Energy
diagram of
a two-state ex-
change model.
Ea is the poten-
tial for atoms to
jump from the
subsurface posi-
tion, and Eb is
the energy gain
for surface seg-
regation. Ed is
the desorption
energy

is noted that segregation becomes smaller as the tem-
perature increases. At first sight, this contradicts the
observation that segregation is enhanced with increas-
ing temperature. However, it should be pointed out that
the experiments are not conducted under conditions of
thermal equilibrium but under kinetically limited con-
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Fig. 34.10 Total energy of the system of Si with impurity atoms as
a function of impurity position

ditions, that is, surface atoms are embedded before they
reach the equilibrium as the crystal growth proceeds
continuously. This situation is called kinetically limited
segregation, as shown in Fig. 34.9, and segregation is
largely suppressed at lower temperatures.

The solid line in Fig. 34.7 shows the well width
dependence of quantum well (QW) edge emissions cal-
culated by taking into account the distortion of the well
shape based on the two-state exchange model. It is seen
that the energy position is sufficiently represented by
the calculation, indicating that the model describes the
surface segregation well, even though it is phenomeno-
logical.

More microscopically, the local strain energy cal-
culation is very useful to understand the segrega-
tion [34.38]. Figure 34.10 shows the total energy of the
atomic arrangement in Si as a function of foreign atom
site. In the case of Sb in Si, the energy is seen to increase
as the site becomes deeper in the Si substrate. This in-
dicates that Sb tends to move to the surface region to
reduce the total energy, resulting in surface segregation.
Interestingly, the energy minimum of B atoms is the
third layer, and therefore B always tends to sit in this
layer as crystal growth proceeds.

The trend for surface segregation can be predicted
by considering the bond energy with Si atoms. The bond
energy of Sb–Si, Ga–Si, and Ge–Si are smaller than that

of Si itself. These atoms are, therefore, rejected from
the Si matrix to form strong chemical bonds and show
surface segregation.

To avoid segregation and obtain abrupt heteroint-
erfaces, low-temperature growth has been thought to
be essential. However, low-temperature growth de-
teriorates crystal quality. Surfactant-mediated growth
(SMG) is now well known to avoid interface smear-
ing and obtain abrupt interfaces. In this method, a small
amount of foreign atoms that show strong segregation,
sometimes called segregants, are deposited before for-
mation of heterointerfaces. For this purpose, As, Sb, Ga,
Bi, and H are well known to suppress Ge segregation for
the formation of Si/SiGe/Si structures. The principle of
this method is as follows: before the Si overlayer of the
Si/SiGe/Si heterostructure is grown, the SiGe layer is
covered with strong segregants such as Sb so that Ge is
no longer the topmost surface atom. When Si atoms are
deposited on the Sb-covered Ge surface, the position of
Sb becomes the subsurface site and Sb exchanges po-
sition with impinging Si atoms sitting at surface sites.
However, site exchange between Si and Ge atoms does
not follow. This is because Ge atoms do not occupy sur-
face sites or subsurface site, that is, they are in bulk
sites once Si is deposited. Between atoms in bulk sites,
there is a high potential barrier that they cannot climb at
the growth temperature, which is much lower than ther-
mal diffusion temperatures, and therefore they do not
exchange their positions.

In Fig. 34.6, the open circles show the XPS in-
tensity of Ge atoms when 0.75 ML of Sb atoms are
introduced as suppressors of segregation at the heteroin-
terface before Si layers are overgrown [34.35]. It is seen
that the XPS intensity follows the exponential decay
and that surface segregation is effectively suppressed.
Suppression of Ge segregation is also seen in SIMS
profiles of Si/Ge superlattices and, once Sb atoms are
deposited on Ge layers, the long tail towards the sur-
face is seen to disappear [34.35]. The amount of Sb
atoms required to suppress surface segregation is then
an important question, and it was found that the effect
becomes pronounced at around 0.5 ML and is optimized
at 0.75 ML [34.34].

Gas-source MBE (GSMBE) is another important
example of SMG, or pseudo-SMG where atomic hy-
drogen decomposed from hydrogenated gases such as
Si2H6 and GeH4 acts as a suppressor of Ge segre-
gation. The well width dependence of the PL peak
positions of QWs grown by GSMBE is found to co-
incide well with the square-well potential calculation,
indicating that GSMBE provides heterostructures with-
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Formation of SiGe Heterostructures and Their Properties 34.5 Critical Thickness 1161

out significant interfacial smearing [34.39]. It is also
reported that Ge segregation is almost absent in UHV-
CVD growth, in which hydrogen and/or hydrogenated
compounds are speculated to act as suppressors [34.40].
It is, however, noted that hydrogen desorbs at high tem-

peratures such as those used in GSMBE. Therefore,
hydrogen is thought to have a relatively long residence
time on Si surfaces before desorption and can stay
to act as a surfactant during a period of monolayer
growth.

34.5 Critical Thickness

In epitaxial growth of overlayers that have a lattice pa-
rameter slightly different from that of the substrate,
pseudomorphic (or coherent or commensurate) overlay-
ers are formed when the thickness is not large. Since, in
this case, the in-plane lattice constant of the pseudomor-
phic film is equivalent to that of the substrate, the film is
elastically deformed according to Poisson’s ratio to ac-
commodate the lattice mismatch between the film and
the substrate. The elastic energy due to the strain in the
film increases linearly with increasing film thickness.
However, there is a film thickness beyond which the in-
troduction of misfit dislocations into the film becomes
energetically favorable even though the energy increase
due to the self-energy of the dislocations is taken into
account. This minimum value of the film thickness is
called the critical thickness.

Early theoretical works elucidating the criti-
cal thickness in lattice-mismatched heteroepitaxial
growth were done by Frank [34.41–43] and van der
Merwe [34.44, 45]. They gave a fundamental approach
for predicting the critical thickness on the basis of the
elastic energy and dislocation energy in strained epi-
taxial systems. The model proposed by van der Merwe
was modified to be applied more practically to the di-
amond lattice in low-lattice-mismatch systems such as
SiGe/Si [34.46–48]. Minimization of total energy given
as a sum of the elastic energy stored in a homogeneously
strained film and the energy associated with the mis-
fit dislocations leads to the following equation for the
critical thickness hc

hc = b

8π(1+ν) f

[
1+ ln

(
2hc

r

)]
. (34.4)

In (34.4), b is the magnitude of the active component
of the misfit dislocation Burgers vector, ν is Poisson’s
ratio, and r is the inner cutoff radius of the misfit dis-
location. Using the spacing between dislocations d and
the elastic strain ε, the misfit of the overlayer with the
substrate f is defined to be

f = |ε|+ b

d
. (34.5)

In (34.5), when d → ∞, ε = f . A more detailed ex-
pression including numerical values associated with
a SiGe/Si(001) system is also given in [34.48]. On the
other hand, a simple and helpful model was developed
by Matthews and Blakeslee and has often been used for
interpreting various types of lattice-mismatched epitax-
ial systems [34.49–51]. Contrary to the aforementioned
energy balance model, they considered the balance of
forces exerted on a propagated dislocation with misfit
and threading segments in the strained film, as shown
in Fig. 34.11. The physical concept of the derivation of
critical thickness in the force balance model is essen-
tially the same as that in the energy balance model. The
critical thickness in this case is given as

hc = b(1−ν cos2 α)

8π(1+ν) f cos θ

[
1+ ln

(
hc

b

)]
, (34.6)

where α is the angle between the misfit dislocation
line and its Burgers vector, and θ is the angle between
the misfit dislocation Burgers vector and a line in the
interface drawn perpendicular to the dislocation line
direction.

Threading segment

Overlayer

Substrate

(a)

(b)

(c)

FE

FL

Misfit segment

hc

Fig. 34.11 Schematic illustration of the Matthews and Blakeslee
model of critical thickness. A pre-existing threading dislocation in
a coherent interface (a), critical interface (b), and incoherent inter-
face (c). Critical thickness hc is determined by the equality of the
force exerted in the dislocation line by misfit stress FE and the line
tension in the dislocation line FL
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Fig. 34.12 (a) Experimentally determined critical values for thickness and composition obtained from annealed SiGe samples
where the thickness and composition were laterally graded. An abrupt transition from a stable strained layer to a relaxed epilayer
was detected to give a value of critical thickness at a certain composition. The solid curve is based on the Matthews and Blakeslee
model, showing critical thickness as strain converted to Ge concentration in SiGe layers [34.56]. (b) Strain in the SiGe film
divided by the theoretical maximum strain for that film versus film thickness divided by the critical thickness for that film grown
by RTCVD. For comparison, the data of MBE-grown SiGe films [34.52] are also shown [34.57]

The discrepancy between theoretically predicted
values and experimentally observed ones for the crit-
ical thickness has been reported in early works of
molecular-beam epitaxy (MBE) of SiGe films on
Si(001) substrates [34.52]. To explain the consider-
ably larger critical thicknesses observed experimentally
for SiGe films grown by MBE at 550 ◦C, People and
Bean [34.53] firstly attempted to derive an expression
of the critical thickness by taking into account the extra
energy required for the generation of misfit disloca-
tions. They obtained the critical thickness by setting
the area density of strain energy associated with a film
equal to the energy density of dislocations. Although
this model showed quite good agreement with the ex-
perimental values of the critical thickness depending on
the Ge content in the film, their interpretation is rather
ad hoc, and the estimation of dislocation core energy
is opposed to the elasticity treatment which is ordinar-
ily employed for conventional semiconductor materials.
On the other hand, it was pointed out that finite
experimental resolution for detecting dislocation intro-
duction in x-ray diffraction measurements for lattice
parameters led to spurious results, and the critical thick-
ness obtained by high-resolution measurements, such
as stimulated-emission characteristics and photolumi-

nescence, approaches the equilibrium theory proposed
by Matthews and Blakeslee [34.54]. High-sensitivity
detection for misfit dislocations was also performed us-
ing electron-beam-induced current imaging in scanning
electron microscopy (SEM) and transmission electron
microscopy (TEM) [34.55]. The obtained critical thick-
nesses were revealed to be less than those determined
in [34.52], although the SiGe films were grown under
similar conditions.

For another dominant reason causing the discrep-
ancy between the theory and experiment, nonequi-
librium growth conditions for strain-relaxed SiGe
films seemed to be responsible. High-temperature
(900 ◦C) postgrowth annealing for SiGe films grown
at 500–600 ◦C [34.56, 58] and rapid-thermal chemical
vapor deposition (RTCVD) at 900 ◦C [34.57] led to ex-
cellent agreement of the experimental critical thickness
with the predicted values of the Matthews and Blakeslee
model, as shown in Fig. 34.12a,b, respectively. In gen-
eral, the kinetic barrier for the formation or motion of
misfit dislocations gives rise to nonequilibrium behavior
of the critical thickness. This kinetic effect on strain-
relaxation behavior was the focus of the early stage
of development of the Matthews and Blakeslee theory,
in which Matthews et al. proposed that Peierls stress

Part
E

3
4
.5



Formation of SiGe Heterostructures and Their Properties 34.6 Mechanism of Strain Relaxation 1163

results in a friction force on the dislocation [34.59].
Contrary to this model, assuming only a velocity-
dependent friction force, a model taking the static
Peierls barrier into account was developed [34.60].
Other models including precise expression of arrays
of misfit dislocations [34.61] and surface-relaxation ef-
fects [34.62] have been proposed so far. As mentioned

above, prediction of the critical thickness requires the
consideration of kinetic effects relevant to practical
growth conditions, such as growth temperature, initial
dislocation density, and growth rate. This simultane-
ously means that strain relaxation of SiGe/Si(001)
systems is strongly influenced by the kinetics, which
will be explained in more detail in the next section.

34.6 Mechanism of Strain Relaxation

SiGe alloy films epitaxially grown on Si substrates have
a maximum lattice mismatch of approximately 4.2%
(when the film is pure Ge). This lattice mismatch in-
duces strain mainly into the film, and elastic strain
energy is accumulated with increasing film thickness.
The relief of the elastic energy in the strained film
occurs mainly through two mechanisms: elastic defor-
mation accompanying surface evolution of the film, and
plastic deformation with the introduction of misfit dis-
locations. In this section, to explain strain-relaxation
mechanisms in SiGe/Si systems, we first mention the
former process in which surface perturbation mainly
contributes to the reduction of elastic energy and then
the latter process including nucleation, propagation, and
reaction/multiplication of dislocations.

It is well known that Ge grows on Si in Stranski–
Krastanov mode in which layer-by-layer growth is
followed by islanding of Ge. In practice, at the initial
growth stage of Ge on Si(001) surfaces, dislocation in-
troduction is preceded by the formation of dislocation-
free (coherently strained) Ge islands [34.63] and/or hut
clusters [34.64], i. e., {501}-faceted Ge islands, each of
which was revealed by TEM and scanning tunneling
microscopy (STM), respectively, and has a slightly dif-
ferent shape with respect to each other. Further TEM
analysis revealed the hut cluster to be also a coherently
strained Ge island and clarified the interplay between
surface morphological variation and defect introduction
concomitant with Ge islanding, which is critically de-
pendent on the growth temperature [34.65, 66].

On the other hand, islanding phenomena occurring
in SiGe/Si systems can be interpreted as strain re-
laxation based on Asaro–Tiller–Grinfeld instability in
elastically stressed solids [34.67, 68]. The formation of
perturbation on the stressed solid surface significantly
reduces the stored elastic energy at the peak of pertur-
bation but, at the same time, costs additional surface
energy. Thus, the critical wavelength of the surface
undulation can be drawn, which determines the sta-

bility of perturbation. The critical wavelength λc for
a semi-infinite uniaxially stressed solid with a sinu-
soidal surface profile was derived as follows [34.69]

λc = πMγ

σ2
, (34.7)

where M is the elastic modulus appropriate to the lo-
cal surface orientation, γ is the surface tension, and
σ is the mean stress in the solid. A more realistic
model for the morphological instability of both grow-
ing and static epitaxially strained films was further
developed, including differences in lattice parameters
and elastic constants between the films and the sub-
strate [34.70]. For experimental studies, wafer curvature
measurements [34.71], direct observation using scan-
ning transmission electron microscopy (STEM) [34.62],
and STM [34.72] have been effectively applied to
analyze the strain-related morphological evolution in
SiGe/Si(001).

Surface evolution for elastic strain relaxation is
generally followed by the introduction of misfit dislo-
cations. A model describing total processes of strain
relaxation in SiGe/Si systems was proposed by Dodson
and Tsao [34.73]. On the basis of a phenomenologi-
cal model of the dislocation dynamics and the plastic
flow in bulk diamond-lattice semiconductors [34.74],
they established a kinetic model of strain relaxation in
which propagation and multiplication of pre-existing
dislocations were treated systematically. In their model,
a differential equation for the time-dependent degree of
strain relaxation χ(t) is expressed as

dχ(t)

dt
= Cμ2 [

f0 −χ(t)− s(h)
]2

[χ(t)+χ0] .

(34.8)

In this equation, f0 is the misfit, μ is the shear modulus,
s(h) is the thickness-dependent homogeneous strain re-
tained by the overlayer, and χ0 is the dislocation source
density. The choice of appropriate C and χ0 values
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as fitting parameters resulted in remarkable agreement
with the previous experimental results [34.52, 75]. Ac-
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Fig. 34.13 Schematic illustration of nucleation and growth
of a dislocation half-loop. Each threading part moves to-
ward the edges of the sample, leaving a misfit segment at
the interface, when the film thickness exceeds the critical
thickness �

cording to the Dodson and Tsao model, even though
the film thickness exceeds the critical thickness, both
the effective stress exerted on the overlayer and the
density of dislocations available for multiplication are
small and this leads to initial slow relaxation of strain.
Later on, the strain relaxation proceeds with the in-
crease in the dislocation density exponentially with
time, but then becomes sluggish due to the reduction
of effective stress accompanied by the strain relaxation.
They also explained when predicting the critical thick-
ness that the initial slow relaxation combined with the
later sluggish relaxation allows the growth of overlayers
with a thickness considerably larger than the equilib-
rium critical thickness. Quantitative data obtained from
in situ TEM analysis were also systematically applied
to develop a model of strain relaxation including the
effects of dislocation nucleation, propagation, and in-
teraction [34.76].

Although detailed mechanisms for misfit dislo-
cation nucleation in SiGe/Si systems are still con-
troversial, the phenomena generally obey either het-
erogeneous or homogeneous nucleation mechanism.
Earlier works looked for the source of heterogeneous
nucleation, such as SiC precipitates formed by in-
complete substrate cleaning [34.77], a/4〈114〉 stacking
fault regions [34.78,79], surface half-loops, and faulted
dislocation loops associated with metallic contamina-
tion [34.80, 81]. However, all of these heterogeneous
sites appear dependently of the growth conditions and
cannot account for the strain-relaxation behavior oc-
curring in the initial stage because of their relatively
low density. An activation barrier for homogeneous
nucleation of surface dislocation half-loops was calcu-
lated for SiGe/Si(001) systems and was shown to be
sensitively influenced by Ge contents, i. e., strain, and
the dislocation core energy parameter [34.82]. A con-

Fig. 34.14a,b Dislocation velocities in capped and un-
capped (Si)/Si1−xGex/Si(001) heterostructures measured
by TEM. The measured velocities V are normalized to
equivalent velocities in pure Si by assuming a linear in-
terpolation of the activation energy of Si and Ge, i. e.,
Ea = (2.2–0.6x) eV. The velocities are also normalized to
the effective stress σeff (a) and the product σeff L , where L
is the length of the propagated dislocation line (b) �
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sensus of qualitative arguments was reached in which
homogeneous nucleation of half-loops is physically
plausible at moderate and high mismatches, while het-
erogeneous nucleation relevant to a neighboring defect
operates at low mismatch [34.83]. Furthermore, the
aforementioned perturbation formed on the film sur-
face plays a crucial role in dislocation nucleation. On
the basis of STEM images showing SiGe cusp profiles,
the condition that the local stress concentration at the
surface cusp overcomes the nucleation barrier of half-
loop dislocations was quantitatively discussed and the
critical geometry for barrierless nucleation of 60◦ half-
loops was derived [34.82,84]. Similar analysis has been
carried out for interfacial prismatic dislocation loops re-
sulting from subnanometer-sized Ge-rich clusters as an
efficient nucleation source [34.85].

As shown in Fig. 34.13, once half-loops nucleate
on the film surface, they grow until they reach the
substrate–overlayer interface. Then, each threading part
of the dislocation moves toward the edges of the sample,
leaving a misfit dislocation in the plane of the inter-
face. The kinetics of such misfit dislocation propagation
has been extensively investigated by two categorized
methods: either direct observation of dislocation veloc-
ities by TEM or measurements of maximum length of
dislocations by Nomarski interference microscopy of
defect-etched surfaces [34.86–90]. These studies, irre-
spective of the difference in the measurements, show
reasonable quantitative agreement with each other. In
principle, the velocity of dislocation propagation V is

of the form of

V = V0σeff exp

(
− Ea

kBT

)
, (34.9)

where V0 is a prefactor containing an attempt frequency,
σeff is the effective stress acting on the threading dislo-
cation arm, and Ea is an activation energy of dislocation
glide [34.73]. Systematic measurements of dislocation
velocities were achieved using in situ TEM [34.91].
Assuming a linear interpolation of the activation ener-
gies of Si and Ge, i. e., (2.2–0.6x) eV, where x denotes
the Ge content in Si1−xGex , the measured velocity was
normalized to an equivalent velocity under a stress of
1 Pa in pure Si. Consequently, fairly good correlation
is seen between samples across all ranges of epilayer
composition and thickness (Fig. 34.14).

In the final stage of strain relaxation, dislocation
multiplication events are dominant. The Hagen–Strunk
source [34.92], which was first observed in orthogo-
nal dislocation configurations in Ge/GaAs systems, is
commonly cited for dislocation multiplication. How-
ever, later on, theoretical and experimental analyses
showed that it seems an unlikely source [34.93, 94].
At present, several multiplication sources are proposed,
such as so-called modified Frank–Read sources [34.95],
cross-slip and pinning [34.96], and cross-slip for branch
formation [34.97]; the latter two events are also fol-
lowed by Frank–Read-type dislocation multiplication
mechanisms.

34.7 Formation of Relaxed SiGe Layers

34.7.1 Graded Buffer

There are various types of strain-relaxed SiGe buffer
layers developed so far for strained-layer channels
in metal–oxide–semiconductor field-effect transistors
(MOSFETs) and modulation-doped field-effect tran-
sistors (MODFETs). A compositionally graded SiGe
buffer layer is most successfully applicable to such
devices [34.98–102]. In the formation procedure, the
Ge concentration x in the Si1−xGex alloy gradu-
ally increases with increasing film thickness. The
in-depth composition profile of Ge is generally set
to be either linear or step-like. Since this structure
is considered to be the sum of low-mismatch inter-
faces, misfit dislocations are successively introduced
during growth, resulting in total strain relaxation of
the film. Contrary to SiGe films without a gradi-

ent, since each atomic plane tends to have its own
equilibrium lattice parameter, the dislocations accom-
modating the lattice parameter difference between the
substrate and the top layer are distributed over the
thickness of the graded region. This specific configu-
ration of dislocations results in a much lower density
of threading dislocations than that of the constant-
composition film. Typically, a threading dislocation
density on the order of 105 –107 cm−2 is obtained, de-
pending on the grading rate and final Ge concentration
in the top layer. One of the reasons for the absence
of threading dislocations in the top layer is high dis-
location velocities at which the dislocation can bypass
pinning points such as a site of dislocation intersec-
tion [34.95]. Since all dislocations are not attracted to
only a single interface in the compositionally graded
film, there is great freedom for a dislocation to move
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onto another (001) plane reaching the edges of the
wafers.

However, severe surface roughness, referred to as
a cross-hatch pattern, has been pointed out from the be-
ginning of the research on SiGe graded buffers [34.103–
107]. Fitzgerald et al. have shown that such cross-hatch
patterns are related to the strain field in the epilayer
caused by an inhomogeneous distribution of misfit dis-
locations [34.106]. According to their calculation, the
critical thickness hgc for the introduction of dislocations
into a graded layer is

h2
gc=

3μb

2πYCf(1−ν)

(
1−ν

4

) [
1+ln

(
hgc

b

)]
, (34.10)

where Cf is the grading rate and Y is the Young’s mod-
ulus. This formula clearly explains that larger grading
rate leads to smaller hgc, meaning that dislocations are
introduced much closer to the surface and more strongly
affect the evolution of the surface. On the other hand,
a different mechanism was proposed, by which surface
steps arising from the single and multiple 60◦ disloca-
tions at the film–substrate interface directly influence
the surface morphology of films [34.108]. Note that
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Fig. 34.15 Growth temperature dependence of surface roughness
and relaxation ratio of Si0.68Ge0.32 buffer layers grown on low-
temperature-grown Si (LT-Si). The inset shows relaxation ratio in
the wider temperature range

these two cases employ different growth conditions:
a steeper (slower) grading rate of 50% Ge μm−1 (10%
Ge μm−1) and a lower (higher) growth temperature of
560 ◦C (900 ◦C) for the latter (former). Recently, a sim-
ulation study was performed to model the development
of cross-hatch patterning on the basis of a combina-
tion of dislocation-assisted strain relaxation and surface
steps during growth [34.109].

In graded buffers, there is a strong correlation
between surface roughening and residual threading
dislocation density. In general, the higher the final
Ge concentration, the higher the threading dislocation
density, despite the same grading rate. This results
from a mechanism by which the combination of strain
fields of underlying multiple misfit dislocations and
the resultant surface roughness blocks the motion of
a propagating threading dislocation, leading to disloca-
tion pileups [34.110]. More recently, dislocation glide
and blocking kinetics in compositionally graded SiGe
buffers grown by UHV-CVD were reported and the dis-
location density on the order of 104 cm−2 for 30% Ge
was achieved at relatively high growth temperature of
900 ◦C [34.111].

In principle, graded buffers with low threading dis-
location density require slow grading rate, which results
in large thickness of the films and requires from time
and material. Furthermore, poor thermal conductivity
relevant to included Ge severely affects the performance
of devices fabricated on graded buffers. Thus several
techniques other than growth of graded buffers have
also been attempted for strain-relaxed SiGe buffers on
Si(001) substrates.

34.7.2 Low-Temperature Method

To reduce the layer thickness and improve the crys-
tal quality of buffer layers, the low-temperature (LT)
method was proposed [34.112,113]. In this method, be-
fore growing relatively thin SiGe buffer layers (about
500 nm), a thin Si layer, e.g., 50 nm thick, is grown
at a low temperature such as 400 ◦C. Although the
thickness of the SiGe buffer is much smaller than that
required for the graded buffer method, it was found that
the surface roughness is much better and the dislocation
density is much smaller than those of the graded buffer
method, while the relaxation ratio is almost equal, more
than 80% [34.114]. That is, when the Ge composition
is 30%, the surface roughness is about 1.5 nm and the
dislocation density is around 105 cm−2, while they are
more than 10 nm and 107 cm−2 for the graded buffer
method. It is known tthe hat surface roughness and re-
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Fig. 34.16 CMP-polished thickness dependence of root-
mean-square (RMS) surface roughness of relaxed SiGe
buffer layers

laxation ratio do not change much when the growth
temperature of LT Si layers is varied between 300 and
400 ◦C. However, the quality of buffer layers grown on
LT Si largely depends on the buffer layer growth tem-
perature. The relaxation ratio increases from 0 to 90%
as the temperature increases from 400 to 700 ◦C and the
roughness also increases, from 1 to 3 nm, with increas-
ing temperature as shown in Fig. 34.15.

The quality of buffer layers largely depends on the
Ge composition as well. Surface roughness as well as
threading dislocation density increase with increasing
Ge content up to 40% and then decrease.

From positron annihilation experiments, it is re-
vealed that the Si layer grown at 400 ◦C contains a lot of
defects, particularly vacancy clusters [34.115]. So, it is
reasonably considered that these defects act as disloca-
tion sources and confine dislocations in the vicinity of
LT Si layers.

When high-Ge-content buffer layers are grown,
the two-step growth of LT layers is found to provide
strained overgrown layers with higher quality than the
one-step growth method. Although the surface rough-
ness of the buffer is hardly distinct between the two- and

one-step methods, short-period roughness is found to be
superimposed in the case of the one-step method. This
roughness may degrade the transport properties of the
structures grown on it, and higher mobility was obtained
in the case of the two-step method.

34.7.3 Chemical–Mechanical Polishing
Method

Since obtaining high-quality relaxed SiGe buffer layers
is a critical issue and the quality of the layers obtained
by the methods described above is still not satisfac-
tory for production, there have been a lot of attempts
to develop better techniques. Chemical–mechanical
polishing (CMP) of SiGe buffer layers with large rough-
ness is one of the promising techniques [34.116–120].
CMP consists of mechanical polishing by small par-
ticles and chemical etching and is well established
for preparation of Si wafers. The surface flatness of
SiGe buffers after proper CMP polishing is almost
equal to that of Si wafers, as shown in Fig. 34.16
where surface roughness is plotted as a function of
polishing time [34.116]. It is demonstrated that the mo-
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Fig. 34.17 Temperature dependence of electron mobility of SiGe/Si
modulation-doped structures with and without CMP polishing
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Fig. 34.18a,b Raman mapping of (a) relaxed SiGe buffer layer and (b) strained Si layer grown on SiGe buffers
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Fig. 34.19 Raman spectra of SiGe buffer layers grown on unim-
planted and implanted Si substrates. Si–Si mode of SiGe layer
is seen to shift to smaller wavenumber with increasing Ar-ion
dose

bility of MOD structures formed on the flat surface
is enhanced due to the reduction of interface scat-
tering [34.117]. Figure 34.17 shows the temperature
dependence of the mobility of the MOD structures
formed on CMP polished and unpolished SiGe buffer
layers. It is seen that the CMP sample provides an
electron mobility four times higher than that of the un-
polished sample. The mobility is shown to increase to
about 600 000 cm2/(V s) at very low temperatures. As
for hole mobility, it has also been demonstrated recently
that p-type Ge channel grown on CMP-polished SiGe
buffers provides mobility eight times higher than that
on unpolished ones [34.120].

However, it is noted that, even though CMP
provides very flat surfaces, there still exists strain fluc-
tuation coming from the underlying misfit dislocations
in the SiGe buffer [34.121]. Figure 34.18 shows Raman
mapping of SiGe buffer as well as strained Si grown on
the buffer, from which it is clear that strain fluctuations
similar to the cross-hatch pattern exist. It is also known
that this strain fluctuation affects the growth rate of the
overlayer and causes surface roughening [34.121].

34.7.4 Ion Implantation Method

Another interesting approach is ion bombardment of
Si substrates. It was demonstrated [34.122–126] that
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proton or helium ion implantation into Si substrates
through epitaxially grown SiGe layers and annealing
provided good strain relaxation of SiGe layers, and mis-
fit dislocations were generated at the interface thanks
to the defects introduced by the ion bombardment. To
control defect formation well in the surface region of
Si substrates, ion implantation with heavy ions such
as Ar and Ge before epitaxial growth of SiGe layers
has been shown to be very effective to relax the SiGe
buffer layers [34.127–130]. Figure 34.19 shows Raman
spectra of implanted and unimplanted samples, show-
ing clearly that the implanted sample shows good strain
relaxation, even though the SiGe buffer is much thinner
than that produced by the conventional graded method.
Many defects, mainly consisting of vacancy clusters, act
as nucleation centers as well as dislocation absorbers
similar to the role of the LT buffer layers. A thickness
of only 100 nm is good enough to obtain fully relaxed
SiGe buffer layers, which is attractive from the point of
view of production. However, the surface roughness is
not very low, being almost the same as that of the LT
method.

Surface flatness comparable to that of Si wafers
was found to be obtained when thin SiGe layers were
pseudomorphically deposited at low temperatures on
ion-implanted Si substrates and postannealing was car-
ried out at relatively high temperatures [34.131]. As
seen in Fig. 34.20, the surface of the SiGe buffer formed
by this method is very smooth, almost the same as for Si
wafers, and the relaxation ratio is more than 80%. It is
also noted that the strain distribution is much more uni-
form and no cross-hatch-like pattern is observed. Since
the cross-hatch pattern is not seen in this sample, uni-
form distribution of misfit dislocation without bunching
or strain-relief mechanisms due to point defects, differ-
ent from the conventional misfit dislocation formation,
may occur in this sample.

This the ion implantation method is very useful for
growth methods such as CVD and GSMBE where low-
temperature growth cannot be performed to decompose
source gases.

34.7.5 Ge Condensation Method

The ultimate application of strained Si may be as
silicon-on-insulator (SOI). SOI has a lot of advan-
tages over the bulk devices, such as suppression of
short-channel effects and so on. To realize high-quality
strained Si on relaxed SiGe-on-insulator (SGOI), a very
unique and attractive method called the Ge condensa-
tion method was proposed [34.132–135]. The principle

0 μm 3 μm 0 μm 20 μm
Implanted Implanted

0 nm 3 nm 509.8 cm–1 510.8 cm–1

(Relaxation ratio: 86 %)

RMS: 0.34 nm RMS: 0.12 cm–1
a) b)

Fig. 34.20 (a) AFM image and (b) Raman mapping of SiGe buffers
grown on ion-implanted Si substrate

of this method is shown in Fig. 34.21. When SiGe lay-
ers are oxidized, only Si atoms are consumed to form
SiO2 while Ge atoms are rejected from the oxide film.
Therefore, when one deposits SiGe layers on SOI sub-
strates and oxidizes the SiGe layers, the Ge content of
the unoxidized SiGe layers is increased as the oxida-
tion proceeds. It is also found that strain relaxation of
SiGe grown on SOI simultaneously takes place dur-
ing oxidation. As a result, relaxed SiGe layers with
higher Ge content are formed on the buried oxide, that

Si-substrate

BOX

SGOI

Oxide

Si-substrate

BOX

SOI (20nm)

Oxidation

SiGe epilayer
x ≈ 0.1
d ≈ 400 nm

Fig. 34.21 Schematic illustration of Ge condensation
method applied on SiGe epitaxial layer grown on SOI sub-
strates. BOX is the buried oxide

Part
E

3
4
.7



1170 Part E Epitaxial Growth and Thin Films

Poly-gate

Si0.75Ge0.25

Buried oxide

100 nm
100 nm

2nd-Si0.75Ge0.25

Fully depleted

Partially depleted Gate oxide

Strained Si

Si0.75Ge0.25

a)

b)

Fig. 34.22a,b TEM images of strained Si grown on (a) thin (fully
depleted) and (b) thick (partially depleted) relaxed SiGe buffer lay-
ers formed by Ge condensation method
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Fig. 34.23 TEM
picture of Ge-on-
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ricated by Ge
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is, SGOI structures are formed. Strained Si layers can,
therefore, be grown on this SGOI. Figure 34.22 shows
TEM images of SGOI with strained Si layers; both
fully (thin) and partially depleted SGOI (thick) struc-
tures are seen to be formed [34.136]. In the extreme
case, pure Ge layers can be formed by this Ge conden-
sation method and Ge-on-insulator (GOI) is realized, as
shown in Fig. 34.23 where the Ge content of the layer
on the insulator becomes almost 100% after complete
oxidation of SiGe layers [34.137].

34.7.6 Dislocation Engineering
for Buffer Layers

In general, glide dislocations, i. e., 60◦ dislocations, are
predominantly introduced into the SiGe/Si(001) inter-
face as a result of the operation of the 〈110〉/{111} slip
system. Although misfit strain is mainly relaxed by an
edge component of the Burgers vector of the 60◦ dislo-

cation parallel to the interface, a screw component and
components nonparallel to the interface simultaneously
induce nonisotropic strain relaxation [34.138], as well
as crystallographic tilting and rotation of SiGe. Such
crystallographic inhomogeneity severely influences the
lattice deformation of the channel Si and eventually
leads to nonuniformity of the energy band structure. In
this subsection, recent experimental results on epitaxial
growth in which dislocation generation and propagation
are precisely controlled during strain relaxation of SiGe
are presented.

The two-step strain-relaxation procedure [34.139]
was demonstrated to realize fully strain-relaxed thin
buffer layers with low threading dislocation densi-
ties. This procedure consists of, first, annealing of
a metastable pseudomorphic SiGe layer with a Si
cap layer and, second, subsequent growth of SiGe on
that layer. The thin cap layer effectively suppresses
surface roughening during the annealing due to reduc-
tion of the surface stress of the film [34.140, 141].
More than 90% relaxation was achieved after growth
of only a 100 nm thick second Si0.7Ge0.3 layer. Fig-
ure 34.24 shows a representative cross-sectional TEM
image of a sample having a Si0.7Ge0.3(200 nm)/Si-
cap(5 nm)/Si0.7Ge0.3(50 nm)/Si(001) structure. Note
that threading dislocations are almost absent from the
observed area and almost all misfit dislocations are
confined at the first SiGe/Si substrate interface. These
dislocations tend to be dispersed at the interface and
pileup of the dislocations, which is often observed in
compositionally graded layers [34.108], is hardly ob-
served. The observed periodic surface undulation comes

Si substrate

100 nm

1st SiGe

2nd SiGe
Si cap layer

Fig. 34.24 Cross-sectional TEM image of a sample grown
by the two-step strain-relaxation procedure. The sample
has a Si0.7Ge0.3(200 nm)/Si-cap(5 nm)/Si0.7Ge0.3(50 nm)/
Si(001) structure. Threading dislocations are almost absent
from the observed area and almost all misfit dislocations
are dispersively confined at the first SiGe–Si substrate in-
terface. The observed periodic surface undulation comes
from aligned SiGe islands formed at the earlier stage on the
misfit dislocation network buried at the first SiGe–substrate
interface as a template
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from aligned SiGe islands formed at the earlier stage
on the misfit dislocation network buried at the first
SiGe–substrate interface as a template. Similar prefer-
ential nucleation over dislocation was reported by Xie
et al. [34.142]. As mentioned in Sect. 34.6, since a cusp
in the surface undulation acts as a preferential nucle-
ation site for misfit dislocations [34.143], dislocation
half-loops are likely introduced at every cusp on the
surface to relax the strain during the growth of the sec-
ond layer. Therefore, strain relaxation is dominated by
the introduction of new dislocations from the surface,
and a regular strain field created by the periodic undula-
tion greatly enhances the propagation of the introduced
dislocations so that the threading segments have the
opportunity to travel long distances.

Due to the intrinsic structure of a 60◦ disloca-
tion, a SiGe film strain-relaxed by 60◦ dislocations
often exhibits mosaicity [34.144] and cross-hatch pat-
terns [34.106, 108]. In order to prevent such degra-
dation, the introduction of pure-edge dislocations is
crucial. A novel approach based on strain relaxation
predominantly by a pure-edge dislocation network
buried at the SiGe/Si(001) interface was recently
demonstrated [34.145]. Employing pure-Ge thin-film
growth prior to SiGe formation effectively restrains the
introduction of 60◦ dislocations; instead, a high density
of pure-edge dislocations can be generated [34.146].
Figure 34.25a shows a plan-view TEM image of the Ge
layer, which was grown at 200 ◦C and then subjected to
annealing at 700 ◦C. A dislocation network, consisting
of pure-edge dislocations aligned along two orthogonal
〈110〉 directions, can be clearly observed at the Ge–
Si(001) interface. For forming SiGe layers, solid-phase
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Fig. 34.26a,b XRD two-
dimensional reciprocal
maps around Si(115) and
SiGe(115) diffraction peaks
of (a) the sample annealed at
1100 ◦C, which has a pure-
edge dislocation network at
the SiGe–Si(001) interface,
and (b) the sample with 60◦
dislocations grown by the
two-step strain-relaxation
procedure

a) b)

50 nm

Fig. 34.25 (a) Plan-view TEM image of a Ge layer on Si(001),
which was grown at 200 ◦C and then subjected to annealing
at 700 ◦C, showing a dislocation network consisting of pure-
edge dislocations aligned along two orthogonal 〈110〉 directions.
(b) Plan-view TEM image of an a-Si (17 nm)/Ge(30 nm)/Si(001)
sample annealed at 1100 ◦C (the scale is the same as that in (a)). The
morphology of the pure-edge dislocation network is retained even
after the high-temperature annealing, but the dislocation spacing
increases

intermixing of amorphous Si (a-Si) deposited on the Ge
layer was performed. Figure 34.25b shows a plan-view
TEM image of an a-Si (17 nm)/Ge(30 nm)/Si(001)
sample annealed at 1100 ◦C. Note that the morphology
of the pure-edge dislocation network is explicitly re-
tained even after the high-temperature annealing but the
dislocation spacing is found to increase. Figure 34.26a
shows an x-ray diffraction two-dimensional reciprocal-
space map around a SiGe(115) diffraction peak of the
sample annealed at 1100 ◦C. From the peak position,
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it is found that an in-plane lattice constant correspond-
ing to that of a SiGe crystal with a Ge fraction of 0.48
is obtained, enabling practical use as a SiGe buffer.
A remarkable feature is found in the peak shape being
sharp and highly symmetric, in marked contrast to that
of the reference sample shown in Fig. 34.26b, which
is prepared by the two-step strain relaxation procedure
and predominantly has 60◦ dislocations at the interface.
This result clearly demonstrates that the mosaicity, such
as lateral finite sizes and microscopic in-plane tilts of
the SiGe crystal [34.147], is greatly reduced when in-
troducing pure-edge dislocations.

34.7.7 Formation of SiGeC Alloys

Since the first epitaxial growth of high-quality Si1−yCy
and Si1−x−yGexCy films on Si(001) was reported in
1992 [34.148–150], the introduction of C into Si and
SiGe films has attracted increasing interest for ap-
plication of these films to electric and optoelectronic
devices composed of group IV semiconductor mater-
ials. Due to the different covalent radius of Si, Ge,
and C of 0.117, 0.122, and 0.077 nm, respectively, sub-
stitutional introduction of C atoms into SiGe lattice
sites gives rise to a substantial decrease of the lat-
tice parameter and a reduction of strain in SiGe layers
on Si substrates [34.151–154]. The addition of C into
Si1−xGex films is, therefore, expected to yield several
advantageous effects in terms of device performance. In
Si/SiGe/Si HBTs, when C is incorporated into a SiGe
base layer, the strain caused by the SiGe/Si lattice
mismatch can be alleviated and thus the generation

a) b)

30 nm

c4

2n

Fig. 34.27a,b STM images of a Si0.478Ge0.478C0.044 film of 4 ML
thickness grown on Si(001). (a) Islands with a height of about
2 nm on average are frequently observed on top of protruding re-
gions of the terraces. (b) Magnified 30 × 30 nm2 image of the boxed
area in (a). Examples of the c(4 × 4) and (2 × n) reconstructions are
indicated by the labels “c4” and “2n,” respectively

of misfit dislocations can be prevented, realizing im-
proved crystalline quality of the base layer and resultant
reliability of the devices. Furthermore, C incorpora-
tion can significantly suppress boron outdiffusion from
a p-type base layer due to the undersaturation of in-
terstitial Si atoms [34.155–158]. On the other hand,
it has been reported that the bandgap and band off-
sets with respect to the conduction band and valence
band sensitively vary with C contents and strain in
Si1−x−yGexCy films [34.159–169]. On the basis of
the control over the band alignment in Si1−x−yGexCy
heterostructures, Si1−x−yGexCy epitaxial films were
applied to channel layers in MOSFET [34.170, 171],
high-electron-mobility transistor (HEMT), and optical
devices [34.172–174]. However, substitutional incorpo-
ration of C exceeding a few percent is very difficult
to achieve. One dominant reason seems to be the
thermal equilibrium solubilities of C into Si and Ge,
of the order of 1017 and 108 atoms/cm3, respec-
tively [34.175, 176]. The crystalline quality of the films
is degraded with increasing C fraction and exhibits
nonplanar morphology, SiC polytype precipitates, and
extended defects such as stacking faults and dislo-
cations. Therefore, film growth techniques in which
the growth mode is governed not by thermodynam-
ics but kinetics are now widely employed, such as
MBE [34.150,151,177,178], UHV-CVD [34.179,180],
and RT-CVD [34.181, 182]. However, this still re-
mains an essential issue in the growth of high-quality
epitaxial Si1−x−yGexCy films with a substitutional C
content higher than 3% and this limits the potential
of these films to be applied widely to various kinds
of devices [34.178, 183]. Enhanced solubility of C was
theoretically predicted [34.184], and it was experimen-
tally demonstrated that Si1−yCy layers with y ≈ 0.2
can be grown pseudomorphically on Si(001) due to the
formation of low-energy ordered structures [34.185].
In the case of Si1−x−yGexCy films, high repulsive in-
teraction between Ge and C in the Si lattice plays
a dominant role in determining the composition profiles
of the film; both theoretical and experimental works
on this matter have been performed [34.152, 186, 187].
Furthermore, attractive interaction between Si and C af-
fects the final film morphology. Figure 34.27a shows
an STM image of a surface of a Si0.478Ge0.478C0.044
film with a thickness of four monolayers (ML) [34.188].
The surface exhibits the onset of three-dimensional
(3-D) islanding, suggesting the local increase of Ge
fraction around the island where the film locally ex-
ceeds the critical thickness for islanding. It should
be noted that these islands are different from those
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due to C-induced Ge islanding [34.189, 190], since
they were not formed at the beginning of the growth.
As shown in Fig. 34.27b, a close-up of the fairly
flat terraces reveals the c(4 × 4) reconstructed structure
caused by significant C condensation on the grow-
ing surface [34.191–193] and the (2 × n) reconstruction
consisting of buckled dimers and missing dimer rows.
These results clearly show the formation of C-rich and
Ge-rich regions in the film, which is presumably driven
by the phase separation between Si-C and Si-Ge dur-
ing growth when the film contains high concentration
of C.

Control over the initial growth stage was per-
formed to improve the film morphology [34.188, 193].
The addition of a thin (1–2 ML) SiGe interlayer
between the Si1−x−yGexCy film and the Si sub-
strate drastically improves the film structure, leading
to a planar morphology even with large C frac-
tions present in the film. Figure 34.28 shows an
STM image of a sample which has a structure of
Si0.473Ge0.473C0.054(6 ML)/Si0.5Ge0.5(1 ML)/Si(001).
Note that a planar surface morphology consisting of
a step and terrace structure is formed even though
the film contains a 4.6% average C fraction. Three-
dimensional islanding partially appears at the step edges
with increasing Si1−x−yGexCy film thickness [34.194,
195] but no c(4 × 4) reconstructions were observable in
any growth stage. This clearly demonstrates that the
Si1−xGex interlayer explicitly plays a role in suppress-
ing C condensation and Si-C/Si-Ge phase separation
during the film evolution.

More recently, sequential alternate deposition of
1 ML thick Si0.793Ge0.207 and 0.048 ML thick C layer
on Si(001) was attempted in order to suppress local
phase separation, 3-D island growth, and defect forma-
tion [34.196]. A comparison of the surface atomic mor-
phologies between the 5 ML thick Si0.769Ge0.183C0.048
layer formed by the codeposition of Si, Ge, and C and
that by the alternate deposition is shown in Fig. 34.29.
In Fig. 34.29a, the 3-D islands, with a height of approx-
imately 2 nm, and a rough surface consisting of small
terraces are observed. Many defects, observed as dark
spots on the surface, which are sink sites of C atoms,
seem to prevent conformal step-flow growth due to the
positive (normal) Ehrlich–Schwoebel barrier [34.197–

30 nm

Fig. 34.28 STM image of
a sample with a structure
of Si0.473Ge0.473C0.054

(6 ML)/Si0.5Ge0.5

(1 ML)/Si(001). A planar
surface morphology is re-
alized by the formation
of the SiGe interlayer,
in spite of the large C
fraction

a) b)

50 nm 50 nm

Fig. 34.29a,b STM images of the 5 ML thick Si0.769Ge0.183C0.048

layer formed by (a) the codeposition of Si, Ge, and C; (b) the
alternating deposition of 1 ML thick Si0.793Ge0.207 and 0.048 ML
thick C layers. In the codeposition, 3-D islands with a height of ap-
proximately 2 nm, a rough surface consisting of small terraces, and
defects as dark spots are observed on the surface, while no 3-D is-
lands with reduced defects are seen in the case of the alternating
deposition

199]. On the other hand, in Fig. 34.29b, no 3-D islands
are observed and aligned steps are still formed. The
density of defects is relatively low compared with the
codeposition case. In the alternate deposition case, the
migration of C on the growing surface is effectively re-
strained because the Ge atoms, which give rise to the
repulsive interaction force to the deposited C atoms,
are uniformly distributed on the Si1−xGex surface. This
effect leads to suppression of defect formation at the
initial stage of Si1−x−yGexCy growth and consequently
increases the critical thickness of layer-by-layer growth
of Si1−x−yGexCy.

34.8 Formation of Quantum Wells, Superlattices, and Quantum Wires

The formation of double heterostructures results in
quantum well (QW) formation. Type I QWs are eas-

ily realized by growing strained SiGe layers on Si
substrates and sandwiching it with unstrained Si lay-
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Fig. 34.30a,b
Schematics of
PL from strained
SiGe/Si quan-
tum well (a) and
well width de-
pendence of
PL spectra of
the quantum
well (b). NP
represents lumi-
nescence peaks
without phonon
assistance, and
phonon and TO
represent phonon
replica peaks

ers. Peak shift due to the quantum confinement effect
characteristic of QWs is clearly seen in the PL spec-
tra of QWs grown by gas-source MBE, as shown in
Fig. 34.30 [34.200]. There are two prominent PL peaks,
no-phonon (NP) and the TO-phonon replica, which
are characteristic of indirect-bandgap transition in this
system, and both peaks shift to higher energies with de-
creasing well width. The theoretical calculation based
on square QWs well represents the well width depen-
dence of the quantum confinement energy.

Although the luminescence peaks become broader
with increasing temperature, their integrated intensity
is stable up to 100 K. Above 100 K, however, the in-
tensity decreases rapidly with an activation energy of
around 100 meV [34.34]. This activation energy corre-
sponds to the energy difference between the valence
band of Si barriers and the ground quantum level in the
SiGe QW. That is, carrier confinement of QWs is quite

efficient at low temperatures but holes begin to escape
from the well above the temperature corresponding to
the confinement energy.

Since the band alignment changes depending on the
strain condition, type II QWs are also formed. When
tensile-strained Si layer is sandwiched by unstrained
SiGe barrier layers, holes are trapped in the Si well lay-
ers while electrons are located in the SiGe barrier layers
and therefore the transition is indirect in real space as
well as in momentum space. However, luminescence,
due to both NP and TO peaks, is clearly observed and
the energy shift coming from the quantum confinement
effect is confirmed [34.201].

Although the band alignment is type I when strained
SiGe layers with Ge composition less than 30% is set
between unstrained Si layers, the band discontinuity at
the conduction band is too small to confine electrons
well in the well region. To overcome this problem, there
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are several ideas to improve the carrier confinement,
one of which is the neighboring confinement structure
(NCS), in which a pair of compressively strained and
tensile-strained layers is sandwiched by strain-relaxed
SiGe barrier layers, as shown in Fig. 34.31 [34.202].
Although electrons and holes are separately confined
in the well region, the PL intensity, particularly the
NP peak, is significantly enhanced in this structure and
is stronger than that in conventional type I QWs. This
comes from the significant wavefunction overlap be-
tween electrons in Si and holes in Ge layers, but it is
noted here that the thickness of the pair layers should
be thin to keep sufficient wavefunction overlap for the
transition.

The coupling of QWs results in the formation of
superlattices, which is seen in the energy shift of PL

peaks, with the peaks shifting to lower energies with de-
creasing distance between the QWs [34.203]. The peak
energies of coupled QWs agree well with the calculated
results based on ideal square-shaped wells, in accor-
dance with the theoretical prediction [34.1] that the
band alignment is type I when Ge content is lower than
0.3. This also indicates that wells without deformation
due to surface segregation are formed by GSMBE.

The evolution of superlattices is seen when the num-
ber of coupled wells is increased [34.204]. Since the
increase in the number of coupled wells lowers the
ground-state energy and finally forms a miniband, the
PL peak energy, corresponding to the miniband edge,
decreases with increasing well number. The peak en-
ergy is found to follow a simple Kronig–Penny-type
calculation for the superlattices [34.204].
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Fig. 34.32 XRD intensity profiles of SiGe/Si multilayers (DBR
structures) grown under strain-balanced, compressive, and tensile
conditions

Multilayer structures, in which each layer is much
thicker than in superlattices, are also important from the
point of view of optical device applications. The typical
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Experiment
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example of such structures for optical applications is the
distributed Bragg reflector (DBR) mirror, which con-
sists of multilayers of materials with different refractive
index, such as GaAs/AlAs and Si/Ge. Since the period
of DBR structures should be comparable to the wave-
length of light in semiconductors, the thickness of each
layer is as large as ten times that in a superlattice. There-
fore, the growth of such structures with a strained sys-
tem is very difficult due to the limitation of the critical
thickness. To overcome this problem, strain-balanced
structures are very useful [34.205], and DBR mirrors
consisting of Si and SiGe layers have been successfully
fabricated [34.206–209]. In this method, a pair of layers
with lattice constants a1 and a2 are grown on a sub-
strate with lattice constant a0, where a1 < a0 < a2. This
condition is satisfied when a pair of Si layers with ten-
sile strain and SiGe layers with compressive strain are
grown on relaxed SiGe with Ge content less than that of
the pair. The thickness and Ge composition are selected
so that the strain energy of the structure is minimized.

Figure 34.32 shows x-ray diffraction measurements
where the Ge content of the virtual substrate is changed.
It is seen that the peak of the sample with y = 0.09
coincides well with the position of the strain-balanced
condition, showing that strain-balanced structures are
formed by carefully choosing the layer thickness and
Ge contents. Figure 34.33 shows an SEM image of
a DBR structure grown under the strain-balanced con-
dition, and it is seen that high-quality structures without
detectable defects are obtained.

Figure 34.34 shows the reflection spectrum of SiGe
DBR mirrors fabricated by this method. In this struc-
ture, Si and SiGe layers with thickness of 94 and 90 nm,
respectively, were grown on fully relaxed SiGe buffer
layers to compensate the strain. Reflectivity of about
90%, which is quite large for the strained system, is be
obtained.

Selective epitaxial growth, which takes place in
growth techniques such as gas-source MBE, leads to
the formation of wire and dot structures. This occurs,
for instance, between Si and SiO2 substrates, and epi-
taxy occurs only on Si. When SiGe/Si QWs are formed
on V-groove-patterned Si(100) substrates with (111)
facets [34.210, 211], crescent-shaped SiGe features are
grown in the bottom of the V-groove. This feature gives
rise to PL with large blue-shift in the spectrum com-
pared with the reference QW sample. It is also seen
that the cross-sectional emission in the case of the wire

Fig. 34.34 Reflectivity spectrum of SiGe/Si DBR mirror
formed by the strain-balanced method �
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1 µm

Si0.73Ge0.27 /Si DBR

Si(001) substrate

Si0.89Ge0.11 layer

Graded layer

Fig. 34.33 Cross-sectional SEM im-
age of Si0.73Ge0.27/Si DBR mirror
grown on Si0.89Ge0.11 buffer lay-
ers formed by the graded-buffer
technique

structure shows polarization characteristics while no
polarization is seen in the emission from the QWs. This
result suggests that the wire structure in the V-grooved
sample is likely to be a quantum wire. However, the en-
ergy shift in quantum wires is too large and does not
agree with a simple estimation based on their size. The
main cause of the energy shift may be the change in the

strain distribution. The wire surrounded by Si crystal
is considered to be under hydrostatic-like pressure that
causes bandgap broadening comparable to the observed
energy shift. Since spatial variation of the Ge compo-
sition in the wire is also likely to occur, more detailed
study is required to clarify the nature of quantum wires
in the SiGe/Si system.

34.9 Dot Formation

There are a large number of studies on Ge and SiGe
dot formation, which strongly depends on the growth
methods and conditions. Since there are several good re-
views [34.212–215] concerning Ge dot formation, some
general features of the formation, which are observed in
the case of gas-source MBE (GSMBE), are described
here [34.216].

Figure 34.35 shows the thickness dependence of the
PL spectrum from Si/pure-Ge/Si quantum-well struc-
tures grown by GSMBE [34.217]. Up to 3.7 ML, the PL
spectrum shows a conventional quantum confinement
effect of quantum wells and the peaks shift to lower
energies with increasing Ge layer thickness. Above
3.7 ML, however, the peaks originating from QWs stop
the energy shift and a new broad peak is seen to ap-
pear. The appearance of this broad peak corresponds

well to the formation of Ge islands observed by TEM
measurements. That is, above the critical thickness, Ge
begins to form islands on Ge wetting layers to release
the strain energy as described in the previous section.
It is remarkable that these Ge dots give rise to signif-
icant luminescence, and therefore their application as
quantum dots is eagerly awaited.

The critical thickness in the case above is 3.7 ML
and depends on the growth temperature, as shown in
Fig. 34.36. It is seen from this figure that the critical
thickness increases with decreasing growth tempera-
ture.

It is well known that Ge dot formation takes place
in a bimodal fashion, that is, small pyramidal-shape
and large dome-shape dots are formed simultaneously,
as shown in Fig. 34.37, and that their relative numbers
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Fig. 34.37a–c AFM im-
ages of Ge dots grown at
(a) 700 ◦C, (b) 600 ◦C, and
(c) 500 ◦C. Scale is 1 × 1 μm2

change depending on the growth conditions. When the
growth temperature is decreased, the number of dots

Fig. 34.35 Ge layer thickness dependence of PL spectrum
of Si/pure-Ge/Si structures. Above 3.7 ML, a new broad
PL peak (L) corresponding to Ge dot formation appears
and grows with increasing Ge amount, while the peaks cor-
responding to quantum wells are seen to stop the energy
shift once the dot is formed �
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Fig. 34.36 Ge coverage dependences of NP and island PL
peaks as a function of growth temperature. The critical
thickness hc of Ge dot formation is seen to increase with
decreasing growth temperature

becomes larger and their size becomes smaller; in par-
ticular, the density of pyramids becomes larger rather
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Fig. 34.38 Ge coverage dependence of island density.
Morphological change is seen from pyramid to dome
shapes when coverage exceeds about 8 ML

than that of domes. At lower temperatures, that is,
500 ◦C, domes and pyramids disappear and quite a large
number of small elongated dots known as hut clusters
appear, as seen in Fig. 34.37c. Energetically, domes are
stable, whereas pyramids are metastable and therefore
appear at rather higher temperatures. When the growth
temperature is low, atom migration is suppressed and
unstable hut clusters are formed.

Figure 34.38 shows the Ge coverage dependence
of dot formation. It is interesting that a morphological
change from pyramidal to dome shape is observed with
increasing coverage. This is probably due to accumulat-
ing strain. Since the domes have a much larger degree
of strain relaxation than the pyramids, this shape change
may occur to reduce the total energy, and it dominates
at higher coverage.

The relative number of pyramids to domes is also
dependent on the growth rate. The density of pyramids
is drastically decreased by decreasing the growth rate,
and it is also found that inserting growth interruption or
annealing decreases the number of pyramids. This re-
flects the fact that the dome is energetically more stable
than the pyramid, and that the shape change takes place
more easily under near-equilibrium conditions.

The formation of SiGe alloy dots is quite different
from the case of pure Ge dots at first sight. As seen
in Fig. 34.39, a large number of pyramids are formed
compared with pure-Ge islands, and domes are hardly

observed. The number of pyramids increases with in-
creasing SiGe coverage, in contrast to the case of pure
Ge, and the shape change does not take place. This fea-
ture is very similar to that of low-temperature growth
of pure-Ge dots, in which hut clusters are formed and
the shape change does not occur. This difference re-
sults from the growth mechanism. It is noted that,
when the dots are formed at 600 ◦C by gas-source
MBE with Si2H6 and GeH4, the growth mode is in the
reaction-limited regime, where growth is strictly lim-
ited by the chemical reaction of impinging gases. In
the reaction-limited regime, the surface migration of
atoms is suppressed and the shape change from pyra-
mid to dome hardly occurs since the energy barrier
is too high compared to the surface migration energy.
On the other hand, the growth of pure Ge proceeds in
the supply-limited regime at this temperature, and the
suppression of surface migration is quite small, which
allows the formation of stable domes. If the growth of
SiGe dots is performed in the supply-limited regime,
that is, at higher growth temperatures, the situation
changes greatly and very similar behavior to that of pure
Ge dots is seen, as shown in Fig. 34.40. In this figure,

5.0 nm

0.0 nm

2.5 nm

b)

d)c)

a)

Si0.58Ge0.42 (24.9 ML)

Si0.58Ge0.42 (41.5 ML)

Si0.58Ge0.42 (31.1 ML)

Ge (8.0 ML)

[110]

2 × 2 μm2

Fig. 34.39a–d Coverage dependence (a–c) of AFM images of
Si0.58Ge0.42 dots and (d) Ge dots with 8 ML. Scale is 2 × 2 μm2
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Fig. 34.40a–f Coverage dependence of AFM images of Si0.7Ge0.3

dots grown at high temperatures (a–c) and pure Ge dots grown at
low temperatures (d–f). Scale is 2 × 2 μm2

bimodal growth of islands and the shape change are
clearly seen for SiGe islands. This similarity suggests
intermixing of Si and Ge even for pure-Ge dot forma-
tion. It is now known that the intermixing effect of Si
and Ge, particularly at high temperatures, is important
for dot formation and reduces the formation barrier for
dots, resulting in a smaller critical thickness than that
for low-temperature growth.

The formation of Ge dots on a strained SiGe layer
is also important from the device application point of
view. Although the critical thickness for dot forma-
tion is different from that on Si substrates, the bimodal

growth and the shape change are very similar to those
on Si. The Ge coverage dependence of the dot density is
just shifted to lower coverage, which can be understood
if we consider the strain energy of the two-dimensional
(2-D) underlying strained layers. That is, the strain en-
ergy of the Ge thickness difference between SiGe and
Si substrates for dot formation is almost equal to that
of the underlying strained SiGe layer. This implies that
the same dot formation mechanism is in operation and
that the strain of the underlying layers contributes to dot
formation.

Stacking of dot layers is attracting great attention
from the point of view of crystal growth as well as
device applications. As mentioned above, the strain
originating from the underlying layer affects dot forma-
tion greatly. If the thickness of the separation layers is
properly selected, it is well known that dots are aligned
vertically, as shown in Fig. 34.41. This is because the
strain coming from the underlying dots provides ener-
getically favorable sites for dot formation. However, it
should be noted that the kinetics is very complicated
and that dot alignment does not always occurs, that
is, the dot formation strongly depends on the growth
conditions, the dot distribution, and the distance to
the underlying dot layer. As a typical example of dot
alignment, the distance dependence is shown for high-
temperature growth in Fig. 34.42 [34.218]. As seen in
this figure, the distribution of dot size and position de-
pends on the Si interlayer thickness. It is natural that
the distribution is almost similar to that of single-layer
formation when the Si spacer is thick, since the strain
effect of the underlying layer does not reach the upper
surface. In the sample with a thinner Si spacer layer,
a very large size distribution and a drastic increase of
dome size appear. However, in the case of intermediate
thickness such as 39 nm, it is quite interesting that very
uniform distribution and ordering of dots are realized.
This tendency can also be understood in terms of the
change of the strain distribution due to the underlying
dots with spacer thickness.

To enhance the quantum effect of Ge dots, small
island formation is favorable. For this purpose, the low-
temperature growth where small hut-cluster dots are
formed is suitable. However, crystal quality is sacrificed
at lower growth temperatures. To overcome this prob-
lem, two-step growth or stacking of dots is proposed
and highly luminescent dots with relatively small size
are successfully formed, as seen in Fig. 34.43 [34.219].
Here, the first layer of Ge dots is formed at a low
temperature of 500 ◦C to obtain small dots and the sec-
ond layer is grown at a higher temperature of 600 ◦C
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Fig. 34.41 TEM image of stacked Ge
dots with 10 nm Si spacer and their
schematic illustration. The right-hand
side inset shows the height and width
evolution of the dots as a function of
the period number of the Ge layer

to obtain high-quality dots. Thanks to the strain field
from the underlying small dots, the size and shape are
almost repeated in the second layer, even though the
growth is performed at higher temperatures where dome
formation is favorable. It is confirmed that these dots
have high luminescence efficiency, comparable to that
of domes grown at higher temperatures. By using this
method, relatively small dots with small size distribu-
tion and high luminescence efficiency can be obtained.

However, the size distribution is still large for device
applications and the position is not perfectly controlled.
Combination of selective epitaxial growth (SEG) and
electron-beam (EB) lithography is a promising ap-
proach for sufficient control of the dots [34.220, 221].
As mentioned above, GSMBE has the advantage of pro-
viding selectivity between Si and SiO2 surfaces and Ge
dots can be grown only on Si surfaces. Therefore, when
windows are opened in SiO2 films on Si substrates, Ge

dots are formed only in the windows. If the window size
is smaller than the Ge migration length, only one Ge dot
grows in a window and the dot size decreases with de-
creasing window size, as shown in Fig. 34.44 [34.220].
It is noted that the Ge dot is formed on the Ge wet-
ting layer, that is, by the SK growth mode, even in SEG.
These controlled Ge dots give rise to luminescence, and
two well-resolved peaks are observed in contrast to the
disordered Ge dots.

In order to enhance the quantum effects, several at-
tempts to reduce Ge dot size and increase the dot density
are now under investigation. Predeposition of elements
such as C [34.189] and B [34.222] has been shown to
be very effective to reduce the size. Incorporation of C
is also found to be effective when dots are formed by
using GSMBE [34.223]. Figure 34.45 shows dot forma-
tion when (CH3)3SiH (TMS) is incorporated into the
GeH4 gas. There are some interesting features, different
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Fig. 34.42a–d AFM images of stacked Ge dots with Si spacer thickness as a parameter, from 78 nm (a) to 10 nm (d).
Scale is 2 × 2 μm2. Subfigures show schematics of formed Ge dots

from pure-Ge dot formation with GeH4: (1) the critical
thickness for dot formation increases to 7.5 ML from
about 4 ML, (2) the dots strongly reduce in size and
increase in number by as much as three times that of
pure-Ge dots and (3) monomodal formation of dome-

like dots occurs instead of the bimodal formation of
pure-Ge dots. Dots with C provide luminescence as
well, but the peak shift as a function of the deposition is
different from that of Ge dots grown at the same growth
temperature and very similar to the behavior of Ge dots
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Fig. 34.43a–c AFM results
of single Ge layers grown at
(a) 500 ◦C and (b) 600 ◦C,
and (c) stacked layer where
the first and second layers
are grown at 500 and 600 ◦C,
respectively. The stacked one
shows formation of small
dots similar to the low-
temperature growth one,
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Fig. 34.44a–f SEM im-
ages of Ge dots formed in
SiO2 windows on Si sub-
strates. The diameters of the
windows are (a) 580 nm,
(b) 440 nm, (c) 300 nm,
(d) 180 nm, (e) 130 nm, and
(f) 90 nm

5.0 nm

0.0 nm

2.5 nm

Coverage:
SiGeC

2 x 2μm2

Ge

5.3 ML

4.1 ML3.1 ML

8.3 ML7.5 ML6.8 ML

Fig. 34.45 AFM images
showing the coverage de-
pendence of dots grown
with and without mixing of
(CH3)3SiH in the GeH4 gas.
Scale is 2 × 2 μm2
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grown at lower temperature. This indicates that migra-
tion of atoms is impeded by the presence of C atoms,
and therefore the low-temperature growth mode occurs

even at higher temperatures. This corresponds well to
the small dot formation resulting from the reduction of
the migration length of atoms on the surface.

34.10 Concluding Remarks and Future Prospects

The Si/Ge system provides a lot of varieties of materials
growth, from pseudomorphic growth and strain-relaxed
growth to dot formation, and the strain coming from the
lattice mismatch between Si and Ge plays an impor-
tant role in the growth. Comprehensive studies on the
growth mechanisms have resulted in the development
of novel formation techniques for SiGe heterostruc-
tures and enable us to implement strain effects into Si
devices.

It is now widely accepted that the performance of
Si VLSIs is greatly improved with the aid of SiGe het-
erostructures and a lot of work on material growth and
device design is being conducted. It is therefore forecast
that SiGe heterostructures will be implemented in some
important VLSI devices soon.

Recently, much attention has also been paid to the
photonic properties of Si-related materials, particularly
SiGe heterostructures. This is because the performance

of VLSIs is improved by adding optical functions such
as optical interconnection and parallel signal process-
ing. In order to realize optical functions in Si VLSIs,
various kinds of optical elements based on Si, includ-
ing light sources, should be developed. Among these,
photonic crystals are now attracting much attention,
since not only can light emission be well controlled
but also light waveguides with high flexibility can be
realized. If one can apply the photonic crystal to Si de-
vices, waveguides for optical interconnection may be
realized on Si VLSIs. Moreover, by combining VLSIs
and sophisticated Si, new devices with optical functions
and multiprocessing of signals, which is highly desired
for such devices as image processors, can be realized
based on Si. In this case, SiGe heterostructures will play
the main role, and therefore, more intensive studies on
new formation techniques for SiGe heterostructures are
required.
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Plasma Energ35. Plasma Energetics in Pulsed Laser
and Pulsed Electron Deposition

Mikhail D. Strikovski, Jeonggoo Kim, Solomon H. Kolagani

Surface bombardment by energetic particles
strongly affects thin-film growth and allows sur-
face processing under non-thermal-equilibrium
conditions. Deposition techniques enabling energy
control can effectively manipulate the microstruc-
ture of the film and tune the resulting mechanical,
electrical, and optical properties. At the high power
densities used for depositing stoichiometric films
in the case of pulsed ablation techniques such as
pulsed laser deposition (PLD) and pulsed electron
deposition (PED), the initial energetics of the ma-
terial flux are typically on the order of 100 eV, much
higher than the optimal values (≤ 10 eV) required
for high-quality film growth. To overcome this
problem and to facilitate particle energy trans-
formation from the original as-ablated value to
the optimal value for film growth, one needs to
carefully select the ablation conditions, conditions
for material flux propagation through a process
gas, and location of the growth surface (substrate)
within this flux. In this chapter, we discuss the
evolution of the material particles energetics dur-
ing the flux generation and propagation in PLD
and PED, and identify critical control parameters
that enable optimum thin-film growth. As an ex-
ample, growth optimization of epitaxial GaN films
is provided.

PED is complementary to PLD and exhibits
an important ability to ablate materials that are
transparent to laser wavelengths typically used in
PLD. Some examples include wide-bandgap
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materials such as SiO2, Al2O3, and MgO. Both PLD
and PED can be integrated within a single de-
position module. PLD–PED systems enable in situ
deposition of a wide range of materials required
for exploring the next generation of complex struc-
tures that incorporate metals, complex dielectrics,
ferroelectrics, semiconductors, and glasses.

35.1 Energetic Condensation in Thin Film Deposition

Thin-film deposition under energetic particle bombard-
ment is well known. Originally suggested in 1938 for
improving film density, the energetic process was fur-

ther developed as ion plating in 1963 [35.1]. A variety
of techniques to produce energetic conditions are cur-
rently in practice [35.2]. These include plasma-assisted
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film deposition techniques [35.3], magnetron sputter-
ing [35.4], and ion-beam-assisted deposition [35.5, 6].
A common factor accompanying all energetic conden-
sation processes is that the film growth surface is under
constant bombardment by an energetic particle flux as
it receives the desired material for film growth.

Under the bombardment by energetic particles, sur-
faces and subsurface layers of crystals are in an unusual
(nonequilibrium) state controlled by the particle flux
parameters rather than by deposition conditions such
as substrate temperature. In this state, the equilibrium
dynamics are no longer applicable to the dynamics
of the crystal surface modification processes, which
include implantation of atoms, radiation-enhanced dif-
fusion, point-defect interaction, sputtering, ion mixing,
adsorption, adatom movement, and film growth. The
modified layers retain a memory of the conditions of
their origin and exhibit unusual properties. This can be
beneficial for some applications of the modified layers,
and undesirable for others. Control of the bombard-
ment conditions is critical for optimizing a specific
process. In general, the particle energy of interest is in
the range of 10–100 eV, which is well above the com-
mon processing temperature of < 0.1 eV (≈ 1200 K). In
some sense, the particle bombardment substitutes for

the higher temperature that is problematic to achieve
under equilibrium conditions.

Pulsed laser deposition (PLD) and pulsed electron
deposition (PED) are relatively new energetic conden-
sation techniques with unique plasma flux parameters.
In PLD and PED, a pulsed laser or a pulsed elec-
tron beam rapidly vaporizes a thin section of a target
material, providing a stream of energetic plasma flux
under highly nonequilibrium conditions. This process is
known as ablation. The film growth conditions are intri-
cately linked to and controlled by the conditions of the
flux generation and its propagation in an ambient pro-
cess gas (or in vacuum). This chapter will consider and
compare these two techniques, emphasizing the critical
role of plasma energetics in thin-film formation. The ob-
jective is to follow the energy balance through the entire
process sequence from flux generation at the target sur-
face to flux arrival at the growth surface (substrate), and
to draw conclusions on the possibilities of controlling
and optimizing the deposition conditions in PLD and
PED.

We limit our consideration to the most commonly
used laser pulses of nanosecond duration. Also we leave
beyond the scope of this chapter the subject of macrode-
fects (droplets) in deposited films.

35.2 PLD and PED Techniques

The idea of utilizing the exceptionally high power den-
sity of a laser beam for material processing has been

Chamber

Focusing lens

Laser

Substrate

Heater

Vacuum pump

Expanding 
plasma

Process gas 
inlet

Target Laser beam

Fig. 35.1 Schematic representation of a conventional PLD process

tested contemporarily with the development of lasers
since the 1960s. The effects of heating a material to tem-
peratures well above an evaporation temperature and
transforming the vapor into a state of plasma have been
studied extensively. In their pioneering work, Smith and
Turner [35.7] explored plasma condensation to form
a film layer on a substrate placed in a vacuum. Since
then, a variety of PLD processes have been considered
and summarized in several excellent reviews [35.6, 8–
10]. In the conventional PLD process, shown schemat-
ically in Fig. 35.1, a high-power pulsed laser beam is
used as an external energy source to rapidly vaporize
the target material. When a pulse of submicrosecond du-
ration is used (accomplished in Q-switched solid-state
or excimer lasers, for example), the general process is
not limited to evaporation but is accompanied by strong
absorption of the laser beam in the vapor and its trans-
formation into plasma. The interaction of the laser beam
with the target and the generated plasma is a very com-
plex physical process, and depends on the properties of
both the target and the laser beam.
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Plasma Energetics in Pulsed Laser and Pulsed Electron Deposition 35.3 Transformations of Atomic Energy in PLD and PED 1195

In PED, the general scheme and ablation processes
are very similar to in PLD, although a significant differ-
ence in the nature of the pulse energy source exists. In
the PED process, the energy for ablation is delivered to
the target by pulsed electrons rather than photons (as in
PLD). The electron beam interacts differently with the
target and the evaporant it generates. However, similarly

dense plasma is formed at the target surface by both the
pulsed electron and the pulsed laser beam. This dense
plasma is the primary precursor source material for film
deposition. The dense, high-temperature, strongly ion-
ized plasma layer at the target surface propagating in
a direction perpendicular to the target surface is known
as the plasma plume in the published literature.

35.3 Transformations of Atomic Energy in PLD and PED

In energetic deposition processes, atoms from the tar-
get surface pass through several energy transformation
phases before arriving at a substrate surface. Start-
ing from their evaporation, the atoms are involved in
a series of energy transfer processes controlled by dif-
ferent mechanisms. These atoms experience significant
changes in their temperature, ionization state, as well
as kinetic energy. To evaluate the possibilities of con-
trolling the energetics in the film deposition process, it
is critical to follow the dynamics of the energetics of
the atoms. For every phase, there are key parameters
enabling control of the transient processes. Ultimately,
this enables control over the energy of the atoms ar-
riving at the substrate, which is important for the film
growth. PLD and PED processes, viewed as a sequence
of several phases, are shown schematically in Fig. 35.2.

The pulse width of the laser or electron beam de-
fines the duration of phase 1 in Fig. 35.2. During this
period, most of the beam energy is transformed into the
internal energy (enthalpy) of the atoms in the plasma.
This includes energies of evaporation and ionization,
the thermal energy of material atoms, as well as the
energy of electrons in the plasma. Typically, the thick-
ness of the plasma layer near the target surface is below
0.1 mm during this phase.

Under the action of high internal pressure, the
plasma layer ejects itself in a direction perpendicular to
the target surface (phase 2, Fig. 35.2). The plasma pres-
sure is orders of magnitude larger than any practical gas
pressure in the process chamber. Thus, the plasma ejec-
tion is not affected by the presence of process gases. The
plasma experiences continuous acceleration by the pres-
sure gradient supported through recombination of atoms
and electrons. During this phase, the original energy
spectrum of the plasma flux is formed. A typical plasma
size in this phase is on the order of several times the
spot size on the target. A three-dimensional expansion
begins within this distance. In a typical PLD or PED
process, this expansion is ≈ 10 mm in length. If depo-

sition is carried out in a vacuum (10−6 Torr or below),
the plasma expands and the original energy spectrum is
frozen, and can be analyzed by an appropriate time-of-
flight technique.

If deposition takes place in a background gas
(phase 3, Fig. 35.2), the flux atoms collide with the gas
atoms. As a result, the initial energetic spectrum of the
atoms in the plasma evolves on a characteristic length
scale related to the length scale of the mean free path at
a given pressure. If the number of ablated atoms is suf-
ficient to involve a comparable number of gas atoms in
the mutual hydrodynamic movement, this snowplow ef-
fect drives most of the gas atoms towards the substrate,
leaving behind a gas-rarefied region (shown pale brown
in Fig. 35.2). Simultaneously, as the entire ensemble de-
celerates during this phase, the kinetic energy of both
the target and gas atoms decreases.

10 µs
T <<  1 eV
Z = 0
100 mm
10 < E < 100 eV

•
•
•
•
•

> 10 µs
Thermal
Z = 1
10 mm
E = 1 eV

•
•
•
•
•

1 µs
T < 1 eV
Z ≈ 0
10 mm
E = 1 keV

•
•
•
•
•

100 ns
T >> 1 eV
Z > 1
< 1 mm

•
•
•
•

Substrate Substrate Substrate Substrate

Target

Phase 1 Phase 2 Phase 3 Phase 4

Target Target Target

Plasma

Fig. 35.2 Schematic representation of PLD and PED processes.
Conventions: brown circles: fast atoms of target material, black cir-
cles: gas atoms, pale brown area: depleted gas volume behind the
plasma front
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In the next phase (phase 4, Fig. 35.2), the directional
velocity of plasma flux becomes comparable to the ther-
mal velocity of its particles (i.e., the flux transforms
from supersonic to subsonic states). Plasma expansion
nearly stops (seen as a range for its visible radiation
plume), and becomes nearly isotropic. In most cases, an
optimal substrate location for film growth can be found
in the near vicinity of this range.

35.3.1 Plasma Formation
of Vaporized Material

The dominant process in phase 1 is the evaporation
and ionization of a small amount of material. First,
at the typical beam power density used in ablation
(Q ≈ 109 W/cm2), the target surface is rapidly heated,
attaining temperatures well above the common evap-
oration temperature of all the elements in the target.
The evaporation can be so intense that the vapor den-
sity at the surface can approach the limiting value of the
atomic concentration in a solid (nL ≈ 5 × 1022 cm−3).
Second, in the field of the intense laser beam, the va-
por effectively ionizes (transforms into plasma) and
absorbs the majority of the incoming energy from the
laser, preventing further heating of the target. Several
key parameters that control the process are, pulse dura-
tion τ , power density Q [W/cm2], and energy density
Qτ [J/cm2]. The laser wavelength λ in PLD and the
energy of each electron [keV] in PED define the ab-
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Fig. 35.3 Calculated penetration depth (range) of energetic elec-
trons in Si (1), Al2O3 (2), and YBa2Cu3Ox (3) (after [35.11])

sorption depth of the beam with respect to the target
material.

The pulse energy is distributed in the target over
a depth (D + DT), and the rate of surface temperature
rise can be expressed as

dT

dt
∼ Q

D + DT
, (35.1)

where D is the absorption length (photon or electron
range) and DT is the thermal diffusion length. DT can
be expressed as DT = 2(at)1/2, where a is the thermal
diffusivity and t is the time. DT is also the characteristic
depth of exponential decay of the temperature distri-
bution, T (x, t) ∝ exp(−x2/4at) for one-dimensional (x)
heat diffusion from a surface source [35.12].

For τ = 10 ns, a pulse width typical in PLD, DT is
about 0.2 μm for most common dielectrics. This value is
less than or comparable to the photon absorption depth
D, and DT can be neglected in (35.1). Thus the heat-
ing rate is controlled by the target optical properties at
a given wavelength, and increases proportionally with
the beam power.

This is not the case in PED. The penetration depth
(or absorption range) of an electron in a solid depends
on its energy. In PED, both the electron beam power
Q and the electron range depend on the electron source
voltage V . Since the number of electrons in the pulse
is proportional to the total beam current density I ,
and since the average energy of each electron (∼ eV)
is directly related to the pulsed electron beam source
(PEBS) voltage V , the power density carried by the
beam is Q ≈ IV , where I = I (V ). The I (V ) relation
characterizes a PEBS design. For 10–100 kV electrons,
the range D changes with voltage as D ∝ V2, as shown
in Fig. 35.3. If D > DT, the D ∝ V 2 dependence con-
trols the denominator in (35.1), and thus strongly affects
the heating rate in PED. In some sense, changing the
voltage in the PEBS is equivalent to changing the laser
wavelength (and absorption depth) in PLD. The inter-
play of Q(V ) and D(V ) controls the surface heating
rate in PED. The expected heating rate for PED has
been examined elsewhere [35.13]. Experiments show
that the beam power is not able to increase as fast as
the beam penetration length at > 15 kV, which leads to
a maximum in the heating rate at ≈ 15 kV (Fig. 35.4).
Therefore, it is not always beneficial to use the source
at higher voltage (and accordingly with higher energy
electrons). A more efficient way to improve the heating
rate in PED is via a larger current density at the tar-
get surface by minimizing the beam cross-section. In
order to increase the current density, the target has to
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be as close to the tube output as is practically possible
since the electron beam diverges with distance from the
output channel tube.

In both PLD and PED, once vapor with a suffi-
cient density is formed at the target surface, the beam
ionizes it. PLD differs from PED in the target surface
heating dynamics and the mechanism of ionization. In
PLD, free electrons gain energy in the oscillating elec-
tric field of a laser and ionize atoms by impact. This
avalanche-like process is similar to the optical break-
down of gases by intense laser beams. The breakdown
physically means that, once transformed into a strongly
ionized plasma state, the plasma becomes nontranspar-
ent to the laser beam. The plasma shields the target
material from the beam, and absorbs the majority of the
pulse energy. This plasma shielding strongly affects the
energy balance in PLD and PED, the primary topic of
interest in this chapter. Well above the ablation thresh-
old, the fraction of the beam energy used for target
heating is relatively small. The majority of the beam
energy is preserved within the plasma [35.14]. The net
energy balance of the entire ablation process can be
roughly understood as

Qt = E1 N , (35.2)

where E1 is the total average energy per evaporated par-
ticle (ion or atom) and N is the total number of atoms or
ions per unit area. The energy E1 eventually transforms
into kinetic energy E ≤ E1 of atoms ejected from the
target. The balance indicates that higher particle energy
E1 is expected in an ablation process in which a smaller
number (N) of ablated particles enables a strong shield-
ing effect.

The total number N of atoms absorbing the beam
energy can be estimated as N ≈ nL , where n is the
atomic concentration in the shielding plasma and L is
the thickness of the plasma layer. Some understanding
of n(λ) scaling laws for different laser wavelength λ

(frequency ω = c/λ) can be gained by considering
the conditions for optical breakdown of gases. Un-
der a crude approximation, the gas concentration most
favorable for developing the electron avalanche cor-
responds to the condition where the frequency Ω of
electron collisions with atoms is on the same order
as the beam frequency ω. The critical concentration
n = nc can be found from the condition Ω(nc) ≈ ω. The
physical reason for the optimum is that, for a given
ω of the laser, the rate of electron energy gain in
the electric field of the beam has a maximum at this
value of collision frequency [35.15]. The gas ionization
develops via inverse bremsstrahlung absorption. The

10 12 16 20
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Fig. 35.4 Estimated surface heating rate (black circles) and meas-
ured beam power (brown circles) as functions of the electron energy

collision frequency relates directly to the gas (vapor)
concentration as Ω = αn. As an example, for normal
conditions of 760 Torr (n = 2.47 × 1019 cm−3) of Ar gas
(α = 1.6 × 10−7 cm3s−1), one finds Ω = 4 × 1012 s−1,
and λ = 75 μm radiation would be optimal to create
plasma.

As a wide range of atom concentration in the vapor
is available in PLD at the prebreakdown stage, the above
condition can be satisfied at least for λ down to ≈ 1 μm.

The condition gives an estimate for the initial atomic
concentration to develop the shielding plasma. It is in-
versely proportional to the laser wavelength, nc ∝ λ−1.
The relations above describe proper conditions to ini-
tiate plasma at microwave frequencies, where the pres-
sure of ≈ 2 Torr is optimal for 2.8 GHz (λ = 1.0 mm).
It is also suitable for CO2 laser with λ = 10.6 μm.
The calculated value of 15 atm (nc = 3.8 × 1020 cm−3)
as the optimal pressure for Xe gas plasma formation
is close to the experimental value of 20 atm [35.15].
The breakdown threshold power density Q∗ of the
CO2 pulsed laser is as low as ≈ 5 × 107 W/cm2. For
radiation of an Nd:yttrium aluminum garnet (YAG)
laser (λ = 1.06 μm), it can be estimated that the op-
timal vapor concentration is nc = 3.8 × 1021 cm−3. For
a shorter-wavelength laser, the plasma starts to develop
in a higher atomic concentration in the vapor. For the
PLD process, this suggests that more material has to be
evaporated before shielding occurs.
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For much shorter wavelengths such as those of ul-
traviolet (UV) excimer lasers, the vapor breakdown
condition and mechanism are more complex. Theoret-
ical estimation from the above relations implies that
the estimated optimal atomic concentration in a vapor
of nc = 1.6 × 1022 cm−3 becomes unrealistically high
at λ = 248 nm (KrF laser), for example. The vapor
breakdown threshold intensity of the beam, according
to the classical theory, should also increase sharply
as Q∗ ∝ λ−2 [35.16]. The scaling from 10.6 μm leads
to Q∗ ≈ 9 × 1010 W/cm2. These estimations, however,
have not been supported by experimental results. Ex-
perimental values as low as ≈ 1 × 108 W/cm2 for Al and
Cu targets has been found for 248 nm [35.17]. The sug-
gested explanation of the reduced breakdown threshold
for UV lasers is that a multiphoton photoelectric effect
takes over from the atomic ionization process as the
high energy of UV quantum becomes comparable to the
atomic excitation and ionization potentials [35.15, 18].
The threshold can actually decrease with wavelength at
λ < 1 μm. The low thresholds indicate that a very dense
vapor is not needed to form UV laser plasma. Thus, the
atomic concentration on the order of n ≈ 1 × 1021 cm−3

in the vapor may be a reasonable estimate for typi-
cal breakdown conditions for wavelengths in the range
of λ = 1.0–0.25 μm in PLD. However, the concentra-
tion does change with λ. Data for the laser wavelength
dependence of the ablated material mass [35.19] indi-
cate that the plasma can still be created in vapor with
higher density for shorter-wavelength lasers. Follow-
ing the considerations mentioned above, in this case the
energy balance for the PLD process is shifted towards
a smaller number of ablated atoms and a larger energy
of ejected atoms/ions. This trend is indeed seen in the
energy spectrum of ejected ions [35.20, 21].

Experiments suggest that, at 3 × 108 W/cm2 (λ =
248 nm), breakdown starts at the beginning of a 30 ns
pulse and takes just ∼ 5 ns to develop a plasma absorb-
ing ≈ 85% of the beam intensity [35.17]. The majority
of the beam energy is loaded into the vapor. The plasma
thickness L can be estimated as vTt ≈ 10−3 cm where
vT ≈ 105 cm/s is the thermal velocity of vapor ex-
panding from the target surface. The plasma contains
nL ≈ 1 × 1018 /cm2 atoms, which would originally oc-
cupy a ≈ 2 × 10−5 cm deep layer in a solid target. Note
that, for typical cohesive energy of ≈ 4 eV/atom in
solids, the evaporation of this number of atoms re-
quires ≈ 0.8 J/cm2. This is typically a small fraction
of the beam energy in intensive ablation conditions
(> 3 J/cm2). Most of the pulse energy is loaded into the
total energy (enthalpy) of plasma, including the thermal

energy of ions and electrons as well as the ionization
energy.

With increasing laser intensity Q, both N and E
increase, as confirmed by numerous data on the Q
dependence of evaporated materials, deposited film
thickness, and ion/neutral atom kinetic energy. Al-
though most of these data were obtained in conditions of
one-dimensional plasma expansion (plasma layer thick-
ness smaller than the focal spot size of the laser beam),
the dependencies generally follow the scaling of the
model [35.22] developed for the regime with partial
target shielding by the flowing plasma. Such a self-
regulating regime (optical plasmatron) is established
once the laser pulse duration is much longer than the
time of the plasma expansion to the characteristic scale
of the ablation spot diameter, as has been observed
in ≥ 1 μs long-pulse (transversely excited atmospheric
pressure (TEA) CO2 laser, [35.23, 24]) or small-spot
nanosecond-pulse ablation [35.12, p. 243].

Based on mass and energy conservation laws and
based on the assumption of a three-body plasma re-
combination process, the steady-state ablation model
suggests that the ablation rate can be expressed as

dN

dt
∝ λ−4/9 Q5/9 . (35.3)

Accordingly, to satisfy the E1 dN/dt = Q = const. con-
dition, the energy per atom can be expressed by

E1 ∝ λ4/9 Q4/9 . (35.4)

These relations again point to the tendency of a shorter-
wavelength laser beam to evaporate more material from
a target, providing each atom with a lower energy. As
a crude approximation, one can conclude that the av-
erage kinetic energy E of particles produced by laser
ablation scales as E ∝ λ for 1.06–10.6 μm wavelength
lasers and as E ∝ λ1/2 for 0.2–1.0 μm wavelength
lasers. Choice of the laser is one of the possibilities to
control the energy spectrum of the plasma flux in PLD.

35.3.2 Plasma Formation in PED

In PED, the electron beam energy of 5–15 keV is
well above the threshold potential for atomic excita-
tions and ionizations. Fast electrons collide directly
with the deep-level electrons of target material atoms,
experience broad-angle scattering, and eventually stop
at a certain depth from the target surface (elec-
tron range). This stopping at a certain depth requires
a certain number of collisions to happen. This num-
ber is practically independent of the specific state of
the atoms, with atoms in the solid lattice scattering
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electrons as effectively as atoms in a gas phase (va-
por). An important consequence of this fact is that,
for the electron beam, there is no transition to the
vapor plasma shielding effect that is characteristic
for the laser ablation. Throughout the entire pulse
length, the electron beam continues to interact with
the same number of atoms as contained within the
beam absorption range D in the target. As D ∝ 1/ρ

(ρ [g/cm3] is the target material’s density), the total
mass ablated by the intense beam is expected to be inde-
pendent of materials ablated, m = ρD = const. [35.11].
As mentioned above, the electron range is strongly de-
pendent on the electron energy ε [kV]. The absorption
range can be expressed as

D [μm] ≈ 5.37ε

(
1− 0.9815

1+0.0031ε

)
ρ−1 .

Figure 35.3 shows the range of 0.5–2.0 μm for a typ-
ical PED electron beam energy of 10–15 keV. Even
for dense materials (such as YBCO with a density
of ≈ 6 g/cm3), the range of ≈ 1.0 μm is greater than
the typical depth of ≈ 0.2 μm for laser ablation (us-
ing a 248 nm KrF laser at 5 J/cm2) [35.12]. If all the
material within the penetration depth is PED-ablated, it
follows, from (35.2), that the average kinetic energy of
particles in the plasma flux can be smaller in PED than
in PLD. For lower-density materials, a higher PED ab-
lation rate and accordingly smaller energy per ablated
atom could be expected. This is actually the case. How-
ever, the particle energy spectrum in PED is broader
than in PLD due to the presence of a small amount of
highly energetic ions, up to several keV. Some specific
mechanism of ion acceleration could be responsible for
the fast ion generation in PED.

35.3.3 Expansion of Plasma and Particle
Acceleration

A dense layer of highly ionized high-pressure plasma is
formed at the target surface by the focused laser pulse.
The plasma expands and accelerates primarily in a di-
rection normal to the target surface (Fig. 35.2, phase 2).
During this process, the energy E1 (the total energy per
atom, i. e., the enthalpy per atom) is transformed into an
asymptotic kinetic energy E of atoms [35.25], which is
the energy of interest in the present discussion, as this
flux of energetic particles arrives at the substrate for
film formation (when PLD is carried out in vacuum).
Gradient of plasma pressure is the driving force for the
acceleration of particles. Note that, even when PLD is
carried out in a typical pressure background gas, due

to the large difference between the plasma pressure at
the ablation spot and the gas pressure, the initial energy
spectrum of E is established at a distance of a few mil-
limeters (≈ 3 times the spot diameter) from the target
and is not affected by the presence of the process gas.

For a vacuum process (or at a low gas pressure), the
ablation particle energy spectrum established soon af-
ter leaving the spot region remains mostly unchanged
during the following geometrical expansion. The ion
condition is frozen due to the low thermal energy of
the plasma and the lack of efficient collisions. Laser-
produced plasma retains a significant portion of the
atoms in the ionized state. Film growth in vacuum is
accompanied by the impact of particles of the largest
possible energy. This feature also makes the laser flux
an efficient source of ions for analytical laser plasma
spectroscopy or for further acceleration of ions in spe-
cial applications.

Specific conditions of the laser-produced plasma fa-
cilitate kinetic energy of particles well above the plasma
temperature. At the end of the laser pulse, the total inter-
nal energy per plasma atom, I + (1+ Z)T , is stored in
the thermal energy of the ion, Z electrons, and the total
potential energy I of the atomic ionization. During the
plasma expansion, electrons contribute to the accelera-
tion pressure. The plasma temperature is also supported
by release of the potential energy by three-body recom-
bination. Thus the resulting kinetic energy of the flux
particles can greatly exceed the original thermal energy
of the plasma atom ∼ T [eV].

The model for the steady plasma flow regime (pulse
length > 1000 ns) [35.22] predicts for the asymptotic
particle energy

E = 5(1+ Z)T . (35.5)

The functional relation Z(I, T ) can be used for atoms
of a specific target material. As the beam energy stored
per a plasma atom is ≈ 3 times greater than the tar-
get atom cohesion energy ≈ 4 eV (see before), a plasma
temperature of > 10 eV can be estimated for a typi-
cal ablation with 3 J/cm2. The potential energy of the
first ionization I1 is usually within the range 7–15 eV,
and the Z = 1 ionization is already significant at tem-
perature T ≈ I1/5 = 1.4–3 eV [35.16]. At T ≈ 2–3 eV,
the generation of Z = 2 ions is already possible. Z = 2
ions have been routinely observed under PLD ablation
conditions. Equation (35.5) estimates E = 30–45 eV for
Z = 2 ions according to the model [35.22] for a steady
flow ablation regime.

The steady regime is not usually realized in a prac-
tical excimer-laser-based PLD configuration with spot
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sizes of ≈ 1 mm, where the ≈ 30 ns laser pulse is too
short in comparison with the time to establish the
steady regime. However, this regime has been realized
in small-spot nanosecond-pulse ablation [35.12, p. 243],
and ablation with a long TEA CO2 laser (λ = 10.6 μm)
pulse of ≈ 2 μs duration [35.23,24]. Its specific features
are an increased average ablation rate, and narrower en-
ergy spectrum dN/dE = f (E) relative to the unsteady
pulsed regime.

The narrow ion energy spectrum dN/dE = f (E)
observed [35.23, 24] can be explained by the fact that
the majority of the registered ions have been gener-
ated under nearly similar, quasistationary evaporation–
absorption–acceleration conditions during most of the
pulse duration. The average particles energy is laser
wavelength dependent. For a λ = 10.6 μm CO2 laser
with Q = 109 W/cm2, a narrow spectrum with a maxi-
mum at ≈ 400 eV was measured. This energy is about
a factor of ≈ 2.5 larger than that observed for the
λ = 1.06 μm laser, and ≈ 5 times larger than that for
0.248 μm radiation, in accordance with the prediction
of (35.4). Another feature of the steady regime is that
the average energy of neutrals is nearly as high as that
of ions [35.23, 24]. This reflects the fact that both the
neutrals and the ions experience the same acceleration
conditions.

Thus, at the same beam energy density of a 11 ns du-
ration excimer laser pulse, the ablation rate (μm/pulse)
increases by several times if the spot size is reduced
from 83 to 24 μm [35.12]. This can be explained by
a transition to a steady regime with a plasma more
transparent to the laser beam than in the case of one-
dimensional expansion (large spot). In accordance with
the energy balance, one can expect a lower average ki-
netic energy of ablated particles to result.

If the laser beam power density is high enough, such
an important feature of PLD as congruent evaporation
of complex materials is preserved in the quasistation-
ary ablation regime. Indeed, the basic requirement for
stoichiometric material removal is that the volume of
ablated material is much greater than the volume of
remaining heated material. That can be expressed as
vτ � a/v, where the ablation rate v is the velocity of the
ablation surface propagation into a target, and a/v is the
thickness of the heated material in front of it. As men-
tioned above, for a given power density, v is even higher
in stationary than in pulsed ablation, and the condition
is satisfied. Experimentally, for example, stoichiometric
ablation in the quasistationary regime has been demon-
strated by fabricating high-quality YBCO films using
2 μs long pulses from a TEA CO2 laser [35.26].

In an unsteady pulsed regime, the energy spectrum
broadens in both directions compared with the energy
spectrum for the steady flow regime. The leading ions
on the front of the plasma layer are in favorable con-
ditions to experience more effective acceleration, and
attain greater energy. On the other hand, at the end
of the laser pulse, the plasma pressure build up is ter-
minated, and the ions at the surface created in this
time are not able to accelerate. Thus, the leading ions
with higher energy are present on the front of the ex-
panding plasma stream. The effect is well known in
classical gas dynamics in unsteady (abruptly started)
gas flow in vacuum [35.16]. The energy of the lead-
ing particles Emax is ∼ 2/(γ − 1) times larger than
the energy from the steady flow. The additional ki-
netic energy is acquired at the expense of heat energy
in the neighboring particles. For plasma at the abla-
tion conditions, the exponent γ can be approximated to
1.3–1.4. The maximal energy of the accelerated par-
ticles is Emax = 10T (1 + Z)/(γ − 1) = 100–200 eV at
Z = 2 and T = 2–3 eV.

The velocity or energy of neutral components of
the flux is generally somewhat lower, but still close to
that of the ions. A possible explanation is that a sig-
nificant number of the neutrals is in effect the former
ions fraction, which has recombined. This fact makes
it possible to apply the ion time-of-flight technique
to probe the energetics of the laser-producing plasma
fluxes. Data of the time-of-flight mass spectrometry and
time-resolved emission spectroscopy applicable to trace
the neutrals dynamics [35.27, 28] show a neutral’s ve-
locity of ≈ 0.6–0.75 for ions (energy difference about
a factor of 2–3). Still, the ion probe measurements are
representative of the general flux energetics and repre-
sent a good estimate of the upper energy limit of the
particles.

Films grow in vacuum under the impact of the par-
ticles of largest possible energy. The ion probe (Faraday
cap) is a convenient and frequently used technique to
characterize the dynamics of the plasma arriving at
a point a distance L from the target. In this technique,
a slightly negatively biased probe registers the current
of the ions in the flux. For ablation in vacuum (or at low
gas pressure), due to a large mean free path, the ions
travel the distance ballistically, and the delay time t for
ions arriving at the probe directly relates to their speed
v = L/t and kinetic energy mV 2/2. Thus, the ionic
energy spectrum can be obtained as dN/dE = f (E).
The spectrum for f (E) can be calculated from the ion
probe current density j = eZ(dN/dt) using the relation
dN/dE = (dN/dt)(dE/dt)−1, where E = M(L/t)2/2
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is the kinetic energy of an ion with mass M arriving at
time t.

For ablation in an ambient background gas pressure,
collisions with the gas alter the velocity of flux species
and the probe signal. Since the relation v = L/t is not
valid any more due to the velocity change with distance,
the probe signal cannot be used to extract the arriving
ion’s energy spectrum. The relation overestimates the
ion’s kinetic energy at distance L , as the original veloc-
ity is greater than L/t and as the velocity at arrival is
smaller than L/t. A proper particle deceleration model
can be used to describe the special evolution of their
average energy.

A typical energy spectrum of Si ions is given in
Fig. 35.5 for the plasma flux created by KrF laser
pulse (wavelength 248 nm, 20 ns pulse, 2.5 J/cm2 en-
ergy density) in vacuum. The insert shows the original
ion current signal obtained at a distance of 11 cm.
The median energy is ≈ 60 eV, large enough not only
to significantly change the conditions of the surface
movement of the arriving atoms but also to introduce
property changes of the previously deposited layers of
the growing film [35.29]. Characteristically, the spec-
trum exhibits an extended lip towards energies up to
≈ 200 eV. As discussed above, the fastest ions are those
that are on the front of the expanding plasma cloud,
where the largest pressure gradient exists for an ex-
tended time. Two additional factors can also contribute
to the increased ion signal amplitude at the higher end
of the spectrum and extending from the median en-
ergy value. First, multiple-ionized ions create a larger
probe signal by a factor of Z (ion charge) than single-
charged ones. Second, the energy of leading ions can
be additionally increased by the effect of electrostatic
acceleration of ions in a double layer of space charge
existing at the front of the plasma [35.30].

Figure 35.6 compares the energy spectra of CeO2
plasma flux ions obtained by PLD and PED at a distance
of 14.5 cm at a similar energy density. The relatively
small oxygen gas pressure of 1 mTorr does not alter
the spectra significantly, at this distance, in comparison
with the vacuum conditions. The spectra are normalized
to probe signal maximum. A somewhat surprising re-
sult of this comparison is that the energy of the fastest
ions in the PED-generated plasma flux is larger than
in PLD. Possibly, some additional mechanism of ion
acceleration exists in PED, the origin of which is not
fully understood at the present time. One possible ex-
planation is that the negative charging of the plasma
cloud leads to a stronger expulsion of the electrons
and to a stronger effect of electrostatic acceleration
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Fig. 35.5 Typical energy spectrum of Si ions generated by a KrF
(248 nm) pulsed laser in vacuum. The inset shows the original ion
probe signal at a distance of 11 cm from the Si target

of ions on the plasma front. At the same time, the
PED spectrum is broader, and relatively more atoms
with low energy are in ionized state. The average en-
ergy of the PED flux particles can be smaller than the
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Fig. 35.6 Energy spectra of ions produced by pulsed laser (closed
circles) and pulsed electron beam (open triangles) in oxygen pres-
sure of 1 mTorr
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energy in PLD. More studies are needed to fully under-
stand the dynamics of PED-generated plasmas and their
properties.

35.3.4 Deceleration of Plasma
in Background Gas

In PED and PLD, the presence of background gases
during ablation can significantly change both the aver-
age energy of the particles arriving at a substrate and
the general attributes of the energy spectrum. When the
mass of the evaporated atoms and of the incorporated
gas atoms become comparable, hydrodynamic models
can be used to describe deceleration of this ensemble
and its thermalization. These are the phases 3 and 4
shown in Fig. 35.2. Introduction of a reactive or inert
buffer gas into the deposition chamber is an effective
tool to control the energy of species during film growth.
Unlike vacuum PLD, plasma flux parameters change
drastically with distance L from the target, which is
critical for film growth. At a characteristic distance L0,
the flux loses its unidirectional velocity, as it under-
goes scattering, thermalization, and finally deceleration.
It has been experimentally discovered that optimum
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Fig. 35.7 Evolution of the directional v and thermal vT velocities
of plasma flux particles as a function of normalized distance L/R
from the target. Velocities are normalized to the initial velocity v0

of particles. L0 indicates the location of the plasma range, where
v(L0) = vT(L0)

conditions for film growth exist in the vicinity of this
distance [35.31–33].

In the presence of background gases, the ion probe
signal is not useful to calculate the arriving particles’
energy as their velocity changes with distance. If cal-
culated as the ratio L/t, the velocity (and the energy)
would be overestimated. A simple model has been sug-
gested to describe the dynamics of plasma deceleration,
the average particle energy at a distance L0, and the
scaling of L0 as a function of ablation and gas param-
eters [35.34]. In this model, the ensemble of initially
ablated N0 atoms, with an average velocity v0, is con-
sidered as a piston, incorporating and driving the gas
atoms as it propagates. The essential processes here are
energy transfer from the initial kinetic energy of the N0
atoms to the thermal energy of the atom and the gas
cloud (i. e., deceleration and thermalization). From the
conservation of momentum and energy in an adiabatic
process, the following dependencies are obtained for the
velocity v of the directed movement of the ensemble and
the characteristic thermal velocity vT = (kBT/M)1/2 of
the particles.

v

v0
= (1+ x3)−1 ,

vT

v0
= x3/2[3(1+ x3)(1+μx3)]−1/2 ,

where μ = M/m is the atomic mass ratio between the
target material and the gas, and x = L/R is the normal-
ized distance. R has a clear physical meaning: after the
ensemble covers the distance R, the total mass of the gas
atoms becomes equal to the mass of ejected N0 atoms.

Comparison of the velocities v(x) and vT(x)
(Fig. 35.7) shows that there is a characteristic distance
L0 where the thermal expansion rate of the ensemble
exceeds its forward movement rate. It is reasonable to
view the distance L0 as the range of the flux defined
according to the condition

v(L0) = vT(L0) .

By the definition of vT, half of the ensemble atoms are
not moving towards the substrate at a distance L0. The
optimal position of the substrate for growth of high-
quality films is usually found experimentally to be at
around the end of the luminous flux area (plume). It is
reasonable to associate this position with the character-
istic range L0 of the plasma flux. Let us consider three
issues regarding this location important for film growth:
the average particle energy E(L0) = Mv2(L0)/2 at the
distance L0, the dependence of the distance L0 on the
gas pressure and intensity of ablation N0, and the depo-
sition rate h(L0) [nm/pulse] at this location.
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Note that the flux range L0 does not depend on
the initial velocity v0. However, an increase in the ini-
tial energy E0 = (

Mv2
0

)
/2 of ejected atoms makes the

process faster and increases the kinetic and thermal
energies of particles at distance L0. As can be seen
from Fig. 35.7, the ensemble velocity in the vicinity of
the flux range drops to ≈ 10–20% of the initial ve-
locity, i.e., E(L0) ≈ (0.01–0.04)E0 at this point. Thus,
for a flux with an average initial energy of particles of
≈ 200 eV, the expected energy of particles arriving at
the substrate surface at the distance L0 is 2–8 eV. Par-
ticles with this energy are acceptable for film growth as
they are able to nonthermally activate the film surface
without damaging it.

The distance L0 itself is controlled by the ratio of
the ablated material amount to the background gas con-
centration ng (gas pressure P ∝ ng)

L0 ∝
(

N0

ng

)1/3

.

To maintain the substrate in the optimal position, the
ejected material amount N0 should be changed propor-
tionally with the changing pressure. The parameter N0
characterizes a specific PLD system and can be easily
measured. To do so, it is sufficient to measure the thick-
ness (per pulse) h of the film deposited with the system
(at some target-to-substrate distance d) in a vacuum or
at a pressure low enough to assure that all the ejected
atoms reach the substrate. By definition, N0 is directly
related to h as N0 = hnLd2, where nL is the concentra-
tion of deposited atoms (nL ≈ 5 × 1022 cm−3 for most
solids). Numerically, N0 = 5 × 1016 for a system deliv-
ering h = 0.1 nm/pulse at d = 10 cm. For typical PLD
and PED of dielectric materials, the deposition rates at
5 cm distance are within the range 0.01–0.1 nm/pulse.
The dependence L0(ng) of the range on gas pressures
is shown in Fig. 35.8. The process pressure for PED (in
the range 1–10 mTorr) is about two orders of magnitude
lower than that for PLD in the case of several dielectrics.
This leads to larger target-to-substrate distances that are
expected to be optimal in PED relative to PLD.

The deposition rate at the optimum distance h(L0)
turns out to be only weakly dependent on the ablation
intensity N0

h(L0) ∝ n2/3
g N1/3

0 . (35.6)

0 10 20 30 40 50 60 70 80 90 100
0

5

10

15

20

25

 1 

 2 

Gas pressure (mTorr)

*

Plasma range (cm)

Fig. 35.8 Plasma propagation range L0 as a function of gas
pressure for ablation intensities N0 of 0.1 nm/pulse (1) and
0.01 nm/pulse (2) at 10 cm distance. The asterisk represents an
experimental optimal condition for PED growth of YBCO films

This result is remarkable, since it explains why
different PLD systems (with different N0 values) ex-
hibit quite similar optimal deposition rates. Indeed, the
reported deposition rates of YBCO films were close
to 0.1 nm/pulse in a number of publications [35.35–
39]. Thus, that deposition rate could be considered
typical for PLD in a background gas pressure of
100–200 mTorr.

On the other hand, as follows from (35.6), the depo-
sition rate at an optimal distance scales rather strongly
with the gas pressure. The optimal deposition rates in
PED (at 5 mTorr) are expected to be about ten times
lower than in PLD (at 150 mTorr). Note here that all
these differences follow from the difference in oper-
ational pressures. The dynamics of the deceleration
of plasmas produced with pulsed lasers and pulsed
electron beams is the same. Lower-pressure operation
generally leads to a longer flux range, larger optimal
film deposition distance, and larger deposition area. The
overall productivity of the film fabrication (grams of
material per second) is controlled by the average power
of the beam (pulsed laser or pulsed electron).
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35.4 Optimization of Plasma Flux for Film Growth

As the models predict, and experimental data confirm,
the particle energy generated by lasers (not consider-
ing exotic high-power, subnanosecond pulse lasers) and
intensive electron beams can cover a wide energy spec-
trum range of 3–3000 eV. Depending on the particle
energy, their interaction with crystal surface can have
very different results. Due to the significant dispersion
of the spectrum, it is difficult to predict the cumulative
integrated effect of the energetic particle flux on a crys-
tal (substrate) surface. However, to fit the spectrum and
the desired result for a particular application, an optimal
type of laser (λ, τ), and beam intensity Q can be chosen
accordingly to the discussions presented above.

High-energy (> 1000 eV) particles cause shallow
implantation on a crystal surface, resulting in gener-
ally improved coating adhesion through ion mixing.
Nonequilibrium generation of lattice vacancies pro-
motes radiation-enhanced diffusion into the subsurface
layer. Crystal surface compensation or doping by the
laser-ablated materials can be realized [35.40].

When the incoming flux has a large fraction of
energetic ions ≥ 200 eV, this can strongly affect the
average deposition rate of metallic films where self-
sputtering becomes significant. The effect is especially
strong for large-atomic number metals such as Cu, Ag
or Au [35.41]. For these materials, the self-sputtering
coefficient of unity is reached at the ion energy as low
as 100 eV [35.42, 43]. When the high-energy fraction
in the deposition flux is large enough, no film can be
formed. In some instances, much thinner film (or no
film at all) is obtained on the axis of the deposition flux
(where most of the higher-energy particles are concen-
trated) than in off-axis directions. Attempt to reduce the
self-sputtering effect by adding a background gas leads
to a maximum in the deposition rate (at ≈ 100 mTorr)
dependence on pressure [35.44]. The effect can be un-
derstood as due to the interplay between two kinds of
rate reductions. One is due to scattering or stopping of
the flux material at higher pressures while the other is
due to partial self-sputtering of films by the energetic
portion of plasma flux ions at lower pressures. It is inter-
esting that the maximum deposition rate was obtained
in He background gas, which was able to decelerate fast
ions without causing their effective large-angle scatter-
ing. The film stress also showed strong gas pressure
dependence.

The concurrent bombardment of growing film pro-
motes the growth of dense films. The increase in film
density is a major factor in modifying film properties

such as hardness, electrical resistivity, optical proper-
ties, and corrosion resistance. At the same time, it can
introduce high compressive stresses. Especially strong
is the effect of stress level on the electrical properties of
conducting oxide films where their charge carrier con-
centration and mobility critically depend on the film
lattice parameters.

Enhancement of film growth and film properties by
the energetic particle interaction with film surfaces is
a well-known phenomenon. Low-energy (≈ 5 eV) bom-
bardment promotes the surface mobility of adatoms
that is used for epitaxial growth [35.45]. Properties of
films grown from wide-energy-spectrum plasma fluxes
are the integrated result of all the effects above. Es-
pecially important process parameters are the average
energy of arriving atoms and the ratio of high- and
low-energy particles. According to the well-known
Thornton model, the energy per deposited atom should
be about 20 eV to complete the disruption of the colum-
nar morphology of the growing film for the maximum
density [35.46, 47]. A variety of techniques have been
developed to provide additional nonthermal activation
at the film growth surface. In the low-pressure process
of ion-beam-assisted deposition (IBAD), an auxiliary
source of energetic ions is used to concurrently bom-
bard the surface of the growing film. The effectiveness
of IBAD combined with PLD has also been demon-
strated elsewhere [35.48]. In plasma-based techniques
such as direct-current (DC) or radiofrequency (RF)
sputtering deposition, substrate biasing is used to ex-
tract and accelerate the energetic ions directly from the
deposition plasma [35.29].

The above considerations show several means that
can be used to control the energetics of the PLD- and
PED-generated plasma flux for thin-film deposition.
Accepting particles with energy of ≈ 10 eV as the most
favorable for nonthermally activated film growth, one
can see that most of the plasmas produced by laser or
electron beam pulses are excessively energetic, espe-
cially at the higher-energetic end. The reason for this
higher-energy tail is that, especially in the common non-
steady pulsed ablation regime, much larger energy/atom
than the target’s atom cohesive energy of ≈ 5–10 eV
is loaded into the target. This is necessary to facilitate
reproducible stoichiometric ablation, far from its thresh-
old. The pulsed nature of the ablation leads to a broad
energy spectrum that includes a significant portion of
the extra-energetic particles generated at the front of
generated plasma flux.
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Film deposition with both the PLD and PED tech-
niques includes two processes that are very different in
their requirements, and yet both have to be facilitated.
First is the ablation of the target material, which is nec-
essarily a highly nonequilibrium process. Second is the
film condensation process, which is desirable to be close
to equilibrium (i. e., providing the surface with nonther-
mal excitation without causing surface damage). Thus,
the general objective in optimizing the film deposition
process is to transform the original energetic ablation
plasma flux into a flux most suitable for the film growth.

As discussed above, some control over the initial
particles’ energy can be accomplished at the level of
the energy source. Minimization of the particles en-
ergy leads to the choice of a shorter-wavelength laser
(248 nm KrF excimer, for example) and energy den-
sity not too far above the ablation threshold. Another
possibility is to thermalize the flux with ambient gases.
Proper choices of gas pressure and target-to-substrate
distance can also drastically improve the resultant film
quality.

35.4.1 Ion Current of Plasma Propagating
in Ambient Gas

The ion probe signal reflects the dynamics of the ionized
component arriving at a substrate surface, regardless of
whether it is in a vacuum or an ambient gas. Typically,
the maximum intensity of the ion current is created by
the relatively small amount of faster-moving ions on the
front of the plasma flux. Therefore, the maximum probe
signal represents the dynamics of this flux component
rather than that of the bulk plasma. The probe signal
from the relatively slow but numerous ions with a lower
energy is small, especially for ablation in a background
gas. Still, those particles contribute to most of the film
formation. The average energy of the arriving particles
cannot be obtained directly from the probe signal when
measured in a background gas pressure. However, the
dependence of the probe signal on the gas pressure pro-
vides useful information on the degree of interaction
between the particles of the plasma flux and the back-
ground gas atoms.

A typical evolution of the probe signal is given in
Fig. 35.9 for GaN film formation with a KrF laser at
a distance of 17.5 cm from the target. The signal am-
plitude decreases with pressure, as expected. However,
the energy of the faster ions (taken as the flight time
of the ions contributing to the signal at half-maximum)
is nearly independent of the pressure. This can be un-
derstood by considering that the number of the fastest
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Fig. 35.9 Evolution of ion probe signal of ions propagating in
a background gas with different pressure of 6 (1), 10 (2), 15 (3),
17 (4), 20 (5), 25 (6), and 30 mTorr (7) of N2 (GaN target, KrF
248 nm laser, 17.5 cm target-to-probe distance)

ions is small, and they propagate individually, unable to
create a hydrodynamic ensemble with gas atoms. The
fraction of ions passing a distance L without a collision
is F ∝ exp(−αPL), where the constant α is directly re-
lated to an effective cross-section of ion collisions with
gas atoms. Evidently, the surviving ions arrive at the
probe with their original energy. However their num-
ber exponentially decreases with pressure. The F(P)
dependence can be used to estimate the cross-section.
This portion of ballistically moving ions is also seen as
fast components in the emission studies of the plasma
dynamics [35.49,50]. A single collision of a fast ion sig-
nificantly reduces the energy, and most likely changes
its direction away from the aperture of the ion probe.

From the viewpoint of film growth, this implies that
the fast ions cannot be completely removed from the
plasma flux arriving at the substrate. Their number can
only be exponentially decreased by increasing the gas
pressure and/or distance from the plasma source. At
some degree of filtering out the fast ions by the ambient
gas, their fraction in the film growth flux can become
acceptably small.

Propagation of the bulk plasma becomes hydrody-
namic as it incorporates a gas mass comparable to the
plasma mass. Dynamics of the deceleration in this slow
flux component can be seen in time-resolved emission
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measurements [35.49]. Due to the much lower ion ve-
locity (ion current), the probe signal generated by the
bulk plasma is smaller than the first peak. However,
at some conditions, the decelerated ions can be seen
as a second peak in the probe signal (plume split-
ting) [35.51, 52]. The amount of ion energy lost per
collision depends on the mass ratio of the ion and the
gas atom. For heavier gases, a single collision can sig-
nificantly drive down the ion energy and it appears in
the slower, second peak. The bulk plasma propagation
distance increases with time as ∼ t2/5 in a point-blast
model [35.16,53] or ∼ t1/4 in the simple model [35.34].

PLD and PED share the common feature of ener-
getic particles in the as-generated plasma flux. Thus,
both techniques require some dumping of the energy in
a process gas of suitable pressure to adjust it for optimal
film growth conditions. The main difference between
the methods is in the dynamic range of the gas pressure,
and the ability to ablate different materials. In contrast
to PLD, with its very broad range of allowed gas pres-
sures, PED operates in a rather narrow pressure interval
of 5–10 mTorr. Accordingly, it requires more attention
to optimizing target-to-substrate distance.

The main advantageous feature of PED is its abil-
ity to ablate materials based on wide-bandgap (SiO2,
Al2O3, MgO, etc.) dielectrics, which is difficult for
PLD due to their transparency at (excimer) laser wave-
lengths. Due to strong absorption of electrons and
relatively low thermal conductivity, PED ablation of
these dielectrics results in films of higher quality and
with fewer droplets. Furthermore, PED easily creates
plasmas of polymers.

Thus, PLD and PED can be considered as comple-
mentary techniques, sharing a similar arrangement, and
able to be explored in a unified deposition chamber.
A PLD–PED deposition system enable in situ deposi-
tion of a wider range of materials, which is important
the for exploration of complex structures, incorporating
metals, complex dielectrics, ferroelectrics, semiconduc-
tors, glasses, etc.

35.4.2 Optimization of Growth of GaN Films
– A Materials Example

Wide-bandgap GaN thin-film growth has been in-
tensively researched due to this material’s excellent
blue-light emitting characteristics. Solid-state lighting-
based applications have fueled a large amount of
research in this area. A variety of deposition tech-
niques have been used, including chemical vapor
deposition (CVD) [35.54], molecular-beam epitaxy

Table 35.1 PLD process parameters for AlN and GaN
films on c-axis Al2O3 substrate

Parameter AlN GaN

Temperature 930 ◦C 950 ◦C

Target distance 20 cm 20 cm

Deposition rate 0.1 Å per pulse 0.08 Å per pulse

Energy density 2.5 J/cm2 3.1 J/m2

Gas pressure 0.5 mTorr NH3 1–50 mTorr N2

(MBE) [35.55], vapor-phase epitaxy (VPE) [35.56],
pulsed laser deposition (PLD) [35.57], and sputtering
(SP) [35.58]. PLD-produced GaN films have been re-
ported with extremely high crystalline quality, but only
a few groups have been successful in demonstrating
photoluminescence in these films, usually at low tem-
perature (≈ 12 K) only [35.57], or in films with an
associated broadband yellow emissions indicative of im-
purity states in these films [35.59].

While PLD has the advantage of producing a very
energetic plasma [35.60], the kinetic energy of particles
in the plasma flux can be too high in the as-generated
plasmas and could potentially deteriorate the electronic
properties of the deposited films. To demonstrate the
importance of controlling the plasma energetics in tai-
loring the electronic properties, a material example
is presented in this section. The process optimiza-
tion for the fabrication of GaN films, performed at
Neocera, is presented. The plasma energy was opti-
mized by a systematic variation of gas pressure at
fixed ablation intensity and target-to-substrate distance.
Room-temperature photoluminescence accompanied by
excellent crystalline quality indicate that careful opti-
mization of plasma energetics during film growth is
critical for realizing optimum electronic and structural
properties during PLD film growth.

GaN films by PLD were fabricated on single-
crystalline c-axis-oriented Al2O3 substrates with an
AlN buffer layer. A background of NH3 and N2 was
used during depositions. For process optimization, the
plasma energy was tailored to an optimal level by
gas-phase collisions with the ambient gas. Excellent
photoluminescence was observed at room temperature
for GaN films fabricated under optimized conditions.
The general PLD process conditions are presented in
Table 35.1.

During optimization of film growth, increasing the
nitrogen gas pressure during film growth systematically
reduced the plasma energy. The best GaN films were
obtained at nitrogen gas pressure of 30 mTorr. Both
the AlN buffer layers and GaN layers were grown epi-
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Table 35.2 Impact of gas pressure on GaN film parameters

Process pressure ω-Scan width Room-temperature
(mTorr) (deg) photoluminescence

1 0.47 no

15 0.45 no

30 0.38 yes

50 1.78 no

taxially on the c-axis-oriented single-crystalline Al2O3
substrates. For 450 nm thick GaN films with AlN buffer
layers, the film crystal structures were measured by
four-circle x-ray diffractometer; the θ–2θ scan is illus-
trated in Fig. 35.10.

c-Axis-oriented GaN(0002) and AlN(0002) peaks
were clearly visible at 2θ of 34.65 and 36.18◦, respec-
tively. Comparing with the Al2O3 single-crystal peak
(2θ = 41.75◦), the GaN and AlN peaks were strongly
intensified, suggesting high quality of the GaN and AlN
layers. In the optimized films deposited at 30 mTorr
N2, full-width at half-maximum (FWHM) of 0.38
and 0.48◦ was obtained from ω-scans of GaN(0002)
and AlN(0002) respectively, indicating highly c-axis-
oriented layers. In addition, Φ-scans were performed
for GaN(101̄1), AlN(101̄1), and Al2O3(112̄3) peaks, as
illustrated in Fig. 35.11. The repeated peak-to-peak 60◦
distance indicates the hexagonal structure of the film
layers, and the clear matching peak positions of GaN,
AlN, and Al2O3 confirm that GaN and AlN layers are
epitaxial with regards to the (0001)Al2O3 substrate.

Photoluminescence (PL) was measured at room
temperature and is illustrated in Fig. 35.12. A nitro-
gen laser with wavelength of 340 nm was used as the
excitation source, and room-temperature PL intensity
was plotted with respect to wavelength. For GaN films
deposited at pressures lower than 30 mTorr excellent
crystallinity was exhibited, but no PL was observed
at room temperature. Room-temperature PL was only
observed when the chamber pressure for GaN depo-
sition was 30 mTorr. Blue luminescence was detected
at 370 nm with significant peak intensity. The yel-
low emission at 545 nm was very weak, which was
mainly attributed to structural imperfections such as
grain boundaries or dislocations [35.59, 61]. The peak-
to-peak ratio of blue emission to yellow emission is
superior to other results from GaN films processed by
CVD [35.61], MBE [35.55], VPE [35.62], SP [35.63],
and in several nonoptimal PLD films [35.57, 59].

Table 35.2 summarizes the influence of ambient
gas pressures on the GaN film quality as meas-

30 35 40 45
0

5000

10 000

15 000

20 000 GaN (0002)

Intensity

2θ (deg)

AlN (0002) Al2O3 (0006)

Fig. 35.10 θ–2θ scan of GaN grown under the conditions of Ta-
ble 35.1 on (0001)Al2O3 substrate with AlN buffer layer

ured by FWHM of ω-scans and room-temperature
photoluminescence (RTPL). RTPL appears to be ex-
tremely sensitive to the energy of plasma particles,
being observed only from films deposited at pressure

0 45 90 135 180 225 270 315 360

a)

b)

c)

Intensity (counts/s)

Φ (deg)

Fig. 35.11a–c Φ-scans for GaN/AlN/Al2O3 structure: GaN(101̄1)
peak (a), AlN(101̄1) peak (b), Al2O3(112̄3) peak (c)
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Fig. 35.12a,b Photoluminescence spectrum of PLD GaN films deposited at 14 mTorr (a), and 30 mTorr (b)

≈ 30 mTorr. There was no RTPL in GaN deposited
at lower pressures. This can be related to the exces-
sive energy of arriving particles. However, remarkably,
room-temperature PL was not observed in film de-
posited at 50 mTorr. Thus, some degree of nonthermal
activation (present in the 30 mTorr process) is indeed
necessary to obtain optimal film properties, such as
photoluminescence at room temperature. ω-Scan width
is another parameter exhibiting the pressure depen-
dence, with the best performance in the 30 mTorr
process. As seen from the Table 35.2, ω-scan has the
minimal FWHM at this pressure, implying that GaN
crystallinity was significantly degraded at higher pres-
sure of 50 mTorr.

Comparison of the optimal conditions with the ex-
pected range (Fig. 35.8, asterisk) of the plasma flux
(Table 35.1) in 30 mTorr nitrogen shows that the sub-
strate position of 20 cm corresponds to a distance
from the target greater than the expected ≈ 12 cm.
Thus, the optimal average energy of the arriving par-
ticles can be estimated as lower than expected from
the model [35.34]. The initial mean energy of the
Ga ions is ≈ 50 eV (from Fig. 35.9 data at low pres-
sure). The mean energy at the 12 cm is (0.02–0.04) ×
50 eV � 1–2 eV, according to the model. The esti-
mated mean energy at the optimal 20 cm distance is
lower but roughly agrees with that predicted by the
model.

35.5 Conclusions

Thin-film deposition by condensation of energetic
plasma combines two events. First, material from a tar-
get is ablated in a highly nonequilibrium process,
resulting in the generation of particles with kinetic
energies orders of magnitude above those observed
in equilibrium evaporation. This rapid (pulsed) evap-
oration of material is critically needed to achieve
a congruent, stoichiometric flux from a multicompo-
nent target. The second event is the film formation on
a substrate that requires critical control of the plasma
energetics leading to an optimal material flux arriving at

the substrate. The optimal films can be deposited at en-
ergetic conditions that are not too far from equilibrium.
Lower deposition rates and particle energies below the
point-defect generation threshold seem to aid the for-
mation of optimal films. In a vacuum process, these
two contradicting requirements (high-energy ablation
plasma near the target surface and a lower-energy ma-
terials flux at the substrate surface) can only be satisfied
partially by choosing a shorter-wavelength laser (in the
case of PLD) and lower beam intensity near the ablation
threshold. A smaller material flux and particle energy
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can be achieved in this way. An appropriate process
gas in a deposition chamber can serve as a more ef-
fective tool for converting the high-density high-energy
ablation plasma flux into the required low-density low-
energy condensation flux. By controlling the deposition
conditions, low-temperature film growth activated by
particles with optimal energy can be achieved. Careful
optimization of the entire deposition system design and
process parameters facilitates growth of high-quality
single- and multicomponent films by both PLD and
PED. The main advantageous feature of PED is its abil-

ity to ablate materials based on wide-bandgap (SiO2,
Al2O3, MgO, etc.) dielectrics, which are difficult for
PLD due to their transparency at (excimer) laser wave-
lengths. Thus, PLD and PED can be considered as
complementary techniques, sharing a similar arrange-
ment, and able to be explored in a unified deposition
chamber. PLD–PED deposition systems enable in situ
deposition of a wider range of materials, which is im-
portant for the exploration of complex structures that
incorporate metals, complex dielectrics, ferroelectrics,
semiconductors, and glasses.
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Convection an36. Convection and Control in Melt Growth
of Bulk Crystals

Chung-Wen Lan

During melt growth of bulk crystals, convection
in the melt plays a critical role in the quality of
the grown crystal. Convection in the melt can
be induced by buoyancy force, rotation, surface
tension gradients, etc., and these usually coexist
and interact with one another. The dominant
convection mode is also different for different
growth configurations and operation conditions.
Due to the complexity of the hydrodynamics,
the control of melt convection is nontrivial and
requires a better understanding of the melt flow
structures. Finding a proper growth condition for
optimum melt flow is difficult and the operation
window is often narrow. Therefore, to control
the convection effectively, external forces, such
as magnetic fields and accelerated rotation, are
used in practice. In this chapter, we will first
discuss the convections and their effects on the
interface morphology and segregation for some
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melt growth configurations. The control of the
flows by external forces will also be discussed
through some experimental and simulation
results.

Bulk crystals used in electronic and optoelectronic
devices require low defects and good composition uni-
formity, and melt convection during growth of bulk
crystals plays a crucial role. The growth interface,
which is critical to defect formation, is significantly
affected by heat flow. Dopant incorporation and dis-
tribution on both macroscopic and microscopic scales
are affected by melt convection as well. Therefore, the
control of melt flow is necessary for crystal growth
in practice. This chapter aims to provide a basic un-
derstanding of melt convection and its control through
a few heuristic experimental and simulation examples,
focusing on the effects of melt convection on the growth
interface and composition uniformity.

Various melt growth techniques have been used for
the growth of semiconductor and oxide bulk crystals.
They can be grouped into three categories: namely,
the Czochralski, Bridgman, and zone-melting config-

urations, as illustrated in Fig. 36.1. The Czochralski
(CZ) configuration shown in Fig. 36.1a (left) is the
most popular growth process, especially for silicon
and compound semiconductors. Dislocation-free single
crystals up to 16 inch in diameter have been grown,
while 8–12 inch-diameter silicon has been produced
routinely for integrated-circuit applications. Due to its
practical importance, research into melt convections
and their control has been very extensive [36.1–4].
The melt flow in the CZ melt is dauntingly compli-
cated. The rising buoyancy flow from the heated crucial
wall turns inwards radially and joins the thermocapil-
lary (Marangoni) flow at the melt surface. On the other
hand, the rotating crystal sucks up the melt axially at
the center of the melt, spinning it up in a thin Ekman
layer. The radially outward flow meets the buoyancy
and Marangoni flows, leading to a complicated flow
structure [36.5]. The rotation of the crucible further
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Fig. 36.1a–c Schematic of some configurations for bulk
crystal growth from the melt: (a) Czochralski (left) and
Kyropolous configurations; (b) vertical (left) and horizon-
tal Bridgman configurations; (c) zone melting (left) and
floating zone configurations

complicates the flow, and a Taylor–Proudman column
appears under the crystal, while outside this column
the melt rotates with the crucible. Such a flow eas-
ily becomes nonaxisymmetric [36.6]. Furthermore, in
commercial large-scale silicon growth, the melt flow
is usually turbulent. With the advance of comput-
ing power, by using the large-eddy simulation (LES),
Lukanin et al. [36.7] successfully simulated 300 mm-
diameter CZ silicon growth. The calculated thermal
fields and the growth front shape are in good agreement
with the measured ones. The Kyropolous method is
a variant of the CZ configuration, but its crystal growth
is carried out by slow cooling, usually without crystal
pulling. The Bridgman and zone-melting (ZM) configu-
rations, as depicted in Fig. 36.1b,c, respectively, are also

important in applications, but the crystal size that can
be grown, as compared with that from the CZ configu-
ration, is much smaller. Nevertheless, 6 inch-diameter
GaAs ingots grown by the vertical Bridgman (VB)
configuration are now commercially available. Beside
the general impression, their applications in compound
semiconductors and oxides have increased rapidly in re-
cent years because of the ease of operation and the lower
cost in mass production. Furthermore, due to the use of
the ampoule, especially for VB, very low thermal gradi-
ents are allowed and thus the thermal stress in the grown
crystal is greatly reduced. Due to the thermally stable
configuration, the buoyancy convection in the melt for
VB growth is much weaker and simpler. The buoyancy
convection is usually generated by the radial thermal
gradients caused by the interface deformation or the ra-
dial heating from the furnace. Some reviews of earlier
research can be found elsewhere [36.8–12]. In particu-
lar, the convections in the melt are discussed in detail
by [36.10].

For the Bridgman and ZM configurations, the
growth orientation can be vertical or horizontal. For the
horizontal configuration [on the right of Fig. 36.1b and
on the left of Fig. 36.1c for the horizontal Bridgman
(HB) and horizontal ZM (HZM) configurations, respec-
tively], an open boat is usually used due to the ease of
observation. As we will discuss shortly, due to gravity
being perpendicular to the thermal gradient, buoyancy
convection, as well as the Marangoni convection due to
the free surface, is much stronger as compared with that
in the vertical configuration [36.13, 14]. Similarly, due
to the radial heating, the buoyancy convection in the
ZM configuration (Fig. 36.1c) is also strong. For both
horizontal configurations, the growth interface is often
significantly affected by the melt convection [36.14,15].
Another variation for the ZM configuration is the so-
called floating-zone (FZ) process, as illustrated on the
right of Fig. 36.1c. In the FZ configuration, because the
molten zone is supported by its surface tension, con-
tamination from the ampoule material can be avoided.
However, due to the limitation of the zone stability,
the grown crystal size is usually small, being less than
1 cm for most materials. Nevertheless, FZ growth has
been a popular process for research [36.16–21]. More-
over, visualization is easy, and power consumption and
material usage are small. Meanwhile, the heat flow phe-
nomena in FZ growth are complicated and interesting.
The interplay of the heat flow and the interfaces, as
well as the crystal quality, can be investigated effec-
tively. Therefore, much attention has been paid to the
flow instability, especially the Marangoni flow, for the
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past 20 years [36.17,20]. For the growth of silicon using
induction-heated FZ method, the needle-eye configura-
tion is used. Due to the stabilization by the magnetic
force, the grown silicon crystal diameter can be up to
8 inch. The convection in the molten zone has also been
investigated in detail [36.22, 23].

In general, to grow crystal with good quality, care-
ful control of convections is necessary, so that heat and
mass transport are favored for dopant segregation and
the shape of the growth interface. For example, a flat or
slightly convex growth front toward the melt is desired
to minimize parasitic nucleation. Dopant uniformity,
both radial and axial, is also a major concern to en-
sure product quality. Therefore, the basic understanding
of the role of the convections in the growth interface
and the segregation is important for crystal growth. In
addition, these flows affect the growth in many differ-
ent ways. For the VB configuration, the convection in
the melt is usually quite weak and stable. Therefore,
the interface shape is mainly determined by global heat
transfer and solidification [36.9, 12]. Although the con-
vection is weak, due to the low diffusivity of dopants
added to the melt, dopant uniformity is influenced dra-
matically by the flow. Therefore, manipulating the melt
flow to obtain a desired dopant distribution has become
a key issue in VB growth. On the contrary, for the ZM
(both vertical and horizontal) or HB configurations, the
buoyancy convection or the Marangoni flow is usually
strong, so that dopant can be well mixed, but the inter-
face shape is strongly affected.

Besides the understanding of melt convections, find-
ing an effective strategy for better growth control is
also important. Tuning the temperature profile through
furnace design to achieve a desired condition is typi-
cal, but this approach is laborious, rather inflexible, and
not always very successful. Thus, the use of external
forces to assist in controlling crystal growth is becoming
popular. Examples include magnetic fields [36.24–33],

accelerated crucible rotation (ACRT) [36.34–38], vibra-
tion [36.39–47], centrifugation [36.48–58], and reduced
gravity [36.59]. Again, we will briefly discuss the re-
sults for achieving better growth control, in terms of
both interface and dopant distribution, through the use
of external forces. Although the introduction is not ex-
tensive, we shall illustrate some important concepts that
help improve understanding and control of melt con-
vections. Particularly, we shall discuss the origin of
the convections through the basic conservation equa-
tions and boundary conditions for mass, momentum,
energy, and species first. From the basic equations, the
mechanisms for flow control by external forces can be
easily understood. As discussed by Müller and Ostro-
gorsky [36.10], for buoyancy convection, the growth
configurations can be characterized by the orientation
of the body force with respect to the thermal gradients,
which mainly depend on the way of heating. The crystal
or crucible rotation and the Marangoni flow are imposed
from the boundaries. Therefore, the governing equa-
tions and boundary conditions are indeed necessary in
understanding and further controlling the convections.

In the next section, the basic governing equations
and some boundary conditions are summarized. Since
these equations govern the physical laws, the mecha-
nisms and driving forces for melt convections can be
easily realized; the control of melt flows by external
forces can be better realized as well. In Sect. 36.2, we
discuss the basic flow structures of the crystal growth
processes through flow visualization experiments us-
ing a transparent material and simulation results. In
Sect. 36.3, how to control the melt convections through
external forces is discussed. The discussion will be fo-
cused on the Bridgman and ZM configurations. Due to
space limitation, the CZ configuration is not discussed.
An outlook is given in Sect. 36.4, where some recent
research in melt convection and its control is briefly
discussed.

36.1 Physical Laws for Transport Processes

36.1.1 Conservation Equations

The heat flow and dopant transport in crystal growth
from the melt are governed by the conservation of mo-
mentum, energy, and mass. In the melt, one can consider
in general an incompressible heat problem in a rota-
tional field having a constant angular speed Ω and
a uniform magnetic field B; the crystal is rotating at
a speed Ωc. In a dimensionless form, the conservation

laws for mass, momentum, energy, and dopant based
on the Boussinesq approximation for laminar flow can
be expressed by the following equations in a rotating
frame [36.51, 56]:

∇v = 0 , (36.1)

∂v

∂τ
+v∇v = −∇ P +Pr∇2v+ F , (36.2)
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∂T

∂τ
+v∇T = ∇2T +q , (36.3)

∂C

∂τ
+v∇C = Pr

Sc
∇2C , (36.4)

where the dimensionless body force F is given as

F = −Pr [RaT (T − Tref)+RaS (C −Cref)]

×
[
eg −Frec

]+Ha2Pr (−∇Φ +veB)

× eB −Ta1/2PreΩ ×v ,

where v, τ , P, T , and C are dimensionless velocity,
time, pressure, temperature, and dopant concentration,
respectively; eg, ec, eΩ, and eB are unit vectors in the
gravitational, centrifugal, angular rotational, and mag-
netic field directions, respectively; and Tref and Cref
are the dimensionless reference temperature and dopant
concentrations, respectively. The dimensionless thermal
Rayleigh RaT, Hartmann Ha, Taylor Ta, and Froude Fr
numbers and their physical meaning are summarized
as

RaT = βTgΔTL3

νmαm
= Buoyancy force

Viscous force
,

Ta = 4Ω2L4/ν2
m = Coriolis force

Viscous force
,

Ha = |B|L(σ/μm)1/2 = Lorentz force

Viscous force
,

Fr = Ω2L/g = Centrifugal force

Gravitatonal force
,

where L is the characteristic length, σ is the electri-
cal conductivity, μm is the melt viscosity, and g is the
gravitational acceleration. Additional dimensionless pa-
rameters are the Prandtl number Pr = νm/αm and the
Schmidt number Sc = νm/D, where νm is the kine-
matic viscosity and αm and D are the thermal and
dopant diffusivities, respectively. Also, RaS is the so-
lutal Rayleigh number, similar to the thermal one but
where the driving force is based on βSΔC, where βS
is the solutal expansion coefficient, and ΔC the con-
centration difference. For molten oxides, Pr is about
unity and the thermal field can be affected easily by
convection. However, for molten semiconductors or
metals, Pr � 1 and the effect of flow on the heat
transfer and the interface shape is much less. On the
other hand, for most dopants in the melts, Sc � 1,
indicating that the dopant field and thus segregation
are dominated by convection rather than by molecular
diffusion.

36.1.2 Boundary Conditions

To solve the above equations, a set of proper bound-
ary conditions is necessary [36.55]. For crystal growth,
the energy and solute balances at the interfaces are par-
ticularly important and cannot be ignored. Taking the
Bridgman configuration as an example, if the dimen-
sionless ampoule moving speed is vamp, the balances for
energy (ignoring internal radiation) and dopant (ignor-
ing solid-state diffusion) at the growth front are

0 = Qc − Qm +γSt

×

[(
vamp − dhc

dτ

)
nez + rΩcneφ

]
, (36.5)

0 = n∇C|m + Sc

Pr
(1− K )C

×

[(
vamp − dhc

dτ

)
(nez)+ rΩ∗

c (neφ)

]
, (36.6)

respectively, where Qc and Qm are the normal heat
fluxes in the crystal and melt sides, respectively, γc is
the density ratio of the crystal and the melt, St is the
Stefan number scaling the heat of fusion by the sensible
heat of the melt (St = ΔH/C pmΔT ), hc is the dimen-
sionless interface position, ez is the unit vector in the
axial direction, K is the segregation coefficient of the
dopant, eφ is the unit vector in the azimuthal direction,
and n is the unit normal vector. If the interface shape is
not axisymmetric (neφ �= 0), the freezing rate may os-
cillate and melt-back may even occur (neφ > 0) during
rotation if the growth rate is very small [36.15].

For the FZ and HB configurations, the free surface
requires normal and tangential shear stress balances for
the momentum equations. At the free surface, the shear
stress balance is imposed ([36.60]

τ : ns = Ma ∂T/∂s , (36.7)

where τ : ns is the shear stress at the n–s plane of the
free surface; n and s are the unit normal and tangential
vectors at the free surface, respectively. Also, Ma is the
Marangoni number, which is defined as

Ma = |∂γ/∂T |Tm L

ρmvmαm
,

where ∂γ/∂T is the surface tension–temperature coef-
ficient of the melt. Two tangential directions need to
be considered for the stress balance. In addition, the
kinematic condition (nv = 0) at the free surface and the
normal stress balance (the Young–Laplace equation) are
also satisfied, i. e.,

τ : nn = (2H)Bo+λ0 , (36.8)
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where 2H is the mean curvature scaled by 1/L and
Bo = γ/(ρmg0L2) is the static Bond number, where γ

is the surface tension of the melt. The detailed proce-
dure for calculating the mean curvature can be found
elsewhere [36.61]. Also, λ0 is a reference pressure head
that needs to be determined to satisfy the growth angle
constraint for a steady growth.

The governing equations and the associated bound-
ary conditions can be solved by numerical methods.
For example, Lan and Liang [36.62] have developed
a multiblock three-dimensional (3-D) finite-volume
method with multigrid acceleration to solve the above
equations. In each block, a structure mesh is adopted.
During iterations, the interface is found by locating the

melting temperature. The iterations continue until all
the variables converge.

In the following sections, we will discuss first
the flow structures and their effect on crystal growth
through a few examples, focusing on the Bridgman and
ZM configurations. These examples provide a heuristic
introduction of melt flow structure and its effects on in-
terface shape and segregation. Much more complicated
cases exist for large-scale Czochralski growth of silicon,
where the melt flow is usually turbulent [36.1, 7, 63].
However, due to space limitation, we do not attempt to
touch on this topic. This introduction is not extensive,
and the interested reader can find further discussion in
the related references [36.5, 9, 10].

36.2 Flow Structures in the Melt

Flow structures in the melt have significant influence
on interface morphology and dopant segregation. Os-
cillatory melt flows can also cause growth striations,
as a result of microscopic composition nonunifor-
mity [36.5]. Therefore, understanding the basic flow
structures in the melt is important for growth control.
Furthermore, beside the flow structures, the heat of fu-
sion released during crystal growth (the Stefan effect)
could significantly affect the interface shape. Therefore,
the interaction of the heat flow and solidification is the
key factor for the interface shape. In this section, typical
convection structures in the ZM and Bridgman config-
urations will be discussed. The buoyancy, Marangoni,
and forced convections are illustrated. Solutal effects on
the melt convection will be discussed as well.

36.2.1 ZM Configuration

For the ZM configuration, if the molten zone generated
by a resistance heater is confined in the ampoule, the
buoyancy convection is caused by radial heating. The
typical buoyancy flow is like that in Fig. 36.2a, observed
during the ZM growth of a 11 mm-diameter sodium ni-
trate (NaNO3) crystal [36.64]. As shown, due to radial
heating, the hotter and lighter melt near the ampoule
floats upward, while the cooler and heavier melt near the
centerline sinks, thus producing the flow loop. Because
NaNO3 is a high-Prandtl-number material (Pr = 9.2),
the heat transfer in the molten zone is significantly en-
hanced. As a result, the growth interface is also affected,
having a gull-wing shape.

On the other hand, with the presence of the free
surface for the FZ configuration, the flow structure is

dramatically changed due to the Marangoni flow. The
Marangoni flow is induced by the nonuniform surface
tension due to temperature variation at the free surface.
For small-scale growth, the Marangoni flow could be
dominant in the molten zone. Figure 36.2b shows a vi-
sualized Marangoni flow in a floating molten zone of
a 4 mm-diameter NaNO3 rod [36.65]. As shown, there
are four flow cells near the free surface, induced by
the surface-tension difference along the free surface;
the surface tension is higher near the solid side with
a lower temperature. Due to the flow, the heat absorbed
from the heater is brought toward to the melt–solid in-
terfaces, leading to very convex interfaces. Compared
with that in Fig. 36.2a, the interface convexity is sig-
nificantly larger than the buoyancy-flow induced one.
The effects of buoyancy and Marangoni convections can
be better understood from the simulation results shown

Fu
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convection

a) b)

Fig. 36.2a,b Observed flow structures and zone shapes in (a) zone-
melting growth of NaNO3 (11 mm diameter, growth rate of 1 cm/h);
(b) observed flow patterns in a stationary floating zone of NaNO3

(4 mm diameter)
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Fig. 36.4a–c Effect of counter-rotation on the flow structures and interface shapes for FZ growth of a 6 mm-diameter
NaNO3 crystal: (a) 140 rpm; (b) 200 rpm; (c) 400 rpm

in Fig. 36.3 [36.66]. In Fig. 36.3a, the streamlines are
due to the rod feeding and crystal pulling (downwards).

With the buoyancy flow in Fig. 36.3b, the flow structure
and the resulted interface shape are similar to the ones
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in Fig. 36.2a. As the Marangoni effect is considered, the
interface shape becomes very convex, consistent with
that observed in Fig. 36.2b.

Forced convection can also be introduced for FZ
growth through rotation. In general, counter-rotating the
feed and crystal rods is often used, but usually below
30 rpm. Lan and Kou [36.66] proposed an extreme sit-
uation by using high-speed rotation, say 200 rpm, for
zone shape control. Figure 36.4 shows the effects of
counter-rotation for a FZ growth of a 6 mm-diameter
NaNO3 crystal. As shown, the flow structures due to
the forced convection are also very different from the
previous ones. The counter-rotating rods act as a cen-
trifugal fan, sucking the melt axially toward the solid
and spinning outward radially in the thin Ekman bound-
ary layer near the solid. Thus, the induced convection
cells are near the center core of the molten zone.
Because their flow directions are different from the
Marangoni cells, the Marangoni flow is suppressed with
increasing rotation speed. The photograph of the visu-
alized flow at 200 rpm is shown in Fig. 36.5a. Due to
the lens effect of the melt as a result of its different
reflective index from the air, the Marangoni flow can-
not be seen. From this side view, it can be imagined
that the heat absorbed from the heater can be brought
into the zone center effectively. As a result, the in-
terfaces become flat and the zone can be kept very
short by using a smaller heating power. This idea has
been applied to the growth of 1 cm-diameter NaNO3
crystal with a very short and stable zone [36.67].
A photograph of the growth is shown in Fig. 36.5b.
Computer simulation has also been carried out, and
good agreement with experimental observation has been
obtained.

–200 rpm–200 rpm

200 rpm200 rpm

–200 rpm–200 rpm

CrystalCrystal

200 rpm200 rpm

Feed

a) b)

Fig. 36.5 (a) Observed flow patterns in FZ growth (6 mm-
diameter rod) under 200 rpm counter-rotation; (b) FZ
growth of a 1 cm-diameter NaNO3 crystal under 200 rpm
counter-rotation
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Fig. 36.6a,b Effect of induction heating for FZ growth of
2 cm-diameter TiC: (a) calculated in-phase (right) and out-
of-phase (left) magnetic components; (b) calculated flow
patterns (left) and isotherms (right) and the zone shape

Furthermore, for electrically conductive melt, the
molten zone can also be produced by an induction coil;
the heat is generated by the Joule heating of the in-
duced eddy current. In addition, the Lorentz force can
induce significant magnetic stirring and this leads to
a severe distortion of the molten zone. Especially, if no
insulation is used for the zone, the significant radiative
heat loss from the molten zone causes a very concave
growth front. Figure 36.6a shows calculated magnetic
fields for FZ growth of a 2 cm-diameter TiC rod, and
Fig. 36.6b shows the calculated flow (right) and thermal
fields (left) as well as the zone shape. From the distor-
tion of the isotherms, the magnetic stirring inside the
molten zone is quite vigorous. The Marangoni flow in
this case is weak as compared with the flow generated
by the magnetic stirring. Increasing the coil frequency

Part
F

3
6
.2



1222 Part F Modeling in Crystal Growth and Defects

reduces the skin depth and magnetic stirring. The inter-
face concavity can be reduced as well. However, a more
effective way for interface control is to reduce the ra-
diation heat loss, for which the use of insulation or
a secondary heater is helpful [36.68]. In addition, the
power (induction current) required and also the mag-
netic stirring can be significantly reduced.

The flow structures in the previous examples
are axisymmetric. However, in reality, several factors
can cause symmetry breaking. Imperfect heating or
alignment can cause asymmetric zone as well. In-
herent nonlinear bifurcation is also typical. Lan and
Liang [36.69] have demonstrated through numerical
simulation the nonlinear symmetry breaking leading
to three-dimensional (3-D) flows for a ZM growth for
a 2 cm-diameter GaAs crystal in a quartz ampoule (wall
thickness 2 mm). The bifurcation diagrams for the zone
length and surface temperature differences using the
heater temperature (Tp) as the parameter are illustrated
in Fig. 36.7a and b, respectively. Some plots for ther-
mal and flow fields indicated in Fig. 36.7 are further
illustrated in Fig. 36.8. First, we start the solution at
1500 ◦C, as shown in Figs. 36.7 and 36.8a, the solu-
tion is axisymmetric and stable. On further increasing
the heater temperature, we can observe a subcritical bi-
furcation at about 1513 ◦C. However, the new mode that
bifurcates from the axisymmetric (m0) mode is an m2
mode instead of an m1 mode. Two stable solutions b
and c at 1510 ◦C are shown in Fig. 36.8b,b′, respec-
tively. The m2 mode c has a twofold symmetry, which
can be clearly seen from the cut of the isotherms at
the middle section of the molten zone (z = L/2). As
shown at the bottom of Fig. 36.8b′, although they are
both symmetric with respect to the centerline, the results
are quite different. By comparing the interface shapes
from the two cuts, one may also get a 3-D view of the
interface shapes. Further increasing the heater temper-
ature, as shown in Fig. 36.7, we encounter a secondary
bifurcation, and the m2 mode becomes unstable. The
new mode branching from m2 is the m1 mode again.
This bifurcation is subcritical as well. Two stable so-
lutions c and c′ are further illustrated in Fig. 36.8c,c′,
respectively.

It is believed that the existence of the m2 mode at
lower Tp is due to the much smaller aspect ratio of the
molten zone. As the zone length is increased by increas-
ing the heating power, the m1 mode becomes dominant.
Furthermore, the subcriticality is due to the existence of
the deformable interfaces. The bifurcation becomes su-
percritical if we fix the interfaces. Such an observation
is similar to that in the two-phase Rayleigh–Bernard
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Fig. 36.7a,b Bifurcation diagrams of ZM growth of
1 inch-diameter GaAs using the heater temperature as the
parameter of: (a) the zone length deviation and (b) the
surface temperature deviation

problem discussed by Lan and Wang [36.70]. Again, al-
though Raw [Raw = (βTg0ΔTL3)/(νmαm); ΔT = Tw −
Tm, where Tw is the wall temperature] is up to 5.78 × 105

(ΔT = 63.33 K is the maximum temperature in the
molten zone) for the m1 mode at Tp = 1530 ◦C, the so-
lution is still stable. Similar observations were found by
Baumgartl et al. [36.71].

Besides the symmetry breaking, the bifurcation to
unsteady state is often encountered, and this time-
dependent flow is often related to growth striation;
for example, in ZM growth of GaAs single crys-
tals at Raw ≈ 4 × 105, 3-D striation patterns were
found [36.71]. In the previous experiment, a steady ax-
isymmetric mode bifurcated to a 3-D toroidal mode
first at Raw ≈ 3 × 104 and then to a time-dependent
mode at a higher Raw (≈ 4 × 104) for a parabolic
thermal profile at the melt surface. A steady one-roll
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a)

b)

c)

b')

c')

5 cm/s

5 cm/s

5 cm/s

5 cm/s

Fig. 36.8a–c Some solutions of Fig. 36.7: (a) 2-D solution at Tp = 1500 ◦C; (b) 2-D solution at Tp = 1510 ◦C; (b’) 3-D
m0 solution at Tp = 1510 ◦C; (c) 3-D m2 solution at Tp = 1520 ◦C; (c’) 3-D m1 solution at Tp = 1520 ◦C

(m1) mode was found for 8 × 104 (Raw ≈ 1.85 × 105).
Beyond Raw ≈ 1.85 × 105, the m1 flow became time
dependent.

Similar to the nonlinear bifurcations in the ZM con-
figuration in an ampoule, the FZ configuration also has
a similar behavior. Indeed, the flow bifurcation is caused
by Marangoni flow, and extensive studies have been
made of this subject [36.17, 20, 21, 56].

In addition to the vertical configuration, the horizon-
tal ZM (HZM) configuration is also used in bulk crystal
growth and material purification [36.72]. The observed
flow structure for a horizontal molten zone of succinon-
itrile (SCN) is shown in Fig. 36.9a. Due to the buoyancy

force, there are two flow cells in the melt. The melt
flows upwards at the center, and downwards near the
interfaces. The upward melt (lighter) is also heated at
the top wall and then flows to the two sides to melt back
the interfaces. As a result, the upper part of the zone
becomes wider. The downward melt (heavier) from the
interfaces is warmed up again from the bottom wall at
the center and then flows upwards. Although the pic-
ture shown in Fig. 36.9a appears to be two dimensional,
the flow structure is fully 3-D. However, the flow pat-
terns at other light-cut planes are much more difficult
to observe. The trapezoidal zone shape in Fig. 36.9a is
caused by the buoyancy flow and is consistent with
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0 rpm

1 rpm

a)

b)

Fig. 36.9a,b Flow patterns in horizontal zone-melting
growth of SCN: (a) without rotation; (b) with 1 rpm rota-
tion

0 rpma) ΔTmax  = 14.21 °C         0.1 cm/s

1 rpmb) ΔTmax  = 14.28 °C         0.1 cm/s

Fig. 36.10a,b Simulated flow and thermal fields: (a) 0 rpm;
(b) 1 rpm rotation

that reported [36.72]. Interestingly, if we impose only
1 rpm ampoule rotation, a significant change of the zone
shape is observed, as shown in Fig. 36.9b. As shown,
the zone shape becomes much more symmetric, and the
upper and lower zone lengths are about the same. As
compared with Fig. 36.9a, the rotation reduces the up-
per zone length, while widens the lower part; the zone
length seems to be averaged by the rotation. The flow
structure is also changed quite significantly. In fact, due
to rotation, the flow visualization became much more
difficult. The tracer particles (aluminum powder) are
heavier than the melt. As a result, larger particles tended
to settle down, as shown by the bright area at the melt
bottom in Fig. 36.10a.

Computer simulation has also been conducted for
the observed flows and interface shape [36.73], as
shown in Fig. 36.10. Indeed, the simulation captures
the key features of the experiments shown in Fig. 36.9:
both the flow structures and the interface shapes. For
the case without rotation, as shown in Fig. 36.10a, the
flow patterns and interface shapes are in good agree-
ment with Fig. 36.9a. Due to the buoyancy force, the
hotter (lighter) melt at the bottom floats upwards. It
is warmed up again at the top wall, and flows to the
two sides, leading to a significant back melting of
the interfaces at the top. The downward melt near the
interfaces is cooler and heavier, but it is heated up
again by the heater at the bottom wall and floats up
at the center. One can also get a better picture from
the distorted isotherms, which are consistent with the
flow directions. The right-hand side view of Fig. 36.10a
also illustrates the buoyancy convection; the melt near
the wall is heated and flows upward. One cannot see
a downward flow from this plane, because the major
downward flows appear near the interfaces. With 1 rpm
rotation, as shown in Fig. 36.10b, the zone shape be-
comes much more axisymmetric, which agrees well
with the observation in Fig. 36.9b. The flow structure
shown in Fig. 36.10b is also similar to that in Fig. 36.9b
as well. One shall pay more attention on the flow shapes
and vortices. The right figure of Fig. 36.10b also indi-
cates that, although the effect of rotation becomes more
obvious, the change of the flow and isotherms is small.

The success of the full model calculation in
Fig. 36.10b is due to consideration of the interface en-
ergy balance. As shown in (36.5), for steady rotation
without ampoule translation, the term γcSt(rΩcneφ)
plays a crucial role. During rotation, solidification at
the interface occurs at γcSt(rΩcneφ) < 0, while melting
occurs at γcSt(rΩcneφ) > 0; for example, for the left
interface, at the front side, γcSt(rΩcneφ) < 0 and solid-
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ification dominates. The heat of fusion is released to the
melt and it distorts the interface toward the rotational di-
rection. Meanwhile, the melting occurs at the back side,
and the heat of fusion is extracted from the melt, mak-
ing the solid interface intrude toward the melt in the
rotational direction there. As a result, the zone length
is averaged out with the period of rotation. This mech-
anism (the Stefan effect) is dominant for the interface
shapes here and cannot be ignored in the simulation.

36.2.2 Bridgman Configuration

The Bridgman configuration is also widely adopted for
melt growth of bulk crystals. Unlike the ZM configu-
ration, in which significant superheating is necessary
to form a stable zone, the Bridgman configuration is
suitable for growth that requires low superheating or
thermal gradients. For the HB configuration using an
open boat, due to the free surface, the Marangoni con-
vection is also important. Nevertheless, due to the much
larger melt volume, the buoyancy flow is also strong.
To understand its basic flow structure, we take the
HB growth of NaNO3 as an example. The top view
of the growth in a transparent furnace is shown in
Fig. 36.11a [36.53]. During growth, the interface is al-
ways concave, due to the release of heat of fusion and
the effect of melt convection, although the latter factor is
much more significant. As will be discussed shortly, the
Marangoni flow is responsible for the sharp contact an-
gle between the interface and the crucible [36.13]. Such
an acute angle often induces parasitic nucleation from
the crucible wall, leading to a polycrystalline growth.
The visualized flow is shown in Fig. 36.11b. As shown,
the buoyancy and Marangoni flows are in the same di-
rection, and the hot melt near the surface flows from
the left to the right, pushing the interface to the crystal
side. Meanwhile, because of the no-slip boundary con-
dition at the solid wall, the isotherms at the solid wall
are nearly pinned by the energy balance there with the
conduction in the ampoule. Accordingly, the interface
becomes very concave. The calculated flow patterns and
isotherms, shown in Fig. 36.11b and c, respectively, fur-
ther explain the situation.

Further understanding of the flow structures can be
obtained from the numerical simulation of HB growth
of GaAs by Lan and Liang [36.61]. Figure 36.12 shows
the effects of convection modes on the thermal and ve-
locity fields (on the planes at z = 0 and y = 0) and
the growth front (crucible puling speed is 5 mm/h). As
shown in Fig. 36.12a, without any driving forces for
convection, the growth front is only slightly concave;

Top viewTop view

NaNONaNO3

meltmelt CrystalCrystal

2 cm/s

ΔT = 5 °C

a)

b)

c)

d)

Fig. 36.11a–d Effect of buoyancy and Marangoni flows on
the HB growth of NaNO3 crystals: (a) observed interface
seen from the top; (b) observed flow patterns; (c) calculated
flow patterns; (d) calculated isotherms and interface shape

it is quit flat viewed from the top. When buoyancy force
is considered in Fig. 36.12b, as shown in the side view
of the flow fields, a clockwise natural convection is
induced. Although the maximum melt velocity is less
than 1.5 cm/s, the isotherms in the melt are highly dis-
torted by the convection. As a result, the interface shape
becomes highly distorted and very concave. The inter-
face position at the bottom is not affected much, but
the upper interface is melted backward significantly.
A 3-D view of the growth front shape is illustrated on
the right-hand side for comparison. Clearly, the effect
of buoyancy convection on the growth front shape is
significant.

When the Marangoni effect is included, as shown in
Fig. 36.12c, the flow structures are not changed much;
the flow in the side view is still clockwise in direction.
However, the melt velocity near the free surface and
the growth interface becomes much higher; the maxi-
mum velocity is about 5 cm/s. The isotherms near the
free surface are thus further affected, even though the
overall view of the isotherms is not changed much. As
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Flow fields

Ucr = 5 mm/h

10 cm/s

Growth frontFlow fields
ΔT = 1 °C

RaT = Ma = 0

Ma = 0

1248 °C 1228 °C

a)

b)

c)

Fig. 36.12a–c Effects of buoyancy and Marangoni flows on the flow, thermal fields, and the interface shape for the HB
growth of GaAs single crystal: (a) conduction mode; (b) buoyancy convection; (c) buoyancy and Marangoni convection

a result, the growth front near the top surface is melted
back more. As shown in the side view, the growth in-
terface also becomes sharper. Because the driving force
for the Marangoni convection is proportional to local

a)

b)

Melt Crystal

Insulation

Window Heat loss

ΔTc = 2 ΔTm = 2 °C
Uamp = 5 mm/h

5 cm/s

Pr = 0.059

Interface shape

1207 °C1248 °C

Fig. 36.13 (a) Schematic of HB growth of GaAs with a viewing
window for local radiation cooling; on the right is the observed in-
terface shape (cross section); (b) simulated flow and thermal fields

thermal gradients at the free surface, the flow near the
interface is thus stronger, where the thermal gradients
are higher. In addition, the flow direction there becomes
more perpendicular to the isotherms, leading to a di-
verged flow near the interface, as shown in the top view
of the flow fields. This diverged flow also melts back the
interface toward the crucible and results in a rounder
interface shape at the free surface when viewed from
the top. More importantly, the interface–crucible con-
tact angle becomes much smaller as well, which from
the crystal growth point of view, is more likely to induce
parasitic nucleation and the formation of polycrystals.
This is consistent with the observation in Fig. 36.11a.

In practice, control of the growth front shape is
important for crystal quality. The results in Fig. 36.12
clearly illustrate the significance of the buoyancy and
Marangoni convections for the growth interface. How-
ever, since the direction of driving forces for both
convection modes is not likely to be changed, the room
for modulating the convection and thus controlling the
interface is not great. The convections can be reduced
with smaller thermal gradients, but the smaller ther-
mal gradients also cause other problems. With a fixed
growth rate, the heat of fusion will cause a more de-
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formed interface shape for lower thermal gradients.
Constitutional supercooling [36.73] is a concern as
well.

For this configuration, an effective approach is to
provide local cooling at the top interface. This con-
cept has been adopted for the growth of GaAs using
a view window above the interface, as shown on
the left of Fig. 36.13a [36.61]; the observed interface
shape [36.74] is shown on the right of Fig. 36.13a. This
window provides local radiative cooling and thus con-
trols the interface shape. In addition to the top radiative
cooling, booster heating (through the center zone) at the
bottom of the interface is also useful, and this further
reduces the interface concavity of the lower interface.
Computer simulation based on these ideas has been con-
ducted [36.61] and the result is shown in Fig. 36.13b. As
shown, the temperature is greatly reduced near the win-
dow and the temperature gradients are also increased
significantly there; the isotherm spacing in the crystal is
increased to 2 ◦C, which is twice that in the melt. Be-
cause the quartz crucible has a higher emissivity than
GaAs, the lowest temperature beneath the window is lo-
cated at the crucible surface. Interestingly, although the
interface is still slightly concave, its shape is reversed;
the upper interface becomes closer to the hot zone. The
growth interface is now more perpendicular to the cru-
cible wall. A similar interface shape was also observed
in crystal growth experiments [36.75]. A flatter inter-
face is possible by reducing the heat loss through the
window. Local cooling using an air jet was applied to
the HB growth of NaNO3, and a convex interface was
successfully obtained [36.14].

Unlike the previous examples with large radial ther-
mal gradients, the vertical Bridgman (VB) configuration
is thermally stable and the radial thermal gradients
are small. Accordingly, the thermally driven buoyancy
convection is significantly weaker; for example, if the
furnace thermal profile is linear, the buoyancy flow is
only induced by the interface deformation. When sta-
tionary, the interface deflection is mainly due to the
difference in the thermal conductivity between the melt
and the crystal. If the thermal conductivity of the melt is
larger than that of the crystal, the interface is concave.
The concave interface induces radial thermal gradients
and thus buoyancy flow. The concavity increases with
the crystal growth speed due to the release of the heat
of fusion. The buoyancy convection due to the interface
concavity appears near the growth interface and affects
the radial segregation significantly [36.76–78].

Figure 36.14a shows the simulated buoyancy flow
and solute fields in VB growth of gallium-doped germa-

Cmin = 0.1544
Cmax = 0.9975

Ψmin = –2.75×10–4

Ψmax = 7.2121×10–3

Cmin = 0.1907
Cmax = 0.9992

Ψmin = –2.75×10–4

Ψmax = 3.371×10–3

Cmin = 0.1567
Cmax = 0.9948

Ψmin = –2.75×10–4

Ψmax = 7.6802×10–3

Ras = 0 Ras = –105 Ras = –107

a) b) c)

Fig. 36.14a–c Solutal effect on the buoyancy convection for VG
growth of gallium-doped germanium: (a) RaS = 0; (b) RaS = −105;
(c) RaS = −107; in each figure on the left-hand side of the simulated
results is the flow fields and on the right-hand side the solutal fields

nium in a small graphite ampoule at RaT = 107 [36.78];
RaT = 2.489 × 108 for normal gravity at a thermal gra-
dient of 50 K/cm. Because the ampoule is pulled
downward, the streamlines in the bulk melt indicate the
material flow due to the ampoule translation. Also, the
interface concavity is here is due to the larger ther-
mal conductivity of the melt than that of the crystal.
In addition to the thermal convection, the solutal ef-
fect can also affect the flow; for example, if a solute
is added to germanium, solute segregation causes den-
sity variation in the melt, leading to solutal convection.
Figure 36.14b,c show the effect of solute (silicon), in
terms of solutal Rayleigh number RaS, on the flow. Be-
cause silicon dissolves more in the germanium solid
than in the melt, silicon is depleted near the interface
during crystal growth. Due to the less and lighter silicon
near the interface, the melt density near the interface in-
creases and this suppresses the thermal convection. As
shown in Fig. 36.14c, the buoyancy convection is almost
suppressed due to the solutal effect.

Through the visualization experiments of SCN
containing acetone (lighter) or salol (heavier), the
thermal–solutal convection can be better understood.
Figure 36.15a,b shows the interface shape evolution
during Bridgman growth of SCN containing 0.064 wt %
acetone and 0.15 wt % salol, respectively; the pulling
speed is 1.6 μm/s [36.47]. The simulated results are
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SCN/Acetonea)

40 min 60 min 80 min20 min0 min

40 min 60 min 80 min20 min0 min

SCN/Salolb)

Fig. 36.15a,b Double diffusive convections in VB crystal
growth of SCN: (a) SCN/acetone; (b) SCN/salol; in each
figure on the left-hand side of the simulated results is the
flow fields and on the right-hand side the solutal fields

also shown for comparison. In each simulated result,
the left-hand side shows the streamlines, and the right-
hand side the acetone fields. As shown in Fig. 36.15a for
SCN/acetone stationary, the interface is flat and the con-
vection near the interface is extremely weak. The upper
cell is caused by the radial heating from the hot zone.
As the solidification starts, the interface becomes con-
cave and the flow cell near the interface is enhanced.
As a result, the acetone rejected during solidification is
redistributed by the flow, with increasing acetone con-
centration toward the center of the interface. Because
acetone is lighter than SCN, the radial acetone gradi-
ents also enhance the flow, leading to a highly localized

solute distribution at the center of the interface. The lo-
cal acetone accumulation further causes a depression
of the interface there, which becomes obvious at about
40 min. As the supercooling is built up, morphological
breakdown can occur when the supercooling overcomes
the interfacial energy. The simulated results at 60 and
80 min show a deep depression (pit) at the center of the
interface, where high constitutional supercooling exists.
The convection in the bulk melt remains about the same
during crystal growth.

The evolution of interface morphology for SCN/
Salol shows a similar behavior. However, as shown in
Fig. 36.15b, the depression shape is wider. The mor-
phological breakdown occurs at about the same time,
i.e., about 40 min. The bottom of the breakdown area
is much flatter than that for SCN/acetone. The convec-
tion near the interface is much weaker than that for
SCN/acetone, as shown in Fig. 36.15b. Such a weaker
flow is due to the heavier solute, which suppresses the
flow. In other words, the radial density due to thermal
gradients is counterbalanced by the solutal gradients;
one can observe this contribution from the source term
of (36.1). In addition, the flow cell near the interface
is closer to the ampoule wall as compared with that
in Fig. 36.15a. More importantly, the concentration pro-
file is quite uniform near the interface, as shown by the
much flatter isoconcentration lines. This also indicates
that the convective effect on the solute transport is much
weaker.

Because the convection in the VB configuration in
the previous examples is rather weak, nonlinear flow bi-
furcation to symmetry breaking or oscillatory flows is
not likely. Nevertheless, in reality, a perfect axisymmet-
ric growth condition is hard to achieve. An asymmetric
furnace thermal profile or slight ampoule tilting can lead
to significantly 3-D convections [36.79]. As a result, the
segregation behavior predicted by an axisymmetric nu-
merical model is often erroneous. Nevertheless, since
the convection is rather weak, flow suppression by us-
ing rotation or magnetic field could be quite effective.
We will thus briefly discuss its flow control by using
external forces.

36.3 Flow Control by External Forces

So far, we have illustrated the convections in the ZM
and Bridgman configurations. As just discussed, for the
FZ configuration, crystal rotation is an effective way to
introduce forced convection. However, in many cases,
the suppression of unstable flows to avoid growth stri-

ations and the manipulation of local flow to reduce
segregation are necessary. The use of external forces
is particularly effective for such purposes. Various ex-
ternal forces have been considered for use in the melt
growth of bulk crystals. The static magnetic field is one
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of the most popular ones, and has been used widely
for flow suppression [36.24, 27, 31], but it is restricted
to electrically conductive melt. Rotation, steady or un-
steady, can also be used, and its applications have no
special limitations. In the following sections, we will
discuss flow control through a few examples.

36.3.1 Steady Magnetic Field

A steady magnetic field is an effective way to suppress
the flow if the melt is electrically conductive. Two ex-
amples for FZ and VB configurations are given here.

As discussed previously, in the FZ configuration, the
free surface of the molten zone often induces significant
Marangoni flow, and it often lead to unstable heat flows,
striations, and distorted interfaces, even in micrograv-
ity environment [36.21]. The control of the unsteady
Marangoni flow has been an important topic in crys-
tal growth, and has attracted extensive research over the
years [36.19]. For silicon growth, magnetic fields have
been known useful for suppressing unsteady flows, so
that steady growth can be obtained and the grown crys-
tal is striation free [36.18, 21]. Both axial [36.18, 21]
and transversal magnetic fields [36.28, 80] have been
investigated. In the FZ Si growth experiments by Dold
et al. [36.18], a striation-free core in the grown crystal
was found, and the core size increased with increas-
ing magnetic field. It was believed that the melt inside
the core was significantly suppressed by the magnetic
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Fig. 36.16a,b Effect of axial magnetic fields on FZ silicon crystal growth: (a) the core size of the suppressed flow; (b) the
radial phosphorous distribution; the simulated flow and solutal fields are also shown in (a) for comparison

field. Lan [36.81] made the first attempt to simulate
the growth using an axisymmetric model. The results
on the core size and dopant (phosphorous) distribution
are shown in Fig. 36.16a,b, respectively. As shown in
Fig. 36.16a, the streamlines are stretched along the di-
rection of the applied magnetic field. Also, the radius of
the suppressed core increases with increasing magnetic
field strength, and the calculated core sizes at differ-
ent axial magnetic field strengths are consistent with
the measured ones. In addition, the calculated phospho-
rous distributions in Fig. 36.16b are consistent with the
measured ones as well. Although the results based on
the axisymmetric model are consistent with the exper-
imental observations, the oscillatory and 3-D behavior
cannot be seen in the simulation.

Further 3-D numerical simulations have been car-
ried out recently [36.60]. Figure 36.17 shows the
calculated results for an axial magnetic field of 0.5 T.
At this condition, a steady-state result is obtained. How-
ever, as shown in Fig. 36.17, the result is not exactly
axisymmetric but has a fourfold symmetry, which can
be seen from the thermal and velocity fields on the
z–y plane (growth direction is in the x-axis). The re-
sults on the x–y and x–z planes also show that the
flow in the core region is greatly suppressed, but the
thermocapillary flow is still quite strong near the melt
surface. This is consistent with previous 2-D simula-
tions shown in Fig. 36.16 [36.81]. In Fig. 36.17, the flow
and thermal fields on the x–z and x–y planes happen
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Bx = 0.5T

Tmax = 1716.1 K , υmax = 20.078 cm/s

 10 cm/s

 2 cm/s

x x

z y

z

y
Tmax = 1705.2 K
Tmin = 1694.7 K

z

y
Φmax = 8.96×10–7 V
Φmin = –8.96×10–7 V

Fig. 36.17 Three-dimensional simulated flow, thermal, and
potential fields in a FZ silicon growth under an axial mag-
netic field of 0.5 T

to be identical due to symmetry. However, if we exam-
ine the result at x = 4.1 cm (the middle of the molten
zone) on the y–z plane, the temperature is lower at the

Bx = 0.5 T Bx = 0.75 T Bx = 0.75 T

By = 0.15 T By = 0.5 T By = 1 T

Bx

By

1.4463
1.3833
1.3203
1.2573
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1.1314
1.0684
1.0054
0.9424
0.8794
0.8164

1.2462
1.2135
1.1807
1.1479
1.1152
1.0824
1.0496
1.0169
0.9841
0.9513
0.9186

a)

b)

Fig. 36.19a,b Effect of axial (a) and transversal (b) magnetic fields
on the dopant distribution in the growth crystal
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Φmax = 5.6×10–6 V
Φmin = –5.6×10–6 V

Fig. 36.18 Three-dimensional simulated flow, thermal,
and potential fields in a FZ silicon growth under a transver-
sal magnetic field of 0.5 T

four corners. Due to such nonuniform thermal gradients,
there are eight flow vortices caused by the thermocapil-
lary force. As a result, the induced electrical potential
distribution on the same plane also has an eight-cell
structure.

When the magnetic field strength is less than 0.46 T,
the symmetry disappears and the result becomes 3-D
and time dependent. In the experiments by [36.18],
a magnetic field strength greater than 0.24 T was found
to be necessary to obtain nearly striation-free crystals.
In fact, even at 0.5 T, irregular striation patterns were
visible near the crystal surface. Therefore, our results
are still in reasonable consistency with the observations.

With a transversal field, the steady-state result is ob-
tained at a much lower magnetic field strength of 0.15 T.
The calculated result for 0.5 T is shown in Fig. 36.18;
the velocity scales at different planes are different for
clarity. As shown, the results are asymmetric, but have
a twofold symmetry when viewed from the y–z plane.
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The surface zone length on the plane (x–z plane) per-
pendicular to the magnetic direction is much longer than
that on the parallel plane. If we examine the flow fields,
clearly, as mentioned previously, the melt flow on the
plane perpendicular to the magnetic field is not as sup-
pressed as that on the parallel plane, leading to a longer
zone length there. If we view the results at the y–z plane
(at x = 4.1 cm), the isotherms have an ellipsoid shape,
while the maximum temperature appears at the surface
of the x–z plane.
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Fig. 36.20a–f Effect of axial and transversal magnetic fields on the flow and dopant fields

The dopant distribution is also significantly affected
by the flow. Figure 36.19 summarizes the dopant distri-
butions obtained from previous results with more results
added. As shown, under axial fields, the segregation
increases with increasing magnetic field strength due
to flow damping. At 0.5 and 0.75 T of the axial field,
the fourfold distribution is caused by flow such as that
shown in Fig. 36.17. Under transversal fields, two con-
centration peaks align parallel to the field direction at
0.5 and 1 T. This is simply due to the poorer mixing
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in the x–y plane, where the flow is suppressed more.
On the other plane, the convection remains strong, so
that the segregation is less. If we compare the segrega-
tion under both magnetic configurations, it is clear that
the radial segregation is much less in the transversal
field, even though it is highly asymmetric. Besides, as
mentioned earlier, the minimum magnetic field strength
to suppress the unsteady thermocapillary flow is also
lower for the transversal field. Therefore, in real appli-
cations, it is believed that the transversal field may still
be useful. If rotation is applied, the asymmetry may be
reduced. The effect of rotation for the VB configuration
has been investigated by Lan and Yen [36.60]. The effect
of centrifugal pumping has also been discussed, where
the conductivity of the crystal is important.

Flow suppression by static magnetic fields in the
Bridgman configuration is even more effective, as
could be clearly illustrated through numerical simula-
tion. Again the gallium-doped germanium growth in
a graphite ampoule discussed previously is used for il-
lustration, with RaT = 2.489 × 108. Figure 36.20 shows
some flow structures and dopant fields for several ax-
ial and horizontal fields. For the case of axial magnetic
fields (Fig. 36.20a–c), two lower cells induced by ra-
dial thermal gradients are stretched in the axial direction
by the axial magnetic field. Because the flow tending
to across the magnetic lines will be suppressed, the
flow cells are elongated by the axial magnetic field. In-
terestingly, as the cell is stretched axially, the solute
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Fig. 36.21a,b Effect of axial and transversal magnetic fields: (a) effective segregation coefficient Keff; (b) radial dopant
segregation

penetrates more into the bulk melt. As will be shown
shortly, for the case of Bx = 0.5 T, the bulk mixing is
much enhanced. With the same magnetic strength, the
horizontal field (Fig. 36.20d–f) is slightly more effective
in suppressing the flow in terms of the maximum melt
velocity. This is because the axial melt motion on the x–
y plane is greatly suppressed; the axial melt motion is
induced by radial thermal gradients. Although the flow
on the plane (x–z plane) perpendicular to the magnetic
direction is not suppressed effectively, the overall flow
penetration into the upper bulk melt is significantly re-
duced. One can compare the dopant distributions in the
x–z plane and the x–y plane to get a better idea of this.
In addition, it is also clear that the solute mixing de-
creases monotonically with increasing magnetic field.
Nevertheless, the flow and solute fields become asym-
metric. One can further examine the solute concentra-
tion in the crystal (Cc = KC) at the interface; the solute
field is stretched in the applied magnetic direction.

To illustrate the bulk solute mixing and the radial
segregation, we have also calculated the effective segre-
gation coefficient Keff from the pseudo-steady-state re-
sults for various magnetic fields, Keff = 〈C〉/C0 [36.82,
83], where 〈C〉 is the average solute concentration in the
melt. Figure 36.21a shows the effect of field strength
(in terms of Ha number) on Keff. As shown, the diffu-
sion growth can be reached more quickly by applying
a transversal field. However, for the axial field, there is
a decrease in Keff, i. e., better global dopant mixing, at
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x

zy

B

Fig. 36.22 Induced electrical potential and flow fields un-
der a transversal magnetic field (1 T)

Ha ≈ 2000. Again, as discussed regarding Fig. 36.20b,
the flow cells are stretched axially by the axial field and
penetrate deeply into the bulk melt, leading to better
bulk dopant mixing. The amount of radial segregation
by both types of fields in Fig. 36.21b remains similar;
ΔC = Cc max −Cc min is the maximum dopant concen-
tration difference at the interface.

40 rpm

υmax = 0.22 mm/sυmax = 0.69 mm/s υmax = 0.85 mm/s

Ω = 80 rpmΩ = 0 rpm

 1 mm/s

x x

z y

y

z

a) b) c)

Fig. 36.23a–c Effect of free-swing rotation on the flow fields for a gradient freeze growth of GaAs: (a) 0 rpm; (b) 40 rpm;
(c) 80 rpm

Apparently, even though the magnetic field is quite
effective in terms of flow damping, it is clear that to
suppress the flow completely is also difficult. It should
be noticed that the damping effect is effective only for
the flow in the plane parallel to the magnetic field. The
flow damping in the plane perpendicular to the magnetic
field is much less effective. This could be explained by
a buildup of the electric potential that reduces the in-
duced electric current for the Lorentz force. Fig. 36.22
illustrates the flow and the induced electric potential
fields due to the transversal field at 0.5 T. As shown, the
potential gradients build up due to the thermal toroidal
cells and the transversal fields. The potential contour
surfaces look like a pair of kidneys (with one posi-
tive and one negative potential value), with a symmetry
plane at z = 0. In other words, due to the potential gra-
dients, the net currents, j = σ (−∇Φ +v × eB), for the
Lorentz force ( j × eB) become smaller. Accordingly, the
flow suppression becomes less effective. It can also be
seen from the previous case for the FZ configuration
that the flow perpendicular to the magnetic field cannot
be suppressed effectively.

36.3.2 Rotation

Beside a static magnetic field, the use of rotation has
been popular for crystal growth. There are a few ways
of using rotation. The use of a centrifuge [36.51, 84],
i. e., so-called centrifugal or high-gravity processing,
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Fig. 36.24 Effect of rotation rate on the maximum melt
velocity for various growth orientations
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Fig. 36.25a,b Effect of rotation rate on the maximum melt velocity
for rotation about the growth axis and the free-swing configu-
ration. The flow and dopant fields for the free-swing (a) and
rotation about growth axis (b) configurations are shown on the
right

is particularly interesting. ACRT has also been widely
used [36.34, 36–38]. The way of using the centrifuge
in crystal growth has always been in the free-swinging
configuration, in which the sample is placed at the end
of a rotating arm. In such a case, the resultant accelera-
tion is antiparallel to the axial thermal gradient, which is
thus intuitively thermally stable. Accordingly, the con-
vection can be suppressed at a certain rotation rate, or
the so-called magic-g level [36.84], where the Corio-
lis force balances the gravitational acceleration. Beyond
the magic-g level, the centrifugal acceleration becomes
important and the centrifugal thermal convection in-
creases. Figure 36.23 shows simulated flow patterns of
Bridgman growth of germanium in a free-swing cen-
trifuge at different rotation speed [36.51, 56]. For 0 rpm
(Fig. 36.23a) the flow is axisymmetric and its structure
is typical for the VB configuration, with a concave inter-
face; the heating temperature profile is linear. At 40 rpm
the flow near the growth interface is significantly sup-
pressed by the Coriolis force and the flow structure is
also changed dramatically. Although the averaged re-
sultant gravity direction is still antiparallel to the growth
axis, the centrifugal acceleration and the Coriolis force
in the melt are asymmetric, leading to the 3-D flow.
Due to the nonuniform forces, the global convection
increases slightly away from the interface. As the rota-
tion speed is further increased to 80 rpm, the centrifugal
force becomes dominant and the convection increases,
as can be seen from the larger velocity vectors. The
flows in the x–y plane are also shown, but are in gen-
eral featureless except for the flow near the growth
interface.

We also present two flow patterns in the y–z plane,
shown at the bottom of the figures for 40 and 80 rpm, re-
spectively. One is at x = 4.2 cm and the other at 4.9 cm.
The edge of the interface is at about x = 4.0 cm. As
shown, near the interface the flow is mostly counter-
clockwise, but at some places the flow may be in the
opposite direction. Interestingly, at 80 rpm, the flow pat-
tern at x = 4.9 cm shows two cells with different flow
directions. Therefore, the flow seen from the top does
not have a well-defined structure. Closer to the growth
interface, the counterclockwise flow seems to be clearer.
Nevertheless, as the interface becomes flat, the flow pat-
tern is also changed.

The maximum melt velocity as a function of ro-
tation speed is further illustrated in Fig. 36.24 (open
symbols), where the results of Friedrich et al. [36.51]
(filled symbols and solid lines) are also included for
comparison. We also performed calculations for gallium
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melt (in both the free-swing and horizontal configura-
tions). The comparison with the previous study is also
shown in Fig. 36.24. As shown, they are all in good
agreement. The solid lines in Fig. 36.24 are from the
scaling analysis of Friedrich et al. [36.51]. As shown
for the free-swing case of germanium, there is a min-
imum of convection at about 20 rpm. This is supposed
to be the so-called magic-g level, having the least ax-
ial dopant segregation. At this critical rotation rate, the
Coriolis force balances the two gravitational forces. Be-
yond this value, the centrifugal force becomes dominant
and enhances the convection.

Interestingly, in a recent numerical study by Lan
and Tu [36.85], rotation about the growth axis could
give a much better result. As shown in Fig. 36.25, the
melt flow can be suppressed more effectively by this
configuration, and its flow and dopant fields are still
axisymmetric. On the contrary, the free-swing, or near,
configuration at the magic-g level generates 3-D flows
and severe dopant nonuniformity; a side view of the
flow and dopant fields at 80 rpm is shown in Fig. 36.25.
Lan [36.55] also performed a numerical simulation for
a similar system and found that the flow direction (ther-
mal convection) near the solidification front could be
reversed at high speeds. As a result, an inversion of
radial dopant distribution was found, clearly due to
the centrifugal acceleration. In fact, in some of the
earlier numerical studies of Bridgman crystal growth
in a rotating ampoule [36.53, 54, 86], the centrifugal
acceleration was ignored. As a result, the convection
decreases monotonically with increasing rotation speed.
This is correct only at low rotation rate (small Fr num-
ber). When the rotation speed is higher than the magic-g
level, the convection is enhanced by centrifugal acceler-
ation. Clearly, the centrifugal force is perpendicular to
the axial gradient, and the buoyancy flow due to the cen-
trifugal force is generated. This flow direction happens
to be in the opposite direction to that near the interface
due to the concave interface.

To validate the idea proposed by Lan and Tu [36.85],
visualization experiments on a rotating table using SCN
doped with a small amount of ethanol or acetone were
performed by Lan et al. [36.57,58]. Figure 36.26 shows
the effect of rotation on the interface morphology af-
ter 3 h of growth (the growth rate was 2.5 μm/s with
0.07 wt % of acetone). Before the critical rotation speed
was reached (Fig. 36.26a–c), the breakdown location
from a planar to a cellular interface was a good indi-
cation of the acetone accumulation at the center of the
interface; the initial stage of the growth also showed pit
formation, as illustrated in Fig. 36.15a (60 min). Again,

100 rpm

a)

150 rpm

b)

175 rpm

c)

200 rpm

d)

Fig. 36.26a–d Effect of rotation speed (about the growth
axis) on interface morphology for the VB growth contain-
ing 0.007 wt % (after 3 h of crystal growth); the ampoule
translation speed is 2.5 μm/s; (a) 100 rpm; (b) 150 rpm;
(c) 175 rpm; (d) 200 rpm

the morphological breakdown of the interface was due
to constitutional supercooling. With a high enough ro-

3600
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A

Spin-up

3600 s 3605 s 3610 s

A B C

Spin-down

C

3624

a)  Rotation speed (rpm)

b)
Time (s)

60

0

–60

Spin up and down with 60 rpm ACRT

Fig. 36.27a,b Effect of ACRT on the flow and solute
fields: (a) ACRT rotation cycle pattern; (b) instantaneous
flow and solute fields at the moments indicated in (a)
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tation speed, as shown in Fig. 36.26d at 200 rpm, the
acetone was pushed outward to the edge of the interface,
while the growth interface remained smooth. The cal-
culated flow and solute fields near the growth interface
are also illustrated in Fig. 36.26d. Therefore, by using
an appropriate rotation rate, rotation about the growth
axis is believed to be a useful approach for growth con-
trol, and this is not restricted to electrically conductive
materials.

Beside steady rotation, ACRT is also a useful tech-
nique. Both the rotation cycle pattern and the period
are critical to the flow control. Again, we take SCN
as an example. The ACRT cycle pattern is shown
in Fig. 36.27a, and some instantaneous flow patterns
and acetone concentrations corresponding to the stages
A, B, and C indicated in Fig. 36.27a are shown in
Fig. 36.27b. The spin-up flows at 3600 and 3605 s near
the interface are counterclockwise in direction. The
spin-down flow at 3605 s is in the opposite flow di-
rection. The acetone fields are significantly affected by
the instantaneous flow as well. Similarly, the isotherms
(not shown here) near the interface are found to be dis-
torted toward the center of the interface. As a result,

60 rpma)

0 rpm 20 rpm 40 rpm 60 rpm

20 min 40 min 60 min

t = 60 minb)

Fig. 36.28 (a) Flow and solute fields and the interface
shapes at different growth periods for 60 rpm ACRT.
(b) Average flow and solute fields and interface shapes for
different maximum rotation magnitudes in ACRT
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Fig. 36.29 Effect of the rotation amplitude in ACRT on the
averaged radial acetone distribution

the interface becomes significantly concave at 60 rpm.
The comparison of the calculated and observed inter-
face shapes at different growth period for 60 rpm ACRT
is shown in Fig. 36.28a. As shown, they are in good
agreement. In addition, the interface when stationary
is flat and it takes about 20 min to reach a steady
shape.

The averaged flow and acetone fields for differ-
ent ACRT amplitudes at 60 min after solidification are
shown in Fig. 36.28b, from which the acetone concen-
tration profiles at the interface are plotted in Fig. 36.29.
As shown in Fig. 36.28b, it is clear that the original up-
per cell is not affected much by ACRT, except at 60 rpm.
In other words, the solute mixing is confined to the re-
gion near the interface. However, at 60 rpm, the global
mixing is slightly enhanced due to the connection of
the lower and upper flow cells. Therefore, the maxi-
mum acetone concentration is significantly lower for
60 rpm. On the other hand, the lower cell is significantly
affected by ACRT and this significantly affects the ra-
dial acetone segregation. As shown in Fig. 36.28, in
general, as the rotation amplitude increases, except for
20 rpm, the acetone accumulation at the interface cen-
ter decreases and the radial uniformity increases for the
acetone concentration at the interface. From Fig. 36.29
it is thus clear that ACRT improves radial acetone uni-
formity and lowers its concentration due to improved
mixing by ACRT. Particularly, at 60 rpm, the much
slower acetone accumulation, as a result of better global
mixing, reduces supercooling and enhances morpholog-
ical stability.
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36.3.3 Vibration

The ACRT mentioned previously usually requires a ro-
tation cycle having a period long enough to develop
Ekman flows. The Ekman time scale can be estimated
by Rc/

√
Ων [36.87], where Rc is the crystal radius, Ω

is the rotation speed, and ν is the kinematic viscosity
of the melt. For growth of SCN in small to medium-
sized vertical Bridgman systems, the Ekman time scale
is up to a few seconds. An alternative approach to
applying ACRT is to use a cycle time that is much
shorter than the Ekman time. This method is known
as the angular vibration technique (AVT) [36.45]. In
this technique the ampoule is vibrated at a frequency
greater than 1 Hz in the rotational direction to gener-
ate a radial outward Schlichting flow near the growth
front [36.45, 47].

Figure 36.30a,b shows some simulated results for
AVT with different frequencies for SCN/acetone and
SCN/salol, respectively. The observed interface shapes
after 1 h growth are put together for comparison. As
shown, the simulated interface concavity for both cases
agrees quite well with the experiments. It should be
noticed that the interface is at the upper boundary of
the breakdown area. More importantly, from 0 to 5 Hz,
the interface concavity decreases with frequency, while
from 5 to 20 Hz the concavity increases with frequency.
The reason is quite clear from the simulation. From 0
to 5 Hz, the flow above the interface is weakened by
vibration because of the radial outward streaming flow
induced by the angular vibration. As a result, the solute
distribution becomes more uniform and this reduces the
interface concavity cased by the local solute accumula-
tion. On the other hand, from 5 to 20 Hz, the Schlichting
flow becomes dominant. Since the flow is in the clock-
wise direction and the isotherms are distorted with the

SCN/Acetone (60 min)a)

5 Hz 10 Hz 20 Hz3 Hz0 Hz

SCN/Salol (60 min)b)

Fig. 36.30a,b Effect of angular vibration frequency on
the flow and solute fields and the interface shape for
VB growth of SCN: (a) containing 0.064 wt % acetone;
(b) 0.15 wt % salol
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Fig. 36.31a,b Effect of angular vibration on the radial so-
lute distributions for VB growth of SCN: (a) containing
0.064 wt % acetone; (b) 0.15 wt % salol

flow, the interface concavity increases with the vibration
intensity (frequency).

The radial solute concentrations extracted from
the simulated results in Fig. 36.30 are plotted in
Fig. 36.31 for SCN/acetone and SCN/salol, respec-
tively. As shown, for both cases, the radial segregation
reverses from 0 to 3 Hz. This indicates that the Schlicht-
ing streaming flow is strong enough to overcome the
buoyancy force and is able to push the solute from
the interface center to the rim. From both Figs. 36.30
and 36.31, it is clear that, when the frequency is greater
than 10 Hz, the Schlichting flow dominates and the solu-
tal effect becomes insignificant, which can be seen from
the solutal fields as well as the radial solute segregation
profiles.

Besides angular vibration, vibration can also be ap-
plied axially. However, as discussed by Lan [36.68], the
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thermovibration requires radial gradients, and the effect
is not as significant as that by angular vibration. Fur-

ther discussion on flow control by vibration for crystal
growth has been given by Lyubimov et al. [36.40].

36.4 Outlook

So far, we have discussed melt convection and its con-
trol for ZM and Bridgman bulk crystal growth through
a few examples. As illustrated, the interface shape,
which is a key factor for crystal quality, and the com-
position uniformity are significantly affected by the
convective heat and mass transports due to the flow. We
have introduced the basic flow structures through flow
visualization experiments and numerical simulations.
From these, one can better understand the interplay
of the transport processes and the interface in crystal
growth processes. The melt flow is affected by body
forces, which can be the buoyancy (gravitational and
centrifugal), Coriolis, and Lorentz forces. With a free
surface, the thermocapillary force can also drive the
melt flow. Thermal and solutal gradients are the sources
for the buoyancy convection. Therefore, if these gradi-
ents are antiparallel to the gravitational or centrifugal
acceleration, the convection can be minimized, and this
is typically the case for vertical Bridgman growth in
normal gravity or growth in a centrifuge under a free-
swing configuration. In such a configuration, the flow is
much more stable. Nevertheless, the residual flow can
induce significant composition nonuniformity. The use
of microgravity, magnetic fields, rotation or vibration
is useful in manipulating the flow and thus improving
crystal uniformity. Furthermore, suppressing the flow
also helps improve axial composition uniformity, and
a static magnetic field is particularly effective if the melt
is electrically conductive.

Although we have not been able to discuss the
flow and its control for Czochralski crystal growth,
the concepts learned from previous examples are still
useful. For example, similar to that in the FZ growth,
in Czochralski growth of oxide crystals, the inter-
face inversion can be easily controlled by crystal
rotation [36.88]. However, the convection in the CZ
configuration is much more complicated and hard to
elucidate. For example, the buoyancy instability lead-

ing to spoke patterns at the melt surface [36.6, 89] and
its coupling with rotation leading to baroclinic instabil-
ity [36.90–92] are also typical in CZ oxide growth. The
baroclinic instability has also been reported for CZ sili-
con growth [36.93]. Moreover, in large-scale CZ silicon
growth, the flow is often turbulent. To suppress the tur-
bulent flow, magnetic fields have been widely used in
practice [36.27].

In contrast to flow damping, generating a favorable
flow is also useful in bulk crystal growth. This includes
the use of rotating and traveling magnetic fields [36.35,
94], as well as dynamic and alternating magnetic
fields [36.4]. Recently, Watanabe et al. [36.30] proposed
the electromagnetic Czochralski (EMCZ) method, in
which the Lorentz force was used to generate a con-
trolled melt flow. To generate this controlled melt flow,
they created a Lorentz force by combining static mag-
netic fields with an electric current passing through the
melt from a growing crystal. The controlled melt flow in
the EMCZ method makes it easy to control the temper-
ature distribution around the crystal, so that the growth
interface can be better controlled [36.95]. Since the ro-
tating flow washing over the crucible’s inner surface can
be adjusted, the oxygen content in the grown crystal can
be controlled as well [36.32].

Over the years, extensive research has been applied
to the investigation of melt flows, and many techniques
have been proposed for their control. Still, with the
increasing demands for crystal quality for advanced
electronic and optoelectronic applications, this research
will continue. Especially, their connection to as-grown
defects and crystal quality still requires much more re-
search to obtain deeper understanding. On the other
hand, computer modeling has become an indispensable
tool in the analysis and design of bulk crystal growth
systems. Convection structures and their control in melt
growth have been well stimulated and better under-
stood [36.60, 96].
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Vapor Growth37. Vapor Growth of III Nitrides

Dang Cai, Lili Zheng, Hui Zhang

Good understanding of transport phenomena in
vapor deposition systems is critical to fast and
effective crystal growth system design. Transport
phenomena are complicated and are related to
operating conditions, such as temperature, ve-
locity, pressure, and species concentration, and
geometrical conditions, such as reactor geometry
and source–substrate distance. Due to the limited
in situ experimental monitoring, design and op-
timization of growth is mainly performed through
semi-empirical and trial-and-error methods. Such
an approach is only able to achieve improvement
in the deposition sequence and cannot fulfill the
increasingly stringent specifications required in
industry. Numerical simulation has become a pow-
erful alternative, as it is fast and easy to obtain
critical information for the design and optimization
of the growth system. The key challenge in vapor
deposition modeling lies in developing an accu-
rate simulation model of gas-phase and surface
reactions, since very limited kinetic information
is available in the literature. In this chapter, GaN
thin-film growth by iodine vapor-phase epitaxy
(IVPE) is used as an example to present impor-
tant steps for system design and optimization by
the numerical modeling approach. The advanced
deposition model will be presented for multi-
component fluid flow, homogeneous gas-phase
reaction inside the reactor, heterogeneous surface
reaction on the substrate surface, heat transfer,
and species transport. Thermodynamic and kinetic
analysis will be presented for gas-phase and sur-
face reactions, together with a proposal for the
reaction mechanism based on experiments. The
prediction of deposition rates is presented. Fi-
nally, the surface evolution of film growth from
vapor is analyzed for the case in which surface
diffusion determines crystal grain size and mor-
phology. Key control parameters for film instability
are identified for quality improvement.
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37.1 Overview of Vapor Growth of III Nitrides

Chemical vapor deposition (CVD) systems have been
widely used to grow thin-film and bulk GaN/AlN crys-
tals, which have a broad range of industrial applications,
especially in the field of optoelectronics. For example,
they have been used to manufacture optoelectronic de-
vices such as light-emitting diodes (LEDs), laser diodes
(LDs), and detectors [37.46, 47]. Due to their wide
bandgap and high breakdown field, they have become
important materials for high-temperature/high-power
electronics [37.48–51].

In this section, GaN/AlN vapor-growth systems are
briefly introduced first. An iodine vapor deposition sys-
tem for GaN bulk growth is taken as an example to
explain the modeling of comprehensive transport phe-

Table 37.1 Research groups of GaN/AlN growth

Researchers Growth Substrate Growth Size Maximum

techniques conditions growth rate

Speck et al. MBE MOCVD GaN/ GaN: 10−11 Torr – 750 nm/h

(1997–2006) [37.1–8] sapphire template 650–800 ◦C

(0001)

Karpov et al. HVPE – GaN: 760 Torr – GaN: 40 μm/h

(1998–2004) [37.9, 10] 900–1100 ◦C

Sublimation GaN:6H-SiC GaN: 1100–1250 ◦C GaN: 15 × 15 × 0.5 mm3 GaN: 1 mm/h

growth AlN:SiC AlN: 760 Torr; AlN: 10 × 10 × 0.08 mm3 AlN: 1 mm/h

[37.11–15] > 1700 ◦C

Edgar et al. MOCVD GaN:3C-SiC/ GaN: 76 Torr; – GaN: 1.5 μm/h

(2000–2006) [37.16–18] Si(100) 950 ◦C

Sublimation AlN:6H-SiC AlN: 100–800 Torr; – AlN: 1 mm/h

growth 1700–1900 ◦C

[37.19–24]

Bliss et al. CVRP GaN:quartz GaN: 1 atm; GaN: 9 × 2 mm2 × 100 μm GaN:

(1999–2005) [37.25] 900 ◦C 25–100 μm/h

IVPG GaN:sapphire GaN: 75–750 Torr; GaN: 32 μm thickness GaN:

[37.26, 27] 910–1025 ◦C 0.05–1 mm diameter 10–11 μm/h

HVTE GaN:sapphire AlN: 3.5–760 Torr, AlN: 75 μm thickness AlN: 40 μm/h

[37.28, 29] 1100–1300 ◦C 2.5–5 mm diameter

Sitar IVPE GaN/AlN:sapphire GaN: 400–800 Torr, GaN: 50 mm in diameter GaN: 75 μm/h

(2001–2006) [37.30] 1000–1200 ◦C

Sublimation AlN/SiC AlN: 500–900 Torr; AlN: 18 mm in diameter AlN: 5 mm/h

growth 2200–2300 ◦C

[37.31–37]

Slack et al. Sublimation – AlN: ≈ 1800 ◦C AlN: 150 mm2 AlN: 0.9 mm/h

(2000–2005) growth (Rojo et al., 2001)

[37.38–40]

Spencer et al. MOCVD 4H-SiC or AlN: 10 Torr, AlN: 1 μm/h

(1993–2004) [37.41–45] 6H-SiC 1160–1190 ◦C

nomena and chemical reactions in crystal growth from
vapor. Different numerical models, their limitations,
and future treads are then reviewed. GaN thin-film
growth by the iodine vapor-phase epitaxy (IVPE) tech-
nique is presented in this chapter as an example for
discussion.

37.1.1 Various GaN/AlN Vapor-Growth
Systems

For conventional semiconductors such as silicon, the
Bridgman or Czochralski methods are usually used
to grow ingots from a melt. However, the high va-
por pressure of nitrogen at the melting temperature

Part
F

3
7
.1



Vapor Growth of III Nitrides 37.1 Overview of Vapor Growth of III Nitrides 1245

of GaN/AlN hampers melt growth of the materials.
Other growth techniques were developed to fabricate
GaN/AlN thick films at lower temperature. Metalor-
ganic chemical vapor deposition (MOCVD) [37.52–
55] and molecular-beam epitaxy (MBE) [37.56–59]
technologies have been extensively used to grow high-
quality GaN/AlN films for device applications. Both
methods, however, have the drawback of high cost.
Owing to its cost effectiveness, the halide vapor-phase
epitaxy (HVPE) technique has gained more attention
for depositing thick AlN/GaN layers [37.25,26,60–63].
In HVPE, the growth rate is mainly determined by
the mass flow rate of the reactants, since surface re-
actions inside the reactor are close to equilibrium due
to high temperature on the substrate. High growth rates
(> 20 μm/h) can easily be achieved in HVPE. Besides
HVPE, sublimation methods [37.11, 31, 64–69] have
also been used for AlN/GaN growth. In sublimation
growth, high growth rate and good quality crystal are
achieved [37.70] as the results of using high growth
temperature (≈ 2000 ◦C) and employing the repeated
seeding method [37.65]. Different AlN/GaN vapor-
growth systems are summarized in Table 37.1.

HVPE method has been used to produce GaN thick
films or ingots with growth rates of up to 50 μm/h and
acceptable thickness uniformity [37.73, 74]. In the pro-
cess, GaN is grown from the reactions of NH3/GaCl
or NH3/GaCl3. The use of HCl gas to obtain GaClx in
the reactor creates contamination due to its corrosive ef-
fects. To prevent this problem, Bliss et al. [37.26, 27]
developed an iodine vapor-phase epitaxy (IVPE) growth

p = 500 Torr, Q = 1 sl/m
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Fig. 37.1 (a) Schematic of the reaction chamber and (b) measured temperature profile from top to bottom along the
furnace wall (after [37.30, 71, 72])

system for the first time, in which solid iodine is va-
porized and reacts with gallium source to form GaIx.
Using a horizontal IVPE system, GaN film at growth
rate on the order of 10 μm/h has been obtained, and
a low level of yellow luminescence of thus-produced
GaN film has been observed, indicating the beneficial
effect of reduced contamination in the process gases.
To investigate the feasibility of higher GaN growth rate
and better deposition quality, a vertical up-flow IVPE
system for GaN has been designed and built at North
Carolina State University to grow GaN thick film on
a squared SiC substrate [37.30, 71, 72].

A schematic of the vertical reactor is presented
in Fig. 37.1a. Iodine vapor is used to transport Ga from
source to substrate to grow GaN. Ammonia gas is intro-
duced to provide the nitrogen source for GaN growth.
The reactor consists of four concentric tubes: furnace
tube, reactor tube, outer silica tube, and inner silica tube.
Iodine is carried by N2 and H2 gases flowing upwards
through the inner silica. At the top of the inner sil-
ica tube is the gallium source within a BN holder. The
iodine reacts with Ga melt to form GaIx. A silica noz-
zle is placed above the gallium source to enhance Ga
replacement. The gas flowing out of the silica nozzle
is, therefore, a mixture of nitrogen, iodine, hydrogen,
GaIx, and gallium. N2 gas flows between the inner
and outer silica tubes to shield the Ga from the am-
monia in the gas phase and enhance reactions on the
substrate. Finally, the ammonia and nitrogen mixture
flows through the space between the reactor tube and
the outer silica tube. The system is heated by a re-
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1246 Part F Modeling in Crystal Growth and Defects

Table 37.2 List of simulation models for CVD process

Model Length scale Function

Ab initio methods, Electronic scale: Calculate transition state structures, surface reaction pathways, etc.

density function theory (DFT) 10−13 –10−9 m

[37.75, 76]

Molecular dynamics Atomic scale: Simulate the real atomic motion

[37.75, 77, 78] 10−10 –10−6 m

Kinetic Monte Carlo (KMC) Microstructure scale: Bridge atomic scale and microscopic scale in dynamic

[37.79–84] 10−9 –10−5 m simulations

Level-sets or hybrid models Film scale Simulate grain growth, recrystallization, etc.

[37.77, 85, 86] 10−7 –10−3 m

Continuum models Reactor scale Simulate heat and mass transport in the CVD reactor

[37.87, 88] 10−5 –10 m

sistant heater. Calibration of the furnace temperature
has been conducted under reactor pressure of 500 Torr
and N2 flow rate of 1 slm. Figure 37.1b shows the
temperature profile measured by a thermocouple along
the furnace wall. By setting the growth temperature
at 1200 ◦C, the uniform-temperature zone achieved is
about 37.1 cm. The gallium source (position A–A) and
the substrate (position B–B) are both positioned in the
uniform-temperature zone. The gallium source is posi-
tioned close to the bottom of the zone to ensure that the
entire growth area is located in the uniform-temperature
zone.

37.1.2 Modeling of AlN/GaN Vapor
Deposition

Physics-based theoretical modeling and simulation are
widely used for better understanding of growth mech-
anisms and identifying the important issues related to
growth processes, material characteristics, and dopant
incorporation. Advanced models integrating the key
aspects in the growth process can help identify the
material stability limits, define the ideal parametric win-
dow(s), and improve crystal perfection. In addition, the
physical mechanisms that limit the growth process can
be determined.

Vapor deposition modeling presents challenges in
two aspects. First, except for some well-studied impor-
tant reactions such as homogeneous and heterogeneous
pyrolysis of silane, the kinetic data of gas-phase and
surface reactions are limited. In this chapter, combined
with experimental observation, theoretical methods are
used to obtain insight into the chemical mechanisms
and reaction kinetics of IVPE. Second, vapor deposi-
tion involves complex transport phenomena occurring
on different length and time scales. The characteristic

length and time for atomic surface diffusion and relax-
ation and chemical reactions are approximately 10−10 m
and 10−12 s, respectively. The typical reactor size is
about 10−1 m and the deposition time is 103 –105 s.
A simulation model accurately describing both the mi-
croscale molecular motion and the macroscale species
transport remains elusive due to the tremendous mem-
ory and extremely fast central processing unit (CPU)
required for such a model. Currently, most numerical
models have focused only on particular scales, either
macroscale or microscale. Different models and their
corresponding scales are summarized in Table 37.2.

Among the various models, only continuum models
have been extensively used for vapor-growth reac-
tor design. More advanced models tend to predict

Fig. 37.2 Simulated Si(111) surface after deposition of
12% of C monolayer. Black and white spheres denote sub-
strate atoms and vacancies created by thermal fluctuations,
respectively. Dark grey spheres denote carbon atoms incor-
porated into the substrate. Atoms that are combined into
the clusters are shown in light grey (lighter tint is used
for upper cluster layers) (after CMS, with permission from
Elsevier)
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Table 37.3 Researchers and their models of GaN/AlN vapor growth

Authors Models

Liu and Edgar AlN sublimation growth: 2-D thermal convection; Stefan flow model;

[37.90, 91] surface kinetics model

Karpov et al. GaN sublimation growth: 2-D gas dynamics and gaseous species model

[37.9–11, 14, 92, 93] AlN sublimation growth: Diffusive and transport kinetic model

GaN MBE growth: Surface kinetic model

GaN HVPE growth: 3-D gas flow and growth rate model

GaN MOCVD growth: Surface kinetic model

Safvi et al. [37.94, 95] GaN HVPE growth: Effects of flow rate, V/III ratio, and geometry on growth rate

GaN MOCVD growth: Growth rate model

Theodoropoulos et al. GaN MOCVD growth: 2-D transport model; kinetic model

[37.96]

Aujol et al. [37.97] GaN HVPE growth: Thermodynamic and kinetic model of growth rate

Dollet et al. [37.98] AlN HVPE growth: Gas-phase and surface reaction analysis of AlCl3 with NH3;

2-D species transport modeling

Zhang et al. AlN sublimation growth: 2-D induction heating and vapor transport;

[37.29, 37, 72, 99–101] growth morphology and growth rate prediction

AlN HVPE growth: Gas-phase and surface reactions modeling;

growth optimization of geometric and operating conditions

GaN IVPE growth: Thermodynamic and kinetic analysis and modeling

of gas-phase and surface reactions; growth rate prediction

the microstructure and properties of materials. Fig-
ure 37.2 shows three-dimensional SiC clusters on
a Si substrate modeled by the kinetic Monte Carlo
(KMC) method [37.89]. Parameters used in the KMC
model are estimated from molecular-dynamics simu-
lation and by fitting data to experimental transmission
electron microscopy (TEM) results. Formation of three-
dimensional clusters and pits in the surface is success-
fully demonstrated.

These models, however, are still under development
and their use is still limited to research purposes be-
cause of numerous approximations used in the models.
A model combining two or more of the aforementioned
models is called a multiscale model. A few reviews
of multiscale modeling of vapor deposition thin-film
growth are available in the open literature [37.102–106].
It is difficult for this method to consider the effect of

feedback from the lower-scale model on the results of
the upscale model [37.102].

Due to the lack of detailed reaction mechanisms,
simulations of AlN/GaN vapor growth have been fo-
cused on the continuum modeling and solved gas flow,
heat transfer, species diffusion, and chemical reactions
in a vapor deposition reactor. A summary of the relevant
research groups and their models is given in Table 37.3.

The continuum model will be used here to study the
transport phenomena in the vapor-growth reactors for
AlN/GaN growth. Gas-phase and surface reactions in
the reactor will be studied and modeled to predict the
species concentrations above the surface of the substrate
accurately. The information obtained from the model
will then be passed onto a surface deposition model to
predict the AlN/GaN deposition rate distribution on the
substrate.
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37.2 Mathematical Models for AlN/GaN Vapor Deposition

Characteristics of chemical vapor deposition process
are determined by gas hydrodynamics and chemical
kinetics, which are affected by reactor geometry and
process conditions. To reduce the complexity, the fol-
lowing assumptions are usually made for simulations:

1. The gas mixture is treated as a continuum
2. An ideal gas law is used
3. Gas flow is laminar
4. Gas mixture in the CVD reactor is radiative-

transparent
5. Viscous dissipation of gas mixture is neglected.

It should be noted that these assumptions do not
essentially limit the accuracy of the model for a wide
range of vapor deposition process conditions.

37.2.1 Transport Equations

Based on these assumptions, the following equations
can be used to describe the vapor deposition process:

Continuity
∂ρ

∂t
+∇ · (ρV) = 0 . (37.1)

Momentum
∂

∂t
(ρV)+∇ · (ρVV)

= −∇ p+ρg . (37.2)

Energy
∂

∂t
(ρh)+∇ · (ρVh)

= ∇
(

k

Cp
∇h

)
+ τij

∂ui

∂x j

+q
′′′
latent +q

′′′
radi +q

′′′
eddy

+q
′′′
react . (37.3)

Species transport (in mass fractions Yi )

∂

∂t
(ρYi )+∇(ρVYi ) = ∇(ρD∇Yi )+ ẇi . (37.4)

Ideal gas law p = ρRT
∑

i

Yi

Wi
. (37.5)

Here ρ is the density, g is the gravitational accelera-
tion vector, V is the gas velocity, p is the pressure, τ

is the viscous stress tensor, T is the temperature, k is the
thermal conductivity, D is the binary diffusion coeffi-
cient of reactant in carrier gas, Yi is the mass fraction of
species i, ẇi is the gas-phase reaction rate of species i,
Wi is the molecular weight of species i, and R is the gas
constant. q

′′′
latent = ΔHvs Ṁvs is the latent heat of phase

change with ΔHvs as the specific latent heat and Ṁvs as

the deposition rate; q
′′′
radi is the heat exchange rate due to

radiation; q
′′′
eddy = 1

2σcωA0 A∗
0 is the power dissipation

rate due to an induced eddy current in the susceptor,
in which σc is the electrical conductivity of the suscep-
tor, ω is the alternate current frequency in the induction
coils, and A0 is the induced magnetic potential; q

′′′
react is

the heat release or absorption due to reactions. Calcula-
tion of q

′′′
radi will be detailed in the radiative heat transfer

model.

Critical Condition for Radiation Dominance. Radia-
tive heat transfer becomes important when temperature
is high (≈ 1000 ◦C). Heat fluxes transferred between
the hot and cold walls due to heat conduction, convec-
tion, and radiation are calculated analytically to show
the importance of radiative heat transfer. Considering
a typical reactor for GaN/AlN growth, the distance be-
tween two walls d is chosen as 0.1016 m (5 inches), and
the length of the walls is 0.508 m (20 inches). The ra-
diative emissivity of the walls is 0.25 (if the reactor is
made of metal). Temperature for the cold wall is 300 K,
and the hot-wall temperature varies from 300 to 2000 K.
Nitrogen is running between the walls with a Reynolds
number of 100. Such a system can be approximated as
a one-dimensional (1-D) problem for a first analysis.
Heat flux due to heat conduction, convection, and ra-
diation can then be calculated. The conductive heat flux
is

q′′ = k
ΔT

d
= k

Thot − Tcold

d
. (37.6)

The convective heat flux is [37.107]

q′′ = hΔT = kNu

d
ΔT

= 0.46kRe0.5
f Pr0.43

f

(
Prf

Prw

)0.25

×

(
d

L

)0.4

(Thot − Tcold)/d . (37.7)

The radiative heat flux is

q′′ = σ
(
T 4

hot − T 4
cold

)
2(1−ε)

ε
+ 1

Fh–c

, (37.8)

where k is the thermal conductivity of nitrogen, h is
the convective heat transfer of cold nitrogen on the
hot wall surface, Nu is the Nusselt number, Ref is the
Reynolds number of the nitrogen flow, Prf is the Prandtl
number with the reference temperature of the gas, Prw
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Fig. 37.3 Comparison of heat flux due to conduction, con-
vection, and radiation

is the Prandtl number with the reference temperature
of the hot wall, σ is the Stefan–Boltzmann constant
(5.672 × 10−8 W/m2 K4), and Fh–c is the view factor be-
tween the hot and cold walls, which is calculated to be
0.82. The heat fluxes calculated from (37.6–37.8) are
summarized in Fig. 37.3.

It is found that the radiative heat flux is an or-
der of magnitude higher than conduction or convection
when the hot-wall temperature is 1000 K. Radiation will
therefore be dominant when the temperature is higher
than 1000 K.

The integro-differential radiative heat transfer equa-
tion for calculating the radiative heat flux can be written
as follows

dI (r, s)

ds
= −(αa +σs)I (r, s)+αa Ib(r)

+ σs

4π

4π∫
0

I (r, s′)Φ(s · s′)dΩ′, (37.9)

where I is the radiation intensity, r is the position
vector, s is the direction vector, αa is the absorption co-
efficient, and σs is the scattering coefficient. Ib is the
intensity of the black body, Φ is the phase function of
energy transfer, and Ω′ is the solid angle of the radiation
beam.

Thermal radiation can be transported by the follow-
ing four mechanisms:

1. From surface to surface
2. From surface to volume

3. From volume to surface
4. From volume to volume.

Equation (37.9) is applicable for an absorbing,
emitting, and scattering medium. For some media,
a simplified model can be used instead of (37.9). For
inert gases, which can be considered as totally transpar-
ent to radiation, only surface-to-surface radiation should
be considered instead of solving (37.9). It is therefore
important to select an appropriate radiation model for
a certain radiation problem to save calculation time. Op-
tical thickness is usually used as a critical parameter to
determine which radiation model should be used. The
optical thickness L is defined as follows:

L = αR , (37.10)

where α is the absorption coefficient and R is the char-
acteristic length of the medium. Some of the most
commonly used radiation models and their applicable
regimes in reference to optical thickness are sum-
marized in Table 37.4, together with the radiation
transportation considered in the model and the property
of the radiative surface.

The first three models in Table 37.4 do not require
(37.9) to be solved. The discrete ordinate model that
needs to solve (37.9) will be used in most calculations
presented in this chapter.

37.2.2 Growth Kinetics

In a typical chemical vapor deposition system, a thin
film is formed by deposition from surface chemical
reactions. Reactive molecules that contain atoms of
the material to be deposited are introduced as a mix-
ture of gases (usually diluted with inert carrier gases
such as argon and nitrogen) into the temperature- and
pressure-controlled environment of the reacting cham-
ber in which the targets (wafers) on which deposition
takes place are located. Heterogeneous reactions take
place on the substrate. For example, in the case of
epi-silicon production from silane pyrolysis, some ini-
tial portions of the overall reaction may occur in the
gas phase, but the final stage of the reaction forming
elemental silicon occurs on the wafer surface. Ho-
mogeneous gas-phase reactions may also occur, either
preceding, parallel with, or in competition with the
heterogeneous surface reactions. As the precursor gas
approaches the wafer surface, it may react in the gas
phase due to the high temperature (> 400 ◦C at 1 atm).
The reactions may form intermediate species, such as
SiH2, or a series of reactions may proceed to form el-
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Table 37.4 Summary of radiation models

Radiation model Optical Radiation transport Radiation surface

thickness (m) mechanisms

P1 model [37.108, 109] L > 1 (a) (c) Gray

Rosseland model [37.108] L > 3 (a) (c) Gray

Surface-to-surface model [37.110] L � 1 (c) Gray

Discrete exchange factor model [37.111] 0 < L < +∞ (a) (b) (c) (d) Gray or non-gray

Discrete ordinate mode [37.112] 0 < L < +∞ (a) (b) (c) (d) Gray or non-gray

Discrete transfer model [37.113] 0 < L < +∞ (a) (b) (c) (d) Gray

emental silicon. In the latter case, silicon atoms may
form small silicon grains in the gas phase. These grains
then flow out of the system (sometimes causing an ad-
ditional problem) or migrate to the wafer surface, where
they form an irregular porous deposit, as well as loosely
adherent particles. This gas-phase or homogeneous re-
action does not form the dense uniform films needed for
integrated-circuit applications and is usually suppressed
in favor of heterogeneous reactions.

The sequence of events that may take place dur-
ing vapor deposition process is shown in Fig. 37.4. It
includes:

1. Reactant gases enter the reaction area inside the re-
actor by convection and diffusion.

2. Homogeneous gas-phase reactions take place, and
intermediate species may be formed.

3. Species diffuse trough the boundary layer onto the
surface.

4. Adsorption and diffusion of these species occur on
the surface.

5. Heterogeneous reaction, nucleation, and lattice in-
corporation take place on the surface, leading to the
formation of a solid film.

Bulk flow of reactant gases

Reaction area(1) (7)

(6)

(2)

(3)
(4) (5)

Boundary layer

Substrate

Fig. 37.4 Sequence of events during vapor deposition

6. Desorption of adsorbed species away from the sur-
face through the boundary layer.

7. Byproduct is transferred away from the reaction
area in the reactor chamber.

Among these steps, the slowest will determine the de-
position rate. A species concentration layer only exists
when the reactor pressure is relatively high. If the gases
pressure inside the reactor is low (i. e., in the range of
mTorr), the species concentration boundary layer is no
longer applicable, since the species transportation speed
due to diffusion is much faster than the speed due to
convection.

It is clear that many of the steps involved are
transport related. The extent and role of the transport
phenomena are, however, determined by process pa-
rameters such as substrate temperature, flow rate, and
reactant partial pressure, as well as the chemistries in-
volved. Depending on which of these is the dominant
factor, the deposition process may be thermodynamical,
diffusion or kinetics controlled.

In a thermodynamically controlled process, the
mass transfer of species to and from the deposition
zone is much slower than either mass transfer between
the main flow and the substrate or mass transfer from
the surface processes. Steps 1 and 7 are therefore rate-
controlling steps. The process is assumed to proceed
under thermodynamic equilibrium, and the deposition
rate is generally determined by the equilibrium values
of the partial pressures of species in the system.

In a diffusion- or mass-transport-controlled process,
the rate-determining step is the diffusion or transport of
the reactant gases to the substrate surface. The gas flow,
heat transfer, and species diffusion play the dominant
roles in determining the deposition characteristics.

Finally, in a kinetics-controlled system, the sur-
face processes are not as fast as steps 1 and 7, nor
3 and 6. The rate-determining step is therefore the
slowest of steps 4 and 5. Substrate temperature then
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Vapor Growth of III Nitrides 37.3 Characteristics of AlN/GaN Vapor Deposition 1251

plays an important role whereas the flow field has only
a marginal influence. For some combinations of tem-
perature and concentration, the homogeneous gas-phase
reaction plays an important role and determines the de-
position rate.

37.2.3 Numerical Solution

The simulation procedures are summarized as follows:

1. Grids are generated for calculating the electromag-
netic field and heat and mass transfer, respectively.

2. The electromagnetic potentials are calculated. If
the electrical/magnetic properties are dependent on
temperature, this procedure will be repeated at a cer-
tain time interval until a steady-state temperature

distribution is achieved. The calculated power dis-
sipation distribution will be used as a source term
for the energy transport calculation.

3. Pressure and velocity fields are calculated.
4. Energy transport and radiative heat transfer equa-

tions are solved iteratively at each time step until
convergence is reached.

5. The species transport equations are solved for every
species.

6. The thermoelastic stress distribution in the crystal
may be solved based on the temperature field ob-
tained in the crystal.

It should be noted that, in the program, steps 2–5 have
to be repeated in an iterative way until the final variable
fields stabilize.

37.3 Characteristics of AlN/GaN Vapor Deposition

The purpose of studying the characteristics of trans-
port phenomena in a CVD system is to achieve fast
and effective design of CVD reactors. In this section
GaN growth using an IVPE system will be used as an
example to identify the critical transport parameters.
Heat and mass transfer will be analyzed theoretically for
the following two reasons. First, this can provide use-
ful information for the control of the transport process.
Second, analytical results can be used to validate the ac-
curacy of numerical simulation. Gas-phase and surface
reactions will be analyzed thermodynamically and ki-
netically. Based on this analysis, a model for gas-phase
and surface reactions can be provided.

37.3.1 Theoretical Analysis
of Heat and Mass Transfer

Important Dimensionless Groups
An order-of-magnitude study provides a basic un-
derstanding of the complex heat and mass transport
phenomena in a vapor-growth system. The important
dimensionless groups and their definitions are listed
in Table 37.5.

For a typical vapor deposition system, the Reynolds
number (Re) is usually in the range of 1–100, which
corresponds to laminar flow. The Grashof number is
usually kept below 105. A large value of Gr indi-
cates strong natural convection in the system, leading
to a complicated flow pattern in the growth chamber.
The ratio of the Grashof number Gr to the Reynolds
number squared, Re2, is used to quantify whether heat

transfer is mainly controlled by natural or forced (in-
ertia) convection. The regimes for natural convection,
forced convection, and mixed convection are shown in
Table 37.6 [37.114].

The value of the Prandtl number (Pr) is usually
in the range of 0.1–0.7 for gas. The Schmidt number
(Sc) is in the range of 0.01–1.0, depending strongly on
pressure. At low pressure the species exhibits strong dif-
fusion and the Schmidt number will lie towards the low
end of this range. The thermal and mass Péclet num-
bers (PeT and PeM) are usually in the range of 1–100.
The Damköhler numbers (Da) for the gas phase and sur-
face are reaction dependent. A small value (� 1) means
that the gas-phase or surface reactions are negligible.
These dimensionless groups, along with the govern-
ing equations and appropriate boundary conditions,
can provide the entire picture of a vapor deposition
process.

Analytical Analysis of Gas Flow
For a conventional vapor-growth reactor, one of the
key issues is maintaining a suitable growth environment
near the substrate area, which is usually achieved by
controlling the flow, temperature, and species concen-
tration. To achieve an appropriate gas flow environment
in the reactor, the relationship between the reactor diam-
eter, total gas flux, and Reynolds number is studied. The
Reynolds number can have the form

Re = ρQd

Aμ
, (37.11)
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Table 37.5 Important dimensionless groups in a CVD
reactor

Dimensionless Definition Physical

group interpretation

Reynolds (Re) ρ0V0 Lc
μ0

Inertial forces/

viscous forces

Grashof (Gr) gρ2
0 L2

c (Tw) Buoyancy forces/

− Tin(
μ2

0T0
)2 viscous forces

Prandtl (Pr)
μ0Cp0

k0
Momentum diffusivity/

thermal diffusivity

Schmidt (Sc) μc
ρ0D Momentum diffusivity/

species diffusivity

Thermal Re ·Pr Convective heat transfer/

Péclet (PeT) conductive heat transfer

Mass Péclet Re ·Sc Convective mass transfer/

(PeM) conductive mass transfer

Gas-phase
r
g
0 Lc
V0

Typical time for flow/

Damköhler typical gas-phase

(Dag) reaction time

Surface
rs
0 Lc
V0

Typical time for flow/

Damköhler typical surface

(Das) reaction time
ρ0, μ0, k0, Cp0, D0, and β0 are the values of ρ, μ, k,
Cp, D, and β (β = 1/T0 for ideal gas) at the average process
gas temperature T0 = (Tw + Tin)/2, where Tw and Tin are the
temperature on the reactor wall and the temperature at inlet
of the reactor, respectively. Lc is the characteristic length,
defined as the diameter of the reactor, V0 is the characteristic
velocity, defined as the inlet process gas velocity, rg

0 is the gas-
phase reaction constant, and rs

0 is the surface reaction constant.

where ρ is the density of the mixing gases, Q is the to-
tal volume flow rate, d is the diameter of the reactor,
A is the area, and μ is the dynamic viscosity. In the
GaN growth system presented here, nitrogen and am-
monia are the mass-dominant species in the reactor, and
their molar ratio is assumed to be 1 : 1. The dynamic
viscosities of nitrogen and ammonia are very similar.
Sutherland’s law is used to determine the dynamic vis-
cosity μ = (AT 3/2)/(B + T ), where the coefficients are

Table 37.6 Criteria for natural and forced convection

Convection Gr/Re2 criteria

Natural > 16

Mixed ∈ [0.3, 16]
Forced ∈ [0, 0.3]

A = 1.461 × 106 and B = 79.96. The relationships of
the volume flow rate and density with temperature and
pressure can be expressed as Q = Q0(T/T0)(P0/P) and
ρ = ρ0(T0/T )(P/P0), respectively.

Equation (37.11) can be rewritten as

ReD = 0.907ρ0 Q0(111.5+ T )

dT 3/2
, (37.12)

where ρ0 (1.005 kg/m3) and Q0 are the density and
flow rate of the mixture under standard conditions (0 ◦C
and 1 atm). For a typical vapor-growth system, the
Reynolds number is usually kept in the range 1–100
to maintain a stable, laminar flow environment, which
allows a sufficient residence time of reactants on the
substrate for surface deposition. Figure 37.5 shows
the relationship between the volume flow rate and
reactor diameter at different Reynolds numbers. Exper-
imental operating temperature of 1050 ◦C and pressure
of 200 Torr are used in the calculation. It is shown
in Fig. 37.5 that the total flow rate should be controlled
at about 1 slm in order to achieve a Reynolds number of
10 for a reactor diameter of 5 cm.

Analytical Analysis of Heat and Mass Transfer
Besides forming a laminar-flow condition, a uniform
species concentration distribution on the substrate is
also preferred, as this is essential for deposition qual-
ity. Since gas flow is laminar in the reactor, there is no
direct mixing. The transport of NH3 from the near wall
to the substrate surface will be mainly achieved through
molecular diffusion in the stream. It is therefore impor-

Re = 1
Re = 10
Re = 50
Re = 100

0 4 8 12 16 20 24 28

Total flux (slm)

Reactor diameter (cm)

102

101

100

10–1

10–2

Fig. 37.5 Relationship between chamber diameter and gas
flow rate with different Reynolds numbers
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tant to allow ammonia sufficient time to diffuse to the
substrate surface. This can be controlled by the total
flow rate Q, the diameter of the reactor d, the diffusion
coefficient of NH3 in N2 D, the distance between the
substrate and the silica nozzle L , and the temperature
and pressure in the reactor. To estimate the mixing time
needed, or to select an appropriate substrate–nozzle dis-
tance (Fig. 37.1a) at different flow rates, it is assumed
that the reactor tube is filled with N2 with a flow rate
of Q, and at t = 0 an NH3 concentration of Cs is added
on the wall of the reactor. According to [37.115], by
solving the diffusion problem for a laminar flow in
a rounded tube, the dimensionless average NH3 concen-
tration can be expressed as

Δ′ = Cs −Cav

Cs −C0
= 0.819e−14.6272β′′

+0.0976e−89.22β′′ +0.0135e−212.2β′′ + . . .

(37.13)

where Cav is the averaged NH3 concentration at a cer-
tain axial position X, β′′ = DX/4r2Ūav, D is the binary
diffusion coefficient, r is the radius of the cylinder, Ūav
is the averaged gas velocity, and C0 = 0 is the initial
concentration of NH3 in the tube. According to (37.13),
when β′′ = 0.2, Cav = 0.95Cs with an exposure length
of X. It is therefore concluded that, when β′′ = 0.2,
different species have been mixed very well due to mo-
lecular diffusion. In the growth reactor, Ūav = Q/A, and
the total exposure length, or the substrate–nozzle dis-
tance, is L . The following equation has to be satisfied
for a uniform species concentration distribution on the
substrate surface

β′′ = 0.2 = DL
A

4r2 Q
. (37.14)

The diffusion coefficient of NH3 in N2 can be estimated
from [37.90]

D = D0

(
T

T0

)n(
P0

P

)
, (37.15)

with D0 = 2.3 × 10−5 m2/s, T0 = 298 K, P0 = 760 Torr,
and n = 1.8. The influence of species concentration
on the diffusion coefficient can be neglected. Equa-
tion (37.14) can therefore be rewritten as

Q0 = πD0
( T

T0

)0.8

4β′′ L , (37.16)

with β′′ = 0.2 and T = 1373 K. The relationship be-
tween the standard flow rate and the substrate–nozzle
distance is given by

Q0 = 1.62L . (37.17)

According to (37.17), when the total flow rate increases,
a larger substrate–nozzle distance is required to achieve
a uniform species concentration distribution on the sub-
strate. For a typical flow rate of 3 slm, the corresponding
substrate–nozzle distance for complete mixing is about
11.9 cm.

Temperature control in a vapor-growth system is
critical. To obtain sufficiently high activation energy,
reactants have to be preheated before they reach the sub-
strate. The analytical method can be used to calculate
the temperature variation of gases in the tubular reac-
tor subject to different operational conditions such as
flow rate, pressure and temperature of the furnace, and
geometric conditions such as the diameter of the reac-
tor. For the resistance heating system discussed here,
we assume a constant temperature of Tw = 1373 K on
the reactor wall and that the inlet gas mixture is com-
posed of N2 and NH3 with a molar ratio of 1 : 1 and
a temperature of Tin = 300 K.

The analytical solution of the problem can be shown
to be [37.116]

Tm(x) = Tw − (Tw − Tin) exp

(
− αNu

r2Ūav
z

)
, (37.18)

where Tm(x) is the bulk longitudinal average temper-
ature at position z, αT = (k/(ρC p)) is the thermal
diffusion coefficient of the mixture, and Nu = hd/k
is the Nusselt number. Solution of the above prob-
lem gives Nu = 3.66. Since the average velocity in the
round tube is Ūav = Q/A = Q0(Tav/T0)(P0/P)/(πr2),

Q = 0.5 slm
Q = 1 slm
Q = 2 slm
Q = 3 slm
Q = 5 slm
Q = 10 slm
Q = 20 slm

0 20 40

Tin = 300 K

Tw = 1373 K

60 80 100

Tm (K)

z (cm)

1400

1200

1000

800

600

400

200

Fig. 37.6 Bulk mean temperature along the z-axis
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(37.18) can be rewritten as

Tm(z) = Tw − (Tw − Tin)

× exp

(
− 3.66α

Q0

(
Tav
T0

)(
P0
P

)
z

)
. (37.19)

Equation (37.19) indicates that temperature is inde-
pendent of the reactor diameter. With a reference
pressure of 200 Torr and Tav = 1000 K, the thermal dif-
fusion coefficients for NH3 and N2 are 8.49 × 10−4 and
6.22 × 10−4 m2/s, respectively. We used the averaged
thermal diffusion of 7.36 × 10−4 m2/s in (37.19) to cal-
culate the mean temperature distribution.

Figure 37.6 shows the bulk mean temperature varia-
tion along the z-axis, i.e., the distance from the gas inlet
in the axial direction, under different total flow rates.
The inlet gas temperature in this case is 300 K and the
wall temperature is 1373 K (dashed line). For a reactor
tube length of 102 cm, the gas can be heated to the re-
actor wall temperature at a flow rate of less than 10 slm.
For a typical flow rate of 3.0 slm, the temperature of
mixed gas can reach 1300 K within a heating length
of 17.8 cm.

In experiments, a uniform temperature distribution
on the substrate surface is essential to achieve uniform
deposition and reduce the thermal stress in thick films.
Numerical simulations can be conducted to optimize
operating and geometric conditions.

37.3.2 Thermodynamic and Kinetic Analysis
of Chemical Reactions

Thermodynamic and kinetic analysis of reactions al-
lows us to predict the growth rate on the substrate in
order to improve geometric and operating conditions
for fast and uniform deposition. Assuming that reac-
tions are in quasithermodynamic equilibrium, reaction
constants can be calculated, and the quasi-equilibrium
partial pressures of the reactants and products can be de-
termined. The rate of the gas-phase reaction and surface
deposition can be calculated. Thermodynamic calcula-
tions, however, only provide an upper limit. For the
situation with high flow rate and limited reaction space,
reactions in a vapor deposition system could be far
from the equilibrium status. Kinetic analysis is there-
fore needed to understand how fast the reactions can
proceed in the system. Kinetic data for gas-phase and
surface reactions required for numerical simulations can
be obtained from experiments. By solving the gas-phase
reaction as a volumetric term and the surface reaction as
a boundary condition on the substrate surface, the dis-

tributions of species concentration in the CVD reactor
and the deposition rate on the substrate surface can be
predicted under various operating conditions.

Thermodynamic Analysis
of Gas-Phase and Surface Reactions

Prediction of Gas-Phase Reactions. Gas-phase reac-
tions can be analyzed thermodynamically under differ-
ent species concentrations, temperatures, and pressures.
There are two methods to predict gas-phase reactions.
In the first method, the species present in the system
have to be specified, however no reaction step will be
assigned. The concentration of difference species will
be determined by minimizing the Gibbs energy of the
system. In the second method, reaction steps will be
assigned, and the reaction constants will be used to de-
termine the reaction rates.

In the first method, chemical equilibrium is reached
at constant temperature and pressure when the Gibbs
energy is minimized. The Gibbs energy per unit mass
of a system with N species can be written as follows:

G =
N∑
1

niμi =
N∑

i=1

ni

(
μ0

i +RT ln
pi

p0

)
, (37.20)

where p0 is the reference pressure of 1 atm and ni is
the molar amount of species i. Since the chemical po-
tential μi is a function of temperature and pressure, the
Gibbs energy is minimized at constant T and p for the
correct combination of ni . Elements must be conserved
by the change in composition, which adds additional
constraints to the system of the form

N∑
i=1

a jini = b j for j = 1, . . . , M , (37.21)

where a ji is the number of atoms of element j in
species i, M is the total number of elements in the sys-
tem, and b j is the total number of moles of element j
per unit mass.

The composition that minimizes the Gibbs energy
while satisfying the element balances is obtained by
introducing the function

Θ = G +
M∑

j=1

λ j

( N∑
i=1

a jini −b j

)
. (37.22)

The quantities λ j are termed Lagrangian multipliers.
Since (37.21) must be satisfied to conserve elements,
the second term on the right-hand side vanishes and
the composition that minimizes Θ also minimizes G.
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Differentiating (37.22) with respect to ni gives

∂Θ

∂ni
= μi −

M∑
j=1

a jiλ j for i = 1, . . . , N . (37.23)

Differentiating (37.22) with respect to λi gives

∂Θ

∂λi
= bi −

N∑
j=1

a jini for i = 1, . . . , N . (37.24)

Setting (37.23) and (37.24) to zero generates N + M
equations which can be solved to give the composition
at the chemical equilibrium.

Thermodynamic gas-phase reaction analysis in the
second method makes calculations simpler than in the
first method since the reaction steps are already known.
The gas-phase reaction from I2 and H2 will be used as
an example to demonstrate the analysis process. The
gas-phase reaction from I2 and H2 is given by

1
2 H2(g)+ 1

2 I2(g) � HI(g) . (37.25)

The following equations can be obtained according to
the above reaction

K = exp

(
−ΔG0

r

RT

)
= P e

HI√
P e

I2
P e

H2

, (37.26)

P0
H2

− P e
H2

= P0
I2

− P e
I2

, (37.27)

P e
HI = 2

(
P0

I2
− P e

I2

)
, (37.28)

where P0
H2

and P0
I2

are the initial partial pressures of
H2 and I2; P e

H2
, P e

I2
, and P e

HI are the equilibrium partial

400 600 800 1000 1200 1400

ΔGt
0 (kJ/mol)

Temperature (K)
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–10
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–14

–16

Fig. 37.7 Free energy change of reaction (37.25)

pressures of H2, I2, and HI; K is the reaction equi-
librium constant; and ΔG0

r is the Gibbs free energy
change. The dependence of ΔG0

r on temperature is
shown in Fig. 37.7 [37.117, 118].

With the given reaction temperature, the Gibbs free
energy change can be obtained. The equilibrium con-
stant K can, therefore, be calculated. The reaction
equilibrium pressure of each species in reaction (37.25)
can be solved from (37.26–37.28) when the initial par-
tial pressures of H2 and I2 are given.

Thermodynamic Prediction
of Surface Reactions

Based on the assumption that surface kinetic limitations
occur at the stage of species adsorption/absorption on
the substrate surface, a quasithermodynamic approach
can be used to predict the surface deposition rate with
different sticking coefficients, growth temperatures, and
gas supersaturations [37.92]. Surface deposition of GaN
from GaI and NH3 is used as an example to predict the
deposition rate

GaI(g)+NH3(g) � GaN(s)+HI(g)+H2(g) .

(37.29)

Figure 37.8a and b show a schematic of GaN deposition
on the substrate surface and a typical reactant species
concentration boundary layer formed on the substrate
due to surface reactions, respectively. The concentra-
tion of GaI before the mixing gas reaches the substrate
area is defined as C = C0. Due to the surface reaction
of GaI with NH3 on the substrate, the GaI concentra-
tion decreases to C = Cw on the substrate surface. The
concentration boundary layer χ is defined as the dis-
tance where the GaI concentration changes from C0 in
the bulk gas to Cw on the substrate surface.

Species are transported to the concentration bound-
ary layer by the concentration gradient due to the
surface deposition. Assuming that the decrease of
species concentration from the bulk gas to the substrate
surface is linear with the concentration boundary-layer
thickness, a species mass flux in the gas phase can be
expressed as

Ji = Di Mi
∂C

∂n
= Di Mi

χ

(
C0

i −Cw
i

) [kg/m2s] ,

(37.30)

where n is the coordinate normal to the substrate
surface, C0

i and Cw
i are the species molar concentra-

tion in the bulk gas and on the deposition surface
at the interface temperature, respectively, Di is the
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Fig. 37.8 (a) Schematic of GaN
deposition on a substrate and (b) con-
centration boundary formed on the
substrate due to surface reactions

diffusion coefficient of species i, Mi is the molecu-
lar weight of species i, and χ is the concentration
boundary-layer thickness. According to the ideal gas
law, Pi = CiRT, (37.30) can be rewritten as

Ji = Di Mi

RTχ

(
P0

i − Pw
i

) [kg/m2s] , (37.31)

where P0
i and Pw

i are the species partial pressure in
the bulk gas and on the deposition surface. At the sub-
strate surface, according to the Hertz–Knudsen law, the
interface mass flux of species i is given by

Ji = αiβi
(
Pw

i − P e
i

) [kg/m2s] , (37.32)

where αi (0 ≤ αi ≤ 1) is the sticking coefficient of
species i which accounts for all interfacial kinet-
ics controlled by step and kink density, provided by
two-dimensional nucleation and dislocations in the
modern version of the Burton–Cabrera–Frank the-
ory [37.119]; βi = ( Mi

2πRT
)1/2

is the thermodynamic
factor of species i and P e

i is the equilibrium partial
pressure of species i on the substrate surface.

The following equations can be obtained according
to reaction (37.29)

JGaI

MGaI
= JNH3

MNH3

= ρGaNVg

MGaN
, (37.33)

JGaI

MGaI
+ JHI

MHI
= 0 , (37.34)

JGaI

MGaI
+ JH2

MH2

= 0 , (37.35)

P e
HI P e

H2
= k1 P e

GaI P e
NH3

. (37.36)

According to (37.33–37.36), there are four unknowns,
i. e., P e

HI, P e
GaI, P e

NH3
, and P e

H2
, and four equations.

Given the wall partial pressures Pw
HI, Pw

GaI, Pw
NH3

, and
Pw

H2
and the sticking probabilities αi of the species HI,

GaI, NH3, and H2 on the substrate surface, the reaction
rate can be obtained by solving (37.33–37.36).

Modeling of Gas-Phase
and Surface Reactions Kinetically

Kinetic Modeling of Gas-Phase Reactions. A system
that has a number Nr of gas-phase reactions involving
a number Nsp of species can be expressed in general
notation by

Nsp∑
i=1

ν′
ijΛi =

Nsp∑
i=1

ν′′
ijΛi , j = 1, . . . , Nr , (37.37)

where ν′
ij and νij

′′ are the forward and backward sto-
ichiometric coefficients for the ith species in the jth
reaction. The above equation can be written more com-
pactly as

Nsp∑
i=1

νijΛi = 0, j = 1, . . . , Nr , (37.38)

where νij = νij
′′ − ν′

ij . The stoichiometric coefficients
are integers for elementary reactions and are normally
0, 1 or 2.

The molar production rate of species i due to gas-
phase reaction is

ω
g
i =

Nr∑
j=1

νijq j , (37.39)

where q j is the rate-of-progress variable for the jth
reaction, which can be expressed as

q j = (kf) j

Nsp∏
i=1

c
a′

ij
i − (kr) j

Nsp∏
i=1

c
a

′′
ij

i , (37.40)

where (kf) j and (kr) j are temperature-dependent for-
ward and backward rate coefficients, ci is the concen-
tration of species i, and a′

ij and a
′′
ij are constants. For

elementary reactions which obey the mass action law,

Part
F

3
7
.3



Vapor Growth of III Nitrides 37.3 Characteristics of AlN/GaN Vapor Deposition 1257

Table 37.7 An example of gas species, adsorbed species, and bulk species

Surface Gas Adsorbed Deposited

reactions species species species

NH3(g) �NH3 ads NH3 NH3 ads None

GaI(g)+NH3 ads �GaN(s)+HI(g)+H2 GaI, HI, H2 NH3 ads GaN

AlCl3(g)+NH3(g) �AlN(s)+3HCl(g) AlCl3, NH3, HCl None AlN

a′
ij = ν′

ij and a
′′
ij = ν

′′
ij , the rate coefficients are assumed

to have the Arrhenius form of

kf = AT n
(

p

patm

)m

e
−Eaf
RT , (37.41)

kr = AT n
(

p

patm

)m

e
−Ear
RT , (37.42)

where A is pre-exponential constant, n indicates the
temperature dependence, m is the exponent of the pres-
sure dependency, Eaf is the activation energy for the
forward reaction, and Ear is the activation energy for
the backward reaction. All these constants are provided
by experiment results of kinetic reaction analysis. For
a typical reaction of the form

αA +βB → C + D , (37.43)

the rate of the gas-phase reaction is expressed as

ω̇g = ApT n exp

(−Ea

RT

)(
p

patm

)m

× Cα
ACβ

B [kmol/m3s] , (37.44)

where CA and CB are the molar concentrations of re-
actants A and B, and α and β are the concentration
exponents of A and B, respectively.

Kinetic Modeling of Surface Reactions. The general
form of the surface reaction is

Ng∑
i=1

a′
ij Ai +

Ns∑
i=1

b′
ij Bi (s)+

Nb∑
i=1

c′
ijCi(b)

=
Ng∑

i=1

a
′′
ij Ai +

Ns∑
i=1

b
′′
ij Bi(s)+

Nb∑
i=1

c
′′
ijCi(b) , (37.45)

where aij is the gas species stoichiometric, bij is the
adsorbed species stoichiometric, cij is the bulk species
stoichiometric, Ng is the total number of gas-phase
species, Ns is the total number of adsorbed species, and
Nb is the total number of deposited species. For exam-
ple, in Table 37.7 the gas species, adsorbed species, and
bulk species are listed for each reaction.

The surface reaction rate corresponding to reac-
tion (37.43) may be expressed as

ω̇s j = kf j

Ng∏
i=1

C
a′

ij
aiw

Ns∏
i=1

C
b′

ij
bi(s)

− kr j

Ng∏
i=1

C
a
′′
ij

aiw

Ns∏
i=1

C
b
′′
ij

bi(s) [kmol/m2s] ,

(37.46)

where kf j and kr j are the forward and backward re-
action rates, Caiw is the gas-phase concentrations of
species i at the surface and can be expressed as
Caiw = ρwYw

i /Mi , where ρw is the gas-phase mass den-
sity, Y w

i is the gas-phase mass fraction of species i
near the wall, and Mi is the molecular weight of gas
species i. Cbi(s) is the surface concentration of adsorbed
species i and can be expressed as Cbi(s) = ρs Xi , where
ρs is the surface site density and Xi is the surface site
fraction of adsorbed species i. It is seen from (37.46)
that the concentration dependence of bulk species is
neglected.

Two different approaches, the sticking probability
(or sticking coefficient) method and finite rate method,
are usually used to estimate the surface reaction rate in
numerical simulations. The sticking probability method
calculates the reaction rate based on sticking probability
and precursor thermal flux, while the finite rate chem-
istry uses the kinetic expression to evaluate the reaction
rate. When using the sticking probability method, the
surface rate becomes

ω̇s j = γ j JA

Ns∏
i=1

(Xi )
b′

ij , (37.47)

where the sticking probability γ j is described in Arrhe-
nius form as

γ j = f (θs) j exp

(−Ea j (θs)

RT

)
, (37.48)

where f (θs) j is the function of the existing surface
coverage of adsorbed species j, θs is the Langmuir
definition of surface coverage of certain species or the
fraction of sites that are occupied on the substrate sur-
face, and Ea j is the activation energy for adsorption of
species j.
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The thermal flux of precursor A, or the incident rate
of precursor onto the substrate (Hertz–Knudsen law)
can be expressed as

JA =
(

RTw

2πMA

)1/2

CAw , (37.49)

where CAw is the concentration of precursor A near the
wall.

For the finite rate method, the surface reaction rate
is the same as (37.47). For example, the reaction rate
using a finite rate method can be expressed as

ω̇s = AsT n exp

(−Eas

RT

)(
p

patm

)m

Cα
AwCβ

B(s) ,

(37.50)

for the reaction αA(g)+βBads → C(s)+D(g).

37.4 Modeling of GaN IVPE Growth – A Case Study

In this section, a case study is presented to demon-
strate optimization of GaN IVPE growth by computer
modeling. In this example, the growth surface evolution
mechanism will be presented and thermodynamic and
kinetic methods will be used to predict gas-phase and
surface reactions.

37.4.1 Scaling Analysis

The important dimensionless groups, their physical
definitions, and calculated values in the vapor-growth
reactor are listed in Table 37.8.

The values of ρ0, μ0, k0, C p0, and D0 ob-
tained from simulation results are 6.0 × 10−2 kg/m3,
4.8 × 10−5 kg s/m, 1.3 × 10−1 J s/m K, 1740.0 J K/kg,
and 1.0 × 10−3 m2/s, respectively. Lc is selected as the
diameter of the furnace reactor, which is 0.045 m, and
V0 is estimated as 0.67 m/s based on a total flow rate of
3.0 slm and a reactor pressure of 200 Torr.

According to Table 37.8, the flow is mainly laminar
in the reactor; heat and mass transfer due to convec-
tion is much more important than conduction/diffusion.
The ratio of the Grashof number Gr to the Reynolds
number squared Re2 is used to examine whether heat

Table 37.8 Important dimensionless groups in the IVPE
reactor

Dimensionless group Value

Reynolds (Re) 37.7

Grashof (Gr) 940.0

Prandtl (Pr) 0.64

Schmidt (Sc) 0.73

Thermal Péclet (PeT) 24.2

Mass Péclet (PeM) 27.4

Gas-phase Damköhler (Dag) –

Surface Damköhler (Das) –

transfer is mainly controlled by natural convection,
forced convection, or both. For the case presented here
Gr/Re2 = 0.66, indicating that both forced convection
and natural convection are important.

37.4.2 Computational Issues

To better understand the heat and mass transfer in-
side the system, numerical simulations are conducted
by solving governing equations together with gas-phase
and surface reactions. A schematic of the system and
numerical grids is shown in Fig. 37.9.

Since the growth cell is positioned in a uniform-
temperature region, a constant temperature was as-

Heater

Substrate holder

Alumina tube

Grid

Quartz tubes

Fig. 37.9 Schematic of the calculation domain and grids
for the system designed by Mecouch et al. [37.30, 72, 120]

Part
F

3
7
.4



Vapor Growth of III Nitrides 37.4 Modeling of GaN IVPE Growth – A Case Study 1259

Table 37.9

Wall on the graphite heater: V = 0, T = 1323 K, ε = 1.0

Wall on the substrate holder: V = 0, ε = 0.65

Top surface of the gallium ẇgallium = ẇ1, T = 700 K,

source: ε = 0.2;

Wall on the surface V = 0,Ji = Mi ẇ
s
i , ε = 0.65

of the substrate:

Wall on the alumina tube: V = 0, ε = 0.7

Wall on the quartz surface: V = 0, ε = 0.14

Inlet carrier gas V = V1, T= 700 K, Pin = Pref,

(NH3 +N2): YNH3 = Y1, YN2 = Y2, ε = 0.15

Inlet I2, N2, and H2: V = V2, T = 700 K, Pin = Pref,

YI2 = Y3, YN2 = Y4, YH2 = Y5,

ε = 0.15

Shield gas at the inlet (N2): V = V3, T= 700 K, Pin = Pref,

YN2 = Y6, ε = 0.15

Outlet: T = 300 K, Pout = Pref, ε = 1.0

signed to the surface of the furnace wall with emissivity
of unity. The experimentally measured weight losses of
iodine and Ga sources are converted to mass flow rates
that are used as inlet gas flow rates. The surface reaction
rate ẇs

i after being converted to the mass flux Ji can be
incorporated into the simulation as boundary conditions
on the substrate surface.

General boundary conditions are prescribed as
in Table 37.9.

37.4.3 Gas-Phase
and Surface Reactions Analysis

Gas-Phase Reaction Analysis
In the GaN epitaxy growth system, the carrier gas mix-
ture of N2 and H2 enters the I2 source bubbler, where
liquid I2, heated by a jacket heater, vaporizes and will
be transported to the reactor chamber by the carrier gas.
H2 and I2 react to form HI. The gas mixture flowing
over the gallium source surface includes N2, H2, I2, and
HI. Both I2 and HI may react with Ga to form GaIx, with
x = 1 or 3. From [37.26], it is deduced that GaI is the
main product of the reactions between gallium and io-
dine gas in the reactor chamber being studied. It is found
that GaI3 is more stable thermodynamically at the op-
erational conditions of T = 1323 K and P = 200 Torr.
On the substrate surface, NH3 will be adsorbed and
cracked to form activated nitrogen atoms that will re-
act with GaIx to grow GaN [37.121]. It is important to
control the concentrations of NH3 and GaIx achieved on
the substrate surface in experiments. Gas-phase species

reaching the substrate area include NH3, HI, H2, N2,
GaI, GaI3, and maybe I2 and Ga. The gas pathways can
be found in Fig. 37.1a.

Due to the high-temperature environment in the
growth reactor ammonia may decompose to nitrogen
and hydrogen gases before it reaches the substrate area.
This will reduce the amount of ammonia reaching the
substrate. The global equation for the ammonia gas
phase decomposition can be expressed as

NH3(g) � 1
2 N2(g)+ 3

2 H2(g) . (37.51)

This reaction is a mildly endothermic process (ΔH =
46 kJ/mol). Thermodynamically, almost all NH3 is de-
composed into N2 and H2 at temperature higher than
300 ◦C. In the actual experiments, the NH3 is de-
composed slowly and the decomposition rate strongly
depends on the growth conditions and the equipment.
This reaction is, in fact, far from the kinetic equilibrium
state.

The Damköhler number of the gas phase is cal-
culated for the ammonia gas-phase decomposition
reaction to determine its importance under the afore-
mentioned operational conditions. The physical inter-
pretation of the gas-phase Damköhler number is the
ratio of the gas-phase reaction time to the gas flow
residence time. The gas flow residence time can be es-
timated from tF = LF/Ūav, where LF is the distance
between the gas inlet and the substrate, which is about
0.16 m. The averaged velocity is about 0.67 m/s with
a typical flow rate of 3.0 slm under a pressure of
200 Torr and a furnace wall temperature of 1323 K. The
fluid flow residence time is about 0.24 s. The compre-
hensive mechanism for NH3 pyrolysis can be found
in [37.122]. The controlling step of the reactions is
found to be

NH3 +M � H2 +H+M , (37.52)

where M is the third-party molecule that serves as
a catalyst. Reaction (37.52) is a second-order reaction
with a reaction coefficient of kr = A exp(−Ea/RT) and
a reaction rate of ẇg = kr[NH3][M], where the pre-
exponential coefficient (molecular collision frequency)
A is 2.2 × 1010, and the reaction activation energy Ea is
3.93 × 105 J/mol [37.122]. kr = 2.55 × 10−5 m3/(mol s)
is calculated with the reference temperature of 1323 K.
The third-party molecular concentration at temperature
of 1323 K and pressure of 200 Torr is 1.17 mol/m3, if
the molar ratio of the mixing gas of NH3 and N2 is
assumed to be 1 : 1. The reaction rate is calculated as
rg

0 = kr[M] = 2.98 × 10−5 s−1. The gas-phase Damköh-
ler number (Da) for ammonia pyrolysis is 7.12 × 10−6,
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which is much smaller than 1. Based on this analysis,
it can be concluded that ammonia gas-phase decompo-
sition can be neglected under the discussed operational
conditions. It should be noted that ammonia also tents
to decompose on reactive solid surfaces. The het-
erogeneous reaction rate under the current operating
conditions is, however, expected to be very low accord-
ing to [37.9].

As well as the substrate surface, ammonia may also
react with GaIx in the gas phase. To reduce gas-phase
reactions between NH3 and GaIx before their mixture
reaches the substrate, shield gas N2 runs between the
inner and outer silica nozzle to prevent mixing in the
area above the silica nozzle (Fig. 37.1a) in order to in-
crease the NH3 and GaIx concentrations on the substrate
surface. The gas-phase reactions of NH3 and GaIx are
expected to be weak and can therefore be neglected due
to the effect of the shield gas and short residence time
of the reacting gases.

If the equilibrium vapor pressure of iodine has been
reached in the iodine source bubbler, the molar concen-
tration fraction of iodine [I2] can be written as

[I2] = P0
I2

Ptotal
. (37.53)

The total mass reduction rate of I2 in the source can be
expressed as

ṁI2 = ρI2 Qtotal
P0

I2

Ptotal
, (37.54)

where Qtotal is the total flow rate of the carrier gas.
The gas-phase reaction in the iodine source bub-

bler has been given in reaction (37.25). No reaction
between N2 and other gases are expected. Before re-
action (37.25) starts, the initial partial pressures of H2,
I2, HI, and N2 are P0

H2
, P0

I2
, P0

HI, and P0
N2

, respectively,
where the initial partial pressure of HI obviously equals
zero. When the reaction equilibrium is reached in the
source bubbler, the equilibrium partial pressure of the
species can be expressed as P e

H2
, P e

I2
, P e

HI, and P e
N2

.
The total pressure inside the bubbler is maintained at
1 atm and remains unchanged since the partial pressure
reduction of H2 and I2 due to reaction equals the par-
tial pressure production of HI in reaction (37.25). The
partial pressure of N2 will not change during reaction.
Controlled by the mass flow controller, the molar ratio
of H2 and N2 in the carrier gas is 9 : 91, and it is as-
sumed to be the same in the bubbler. Therefore, at time

Tmelting = 385.9 K
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Fig. 37.10 Temperature dependence of iodine vapor
pressure

zero, the follow equations can be obtained:

∑
P0

i = 1 = P0
H2

+ P0
I2

+ P0
N2

, (37.55)

P0
H2

P0
N2

= 9

91
, (37.56)

P0
I2∑
P0

i

= [I2] . (37.57)

The initial vapor pressure of iodine over the source sur-
face P0

I2
can be obtained using Fig. 37.10 [37.123].

The equilibrium expression of the reaction (37.25)
and two additional equations obtained from reac-
tion (37.25) are provided in (37.26–37.28).

Given the initial partial pressure of iodine vapor (or
the source bubbler temperature), the reaction equilib-
rium pressure of each species in reaction (37.25) can be
solved from (37.26–37.28) and (37.56–37.64).

Figure 37.11a shows the equilibrium partial pres-
sures of different species at the inlet of the reactor under
different iodine concentrations in the source. The high-
est iodine vapor pressure that can be achieved in the
source bubbler is limited by the temperature of the valve
connected to the bubbler. Gas temperature cannot ex-
ceed 150 ◦C for a regular needle valve, so the highest I2
vapor pressure is about 300 Torr in the bubbler. When
the equilibrium for reaction (37.25) is established be-
fore the mixture flows over the gallium source, the HI
gas concentration will be around 0.1. When the I2 con-
centration in the source is larger than 0.3, I2 will be
the main species to react with gallium, through GaIx
formation.
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Fig. 37.11 (a) Equilibrium partial pressures with [I2] in the source, and (b) equilibrium partial pressures above the liquid
gallium at 1050 ◦C

The gas mixture coming out of the iodine source
bubbler enters the reactor through the inner silica tube
and reacts with gallium at the operating pressure of
200 Torr and growth temperature of 1050 ◦C. Instead of
reacting with Ga vapor, both I2 and HI will mainly re-
act with gallium on its liquid surface, due to the very
low gallium vapor pressure of 0.01 Torr under the given
operating conditions. The reactions between I2 and gal-
lium can be written as

Ga(l) + 1
2 I2(g) � GaI(g) , (37.58)

Ga(l) + 3
2 I2(g) � GaI3(g) , (37.59)

GaI(l) + I2(g) � GaI3(g) . (37.60)

The reactions between gallium and HI can be writ-
ten as

Ga(l) +HI(g) � GaI(g) + 1
2 H2(g) , (37.61)

Ga(l) +3HI(g) � GaI3(g) + 3
2 H2(g) , (37.62)

GaI(g) +2HI(g) � GaI3(g) +H2(g) . (37.63)

At a typical growth temperature of 1050 ◦C, the cal-
culated reaction equilibrium constants for reactions
(37.58–(37.60)) are 8900, 840 000, and 50, respectively.
The equilibrium reaction constants are 3400, 13 000,
and 4 for reactions (37.61–37.63), respectively. The
formation of GaI3 in both cases is strongly favored ther-
modynamically. It is, therefore, assumed that only GaI3
will be formed at equilibrium. A group of equations
similar to the formation of HI can be derived and the
equilibrium partial pressure of species above the gal-
lium source calculated.

Figure 37.11b shows the calculated partial pres-
sures on the gallium source. Comparing Fig. 37.11a
with Fig. 37.11b, it is revealed that the partial pressure
of GaI3 is seen to track the initial partial pressure of
iodine.

The favorability of reactions (37.59) and (37.62) in-
dicates that any GaI formed will further react either with
I2 or HI to form GaI3 under equilibrium conditions.
However, the thermodynamic calculation only provides
an upper limit for what to expect. Given the small sur-
face area of the gallium source (1.1 × 10−4 m2) and the
relatively high velocity of the carrier gas over the gal-
lium source (on the order of 0.1 m/s), it is unlikely that
there is sufficient time for equilibrium condition to be
established above the gallium source. The thermody-
namic model describing transport of iodine and gallium
species has to be compared with the experimental data
to evaluate its accuracy.

Reported by Mecouch et al. [37.72,120], Fig. 37.12a
shows the measured gallium loss rate compared with the
measured iodine loss rate. The data points indicated by
the diamond and square correspond to a carrier gas mix-
ture of 9% H2/91% N2, whereas the triangle and circle
correspond to carrier gas of pure hydrogen. The data
were measured based on 20 h growth runs. Also two
lines represent iodine transport as GaI (Ga : I2 = 2 : 1)
and GaI3 (Ga : I2 = 2 : 3), respectively. It is revealed that
the measured iodine loss rate falls between the values
calculated based on the two transport species. This indi-
cates that there is enough iodine loss to account for GaI
transport, but not enough iodine is lost to account for
GaI3 transport. It is concluded that the dominant trans-
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Fig. 37.12 (a) Measured gallium loss rate versus measured iodine loss rate and (b) gallium loss rate predicted from
GaI3-based thermodynamic equilibrium (lines) and measured during experiment growth runs (bullets and triangles)
(after [37.72, 120])

port species is GaI, with some GaI3 formed either on
the Ga surface, or through subsequent reaction with the
excess iodine species.

Figure 37.12b shows the predicted and measured
rates of gallium loss versus the flow rates of I2 [37.72,
120]. The solid lines represent the results obtained
based on the thermodynamic equilibrium of the GaI3
reaction, and diamonds and triangles represent the
measured Ga loss with a pure H2 carrier gas and a car-
rier gas mixture of 9% H2/91% N2, respectively. The
experimental values fall well below the equilibrium pre-
diction, and show no difference in measured loss rate of
Ga between a carrier gas of pure H2 and 9% H2/91% N2
mixture. This indicates that the source does not operate
near the equilibrium as predicted by thermodynamics,
and the reaction of HI formation does not significantly
increase the transport of iodine. Thermodynamically
calculated iodine loss rate is about 10–30 times greater
than the measured iodine loss. Even if iodine is as-
sumed to be transported from the source at the vapor
equilibrium without any reaction to form HI, the calcu-
lated iodine flow rate is still 6–9 times higher than the
observed loss rate from the iodine source. It is likely
that the high flow rate of carrier gas and the crystal
shape change in the iodine source as temperature fluc-
tuates will both contribute to the difficulty in achieving
equilibrium iodine vapor pressure in the source bubbler.

Based on the direct measurement of weight loss
from both iodine and gallium sources after each experi-
ment run, Tassev [37.26] reported that transport species
in their reactor was GaI, with a slight excess of I2. Fur-

thermore, Rolsten [37.124] reported that GaI can be
formed by heating either GaI3 or the reaction product
of gallium and iodine. With respect to these data and
the relatively high flow rate of carrier gas and small vol-
ume for the reaction, it is assumed that the measured
gallium loss was transported as GaI.

In the numerical model, only reaction (37.58) is
therefore used to describe the gas-phase reaction for
GaIx formation. Measured iodine and gallium mass re-
duction rates will be converted to the flow rate of I2 and
Ga, respectively. The gas-phase reaction rate of (37.58)
can be described as

ω̇g = ApT n exp

(−Ea

RT

)(
p

patm

)m

× [A] α [B]β [kmol/m3 s] , (37.64)

where [A] and [B] are the molar concentrations of re-
actants Ga and I2, and α and β are the concentration
exponents of [A] and [B], respectively. Ea/R = 0 K and
n = m = 0 are assumed in the simulation. The value
of Ap is used to determine the reaction rate and it is
estimated as 4 × 108, corresponding to more than 95%
conversion of experimentally weighed Ga loss to GaI.
α = 1 and β = 0.5 are assigned, corresponding to the
stoichiometric coefficients of the reactants.

Surface Reaction Analysis
The overall surface reaction rate depends on the partial
pressures of gas species such as GaI and NH3, avail-
able free sites on the surface, surface concentrations
of adsorbed species, surface diffusion coefficients, rate
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constants of individual reaction step, and surface char-
acteristics. Unlike the gas-phase reactions, predicting
reaction paths and rate constants is more difficult for
the heterogeneous surface reactions since the interac-
tions between gas-phase and surface entities are more
complicated than those between gas-phase molecules.
A semi-empirical approach is usually used to simulate
the surface mechanisms and kinetics.

Tassev et al. [37.26] discussed surface reactions
from GaI/NH3. Based on the byproducts detected in
the GaN reactor, the rate-limiting step for the growth
of GaN is given as

GaI(g)+2NH3(g) � GaN(s)+NH4I(g)+H2(g) .

(37.65)

However, NH4I detected in the cold reaction zone might
be formed from NH3 and HI at a temperature lower than
800 K since NH4I decomposes above 800 K [37.118].
In the growth zone from silica nozzle to the substrate,
the gas temperature will be close to 1323 K. It is there-
fore unlikely that NH4I will be present. Considering
different product gases which are stable at a tempera-
ture around 1323 K, the following analogs of element
reactions to GaN growth from GaCl/NH3 mixture in
a halide vapor-phase epitaxy system [37.121] can be
expressed:

V +NH3 � NH3 ads , (37.66)

NH3 ads � N+ 3
2 H2(g) , (37.67)

N+GaI � NGaI , (37.68)

2NGaI+H2(g) � 2NGa− IH , (37.69)

NGa− IH � NGa+HI(g) , (37.70)

2NGaI+GaI(g) � 2NGa−GaI3 , (37.71)

2NGa−GaI3 � 2NGa+GaI3 , (37.72)

where V is the vacant surface site of ammonia
adsorption.

Since a very large NH3 partial pressure is main-
tained over the substrate in the experiments, reac-
tion (37.66) is close to thermodynamic equilibrium,
which means that the NH3 ads concentration on the sub-
strate will be close to constant. The GaN deposition rate
is mostly limited by reaction (37.68). This is supported
by the experimental results that show the independence
of GaN growth rate from the NH3 partial pressure, but
strong dependence on the GaI concentration. Since it is
difficult to obtain the reaction constant for each elemen-
tal step, simplified overall surface reactions will be used
in the simulations. Two overall reactions corresponding

to the above element reactions are obtained as follows,
corresponding to the most energetically favorable reac-
tions for the iodine vapor-growth system:

GaI(g) +NH3(g) � GaN(s) +HI(g) +H2(g) , (37.73)

3GaI(g) +2NH3(g) � 2GaN(s) +GaI3(g) +3H2(g) .

(37.74)

The following reaction might also be energetically fa-
vorable since GaI3 is thermodynamically preferred

GaI3(g) +NH3(g) � GaN(s) +3HI(g) . (37.75)

Reaction (37.75) will also be considered in our nu-
merical simulation model, though the thermodynamics
analysis shows that the contribution of reaction (37.75)
to the GaN deposition rate will be less than 2%.

Figure 37.13 shows the free energy of reaction for
the above three surface reactions on the substrate sur-
face. Since GaI is assumed to be the dominant species
for gallium transport, reactions (37.73) and (37.74) are
expected to be more important than reaction (37.75). It
is revealed that the reaction free energies of the above
three reactions are all positive at a typical growth tem-
perature of 1323 K, which means that the equilibrium
reaction constants are all smaller than 1, and none of
the reactions are spontaneous. An appropriate effective
supersaturation, however, can still be achieved by con-
trolling the reactants’ partial pressure on the substrate,
which serves as the driving force for GaN deposition.
Supersaturation of a typical vapor-growth system is
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Fig. 37.13 Free energy of reaction for GaN surface
deposition
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about 5. For reaction (37.73), it can be expressed as

σ = ln

(
PGaI PNH3

PHI PH2 K20

)
, (37.76)

where K20 is the equilibrium constant. At a growth tem-
perature of 1323 K, this can be calculated as

K20 = P e
HI P e

H2

P e
GaI P e

NH3

= exp

(−ΔG0
r

RT

)
= 0.12 .

(37.77)

Since reactions (37.74) and (37.75) can be combined
to form reaction (37.73), reaction (37.73) will therefore
be used as the overall surface deposition step at first
in the numerical model. The surface reaction rate for
reaction (37.73) is determined by

ω̇s = δApTn exp

(−Ea

RT

)(
p

patm

)m

× [A] α [B]β [kmol/m2 s] , (37.78)

where δ is the deposition coefficient of GaN on the sub-
strate surface. The rate constant rs for reaction (37.73)
has not been reported in the literature. An activation en-
ergy of 103 000 J/mol is reported in reference to the
data from Shintani et al. [37.125] for the following sur-
face reaction of GaN HVPE growth:

GaCl(g) +NH3(g) � GaN(s) +HCl(g) +H2(g) .

(37.79)

The temperature range of their data is 860–1020 ◦C,
which is similar to the IVPE growth temper-
ature (1050–1100 ◦C). The activation energy of
1.03 × 105 J/mol is estimated for the reaction (37.73).
n = m = 0 is assumed here. α = x and β = 0 are as-
signed for the concentration coefficients of GaI and
NH3. The value of α is set as undetermined since
the concentration dependency of GaI should be 13
according to reactions (37.73–37.75). The ammonia
concentration dependence is set to zero due to the fact
that ammonia is always in excess on the substrate sur-
face in the experiment. By matching the experimental
data for the deposition rate with simulation results under
different NH3/GaI molar ratios, the value of δAp and α

can be determined using an optimization procedure, the
detail of which will be covered in Sect. 37.4.8.

To determine the importance of reactions (37.73–
37.75) in the GaN deposition rate, all three equations
are included in the simulation. The contribution from
individual reaction to the GaN growth rate will be

determined under the assumption that all of the
reactions are stoichiometric. No kinetic data for reac-
tions (37.74–37.75) are available in the literature. Shaw
et al. [37.126] reported that the activation energy of
GaAs epitaxial growth is between 6.18 × 104 J/mol and
1.648 × 105 J/mol in the Ga–As–Cl3 system due to sur-
face adsorption, surface reaction, and surface diffusion.
The activation energy for reaction (37.74) is therefore
chosen as Ea = 1.133 × 105 J/mol, which is the medium
value of the above energy range. For reaction (37.74),
n = m = 0, α = 3, and β = 0, and the value of δAp is
again determined by matching the simulation results
with the experiment ones. Ea = 116 396 K is reported
by Dollet et al. [37.98] for the following surface reac-
tion of AlN epitaxial growth:

AlCl3(g) +NH3(g) � AlN(s) +3HCl(g) , (37.80)

which is used in the simulation as the activation energy
for reaction (37.75). Also for reaction (37.75), we use
n = m = 0, α = 1, and β = 0, and δAp = 0.36, as re-
ported by Cai [37.29] for the reaction (37.80) of AlN
epitaxial growth with a temperature of 1100 ◦C and
pressure of 760 Torr.

Finally the GaN deposition rate can be calculated as

G = ω̇s MA

ρA
[m/s or 3.6 × 109 μm/h] , (37.81)

where MA and ρA are the molecular weight (84 kg/kmol)
and density (6.15 × 103 kg/m3) of GaN, respectively.

37.4.4 Geometrical and Operational
Conditions Optimization

Many parameters pertinent to reactor geometry and
mixed gas injection are important to optimal design of
the vapor-growth reactor. In this section, the effects of
geometrical configurations such as the diameter of the
substrate holder and operating conditions such as the
process and shield gas flow rate on mixing process, de-
position rate distribution, and deposition uniformity on
the substrate are studied.

37.4.5 Effect of Total Gas Flow Rate
on Substrate Temperature

A uniform and sufficient high temperature on the sub-
strate is required to achieve high growth rate, uniform
film thickness, and good film quality. In the experi-
ments conducted by Mecouch et al. [37.30,72,120], the
temperature on the furnace wall is monitored using ther-
mocouples. In situ observation of temperature achieved
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Table 37.10 Inlet gas conditions for an experiment run by
Mecouch et al. [37.30, 72, 120]

Inlet Species Initial volume Adjusted volume

flow rate (slm) flow rate (slm)

1 I2 0.008 0.008

H2 0.026 0.026

N2 0.5 0.25

2 N2 1.0 0.62

3 NH3 2.0 1.0

N2 – 1.25

on the substrate surface, however, is difficult to realize.
Temperature difference between the substrate surface
and furnace wall, and the effect of total gas flow rate on
the temperature achieved on the substrate surface will
be investigated numerically. Gas species at each inlet
and their flow rates used are listed in Table 37.10.

The initial inlet gas conditions are tested both ex-
perimentally and numerically. The measured gallium
weight reduction rate of 0.0133 slm is used in the sim-
ulation. This flow rate corresponds to a molar ratio
of Ga : I2 = 1.7 : 1, which favors the formation of GaI
in the gas phase. The temperature (1050 ◦C) of the
heating unit and the reactor pressure (200 Torr) remain
unchanged for all the simulations presented here. Gas-
phase and surface reactions are not activated in the
simulation unless stated, since they are expected to have
insignificant influence on the gas flow and heat transfer
in the reactor. Thermodynamic properties of different
substances are listed in Table 37.11.

Figure 37.14 shows the streamline and temperature
distributions in the simulated system. Figure 37.14a
shows that a reverse flow is formed near the alumina
tube wall, which means that the radial mixing of dif-
ferent species is enhanced. The gas-phase reactions
of GaI/NH3 in the center part and the GaN deposi-
tion on the alumina tube wall will therefore increase,
and the GaN deposition rate will decrease on the sub-
strate. In addition, the reverse flow might be unstable
in the experiment, which could be larger or smaller

Table 37.11 Thermodynamic properties used in the simulation

Properties All gases Al2O3 GaN Silica BN

Specific heat (J/(kg K)) Mix JANAF method 900 490 710 1610

Density (kg/m3) Ideal gas law 3900 6150 2198 1900

Thermal conductivity (W/(m K)) Mix kinetic theory 30 130 1.38 28

Dynamic viscosity (kg/(m s)) Mix kinetic theory – – – –

Diffusivity Sc = 0.72 – – – –

Adsorption coefficient 0 1 1 0.145 1
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Fig. 37.14a,b Distributions of (a) streamlines and (b) tem-
perature inside the VPE reactor designed by Mecouch
et al. [37.30, 72, 120]

as time progresses. The GaN deposition quality on the
substrate could therefore be worsened. For the above
reasons, it is necessary to make sure that no big reverse
flow is formed in the reactor. Figure 37.14b shows the
temperature distribution for the simulated system. The
temperature of the gas mixture will be heated to more
than 1200 K above the silica nozzle. Attributed to such
high temperature, chemical deposition may occur on
the surfaces of the reactor wall, substrate, and substrate
holder.

The velocity ratio of NH3 from inlet 3, shield gas
N2 from inlet 2, and carrier gas from inlet 1 is 1 : 11 : 13
at the height of the silica nozzle outlet. It is concluded
that the reverse flow is formed mainly due to a large gas
velocity difference at the silica nozzle outlet. To pre-
vent the reverse flow, adjusted inlet gas flow rates are
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Fig. 37.15a,b Temperature distributions (a) along the reactor centerline and furnace heater wall and (b) from the periph-
ery to the center on the substrate surface in the VPE reactor designed by Mecouch et al. [37.30, 72, 120]

used in the experiment (Table 37.10). The velocity ratio
under the new inlet conditions is 1 : 6 : 6. Simulation re-
sults show that the reverse flow is eliminated under this
condition.

Figure 37.15a shows the temperature distributions
from inlet to the substrate surface along the reactor cen-
terline and along the substrate surface, based on the
adjusted inlet gas conditions. It is revealed that the mix-
ing gases can be heated to about 1250 K when reaching
the nozzle outlet, which further increases to 1300 K at
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Fig. 37.16 Averaged temperature (solid line) and largest
temperature difference (dashed line) on the substrate as
functions of total flow rate

the substrate area. Figure 37.15b shows the temperature
distribution from the periphery to the center of the sub-
strate surface. It is found that the temperature on the
substrate surface will be high at the periphery but low in
the middle. The temperature difference along the sub-
strate surface is only about 0.18 ◦C, and the substrate
temperature is about 17 ◦C lower than the temperature
on the furnace heater.

By reducing or increasing the flow rate at each gas
inlet with the same ratio, the effect of the total flow rate
on the temperature achieved on the substrate was inves-
tigated. Figure 37.16 shows the averaged temperature
and the largest temperature difference achieved on the
substrate with different total flow rates. It is revealed
that the substrate temperature drops from 1307 ◦C to
1283 ◦C as the flow rate changes from 1 to 10 slm. Tem-
perature nonuniformity on the substrate also changes
with total flow rate. The largest temperature difference
is defined as the highest minus the lowest tempera-
ture on the substrate. It is revealed that a total flow
rate of 3 slm gives the lowest temperature difference,
or the best uniformity, on the substrate surface. In the
experiments, the total flow rate is controlled to around
3 slm [37.72, 120].

Effect of the Shield Gas Flow Rate
The shield gas, N2, is used to prevent Ga from mixing
with NH3 directly in the area above the silica nozzle in
order to reduce the gas-phase reactions of GaI and NH3.
Four shield gas flow rates of 0.5, 0.8, 1.2, and 1.5 slm
were studied. The only reaction activated is (37.58).
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Fig. 37.17 (a) Mass fraction distribution of NH3 along the centerline from the silica nozzle to the substrate and (b) aver-
aged concentrations of GaI and H3 on the substrate and V/III ratio achieved on the substrate as functions of the shield
gas flow rate

Figure 37.17a shows the mass fraction change of NH3
with the shield gas flow rate along the reactor centerline
from the outlet of the silica nozzle to the substrate sur-
face. It is seen that, at the silica nozzle outlet, the NH3
concentration is zero, and then increases gradually with
distance. The concentration of NH3 with 1.5 slm shield
gas flow rate is about half of that with 0.5 slm shield gas
flow rate along the centerline. Figure 37.17b shows the
averaged concentrations of GaI and NH3 and the V/III
ratio on the substrate surface. It is shown that the con-
centrations of GaI and NH3 decrease as the shield gas
flow rate increases. It is also observed that the effect
of the shield gas flow rate on the NH3 concentration
is more significant than its effect on GaI concentration.
When the shield gas flow rate increases from 0.5 to
1.5 slm, concentrations of GaI and NH3 drop by 17%
and 34%, respectively. This is attributed to the increase
of the N2 concentration on the substrate surface as the
result of the increase of the shield gas flow rate. Fur-
thermore, increasing the shield gas flow rate can reduce
the residence time for NH3 to diffuse into the center
area, causing reduction of the NH3 concentration and
the V/III ratio.

Experiments were conducted to study the effect of
the shield gas flow rate on the GaN deposition rate by
Mecouch et al. [37.30]. Shield gas flow rates of 0.62 slm
and 1.0 slm were used in their experiments. The flow
rate of 0.62 slm corresponds to a velocity ratio of 1 : 1
between the shield gas and other gases at the outlet
of the silica nozzle. It is revealed that the shield gas

flow rate of 0.62 slm produces a higher GaN growth rate
under different iodine concentrations in the source bub-
bler compared with the shield gas flow rate of 1.0 slm.
A shield gas flow rate of 0.62 slm was therefore used
in the subsequent experiments. Figure 37.18a,b shows
the mass fraction distributions of GaI and NH3 in the
growth reactor. The gas-phase reaction between Ga and
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Fig. 37.18a,b Mass fraction distributions of (a) GaI and (b) NH3

inside the VPE reactor designed by Mecouch et al. [37.30, 72, 120]
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Table 37.12 Species concentrations on the substrate

Ga GaI H2 I2 N2 NH3

Yi 2.4 × 10−6 0.042575 0.000855 0.005494 0.760977 0.190096

Ci (kmol/m3) 2.16 × 10−9 1.36 × 10−5 2.69 × 10−5 1.36 × 10−6 1.71 × 10−3 7.02 × 10−4

Pi (Torr) 1.76 × 10−4 1.11 × 10+0 2.19 × 10+0 1.11 × 10−1 1.39 × 10+2 5.73 × 10+1

I2 takes place mainly inside the inner silica nozzle.
Since the gas flow in the reactor is laminar (Fig. 37.18b),
the NH3 has been transferred into the center area of the
reactor by mass diffusion.

The mass fraction Yi , the molar concentration Ci ,
and the partial pressure Pi of species i on the substrate
are listed in Table 37.12 for the shield gas flow rate
of 0.62 slm. It is seen that the partial pressure of Ga is
close to zero, and the achieved partial pressure of GaI
is around 1 Torr on the substrate at a reactor pressure
of 200 Torr.

Effect of Silica Nozzle Angle
The GaN growth rate is directly proportional to the par-
tial pressure of GaI achieved on the substrate. A silica
nozzle is used in experiments to force more GaI to
the substrate area [37.30]. Adding a silica nozzle will
also help prevent ammonia from diffusing towards the
gallium source area because ammonia reacts with Ga
directly on the liquid gallium surface to form polycrys-
talline GaN through the following reaction:

2Ga(g)+2NH3(g) � 2GaN(s)+3H2(g) . (37.82)

0 1 2 3 4 5 6 7
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Fig. 37.19 (a) Mass fraction distribution of NH3 along the centerline from the silica nozzle to the substrate and (b) aver-
aged concentrations of GaI and NH3 on the substrate under different silica nozzle angles

This reaction (37.82) could terminate the transport of
gallium and stop the GaN growth on the substrate.

Design of silica nozzle angle θ (Fig. 37.1a) is an
important task. To test the effect of nozzle angle on
concentration distributions of NH3 and GaI between the
outlet of silica nozzle and substrate surface, growth sys-
tems with four nozzle angles of 77◦, 81◦, 86◦, and 90◦
were simulated. Figure 37.19a shows the mass fraction
distribution of NH3 along the reactor centerline from the
silica nozzle outlet to the substrate surface. It is found
that, at the silica nozzle outlet, the NH3 concentration is
close to 0 when using a nozzle with angle < 81◦. The
ammonia mass fraction is up to 0.03 at the outlet of
the inner silica nozzle when its angle is > 81◦, indicat-
ing that ammonia may diffuse into the inner silica tube.
Using a nozzle with small angle, such as 77◦, can signif-
icantly reduce the NH3 concentration in the area above
the silica nozzle. This influence will be weakened when
the mixed gas approaches the substrate. Thus, the con-
centration of NH3 on the substrate can be maintained
at an appropriate level even with a small nozzle angle.
Figure 37.19b shows the average molar concentrations
of GaI and NH3 on the substrate surface. The concentra-
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tion of NH3 increases with the nozzle angle, while that
of GaI decreases with the nozzle angle.

The silica nozzle used in the experiment has an an-
gle of 77◦ [37.72]. This design can reduce the NH3
concentration in the area above the silica nozzle outlet
significantly, subsequently preventing NH3 from diffus-
ing into the inner silica nozzle and increasing the GaI
concentration on the substrate. The simulation shows
that using a nozzle angle of 77◦ can increase the GaI
concentration on the substrate by about 10% compared
with a silica nozzle angle of 90◦.

Effect of Substrate–Nozzle Distance
The substrate–nozzle distance is one of the key param-
eters that affect the GaN growth rate and deposition
quality. It controls the length and time allowed for
different gases to mix with each other. An appropri-
ate substrate–nozzle distance corresponds to a suitable
V/III ratio above the substrate for fast and uniform
GaN growth. The simulated substrate–nozzle distance
ranges from 6.35 to 17.8 cm. Figure 37.20a shows the
molar concentrations of GaI and NH3 as a function of
substrate–nozzle distance. The concentration of GaI de-
creases with substrate–nozzle distance until the mixing
is completed at a substrate–nozzle distance of 13.0 cm.
The error bars in Fig. 37.20a indicate the GaI concentra-
tion variation across the substrate surface. It is seen that,
for a substrate–nozzle distance of 6.35 cm, the variation
of GaI concentration on the substrate surface is small
(around 0.6%). This indicates that species uniformity
is not a problem. The concentration of NH3 increases
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Fig. 37.20 (a) Averaged molar concentrations of GaI and NH3 and (b) the V/III ratio achieved on the substrate under
different substrate–nozzle distances

with the distance since more time is available for am-
monia to diffuse into the center area of the reactor.
The variation of the V/III ratio with substrate–nozzle
distance is shown in Fig. 37.20b. When the substrate–
nozzle distance is less than 13.0 cm, an increase of
substrate–nozzle distance of about 2.5 cm corresponds
to a V/III ratio increase of 10.

It is concluded that complete mixing of differ-
ent species needs a substrate–nozzle distance larger
than 13.0 cm. The species concentrations across the
substrate surface is fairly uniform even with a small
substrate–nozzle distance such as 6.35 cm. To achieve
uniform GaN deposition with high growth rate, the
substrate–nozzle distance of 6.35 cm is used. This dis-
tance can achieve uniform species concentrations across
the substrate surface and a high GaI concentration of
1.4 × 10−5 kmol/m3. The V/III ratio in this case will
be about 50. For the growth of GaN from GaI1−3/NH3
or GaCl1−3/NH3, the concentration of NH3 is main-
tained at a high value on the substrate, resulting in an
appropriate supersaturation as the driving force for the
surface deposition. For the current GaN vapor-growth
system, the V/III ratio is kept above 50 for most exper-
iments [37.30, 72, 120].

37.4.6 Effect of Substrate Rotation
on Deposition Rate
and Deposition Uniformity

In the experiment, the substrate is rotated by revolving
the substrate holder to improve deposition uniformity,
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and consequently to improve deposition quality. It is
shown by the simulation that temperature and species
concentration distributions on the substrate are fairly
uniform under the current geometrical and operational
conditions. It is expected that the deposited GaN layer
will be uniform. Experiments have been conducted us-
ing the gas inlet conditions listed in Table 37.10 for
a growth time period of 1 h [37.30]. This experiment
shows that the thickness of deposited GaN crystal layer
varies from 35 to 75 μm/h on the substrate surface.
To improve the deposition uniformity, the substrate
was rotated in the experiments. The instantaneous GaN
deposition rate distribution on the substrate will be av-
eraged due to rotation and the deposition uniformity
will be improved. Cross-sectional scanning electron mi-
croscopy (SEM) images of GaN layer with a substrate
rotation speed of 1 rpm show that the deposition uni-
formity is significantly improved since the thickness
difference in the GaN layer is reduced from 40 to
2 μm/h [37.30].

It should be noted that, in the simulation, since the
entire system is assumed to be perfectly axisymmetric,
the calculated temperature and species concentration
distributions will be axisymmetric. In the experiment,
the components in the growth reactor are mostly
not axisymmetric. It is found experimentally that the
deposition nonuniformity is mainly attributed to mis-
alignment between the inner and outer silica nozzles
and the seed holder. Deposition uniformity could there-
fore be improved by improving these alignments.

Another factor that could cause deposition nonuni-
formity across the substrate is reactant depletion in the
species concentration boundary layer formed on the
substrate due to surface reactions. Figure 37.8b shows
that a typical boundary layer of the reactant species
concentration is formed on the substrate due to sur-
face reactions. The concentration of GaI before the
mixing gas reaching the substrate area is defined as
C = C0. Due to the surface reactions (37.73–37.75) of
GaI with NH3 on the substrate, the GaI concentration
drops to C = Cw on the substrate surface. The con-
centration boundary layer thickness χ is defined as the
distance where the GaI concentration changes from C0
in the bulk gas to Cw on the substrate surface. The low-
concentration layer will gradually accumulate as the
gases flow from the center to the perimeter of the sub-
strate. The growth rate is therefore expected to be low
in the periphery area. To improve the deposition unifor-
mity, one may reduce the concentration boundary-layer
thickness. Substrate rotation can be used to reduce the
thickness of the low-concentration layer. To estimate

the rotation speed at which the boundary-layer thick-
ness will be affected, the following equation is used to
calculate the ratio of the Reynolds number due to forced
convection and rotation:

Forced convection

Rotation
= Red

Reθ

= UD/v

ωd2/v
= 1500

�
,

(37.83)

where ω and � are the rotation frequency in units of rps
and rpm, respectively.

It is revealed that the rotation speed has to be on
the order of 103 rpm for rotation to affect the boundary-
layer thickness. Such a high rotation speed will cause
the growth environment to become unstable near the
substrate. In experiments, only a small rotation speed
(1 rpm) is recommended in order to even out the instan-
taneous deposition rate on the periphery of the substrate.

37.4.7 Quasi-equilibrium Model
for Deposition Rate Prediction

Predicting the GaN deposition rate is the most important
issue for modeling. A thermodynamic surface reaction
model (local model) combined with a numerical sim-
ulation model (global model) for mass transfer in the
growth reactor are used to calculate the GaN deposi-
tion rates under different substrate temperatures. Since
reactions (37.74–37.75) can be combined to form reac-
tion (37.73), reaction (37.73) is assumed to prevail on
the substrate when reaction equilibrium is reached.

Figure 37.8a shows a schematic of GaN deposition
on the substrate surface. Species on the substrate in-
clude GaI, NH3, HI, H2, N2, I2, and Ga. From the global
heat and mass transfer model, we can calculate the con-
centration of these seven species, which will be used as
the initial species conditions. As shown in Fig. 37.8b,
the transport of species into the concentration bound-
ary layer is driven by the concentration gradient due to
surface deposition.

According to (37.33–37.36), there are four un-
knowns, i. e., P e

HI, P e
GaI, P e

NH3
, and P e

H2
, and four

equations. The partial pressures of each species, Pw
HI,

Pw
GaI, Pw

NH3
, and Pw

H2
, can be obtained using the global

simulation model, whereas the sticking probabilities of
each species αi are required. NH3 will crack on the
substrate surface to provide nitrogen atoms for GaN
growth. The sticking coefficient of NH3 on the substrate
is defined as the ratio of the NH3 flux incorporated as
GaN to the total NH3 flow rate incident on the sub-
strate. This definition assumes that all NH3 flux incident
on the substrate is involved in the reaction process, i. e.,
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Model prediction (α = 0.04)
Experiment result
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Fig. 37.21 Predicted and experimental results of GaN
growth rate with ammonia sticking coefficient of 0.04 or
6.5 × 10−4 (after [37.72])

no saturation of surface sites occurs on the substrate.
Mesrine et al. studied the efficiency of NH3 as the nitro-
gen source for GaN molecular-beam epitaxy [37.127].
It was found that, at temperature of 830 ◦C and pres-
sure of 10−5 Torr, the sticking coefficient of NH3, αNH3

is about 0.04. The sticking coefficient at temperature of
1050 ◦C is expected to be slightly higher, therefore 0.04
is used as the sticking coefficient of NH3 in the sim-
ulation. The sticking coefficient of GaI is assumed to
be unity. The sticking probabilities of H2 and HI are
also assumed to be unity, considering the high reac-
tivity of these species under high growth temperature.
In Fig. 37.21 the square line and the black dots indicate
the experimental and predicted GaN deposition rates,
respectively. The predicted results are 3–4 times the ex-
periment ones. The difference between the experiments
and simulations is attributed to overprediction of the
sticking coefficient of ammonia in the modeling, which
is due to several reasons. First, the assumption that all
the incident ammonia flux on the substrate is involved
in the reaction process is not correct for the current
GaN growth system. To study the ammonia sticking co-
efficient in the MBE system, Mesrine et al. [37.127]
controlled the ammonia flow rate low enough to ensure
that the above assumption is valid. However, in the GaN
growth system, the ammonia flow rate is high and it is
found experimentally that the GaN deposition rate is in-
dependent of the ammonia flow rate, as discussed in the
next section. The efficiency of the ammonia deposition
coefficient will be lowered greatly in this case. Second,
since a much higher pressure, 200 Torr, is used in the

current system, the available surface sites for nitrogen
atoms to deposit will be further reduced since it has
to compete with other atoms on the substrate surface.
The sticking coefficient will therefore be reduced fur-
ther. Finally, since a much higher growth temperature is
used, GaN decomposition on the substrate surface will
be enhanced, causing the sticking coefficient of ammo-
nia to drop further. By adjusting the ammonia sticking
coefficient, it is found that, when the value is lowered
to the order of 10−4, the GaN growth rate from pre-
diction and experiment matches very well, as shown
in Fig. 37.21 for an ammonia sticking coefficient of
6.5 × 10−4.

37.4.8 Kinetic Deposition Model

Combined with the experimental data, the GaN deposi-
tion rate at a constant growth temperature of 1050 ◦C
was tested numerically while the flow rates at the
inlet were changed to obtain different reactant con-
centrations and V/III ratios on the substrate. More
importantly, simulations were performed to test the
surface reaction pathway of GaN growth and the con-
tribution of different reactions to the final GaN growth
rate.

The energetically preferred surface reactions on the
substrate for GaN deposition have been obtained pre-
viously. Reaction (37.73) was first used as the overall
surface reaction step on the substrate in the simulation.
Figure 37.22 shows the experimental data for the GaN
deposition rate at different ammonia flow rates and io-
dine vapor fractions [37.30,72]. The highest growth rate

0.1 0.11

35 µm/h 65 µm/h

41 µm/h

34 µm/h 62 µm/h

0.12 0.13 0.14

NH3 flow rate (slm)

[I2] in source

2

1.75

1.5

1.25

1

0.75

Fig. 37.22 Effect of ammonia flow rate and iodine vapor
fraction in the source on the GaN deposition rate (af-
ter [37.30, 72])
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Fig. 37.23a,b GaN deposition rate as a function of the V/III ratio for (a) one surface reaction and (b) three surface
reactions (after [37.72])

achieved is 65 μm/h. It is found that the GaN growth
rate is independent of the NH3 flow rate but dependent
on the GaI concentration.

Experiments were conducted to examine the ef-
fect of V/III ratio on the GaN deposition rate [37.72,
120]. The V/III ratio was varied by maintaining the
NH3 flow rate at 1 slm while changing the I2 con-
centration in the source. Using the same operating
conditions as in the experiment, simulations were per-
formed with reaction (37.73) as the boundary condition.
The surface reaction rate coefficient δAp and the con-
centration dependency of GaI α were determined by
fitting the simulation results to the experimental data.
Figure 37.23a shows the variation of the GaN deposition
rate with the V/III ratio.

The surface reaction rate of reaction (37.73) used to
obtain the numerical results in Fig. 37.23a is determined
by the following equation

ẇ = 6.5 × 109 exp

(−12 390

T

)
[GaI]2.2 . (37.84)

Table 37.13 Surface reaction rates obtained by matching the simulation data with the experimental data

Reaction Rate expression (kmol/m2 s)

(37.73) GaI(g)+NH3(g) �GaN(s)+HI(g)+H2(g) 0.07 exp(−12 390/T )[GaI]

(37.74) 3GaI(g)+2NH3(g) �2GaN(s)+GaI3(g)+3H2(g) 5.88 × 109exp(−13 630/T )[GaI]3

(37.75) GaI3(g)+NH3(g) � GaN(s)+3HI(g) 0.36 exp(−14 000/T )[GaI3]

It is concluded that, when one overall surface reaction
step is used to predict the GaN deposition rate, the
reaction rate coefficient is 6.5 × 109 and the GaI con-
centration dependency is 2.2.

When reactions (37.73–37.75) are used, the reac-
tion rate coefficient of each reaction step is determined
by matching the simulation results to the experimen-
tal data. Figure 37.23b shows the GaN deposition rate
calculated using all three surface reactions and the
deposition rates from the experiment. The surface reac-
tions and their reaction rates used here are summarized
in Table 37.13.

The calculated GaN deposition rate with reac-
tions (37.73) and (37.74) is presented in Table 37.14.
Since GaI is considered as the only medium for Ga
source transport, the contribution of reaction (37.75) to
the deposition rate is found to be less than 0.1% for
all cases and is therefore not listed in Table 37.14. In
the experiment, the contribution of reaction (37.75) to
the GaN deposition rate might be larger. It is, however,
not expected to be as significant as reactions (37.73)
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Table 37.14 GaN deposition rate and rate contribution from reactions (37.73) and (37.74)

V/III GaN deposition rate (μm/h) Growth rate contribution (%)

ratio Reaction (37.73) Reaction (37.74) Reaction (37.73) Reaction (37.74)

75 21.80 73.10 22.97 38.03

105 17.62 38.61 31.33 68.67

132 15.04 24.01 38.52 61.48

172 12.54 13.89 47.41 52.59

210 10.86 9.03 54.60 45.40

230 10.16 7.40 57.86 42.14

0.725 0.73 0.735 0.74 0.745 0.75 0.755 0.76

Supersaturation

Reactor temperature 1/T (103/K)

6

5.5
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4

Fig. 37.24 Supersaturation of GaN growth under different
reactor temperatures

and (37.74). The contribution of reaction (37.73) to the
total GaN deposition rate increases with the V/III ratio,
while for reaction (37.74) it decreases with the V/III
ratio.

The supersaturation of GaN growth on the sub-
strate can be calculated once the partial pressure of each
species is obtained. Figure 37.24 shows the calcula-
tion results for the supersaturation with different reactor

Table 37.15 Sticking probability of reactant i with differ-
ent V/III ratios

V/III Sticking probability

ratio GaI (×10−3) NH3(×10−6) GaI3(×10−3)

75 2.66 6.50 4.15

105 2.07 4.10 3.12

132 1.75 3.02 2.69

172 1.43 2.08 2.07

210 1.22 1.55 1.86

230 1.13 1.38 1.77

temperatures. The supersaturation is around 5. This is
typical for an epitaxy growth system that needs a rela-
tively low supersaturation to prevent the reactant partial
pressures from deviating excessively from their equilib-
rium values. The supersaturation decreases only slightly
with temperature, which means that the GaN deposi-
tion is diffusion controlled under the current operating
conditions.

Table 37.15 summarizes the sticking probability of
the reacting species deduced from various simulations.
The calculated sticking probabilities of the order of
10−3 –10−6 are reasonable for the saturated compound.
The sticking probability of species i is defined by

Si = f (θs)i exp

[−Eai (θs)

RT

]
= Ri

Fi
, (37.85)

where f (θs)i is the function of the existing surface
coverage of adsorbed species i, θs is the Langmuir defi-
nition of surface coverage of certain species, or the frac-
tion of sites which are occupied on the substrate surface,
Eai is the activation energy for adsorption of species i,

GaI
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GaI3
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Fig. 37.25 Activation energy of adsorption with surface
coverage of 0–0.99
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Ri (kmol/m2s) is the rate of adsorption of species i
chemically, and Fi = Pw

i (2π RTMi )1/2 [kmol/m2s] is
the incident flux rate of species i onto the substrate.

It is observed that the sticking probability decreases
with increasing V/III ratio. When the I2 concentra-
tion decreases in the source, the species reaction rate
decreases more significantly compared with its inci-
dent flux onto the substrate. The sticking probability
of ammonia is three orders of magnitude smaller than
that of GaI or GaI3, because the ammonia concen-
tration is kept much higher than that of GaI on the
substrate.

To determine the activation energy for adsorption
of species i, it is assumed that the sticking probability
is directly proportional to the concentration of vacant

surface sites (1 − θs). This assumption is a reason-
able first approximation for nondissociative adsorption.
The activation energy of adsorption is assumed to be
independent of the surface coverage. The sticking prob-
ability is, thus, revised as

Si = (1− θs) exp

(−Eai

RT

)
. (37.86)

Figure 37.25 shows the calculated activation energy of
adsorption for the three species for surface coverage
of 0–0.99. The activation energy drops as the surface
coverage increases. The averaged activation energies
of adsorption for GaI, NH3, and GaI3 by calculation
are 5.72 × 104, 1.24 × 105, and 5.28 × 104 J/mol, respec-
tively.

37.5 Surface Evolution of GaN/AlN Film Growth from Vapor

In this section, sublimation and HVPE growth of AlN
will be used as an example to investigate the surface
evolution of thin film during growth. Since large-
diameter AlN single crystal is not available in nature,
the goal of research is to find a way to produce large,
thick AlN films/ingots, which can then be sliced for
use as substrates. The growth conditions of two sys-
tems are compared in Table 37.16. Figure 37.26 shows
the AlN crystals grown by sublimation and HVPE
techniques.

Srolovitz et al. [37.128] studied the surface evolution
of film growth in which surface diffusion determines the
crystal grain size and morphology. Figure 37.27 shows
the deposition geometry in which a one-dimensional
partial differential equation describes the evolution of
an arbitrary initial surface profile h(x, 0) under the joint
influence of constant uniform deposition flux rate J of
finite-size atoms of radius r and surface diffusion. Ck is
the surface curvature and Vs is the velocity of surface
diffusion.

Table 37.16 Growth comparison for sublimation and HVPE systems

Growth system Sublimation HVPE

Surface reaction Al(g)+ 1
2 N2(g) �AlN(s) AlCl3(g)+NH3(g) �AlN(s)+3HCl(g)

Substrate AlN seed Sapphire/SiC

Growth temperature 2240 ◦C 900–1200 ◦C

Growth rate 0.2–0.5 mm/h along c axis 5–75 μm/h

Crystal property Transparent, DCRC 20 arcsec Opaque, DCRC 1000 arcsec

By assuming a sinusoidal perturbation, i. e.,
h(x, t) = sin(x, t), the surface profile can be described
as

h(x, t) = e
(

rJk2−Dek4
)

t sin(kx) , (37.87)

where De = (DsσsΩ
2ε)/(kBT ), Ds is the surface diffu-

sivity of the atoms, σs is the isotropic surface energy
density, Ω is the atomic volume, ε is the number of
atoms per unit area, kBT is the thermal energy, and
k is the wavenumber, relating to the wavelength λ by
λ = 2π/k. It is revealed by (37.88) that, if δJk2 −
Dek4 > 0, e

(
rJk2−Dek4

)
t
> 1 is obtained, and the initial

sinusoidal perturbation will be enlarged, which means
that the growth will be unstable and growth quality will
be deteriorated. For stable growth, the wavelength of the
initial perturbation λ has to be smaller than the effective
diffusion length λe, which is defined as

λe =
√

4πDe

rJ
. (37.88)
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Fig. 37.26 (a) An AlN crystal grown by sublimation
method (after [37.70]). (b) An AlN crystal grown by HVPE
method (after [37.130]) (with permission from Elsevier) �

To obtain stable growth, one can either reduce the initial
perturbation wavelength or increase the effective dif-
fusion wavelength. The initial perturbation wavelength
is related to the substrate and supersaturation. The ef-
fective diffusion length is proportional to the effective
diffusion coefficient De and inversely proportional to
the atom radius r and the growth flux rate. Collazo
et al. [37.129] studied the effect of process conditions
such as surface temperature T and the growth flux rate J
on the effective diffusion length λe and the effect of
process conditions such as supersaturation on the initial
perturbation wavelength λ. They found that changing
the process conditions cannot significantly affect the
values of λe and λ.

It is concluded here that the substrate plays a criti-
cal role in determining the quality of AlN crystal when
the crystal is grown large and thick. For HVPE growth
using a foreign substrate such as sapphire or silicon car-
bide, the wavelength of the surface perturbation will be
larger than the effective surface diffusion length due
to the lattice mismatch between the AlN crystal and
substrate when the thickness of the crystal is large.
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AIN single crystalAIN single crystal

PolycrystallinePolycrystalline
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ExpandedExpanded
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Fig. 37.27 Deposition geometry (after [37.128])

Therefore the film growth will be unstable, and conse-
quently, low-quality crystals will be obtained.

37.6 Concluding Remarks

Transport phenomena in chemical vapor deposition
of III nitrides are complicated due to gas flow, cou-
pled convection and radiation, conjugate heat and mass
transfer, homogeneous gas-phase and heterogeneous
surface reactions, and the coexistence of multiple length
and time scales. The multiplicity of governing param-
eters, complex geometric configurations, complicated
boundary conditions, and the lack of information on
gas-phase and surface reaction mechanisms make this
process difficult to predict and control.

It is the authors’ intention to provide a systematical
procedure for those who are new to the field of vapor-
growth process modeling. In this chapter an attempt has
been made to present a comprehensive description of
the fundamental theory as well as an extensive overview
of the state of the art in vapor-growth process model-
ing. The main focus has been on continuum modeling
of macroscopic gas flow, homogeneous gas-phase reac-
tions inside the reactor chamber, heterogeneous surface
reactions on the substrate surface, heat transfer, and

species transport in reactors for GaN/AlN vapor crystal
growth.

Gas velocity, temperature and pressure, and species
concentration distributions in a CVD reactor are cor-
related. The main difficulty in accurately predicting
species concentration lies in the lack of detailed in-
formation for gas-phase and surface reactions. By
using GaN IVPE growth as an example, mathe-
matic models for thermodynamic and kinetic gas-phase
and surface reactions have been described. Thermo-
dynamic models can be used to predict gas-phase
and surface reactions with or without detailed re-
actions steps. The results, however, only give the
upper limit of what one can expect. By comparing
the results with available experiment observations, one
may determine the extent to which the gas-phase and
surface reactions deviate from the equilibrium assump-
tion. Empirical models were used in this chapter to
simulate gas-phase and surface reaction kinetically.
The detailed multistep gas-phase and surface reaction
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mechanisms can only be obtained from the experi-
ments. The current models can be used to predict
species transport in the reactor in order to identify
the critical controlling parameters for fast and uniform
deposition.

Film instability during GaN/AlN growth has been
analyzed, in which surface diffusion determines the
crystal grain size and morphology. The key parameters,

such as the lattice mismatch between the substrate and
deposited film, the effective diffusion length, and the
supersaturation above the substrate, have been identi-
fied and their effects on film instability during growth
quantified. It is found that, for growth of GaN/AlN
bulk crystals, use of native substrate is the key for high
deposition quality when the deposited film thickness
becomes very large.

References

37.1 E.J. Tarsa, B. Heying, X.H. Wu, P. Fini, S.P. Den-
Baars, J.S. Speck: Homoepitaxial growth of GaN
under Ga-stable and N-stable conditions by
plasma-assisted molecular beam epitaxy, J. Appl.
Phys. 82, 5472–5479 (1997)

37.2 C.R. Elsass, I.P. Smorchkova, H.Y. Ben, E. Haus,
C. Poblenz, P. Fini, K. Maranowski, P.M. Petroff,
S.P. DenBaars, U.K. Mishra, J.S. Speck, A. Saxler,
S. Elhamri, W.C. Mitchel: Electron transport in
AlGaN/GaN heterostructures grown by plasma-
assisted molecular beam epitaxy, Jpn. J. Appl.
Phys. Part 2–Letters 39, L1023–L1025 (2000)

37.3 A. Hierro, A.R. Arehart, B. Heying, M. Hansen,
J.S. Speck, U.K. Mishra, S.P. DenBaars, S.A. Ringel:
Capture kinetics of electron traps in MBE-grown
n-GaN, Phys. Status Solidi b 228, 309–313 (2001)

37.4 R.F. Davis, A.M. Roskowski, E.A. Preble, J.S. Speck,
B. Heying, J.A. Freitas, E.R. Glaser, W.E. Car-
los: Gallium nitride materials – progress, status,
and potential roadblocks, Proc. IEEE 90, 993–1005
(2002)

37.5 P. Waltereit, H. Sato, C. Poblenz, D.S. Green,
J.S. Brown, M. McLaurin, T. Katona, S.P. DenBaars,
J.S. Speck, J.H. Liang, M. Kato, H. Tamura, S. Omori,
C. Funaoka: Blue GaN-based light-emitting diodes
grown by molecular-beam epitaxy with external
quantum efficiency greater than 1.5%, Appl. Phys.
Lett. 84, 2748–2750 (2004)

37.6 C. Poblenz, P. Waltereit, J.S. Speck: Uniformity and
control of surface morphology during growth of
GaN by molecular beam epitaxy, J. Vac. Sci. Tech-
nol. B 23, 1379–1385 (2005)

37.7 A. Corrion, F. Wu, T. Mates, C.S. Gallinat, C. Poblenz,
J.S. Speck: Growth of Fe-doped GaN by RF plasma-
assisted molecular beam epitaxy, J. Cryst. Growth
289, 587–595 (2006)

37.8 A. Corrion, C. Poblenz, P. Waltereit, T. Pala-
cios, S. Rajan, U.K. Mishra, J.S. Speck: Review
of recent developments in growth of AlGaN/GaN
high-electron mobility transistors on 4H-SiC by
plasma-assisted molecular beam epitaxy, IEICE
Trans. Electron. E89C, 906–912 (2006)

37.9 A.S. Segal, A.V. Kondratyev, S.Y. Karpov, D. Mar-
tin, V. Wagner, M. Ilegems: Surface chemistry and

transport effects in GaN hydride vapor phase epi-
taxy, J. Cryst. Growth 270, 384–395 (2004)

37.10 S.Y. Karpov, D.V. Zimina, Y.N. Makarov, B. Beau-
mont, G. Nataf, P. Gibart, M. Heuken, H. Jurgensen,
A. Krishnan: Modeling study of hydride vapor
phase epitaxy of GaN, Phys. Status Solidi a 176,
439–442 (1999)

37.11 A.S. Segal, S.Y. Karpov, Y.N. Makarov, E.N. Mokhov,
A.D. Roenkov, M.G. Ramm, Y.A. Vodakov: On mech-
anisms of sublimation growth of AlN bulk crystals,
J. Cryst. Growth 211, 68–72 (2000)

37.12 M.V. Bogdanov, S.E. Demina, S.Y. Karpov, A.V. Ku-
lik, M.S. Ramm, Y.N. Makarov: Advances in
modeling of wide-bandgap bulk crystal growth,
Cryst. Res. Technol. 38, 237–249 (2003)

37.13 E.N. Mokhov, A.D. Roenkov, Y.A. Vodakov, S.Y. Kar-
pov, M.S. Ramm, A.S. Segal, Y.A. Makarov,
H. Helava: Growth of AlN bulk crystals by subli-
mation sandwich method. In: Silicon Carbide and
Related Materials, ed. by P. Bergman, E. Janzén
(Trans Tech, Zurich 2002) pp. 979–982

37.14 S.Y. Karpov, D.V. Zimina, Y.N. Makarov, E.N. Mokhov,
A.D. Roenkov, M.G. Ramm, Y.A. Vodakov: Subli-
mation growth of AlN in vacuum and in a gas
atmosphere, Phys. Status Solidi a 176, 435–438
(1999)

37.15 P.G. Baranov, E.N. Mokhov, A.O. Ostroumov,
M.G. Ramm, M.S. Ramm, V.V. Ratnikov, A.D. Roen-
kov, Y.A. Vodakov, A.A. Wolfson, G.V. Saparin,
S.Y. Karpov, D.V. Zimina, Y.N. Makarov, H. Juer-
gensen: Current status of GaN crystal growth by
sublimation sandwich technique, MRS Internet J.
Nitride Semicond. Res. 3, 50 (1998)

37.16 C.H. Wei, Z.Y. Xie, L.Y. Li, Q.M. Yu, J.H. Edgar: MOCVD
growth of cubic GaN on 3C-SiC deposited on Si(100)
substrates, J. Electron. Mater. 29, 317–321 (2000)

37.17 Z.Y. Xie, C.H. Wei, L.Y. Li, J.H. Edgar, J. Chaud-
huri, C. Ignatiev: Effects of surface preparation
on epitaxial GaN on 6H-SiC deposited via MOCVD,
MRS Internet J. Nitride Semicond. Res. 4S1, G3.39
(1999)

37.18 B.S. Sywe, J.R. Schlup, J.H. Edgar: Fourier-
transform infrared spectroscopic study of pre-
deposition reactions in metalloorganic chemical

Part
F

3
7



Vapor Growth of III Nitrides References 1277

vapor-deposition of gallium nitride – Part II,
Chem. Mater. 3, 1093–1097 (1991)

37.19 J.H. Edgar, L.H. Robins, S.E. Coatney, L. Liu,
J. Chaudhuri, K. Ignatiev, Z. Rek: A comparison
of aluminum nitride freely nucleated and seeded
on 6H-silicon carbide, Silicon Carbide Relat. Mater.
338-3, 1599–1602 (2000)

37.20 Y. Shi, B. Liu, L.H. Liu, J.H. Edgar, E.A. Payzant,
J.M. Hayes, M. Kuball: New technique for sublima-
tion growth of AlN single crystals, MRS Internet J.
Nitride Semicond. Res. 6, 1–10 (2001)

37.21 J.H. Edgar, L. Liu, B. Liu, D. Zhuang, J. Chaudhuri,
M. Kuball, S. Rajasingam: Bulk AlN crystal growth:
self-seeding and seeding on 6H-SiC substrates, J.
Cryst. Growth 246, 187–193 (2002)

37.22 B. Liu, J.H. Edgar, Z. Gu, D. Zhuang, B. Raghotha-
machar, M. Dudley, A. Sarua, M. Kuball,
H.M. Meyer: The durability of various crucible ma-
terials for aluminum nitride crystal growth by
sublimation, MRS Internet J. Nitride Semicond. Res.
9, 6 (2004)

37.23 Z. Gu, L. Du, J.H. Edgar, E.A. Payzant, L. Walker,
R. Liu, M.H. Engelhard: Aluminum nitride-silicon
carbide alloy crystals grown on SiC substrates by
sublimation, MRS Internet J. Nitride Semicond. Res.
10, 5 (2005)

37.24 Z. Gu, J.H. Edgar, D.W. Coffey, J. Chaudhuri,
L. Nyakiti, R.G. Lee, J.G. Wen: Defect-selective
etching of scandium nitride crystals, J. Cryst.
Growth 293, 242–246 (2006)

37.25 M. Callahan, M. Harris, M. Suscavage, D.F. Bliss,
J. Bailey: Synthesis and growth of gallium nitride
by the chemical vapor reaction process (CVRP), MRS
Internet J. Nitride Semicond. Res. 4, 10 (1999)

37.26 V. Tassev, D.F. Bliss, M. Suscavage, Q.S. Padu-
ano, S.Q. Wang, L. Bouthillette: Iodine vapor phase
growth of GaN: dependence of epitaxial growth
rate on process parameters, J. Cryst. Growth 235,
140–148 (2002)

37.27 M. Suscavage, L. Bouthillette, D.F. Bliss, S.Q. Wang,
C. Sung: New iodide method for growth of GaN,
Phys. Status Solidi a 188, 477–480 (2001)

37.28 D.F. Bliss, V.L. Tassev, D. Weyburne, J.S. Bailey: Alu-
minum nitride substrate growth by halide vapor
transport epitaxy, J. Cryst. Growth 250, 1–6 (2003)

37.29 D. Cai, L.L. Zheng, H. Zhang, V.L. Tassev, D.F. Bliss:
Modeling of aluminum nitride growth by halide
vapor transport epitaxy method, J. Cryst. Growth
276, 182–193 (2005)

37.30 W.J. Mecouch, B.J. Rodriguez, Z.J. Reitmeier,
J.S. Park, R.F. Davis, Z. Sitar: Initial stages of growth
of gallium nitride via iodine vapor phase epitaxy,
Mater. Res. Soc. Symp. Proc. 831, E3.23.1. (2005)

37.31 R. Schlesser, Z. Sitar: Growth of bulk AlN crys-
tals by vaporization of aluminum in a nitrogen
atmosphere, J. Cryst. Growth 234, 349–353 (2002)

37.32 D. Zhuang, Z.G. Herro, R. Schlesser, B. Raghotha-
machar, M. Dudley, Z. Sitar: Seeded growth of

AlN crystals on nonpolar seeds via physical vapor
transport, J. Electron. Mater. 35, 1513–1517 (2006)

37.33 D. Zhuang, Z.G. Herro, R. Schlesser, Z. Sitar: Seeded
growth of AlN single crystals by physical vapor
transport, J. Cryst. Growth 287, 372–375 (2006)

37.34 R. Dalmau, R. Schlesser, B.J. Rodriguez, R.J. Ne-
manich, Z. Sitar: AlN bulk crystals grown on SiC
seeds, J. Cryst. Growth 281, 68–74 (2005)

37.35 V. Noveski, R. Schlesser, B. Raghothamachar,
M. Dudley, S. Mahajan, S. Beaudoin, Z. Sitar:
Seeded growth of bulk AlN crystals and grain evo-
lution in polycrystalline AlN boules, J. Cryst. Growth
279, 13–19 (2005)

37.36 V. Noveski, R. Schlesser, S. Mahajan, S. Beaudoin,
Z. Sitar: Growth of AlN crystals on AlN/SiC seeds by
AlN powder sublimation in nitrogen atmosphere,
MRS Internet J. Nitride Semicond. Res. 9, 2 (2004)

37.37 B. Wu, R.H. Ma, H. Zhang, M. Dudley, R. Schlesser,
Z. Sitar: Growth kinetics and thermal stress in AlN
bulk crystal growth, J. Cryst. Growth 253, 326–339
(2003)

37.38 E. Silveira, J.A. Freitas, G.A. Slack, L.J. Schowalter,
M. Kneissl, D.W. Treat, N.M. Johnson: Depth-
resolved cathodoluminescence of a homoepitaxial
AlN thin film, J. Cryst. Growth 281, 188–193 (2005)

37.39 J.C. Rojo, G.A. Slack, K. Morgan, B. Raghothama-
char, M. Dudley, L.J. Schowalter: Report on the
growth of bulk aluminum nitride and subsequent
substrate preparation, J. Cryst. Growth 231, 317–321
(2001)

37.40 L.J. Schowalter, J.C. Rojo, N. Yakolev, Y. Shuster-
man, K. Dovidenko, R.J. Wang, I. Bhat, G.A. Slack:
Preparation and characterization of single-crystal
aluminum nitride substrates, MRS Internet J. Ni-
tride Semicond. Res. 5, W6.7 (2000)

37.41 G. Koley, M.G. Spencer: Scanning Kelvin probe
microscopy characterization of dislocations in III-
nitrides grown by metalorganic chemical vapor
deposition, Appl. Phys. Lett. 78, 2873–2875 (2001)

37.42 I. Jenkins, K.G. Irvine, M.G. Spencer, V. Dmitriev,
N. Chen: Growth of solid-solutions of aluminum
nitride and silicon-carbide by metalorganic chem-
ical vapor-deposition, J. Cryst. Growth 128, 375–378
(1993)

37.43 K. Wongchotigul, N. Chen, D.P. Zhang, X. Tang,
M.G. Spencer: Low resistivity aluminum nitride:
Carbon (AlN:C) films grown by metal organic chem-
ical vapor deposition, Mater. Lett. 26, 223–226
(1996)

37.44 C.M. Zetterling, M. Ostling, K. Wongchotigul,
M.G. Spencer, X. Tang, C.I. Harris, N. Nordell,
S.S. Wong: Investigation of aluminum nitride
grown by metal-organic chemical-vapor deposi-
tion on silicon, J. Appl. Phys. 82, 2990–2995 (1997)

37.45 K. Wongchotigul, S. Wilson, C. Dickens, J. Griffin,
X. Tang, M.G. Spencer: Growth of aluminum nitride
with superior optical and morphological proper-
ties. In: Silicon Carbide, III–Nitrides and Related

Part
F

3
7



1278 Part F Modeling in Crystal Growth and Defects

Materials, Parts 1 and 2, ed. by G. Pensl, H. Morkoç,
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Continuum-Sc38. Continuum-Scale Quantitative Defect Dynamics
in Growing Czochralski Silicon Crystals

Milind S. Kulkarni

The vast majority of modern microelectronic de-
vices are built on monocrystalline silicon substrates
produced from crystals grown by the Czochralski
(CZ) and float-zone (FZ) processes. Silicon crys-
tals inherently contain various crystallographic
imperfections known as microdefects that often
affect the yield and performance of many devices.
Hence, quantitative understanding and control of
the formation and distribution of microdefects in
silicon crystals play a central role in determining
the quality of silicon substrates. These microde-
fects are primarily aggregates of intrinsic point
defects of silicon (vacancies and self-interstitials)
and oxygen (silicon dioxide). The distribution of
microdefects in a CZ crystal is determined by the
complex dynamics, influenced by various reactions
involving the intrinsic point defects and oxygen,
and their transport. The distribution of these mi-
crodefects can also be strongly influenced and
controlled by the addition of impurities such as
nitrogen to the crystal. In this chapter, signifi-
cant developments in the field of defect dynamics
in growing CZ and FZ crystals are reviewed. The
breakthrough discovery of the initial point defect
incorporation in the vicinity of the melt–crystal
interface, made in the early 1980s, allows a sim-
plified quantification of CZ and FZ defect dynamics.
Deeper insight into the formation and growth of
microdefects was provided in the last decade by
various treatments of the aggregation of oxygen
and the intrinsic point defects of silicon. In par-
ticular, rigorous quantification of the aggregation
of intrinsic point defects using the classical nucle-
ation theory, a recently developed lumped model
that captures the microdefect distribution by rep-
resenting the actual population of microdefects
by an equivalent population of identical microde-
fects, and another rigorous treatment involving the
Fokker–Planck equations are discussed in detail.

The industrially significant dynamics of growing CZ
crystals free of large microdefects is also reviewed.
Under the conditions of large microdefect-free
growth, a moderate vacancy supersaturation de-
velops in the vicinity of the lateral surface of
a growing crystal, leading to the formation of
oxygen clusters and small voids, at lower temper-
atures. The vacancy incorporation near the lateral
surface of a crystal, or the lateral incorporation
of vacancies, is driven by the interplay among
the Frenkel reaction, the diffusion of the intrinsic
point defects, and their convection.

A review of CZ defect dynamics with a particular
focus on the growth of large microdefect-free
crystals is presented and discussed.
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In modern microelectronics industry, the majority of
devices are fabricated on silicon substrates produced
from silicon crystals grown by the Czochralski (CZ)
process. The float-zone (FZ) process is also used to
produce a small fraction of the silicon substrates used
in the modern industry. In the CZ process, a sili-
con crystal is continuously pulled from a silicon melt
placed in a quartz crucible, as shown in Fig. 38.1.
A CZ crystal has a conical top called the crown,
a conical bottom called the endcone, and a cylindri-
cal section called the body, which provides substrates
for the fabrication of devices. In the FZ process,
a molten silicon zone is allowed to form and solid-
ify along the entire length of a polycrystalline silicon
body to form a silicon single crystal. Silicon crystals

Crown

Endcone

Body

Crystal

Cold

Outer cooling 
jacket 

Side Heater

Interface

Seed end

Opposite end

Hot

a) b)

Fig. 38.1 (a) A schematic representa-
tion of the Czochralski (CZ) crystal
growth process, (b) a grown CZ
crystal (after [38.1])

grown prior to the late 1950s contained thermomechan-
ically induced dislocations. A breakthrough discovery
by Dash in the late 1950s allowed crystal growth free
of these dislocations [38.2, 3]. In modern crystals, free
of thermomechanically induced dislocations, various
crystallographic imperfections known as microdefects,
aggregated defects, and grown-in bulk defects can form
and grow [38.4–15]. Microdefects vary in size from
a few nanometers to > 200 nm. Microdefects of this size
significantly affect the performance of the continuously
shrinking modern microelectronic devices. This chap-
ter addresses key developments in the crystal growth
industry in the understanding and quantification of the
physics of the formation of microdefects, popularly
termed defect dynamics.
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38.1 The Discovery of Microdefects

Various types of microdefects are formed in CZ and FZ
crystals. However, two types of microdefects commonly
occur and hence are of critical significance. These are
the aggregates of the intrinsic point defects of silicon:
self-interstitials and vacancies. Vacancies are formed
by silicon atoms missing from the silicon crystal lat-
tice, whereas self-interstitials are silicon atoms that are
not part of the lattice. Self-interstitial aggregates in

108
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1 5 6 7432
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A defects

D defectsB defects

b)
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D defects In
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Fig. 38.2 (a) X-ray transmission topograph of a copper-
decorated longitudinal section of a pedestal-pulled crystal,
showing the dependence of the microdefect type on the
growth rate. The growth rate varies from 4 to 7 mm/min
from top to bottom. Note that the morphological details
of microdefects are not revealed by the decoration of
microdefects by the precipitation of copper. (b) The depen-
dence of the type and density of microdefects on the crystal
growth rate (after [38.14], c© Elsevier 1981)

FZ crystals were first observed in the 1960s and were
termed A defect swirls (A defects) and B defect swirls
(B defects), although the origin of these defects was not
clearly known [38.4, 6–9]. Later, A defects were identi-
fied as dislocation loops and B defects were presumed
to be globular self-interstitial aggregates [38.10–13]. In
the 1980s, vacancy aggregates in FZ crystals were first
reported and later termed D defects [38.14, 15]. More
recent studies have identified D defects as octahedral
voids [38.17, 18].

The discovery of the described microdefects was
followed by various attempts to explain their formation.
The dependence of the type of microdefects formed
on the crystal growth rate was reported in various
papers [38.6, 8, 14, 15]. A and B defects were ob-
served at lower growth rates while D defects were
observed at higher growth rates (Fig. 38.2). A unifying
and acceptable analysis of the microdefect distribu-
tion in silicon crystals, however, was not available
until 1982, when Voronkov provided the first ground-
breaking explanation of defect dynamics in both FZ and
CZ growth [38.19].

Various impurities present in a silicon crystal can
influence the defect dynamics. CZ crystals are grown

125 mm

OSF ring

Fig. 38.3 An x-ray topograph (positive image) of a wafer
showing the annular region containing OSFs. The wafer
was sliced from a CZ crystal and treated at 1100 ◦C for 1 h
in steam (after [38.16] c© Jpn. J. Appl. Phys.)
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from a melt contained in a quartz crucible, which is
a source of oxygen. Hence, CZ crystals contain oxy-
gen, unlike FZ crystals. Oxygen in CZ crystals typically
precipitates as particles of silicon dioxide, which are
popularly termed oxygen precipitates or oxygen clus-
ters. Oxygen clusters in a growing CZ crystal are
typically very small. These clusters facilitate the forma-
tion of stacking faults in crystals subjected to selective
heat treatments that generate self-interstitials. Hence,
oxygen clusters are typically identified by these stack-
ing faults, known as oxidation-induced stacking faults

(OSFs) (Fig. 38.3) [38.16]. As microdefects in silicon
substrates produced from CZ crystals can adversely
affect the performance of devices built on them, the de-
velopment of crystal growth processes that reduce the
size of microdefects in growing crystals is of indus-
trial significance. Various studies have shown that the
microdefect distribution in CZ crystals can be influ-
enced in the presence of nitrogen, in general, and that
the size of D defects (voids) can be reduced, in particu-
lar [38.20]. Dopants such as boron also affect CZ defect
dynamics [38.21–24].

38.2 Defect Dynamics in the Absence of Impurities

Considering the complexity of CZ defect dynamics, first
CZ and FZ defect dynamics in the absence of impuri-
ties are discussed in this chapter, followed by CZ defect
dynamics in the presence of nitrogen and oxygen.

38.2.1 The Theory
of the Initial Incorporation
of Intrinsic Point Defects

Voronkov was the first to provide a satisfactory and well-
accepted explanation for the quality of the microdefect
distributions observed in silicon crystals [38.19]. Ac-
cording to Voronkov’s theory, an interplay between the
transport of the intrinsic point defects in a growing
crystal in the vicinity of the melt–crystal interface and
the Frenkel reaction involving the mutual annihilation
or the recombination of vacancies and self-interstitials
plays a key role in determining the final microdefect
distribution. Voronkov analyzed this interplay by quan-
tifying the Frenkel reaction dynamics and the intrinsic
point defect balances in a growing crystal. His ground-
breaking work is briefly discussed below.

The Frenkel Reaction Dynamics
in a Growing Crystal

The Frenkel reaction involves the reversible anni-
hilation of vacancies and self-interstitials by their
recombination and the spontaneous generation of va-
cancies and self-interstitials from silicon lattice atoms

i+v � Si , (38.1)

where i is a self-interstitial, v is a vacancy, and Si is
a silicon lattice atom. The net rate of recombination
of vacancy and self-interstitial pairs is equal and oppo-
site to the net rate of formation of self-interstitials or

vacancies, which is given by

−ri = −rv = ki↔v(CiCv −Ci,eCv,e) , (38.2)

where r is the net rate of formation of any species
per unit volume, C is the concentration of any species,
and ki↔v is the reaction rate constant known as the
recombination constant. The subscript “i” denotes self-
interstitials, “v” vacancies, “e” equilibrium conditions,
and “i ↔ v” the interaction between self-interstitials
and vacancies. The intrinsic point defects are assumed
to exist at equilibrium at the melt–crystal interface. The
concentration of the intrinsic point defects, however,
drops significantly in a crystal near the interface, as the
decreasing temperature in the crystal facilitates rapid re-
combination of self-interstitials and vacancies. Hence,
the intrinsic point defects diffuse from the interface into
the crystal. In addition, the continuous growth of the
crystal, or the crystal pulling, facilitates the transport
of the intrinsic point defects by their convection. Com-
pared with the timescale of the transport, the Frenkel
reaction can be assumed to be instantaneous and, hence,
in equilibrium. Thus, the following relationship remains
valid

CiCv = Ci,eCv,e . (38.3)

The equilibrium concentrations of the intrinsic point de-
fects are functions of the crystal temperature and are
expressed as

Ci,e = Ci,0 exp

(
− Eform,i

kBT

)
, (38.4)

Cv,e = Cv,0 exp

(
− Eform,v

kBT

)
, (38.5)

where Eform is the formation energy (the subscript
“form” denotes the formation energy) and kB is the
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Boltzmann constant. The temperature profile in a crys-
tal, in the vicinity of the melt–crystal interface and at
a fixed radial location, is reasonably represented by
a linear approximation of the inverse of the temperature

1

T
= 1

Ts/l
+ 1

T 2
s/l

Gz , (38.6)

where T is the temperature, G is the magnitude of the
axial temperature gradient at the interface at any radial
location, and z is the distance from the interface. The
subscript “s/l” represents the conditions at the interface.
Using (38.6), (38.4) and (38.5) can be written as

Ci,e = Ci,e (Ts/l) exp

(
− Eform,iGz

kBT 2
s/l

)
, (38.7)

Cv,e = Cv,e (Ts/l) exp

(
− Eform,vGz

kBT 2
s/l

)
. (38.8)

Thus, (38.3) describing the Frenkel reaction equilibrium
takes the form

CiCv = Ci,e (Ts/l) Cv,e (Ts/l) exp

(−2z

l

)
, (38.9)

where the characteristic recombination length l is ex-
pressed as

l = 2kBT 2
s/l

(Eform,i + Eform,v)G
. (38.10)

The discussed Frenkel reaction dynamics can be cou-
pled with the overall intrinsic point defect balance in
a growing crystal to describe the microdefect distribu-
tions observed in CZ and FZ crystals.

The Intrinsic Point Defect Balance
and the Initial Incorporation

Driven by the Frenkel reaction, the concentrations of
both the intrinsic point defect species dramatically drop
in the vicinity of the melt–crystal interface. This in-
trinsic point defect concentration drop, in turn, drives
the diffusion of both species from the interface, where
they exist at equilibrium, into the crystal. In addition,
the intrinsic point defects are also transported by the
physical growth of the crystal, with respect to a fixed
coordinate system. Crystal growth at a fixed rate and
through a fixed temperature field with respect to a fixed
coordinate system can be assumed to take place under
a steady state. The excess intrinsic point defect flux, de-
fined as the difference between the flux of vacancies and
the flux of self-interstitials, is not explicitly affected by
the Frenkel reaction. This excess flux is fixed for a given

crystal growth condition

jiv =
(

−Dv
dCv

dz
+ VCv

)
−
(

−Di
dCi

dz
+ VCi

)
,

(38.11)

where jiv is the excess intrinsic point defect flux, D is
the diffusivity, and V is the magnitude of the axial crys-
tal pull rate. The effects of radial diffusion are ignored
in (38.11).

When the vacancy flux is greater than the self-
interstitial flux or when the excess intrinsic point defect
flux is positive, vacancies are the surviving dominant
species in the growing crystal and self-interstitials are
annihilated to very low concentrations, within a short
distance from the melt–crystal interface. Vacancy su-
persaturation increases at lower temperatures to drive
the formation of D defects. Vacancies are termed the in-
corporated dominant intrinsic point defects under this
condition. When the self-interstitial flux is greater than
the vacancy flux or when the excess intrinsic point de-
fect flux is negative, self-interstitials are the dominant
species in the crystal and vacancies are annihilated to
very low concentrations, within a short distance from
the interface. The crystal becomes supersaturated with
self-interstitials, leading to the formation of B and
A defects by the aggregation of self-interstitials at
lower temperatures. Self-interstitials are termed the in-
corporated dominant intrinsic point defects under this
condition.

When the vacancy flux is equal to the self-interstitial
flux or when the excess intrinsic point defect flux is
equal to zero, both the intrinsic point defect species
remain in comparable concentrations in the growing
crystal and annihilate each other to very low concen-
trations. Under this condition, defined as the critical
condition, no detectable microdefects are formed in the
crystal at any temperature. At the critical condition,
(38.11) is satisfied when both the intrinsic point de-
fect concentrations show the same dependence on z, if
the diffusivities of both the species are fixed and tem-
perature independent. This assumption is approximate
but acceptable within a narrow range of temperatures
close to the interface. Then, using (38.9), the intrinsic
point defect concentrations in a crystal growing under
the critical condition are defined as

Ci = Ci,0 exp

(
Eform,i + Eform,v

2kBTs/l

− Eform,i

kBTs/l
− Eform,i + Eform,v

2kBT

)
, (38.12)
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Cv = Cv,0 exp

(
Eform,i + Eform,v

2kBTs/l

− Eform,v

kBTs/l
− Eform,i + Eform,v

2kBT

)
. (38.13)

Using (38.11–38.13), the critical condition is analyti-
cally derived as

(V/G)c = Eform,i + Eform,v

2kBT 2
s/l

×
Di(Ts/l)Ci,e(Ts/l)− Dv(Ts/l)Cv,e(Ts/l)

Cv,e(Ts/l)−Ci,e(Ts/l)
,

(38.14)

where the subscript “c” denotes the critical value at zero
excess intrinsic point defect flux.

Using this analysis, Voronkov explained the de-
pendence of the microdefect distribution in a crystal
on its growth rate (Fig. 38.2). At very high V , the
convection dominates the diffusion. He hypothesized
that the flux of vacancies into the crystal is higher
than the flux of self-interstitials when the species
convection is relatively appreciable, because the con-
centration of vacancies is higher than the concentration
of self-interstitials at the interface. The crystal remains
vacancy rich as the temperature drops. At very low V ,
the diffusion dominates the convection; Voronkov hy-
pothesized that the flux of self-interstitials is greater
than the flux of vacancies when the species diffu-
sion is relatively appreciable, because self-interstitials
diffuse faster than vacancies at higher temperatures.
Thus, self-interstitials become the dominant incor-
porated species within a short distance from the
interface, while vacancies are effectively annihilated.
The dominant incorporated species eventually nucle-
ates to form the appropriate microdefects at lower
temperatures.

The competition between the intrinsic point de-
fect convection and the intrinsic point defect diffusion
is quantified not just by the crystal pull rate, but by
the ratio of the crystal pull rate to the magnitude of
the axial temperature gradient V/G. The convection
of the intrinsic point defects increases with the crys-
tal pull rate. The diffusion flux of an intrinsic point
defect species increases with the increasing magnitude
of its concentration gradient, which is driven by the
temperature gradient near the interface. Thus, vacan-
cies become the dominant incorporated intrinsic point
defect species at higher V/G and self-interstitials be-
come the dominant incorporated species at lower V/G.
At the critical V/G, the flux of vacancies is equal

Recombination length 1. Point defect incorporation 

2. Dwelling
(supersaturation) 

3. Nucleation
4. Growth

Interface

Fig. 38.4 The phases of defect dynamics in a growing
crystal according to Voronkov’s theory (not to scale) (af-
ter [38.25])

to the flux of self-interstitials and there is no domi-
nance of either intrinsic point defect species as both
species mutually annihilate each other to very low
concentrations.

Table 38.1 Key properties of various species participating
in reactions in growing CZ crystals and the recombination
rate constant (after [38.1])

Property set I

Di (cm2/s) = 0.19497 exp

(−0.9 (eV)

kBT

)

Dv (cm2/s) = 6.2617 × 10−4 exp

(−0.4 (eV)

kBT

)

Ci,e (cm−3) = 6.1859 × 1026 exp

(−4.0 (eV)

kBT

)

Cv,e (cm−3) = 7.59982 × 1026 exp

(−4.0 (eV)

kBT

)

ki↔v (cm3/s) = 1.2 × 10−6 [Di(T )+ Dv(T )]

× exp

[
− 0.61+

(
−2.30+7.38×10−3T

)
kBT

kBT

]∗

λi (eV) = 2.95∗∗

λv (eV) = 1.85
∗ Reported by Sinno et al. [38.26]; the enthalpic barrier (0.61)
is ignored in the simulations discussed in this chapter [38.1,
27]. An accurate estimation of this parameter is not necessary,
because the Frenkel reaction dynamics is fast
∗∗ For two-dimensional (2-D) simulations, a value of 2.85 eV
is used
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Fig. 38.5a–c The profiles of the vacancy concentration,
the self-interstitial concentration, and the temperature
in a Czochralski crystal growing at (a) a higher V/G,
(b) a lower V/G, (c) close to the critical V/G (after [38.25])
�

The process of establishing the key intrinsic point
defect concentration field in a growing CZ crystal in the
vicinity of the melt–crystal interface is termed the ini-
tial incorporation. The initial incorporation takes place
within a short distance from the interface, which scales
with the characteristic recombination length l. When
the operating V/G is either higher or lower than the
critical V/G, the dominance of one intrinsic point de-
fect species is established within the recombination
length; when the operating V/G is closer to the criti-
cal V/G, however, both the intrinsic point defect species
are incorporated in comparable concentrations and con-
tinue to recombine and annihilate each other beyond the
recombination length, without forming large microde-
fects. A schematic representation of Voronkov’s theory
is shown in Fig. 38.4. Voronkov’s theory can be verified
by quantifying the intrinsic point defect concentration
profiles (Cx(z), x denoting either i or v) in a CZ crys-
tal growing at various V/G, as shown in Fig. 38.5a–c.
These computations were accomplished by assuming
that both the diffusivities and the equilibrium concen-
trations of the intrinsic point defects vary with the
temperature and by accounting for the Frenkel reaction
kinetics [38.25]. The properties of the intrinsic point de-
fects used in these simulations are listed in Table 38.1.
There is significant uncertainty in the estimation of the
properties of the intrinsic point defects. The parameters
describing the Frenkel reaction kinetics, in particular,
are not well known. An accurate estimation of the ki-
netic parameters is not necessary because the Frenkel
reaction dynamics is very fast and, hence, reaction equi-
librium prevails. It must be noted that the intrinsic point
defect concentration profiles computed assuming the
constant (fixed) intrinsic point defect diffusivities give
slightly different results.

The evolution of the concentrations of the intrin-
sic point defects in a growing crystal strongly depends
on the properties of the intrinsic point defects, espe-
cially the formation and migration energies. As shown
by (38.12) and (38.13), at the critical V/G, the con-
centration of each intrinsic point defect species is equal
to its equilibrium concentration at any axial location z,
when the formation energy of a vacancy is equal to
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the formation energy of a self-interstitial, the migration
energies of both species are zero, and the temperature
profile in the crystal is given by (38.6). Deviations from
these conditions establish the nonequilibrium intrinsic
point defect concentrations in a crystal growing at the
critical V/G. The dynamics of crystal growth near the
critical condition and the effects of the properties of the
intrinsic point defects on this dynamics are discussed in
detail in Sect. 38.5.

The significance of the discussed discovery of the
initial intrinsic point defect incorporation in growing
silicon crystals extends beyond the field of CZ and FZ
defect dynamics; it remains valuable in the prediction
of the properties of the intrinsic point defects of sili-
con by requiring that the difference Cv,e(Ts/l)−Ci,e(Ts/l)
and the difference Di(Ts/l)Ci,e(Ts/l)− Dv(Ts/l)Cv,e(Ts/l)
be positive.

Validation and Limits of the Theory
of One-Dimensional Initial Incorporation

Voronkov’s theory of the intrinsic point defect in-
corporation has been validated by many experimental
observations reported before and after its publication,
in spite of a few initial questions raised by Tan and
Gösele, among others [38.28]. The dependence of the
microdefect type in FZ crystals on the crystal growth
rate was reported in [38.6,8,14,15]. By varying the pull
rate of various CZ crystals, Sadamitsu et al. showed that
the microdefect quality in the crystals shifted from va-
cancy type (vacancy aggregates) to self-interstitial type
(self-interstitial aggregates) [38.29]. This study also re-
vealed a radial variation in the microdefect distribution.
This was explained by the radial variation in the tem-
perature field, or the radial variation of G. In a typical
CZ crystal, G monotonically increases and V/G mono-
tonically decreases along the radial position. Thus, the
central regions in many CZ crystals exhibit D defects
and the peripheral regions exhibit A defects, as de-
termined by V/G. The narrow microdefect-free region
between the region of vacancy aggregates and the re-
gion of self-interstitial aggregates is known as the v/i
boundary. The microdefect distributions in CZ crystals
showing the v/i boundary were reported by many in the
last decade [38.30–33]

The surface of a growing CZ crystal acts as a source
or a sink of the intrinsic point defects and, hence, in-
duces their radial diffusion; in addition, the radial varia-
tion in the temperature field also causes radial diffusion
of the intrinsic point defects. The microdefect distribu-
tions away from the surfaces in rapidly pulled crystals in
which the radial diffusion effects can be ignored, how-

ever, are very well explained by the one-dimensional
initial incorporation theory. In a silicon crystal, the
region containing abundant vacancies or vacancy aggre-
gates is termed the v-rich region and the region con-
taining abundant self-interstitials or the self-interstitial
aggregates is termed the i-rich region. The position of
the boundary between the v-rich region and the i-rich
region established after the initial incorporation remains
essentially the same even after the aggregation of the
intrinsic point defects in a rapidly pulled CZ crystal.
Hence, by following the v/i boundary separating the va-
cancy aggregates and the self-interstitial aggregates, in
such crystals, the critical V/G can be experimentally de-
termined. Typically, a narrow annular region inside the
v-rich region of a CZ crystal near the v/i boundary ex-
hibits another type of microdefects known as oxidation-
induced stacking faults (OSFs), after a treatment with
selective heat cycles. These OSFs are formed by the ox-
ides of silicon, formed during the crystal growth, in the
regions grown at V/G slightly above the critical V/G
(Figs. 38.3 and 38.6). The incorporated vacancies in
this region are too low in concentration to nucleate at
higher temperatures (≈ 1100 ◦C) to form D defects dur-
ing crystal growth; they survive at lower temperatures
(≈ 1000–850 ◦C) to facilitate the formation of silicon
oxide (primarily silicon dioxide) particles. Oxygen re-
quired for this oxidation in CZ crystals comes from the
quartz crucible used in the CZ process. The specific
volume of an oxide particle is greater than the specific
volume of silicon. Hence, the formation and growth of
the oxide particles generates compressive stresses. Re-
lief of this stress can take place by the consumption of
vacancies and the ejection of self-interstitials from the
silicon lattice. During crystal growth, the oxide particles
in the OSF region are formed essentially by facilitation
by vacancies. The growth of the oxide particles by the
ejection of self-interstitials can take place after the de-
pletion of free vacancies at lower temperatures. These
compressed oxide particles in a silicon wafer facilitate
the growth of stacking faults or OSFs after selective heat
treatments that inject self-interstitials into the silicon
wafer. Hasebe et al. were among the first to report the
presence of the annular region of OSFs termed the OSF
ring in CZ crystals (Fig. 38.3) [38.16]. Often the loca-
tion of the OSF ring, because of its vicinity to the v/i
boundary, is used to mark the critical V/G. The CZ de-
fect dynamics in the presence of oxygen describing the
formation and growth of oxygen clusters is discussed
later in this chapter.

The radial diffusion of the intrinsic point defects in
a CZ crystal, both driven by the variation in the crys-
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Fig. 38.6 (a) The pull-rate profile
used to pull the experimental crys-
tal. (b) The predicted excess intrinsic
point defect concentration field in the
crystal. (c) The experimentally ob-
served microdefect distribution. The
radial variation of G at the interface
was more than 140%. Note: The sim-
ulation results are not completely
mesh insensitive (after [38.25])

tal temperature field and induced by the lateral surface
of the crystal, cannot be ignored in modern CZ growth.
Thus, a more complete picture of the intrinsic point de-
fect dynamics is described by considering the transport
of the intrinsic point defects in an axisymmetric crystal
growing through a temperature field at pseudo-steady
state

∂Ci

∂t
+ V

∂Ci

∂z
= ∇ (Di∇Ci)

− ki↔v(CiCv −Ci,eCv,e) , (38.15)

∂Cv

∂t
+ V

∂Cv

∂z
= ∇ (Dv∇Cv)

− ki↔v(CiCv −Ci,eCv,e) . (38.16)

Nakamura et al. and Sinno et al. were among the first
to solve the two-dimensional intrinsic point defect dy-
namics in growing CZ crystals to clearly define the final
microdefect distributions [38.26, 34].

The equations describing the intrinsic point defect
distributions in a CZ crystal can be further simpli-

fied by assuming the Frenkel reaction equilibrium. The
evolution of the excess intrinsic point defect concentra-
tion Cv −Ci is described without an explicit use of the
Frenkel reaction kinetics as

∂ (Cv −Ci)

∂t
+ V

∂Cv

∂z
− V

∂Ci

∂z
= ∇ (Dv∇Cv)−∇ (Di∇Ci) . (38.17)

The intrinsic point defect concentration field is then
predicted by the solution of (38.17) and (38.3). The con-
centrations of the intrinsic point defects at the boundary
of the crystal including the melt–crystal interface can
be assumed to be at equilibrium. The excess intrinsic
point defect concentration field can be mapped to the
final microdefect distribution. A comparison between
the predicted excess intrinsic point defect concentration
field and the experimentally observed microdefect dis-
tribution in a crystal pulled by a varying rate in MEMC
Electronic Materials is shown in Fig. 38.6 [38.25]. The
crystal temperature field used in the simulation was
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first predicted by the commercial software MARC and
then corrected using the experimentally measured in-
terface [38.35–37]. The heat transport dynamics was
assumed to be very fast, and the melt was assumed
to be an effective solid [38.35–37]. The shape of the
interface changes with the crystal pull rate. It is reason-
able, however, to assume that the interface remains fixed
when the pull rate variation is moderate or that there
exists a locally fixed effective interface when the pull
rate variation is significant. Typically, a representative
interface measured in the center of the region of inter-
est suffices. The simulation was performed using one
such experimentally measured interface. The properties
of the intrinsic point defects used in the simulation are
listed in Table 38.1. Figure 38.6a shows the actual crys-
tal pull rate profile, and Fig. 38.6b shows the predicted
excess intrinsic point defect concentration field in the
crystal. The positive excess intrinsic point defect con-
centration represents vacancy aggregates or D defects,
and the negative excess intrinsic point defect con-
centration represents self-interstitial aggregates (A and
B defects). The experimental microdefect distribution
is determined by the method of copper decoration and
Secco etching and is shown in Fig. 38.6c. The reader
is referred to Kulkarni et al. for the details of the
microdefect decoration by the employed characteriza-
tion technique [38.38–40]. The excess intrinsic point
defect concentration field shown in Fig. 38.6 is influ-
enced by the varying pull rate, the temperature field in
the crystal, and the radial intrinsic point defect diffu-
sion, to some extent. The v/i boundary in the crystal
is clearly identified. The intensity of the oxygen pre-
cipitation is very high very close to the v/i boundary,
indicating the potential for OSF formation. In rapidly
pulled crystals, the observed microdefect distribution,
the location of the OSF region, and the location of the
v/i boundary can be quantified by the radial variation
of G and the axial variation of the pull rate. Several
studies [38.30–33] have directly or indirectly quanti-
fied the location of the v/i boundary in CZ crystals.
It must be noted that the simulation results shown in
Fig. 38.6 are not completely mesh insensitive at the level
of discretization used. This inaccuracy is corrected in
the computations discussed in the later sections of this
chapter.

38.2.2 The Quantification
of the Microdefect Formation

The quantification of the intrinsic point defect concen-
tration field in a CZ crystal provides only a qualitative

information of the final microdefect distribution [38.19,
26, 34, 41–45]. As microelectronic devices are very
sensitive to the size of microdefects, an accurate quan-
tification of the microdefect distribution in CZ crystals
is essential. Capturing the distribution of microdefects
in a CZ crystal is quite rigorous and involves the solu-
tion of a set of complex equations. The formation and
growth of microdefects in an element of silicon takes
place over a finite period of time; thus, a population
of the microdefects formed at various moments of the
elapsed time period exists in the element. Hence, var-
ious approximations are made in capturing the entire
microdefect distribution in a growing CZ crystal [38.1,
27, 46–54].

Based on the research reported in the literature,
three broad approaches for the quantification of the mi-
crodefect distribution in a CZ crystal can be identified.
The first approach involves the application of the classi-
cal nucleation theory for the formation of stable nuclei
of microdefects followed by their diffusion-limited
growth, the second approach involves representing the
population of microdefects present at any location
by an equivalent population of identical microdefects,
and the third approach involves the application of the
Fokker–Planck equation to create a continuum of the
microdefect size. Voronkov and Falster were the first
to publish the first approach [38.46]. For the sake
of simplicity, however, they ignored axial and radial
diffusion of the intrinsic point defects during the for-
mation and growth of microdefects. Thus, in effect,
the formation of microdefects was treated in an iso-
lated element of silicon following a predetermined
decrease in the temperature. Kulkarni et al. [38.1]
augmented this model and quantified the CZ defect
dynamics including the axial diffusion effects [38.1].
A detailed two-dimensional treatment of the CZ de-
fect dynamics to capture the microdefect distribution
by the approach of Kulkarni et al. [38.1] remains com-
putationally unattractive. To address this shortcoming,
Kulkarni and Voronkov [38.53] developed the lumped
model, which represents a population of microdefects
of varying sizes at any location in a CZ crystal by an
equivalent population of identical microdefects and cap-
tures the two-dimensional distribution of microdefects.

The quantification of the CZ defect dynamics by
a more rigorous approach can be accomplished by
a direct treatment of the reactions between the nucleat-
ing monomers and microdefects of various sizes. This
approach is computationally impractical, considering
the size of mature microdefects. The Fokker–Planck
equations (FPE) are popularly used to address the
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quantification of such systems. By the Fokker–Planck
approach, a microdefect population at any location in
a CZ crystal is quantified by a size coordinate. Sinno and
Brown [38.47], Mori [38.27], Wang and Brown [38.48],
and Brown et al. [38.49] accomplished the quantifica-
tion of the defect dynamics in CZ crystals using the
Fokker–Planck formulation.

For the sake of continuity, the quantifications of
the defect dynamics in CZ crystals by the first and
the second approach are discussed first in this chap-
ter. The third approach, employing the Fokker–Planck
equations, is discussed last.

First Approach: CZ Defect Dynamics
Using the Classical Nucleation Theory

All microdefects are treated as clusters of the intrinsic
point defects. The formation of microdefects takes place
by a series of reactions of the following type [38.55–
57]:

Pmx + x � P(m+1)x , {x = i, v} . (38.18)

In reaction (38.18), P is a cluster of monomers or an
intrinsic point defect species x. A cluster of m intrinsic
point defects of type x is represented by Pmx . At a given
temperature and intrinsic point defect concentration, the
total free energy change associated with the formation
of a cluster containing m intrinsic point defects from
a supersaturated solution is given by

ΔFx (mx) = −mxkBT ln
Cx

Cx,e
+λxm2/3

x , (38.19)

where F is the free energy and λ is the surface energy
coefficient for the cluster. Note that the subscript x (for
i and v) denotes the intrinsic point defect x (as in Cx)
as well as the clusters containing the intrinsic point de-
fect x (as in Fx and λx), depending on the variable.
The first term on the right-hand side of (38.19) is the
bulk (volume) free energy change (per m intrinsic point
defects) associated with the intrinsic point defect super-
saturation, and the second term is the cluster surface
energy associated with the formation of the new clus-
ter surface. The number of intrinsic point defects in the
so-called critical cluster is obtained by maximizing the
free energy change with respect to m

m∗
x =

⎛
⎝ 2λx

3kBT ln Cx
Cx,e

⎞
⎠

3

. (38.20)

The maximum free-energy change associated with the
formation of the critical clusters containing m∗ intrinsic

point defects is interpreted as the nucleation barrier and
is given by the substitution of m∗ into (38.19)

ΔFx(m∗
x ) = ΔF∗

x = 4

27

λ3
x(

kBT ln Cx
Cx,e

)2
. (38.21)

The classical nucleation theory gives the rate of forma-
tion of stable supercritical nuclei or clusters per unit
volume, defined as the nucleation rate, as a function of
various properties of the critical clusters and the intrin-
sic point defects as [38.57]

Jx = η∗
x↔x × Zx ×φ∗

x,e , (38.22)

where Jx is the nucleation rate of clusters of type x,
or x-clusters, η∗

x↔x is the attachment frequency of
monomer x to the critical clusters of x, φ∗

x,e is the equi-
librium density of the critical clusters, and Zx is the
Zheldovich factor. Clusters are assumed to be spherical
in shape. The relevance and accuracy of this assump-
tion are discussed in the following section. Using the
classical expressions for the Zheldovich factor and the
equilibrium concentration of the critical clusters, the
nucleation rate is given as

Jx = [
4πDxCx × Rx

(
m∗

x

)]

×

[{
12πkBT ×ΔFx

(
m∗

x

)}− 1
2
(

kBT ln
Cx

Cx,e

)]

×

[
ρx exp

(
−ΔFx

(
m∗

x

)
kBT

)]
. (38.23)

Here R is the radius (size) of a cluster, D is the dif-
fusivity of any species, and ρ is the site density for
nucleation. The first term in the square brackets on the
right-hand side of (38.23) is the diffusion-limited in-
trinsic point defect attachment frequency to a critical
cluster, the second term is the Zheldovich factor, and
the third term is the equilibrium concentration of the
critical clusters.

The Model. In this study, all microdefects are treated
as spherical aggregates of either vacancies or self-
interstitials and are termed clusters. Vacancy aggregates
are termed v-clusters and represent D defects; self-
interstitial aggregates are termed i-clusters and repre-
sent A and B defects. Since D defects are known to
be octahedral voids, their approximation as spherical
clusters is reasonably accurate [38.17, 18]. A defects
are dislocation loops [38.10–13]. They presumably
form, however, from globular self-interstitial aggregates
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such as B defects [38.12, 19]. Therefore, the approx-
imation of A defects as spherical clusters provides
their density with a representative accuracy; globu-
lar B defects are quite accurately approximated as
spherical clusters. All clusters are assumed to be im-
mobile. The effect of impurities is ignored in this
treatment.

The microdefect distribution in a CZ crystal is sym-
metric about the axis of growth. Thus, it suffices to
treat the CZ defect dynamics by an axisymmetric model
using the cylindrical coordinates r and z, where r is
the radial coordinate and z is the axial coordinate. At
any location (r, z) in the crystal, at any given time t,
a population of clusters formed at various locations (r,
ξ) at various moments of the elapsed time τ exists.
The size (radius) R of these clusters is then a func-
tion of r, z, τ , and t. The clusters, once formed, are
assumed to grow by a diffusion-limited kinetics. The
growth equations for i-clusters and v-clusters are thus
given by

∂R2
i (r, z, τ, t)

∂t
+ V

∂R2
i (r, z, τ, t)

∂z

= 2Di

ψi
i

(Ci −Ci,e) , (38.24)

∂R2
v(r, z, τ, t)

∂t
+ V

∂R2
v(r, z, τ, t)

∂z

= 2Dv

ψv
v

(Cv −Cv,e) , (38.25)

where ψx
x is the concentration of any intrinsic point

defect species, denoted by the superscript, in a cluster
of any type, denoted by the subscript. The relation-
ship among z, ξ , and τ is determined by the pull rate
profile

ξ = z −
t∫

τ

V dτ ′ , (38.26)

where τ ′ is the time between τ and t. The cross-
interaction between i-clusters and vacancies and be-
tween v-clusters and self-interstitials is ignored, be-
cause the cluster growth is affected primarily by
the dominant intrinsic point defect species. The dy-
namics at moderately low temperatures is strongly
influenced by oxygen, which is beyond the scope
of this model. The rate of the consumption of the
intrinsic point defects x by x-clusters at any lo-
cation at any time, qx

x , is obtained by integrating
the contributions from all the clusters present at the

location

qi
i = 4πDi(Ci −Ci,e)

t∫
0

Ri(r, z, τ, t)Ji(r, ξ, τ)dτ ,

(38.27)

qv
v = 4πDv(Cv −Cv,e)

t∫
0

Rv(r, z, τ, t)Jv(r, ξ, τ)dτ .

(38.28)

The balance of the intrinsic point defects must account
for the change in the intrinsic point defect concen-
tration by convection, diffusion, the Frenkel reaction,
their consumption by the diffusion-limited growth of
the formed clusters, and their consumption by their
nucleation.

∂Ci

∂t
+ V

∂Ci

∂z
= ∇ (Di∇Ci)

− ki↔v(CiCv −Ci,eCv,e)

−4πDi(Ci −Ci,e)

×

t∫
0

Ri(r, z, τ, t)Ji(r, ξ, τ)dτ

− Ji(r, z, t)m∗
i , (38.29)

∂Cv

∂t
+ V

∂Cv

∂z
= ∇ (Dv∇Cv)

− ki↔v(CiCv −Ci,eCv,e)

−4πDv(Cv −Cv,e)

×

t∫
0

Rv(r, z, τ, t)Jv(r, ξ, τ)dτ

− Jv(r, z, t)m∗
v . (38.30)

The consumption of intrinsic point defects by their
nucleation events only is negligible, and is ignored.
The nucleation rates of both vacancies and self-
interstitials are given by the classical nucleation
theory

Ji = [
4π R

(
m∗

i

)
DiCi

]

×

[{
12πkBTΔFi

(
m∗

i

)}− 1
2

(
kBT ln

Ci

Ci,e

)]

×

[
ρi exp

{
−ΔFi

(
m∗

i

)
kBT

}]
, (38.31)
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Jv = [
4π Rx

(
m∗

x

)
DvCv

]

×

[{
12πkBTΔFv

(
m∗

x

)}− 1
2

(
kBT ln

Cv

Cv,e

)]

×

[
ρv exp

{
−ΔFv

(
m∗

x

)
kBT

}]
. (38.32)

The discussed set of equations must be solved for
a moving crystal. The transient domain of the computa-
tion is described by the shape of the crystal as a function
of time

Ω(r, z, t) = 0 . (38.33)

The initial height of the crystal is assumed to be either
zero or negligible. Equilibrium conditions are assumed
on all crystal surfaces, on the basis of a fast surface
kinetics. This assumption is valid in most CZ growth
conditions [38.26, 34]. The initial size of the clusters
formed at any location (r, ξ) is approximately described
by the size of the critical clusters.

The cumulative density of all x-clusters in a popula-
tion present at any location, nx , can be explicitly defined
using the solution of the described equations

ni =
t∫

0

Ji(r, ξ, τ)dτ , (38.34)

nv =
t∫

0

Jv(r, ξ, τ)dτ . (38.35)

The volumetric average radius of the cluster population
at any location is given by

Ri,avg,vol =

⎛
⎜⎜⎜⎝

t∫
0

R3
i (r, z, τ, t) Ji(r, ξ, τ)dτ

t∫
0

Ji(r, ξ, τ)dτ

⎞
⎟⎟⎟⎠

1/3

,

(38.36)

Rv,avg,vol =

⎛
⎜⎜⎜⎝

t∫
0

R3
v (r, z, τ, t) Jv(r, ξ, τ)dτ

t∫
0

Jv(r, ξ, τ)dτ

⎞
⎟⎟⎟⎠

1/3

.

(38.37)

The subscript “avg,vol” denotes the volumetric average
value.

Typically, the described set of equations can be
solved in a quasistationary temperature field at any

given height of the crystal. The CZ heat transport
dynamics is much faster than the CZ defect dynam-
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Fig. 38.7a,b The profiles of the concentrations of the intrinsic point
defect species and the cluster densities as functions of the crys-
tal temperature in a simulated (a) vacancy-rich crystal growing
under steady state, (b) self-interstitial-rich crystal growing under
steady state (after [38.1]). Note that the Frenkel reaction equilib-
rium remains valid until the cluster growth is complete and that the
cross-interactions (i with v-clusters and v with i-clusters) are not
included in the model
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ics [38.26, 27, 34, 48, 49, 53, 54]. The temperature field
in a growing crystal can be quantified accurately by the
quasi-steady-state approximation [38.35–37]. In most
cases, the assumption of one representative temperature
field independent of the crystal height suffices [38.53,
54].

The accuracy of the model predictions strongly de-
pends on the accuracy of the parameters describing the
key properties of the intrinsic point defects. There is
significant uncertainty in the reported values of the for-
mation and migration energies of the intrinsic point
defects. The parameters describing the Frenkel reaction
kinetics, in particular, are highly approximate. Various
studies have reported the acceptable parameters de-
scribing the CZ defect dynamics [38.1, 26, 34, 58–64].
In this section, the results obtained by Kulkarni et al.
by solving the described equations using the proper-
ties of the intrinsic point defects listed in Table 38.1
are discussed [38.1]. The Frenkel reaction rate constant
reported by Sinno et al. [38.26, 27] was used by Kulka-
rni and coworkers in their study [38.1]; the enthalpic
barrier, however, was set to zero [38.1, 27]. An accu-
rate estimation of this rate constant is not necessary,
because the Frenkel reaction dynamics is very fast, lead-
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Fig. 38.8 Dependence of the concentration of the dominant incor-
porated point defect species and the nucleation temperature on the
pull rate at a fixed G (subscript “inc” denotes the incorporated
concentration and “nuc” denotes nucleation) (after [38.1])

ing to reaction equilibrium in the relevant temperature
range.

It must be noted that the discussed model quanti-
fies continuum-scale CZ defect dynamics. The effects
of oxygen on the defect dynamics are also not included
in the model.

Results and Discussion. Voronkov and Falster solved
the described model by assuming that the effects of
the axial and radial diffusion of the intrinsic point
defects after the initial incorporation are negligi-
ble [38.46]. Kulkarni et al. solved the model describing
both the steady-state and unsteady-state defect dy-
namics including axial diffusion effects [38.1]. The
basic aspects of their study are discussed in this
section.

Kulkarni et al. used a representative temperature
profile described by (38.6) for their steady-state simula-
tions [38.1]. A representative value for G of 2.5 K/mm
was used. For the sake of simplicity, the units popu-
larly applied in the crystal growth industry are used
hereafter to describe key variables. Vacancies are incor-
porated as the dominant species at high V/G, as shown
in Fig. 38.7a, and self-interstitials are the dominant in-
corporated species at low V/G, as shown in Fig. 38.7b.
Figure 38.7 also shows that v-clusters and i-clusters are
formed within a narrow range of temperature known
as the nucleation temperature range. The nucleation
temperature is defined as the temperature at which the
nucleation rate is at its maximum. The predicted nu-
cleation temperature of vacancies for the conditions
studied is around 1100 ◦C and that for self-interstitials
is around 950 ◦C. As reported by Kulkarni, the Frenkel
reaction equilibrium prevails in the crystal until the
cluster growth is complete [38.1]. At lower tempera-
tures, when the intrinsic point defect concentrations are
too low to affect the cluster distribution, the model pre-
dicts a deviation from the Frenkel reaction equilibrium.
The model does not focus on an accurate quantifi-
cation of the very low residual intrinsic point defect
concentrations. Hence, it is not necessary to account
for the Frenkel reaction kinetics in CZ growth. A set
of simulations like this at a fixed G and varying V
can capture the effect of V/G on the initial incorpora-
tion (Fig. 38.8). As shown in Fig. 38.8, the critical V/G
is around 0.15 mm2/(K min). It must be noted that
various other groups report slightly different values
of the critical V/G [38.26, 30–33]. Figure 38.8 also
shows that the nucleation temperature increases with
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increasing concentration of the incorporated dominant
intrinsic point defect species, because the temperature
at which the intrinsic point defect supersaturation is
high enough to drive the nucleation events increases
with increasing intrinsic point defect concentration. The
cluster size distribution is influenced by an interplay be-
tween the formation of new clusters, which is driven
by the dominant intrinsic point defect supersaturation,
and the consumption of the intrinsic point defects by
the existing clusters, which decreases the intrinsic point
defect supersaturation. The conditions that allow the
nucleation of the intrinsic point defects at a higher
rate, before the intrinsic point defect concentration de-
creases by the cluster growth, lead to the formation of
a large number of clusters, which remain very small in
size; the conditions allowing the rapid growth of the
formed clusters quickly reduce the intrinsic point de-
fect concentration and the nucleation rate, leading to
the formation of a small number of clusters that grow
very large in size. More specifically, a higher cooling
rate through the nucleation range leads to the evolu-
tion of smaller clusters at higher densities, whereas
a higher incorporated intrinsic point defect concentra-
tion leads to the evolution of larger clusters at lower
densities. This interplay is captured in the size distribu-
tions of the mature cluster populations in the simulated
CZ crystals grown under varying conditions, as shown
in Fig. 38.9. Using their simplified model, Voronkov and
Falster quantified this interplay in terms of the cooling
rate through the nucleation range and the concentra-
tion of the incorporated dominant intrinsic point defect
species [38.46]

nx,approx ∝
(

1

Dx T 2
nuc,x

) 3
2

Q
3
2
nuc,xC

− 1
2

x,nuc (38.38)

Rx,avg,approx ∝
(

Dx T 2
nuc,x

) 1
2
(

Cx,nuc

Qnuc,x

) 1
2

, (38.39)

where Q is the cooling rate, given by the product
of the local pull rate and the magnitude of the ax-
ial temperature gradient. The subscript “nuc” denotes
the conditions at nucleation, and the subscript “ap-
prox” denotes an approximate value. Kulkarni et al.
showed that the predictions of (38.38) and (38.39)
agree quite well with the predictions of their rigorous
model [38.1].

Many modern CZ processes enforce unsteady-state
conditions in crystal growth by varying the crystal pull
rate. Kulkarni et al. [38.1] captured the salient fea-
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Fig. 38.9a,b The mature size distributions of (a) v-clusters and
(b) i-clusters in various simulated crystals grown under steady states
at various pull rates (after [38.1])

tures of unsteady-state CZ growth by simulating the
growth of a crystal pulled at the varying rate shown
in Fig. 38.10a. The body of the simulated crystal was
grown first by continuously decreasing the pull rate and
then continuously increasing the pull rate. The predicted
cluster type and the cluster density variation are shown
in Fig. 38.10b. Each element of the crystal undergoes
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Fig. 38.10 (a) The crystal pull-rate profile used to understand the
CZ defect dynamics under unsteady-state conditions. (b) The cluster
density profile in the crystal grown using the pull-rate profile shown
in (a) (after [38.1])

initial incorporation and nucleation under varying con-
ditions, resulting in the interesting cluster distribution
shown in Fig. 38.10. The most striking features of this
study are the predicted shifts of the critical V/G, in-
duced by the unsteady-state crystal growth. These shifts
are caused by the variation of the excess intrinsic point

defect flux associated with the variation of the crystal
pull rate. When the pull rate continuously decreases, an
element of silicon moves away from the melt–crystal
interface at a decreasing rate, allowing a more efficient
diffusion of self-interstitials from the interface. In addi-
tion, at a given time and for a given pull rate, the driving
force for self-interstitial diffusion at the interface is
slightly higher than that for steady-state growth, and
the driving force for the vacancy diffusion is slightly
lower than that for steady-state growth; this dynam-
ics is caused by the prior higher pull rate. Hence, the
critical V/G increases when the pull rate continuously
decreases. Conversely, the exact opposite effects ex-
plain the decrease of the critical V/G when the pull rate
continuously increases. These shifts of the critical V/G
were quantified by Kulkarni et al. for engineering appli-
cations as functions of the rate of the change of the pull
rate with respect to crystal length [38.1]

(
V

G

)
c,−slope

=
(

V

G

)
c

−7.85 (mm2/K)

×

(
dV

dL

)
(min−1) , (38.40)

(
V

G

)
c,+slope

=
(

V

G

)
c
−13.745 (mm2/K)

×

(
dV

dL

)
(min−1) . (38.41)

The subscripts “−slope” and “+slope” indicate the
decreasing pull rate and the increasing pull rate, respec-
tively.

Finally, Kulkarni et al. [38.1] also showed that the
predictions of the applied model agree reasonably well
with experimental observations, as shown in Fig. 38.11.
The D defect density was experimentally determined in
a crystal grown under unsteady-state conditions by the
method of copper decoration and Secco etching [38.38–
40]. These studies clearly establish the validity of the
applied model.

The model applied for the quantification of CZ
defect dynamics discussed so far predicts the size dis-
tributions of all populations of clusters at all locations
in a CZ crystal. The model requires the solution of
the integro-differential equations for the intrinsic point
defect concentration fields and of the cluster growth
equations describing the evolution of the cluster pop-
ulations at all locations in a CZ crystal. As this model
provides rigorous quantification of the CZ defect dy-
namics, it is termed the rigorous model.
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Fig. 38.11 (a) Comparison between the model predicted
and experimentally determined approximate v-cluster den-
sity profiles in an experimental crystal. Circles indicate
experimental data points. The profile of the volume-
averaged v-cluster size in the crystal is also shown. (b) The
v-cluster size distribution at two chosen axial locations in
the crystal (after [38.1]) �

Second Approach: The Quantification
of the CZ Defect Dynamics
by the Lumped Model

The rigorous model can be simplified by represent-
ing a population of clusters of varying sizes at any
given location in a CZ crystal by an equivalent
population of identical clusters, as first shown by
Kulkarni and Voronkov [38.53]. Thus, the complex
rigorous model is reformulated by explicitly introduc-
ing the density and the average size of clusters in
a population

ni (r, z, t) =
t∫

0

Ji(r, ξ, τ)dτ , (38.42)

nv (r, z, t) =
t∫

0

Jv(r, ξ, τ)dτ , (38.43)

〈Ri〉 =

t∫
0

Ri(r, z, τ, t)Ji(r, ξ, τ)dτ

ni
, (38.44)

〈Rv〉 =

t∫
0

Rv(r, z, τ, t)Jv(r, ξ, τ)dτ

nv
, (38.45)

where the brackets 〈· · · 〉 indicate the average value.
Note that these average radii are different from the vol-
umetric average radii defined in (38.36) and (38.37).
The total consumption rate (per unit volume) of the
intrinsic point defects by this population is now given
as

qi
i = 4πDi(Ci −Ci,e) 〈Ri〉 ni , (38.46)

qv
v = 4πDv(Cv −Cv,e) 〈Rv〉 nv . (38.47)

The essential aspect of the simplified model is to re-
place the average radius of the cluster population by the
square root of the average of the squares of the radii of
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all clusters in the population

〈Ri〉 ≈
〈
R2

i

〉 1
2 =

⎛
⎜⎜⎜⎝

t∫
0

R2
i (r, z, τ, t)Ji(r, ξ, τ)dτ

ni

⎞
⎟⎟⎟⎠

1/2

=
(

Ui

ni

)1/2

, (38.48)
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〈Rv〉 ≈
〈
R2

v

〉 1
2 =

⎛
⎜⎜⎜⎝

t∫
0

R2
v(r, z, τ, t)Jv(r, ξ, τ)dτ

nv

⎞
⎟⎟⎟⎠

1/2

=
(

Uv

nv

)1/2

, (38.49)

where

Ui (r, z, t) =
t∫

0

R2
i (r, z, τ, t)Ji(r, ξ, τ)dτ , (38.50)

Uv (r, z, t) =
t∫

0

R2
v(r, z, τ, t)Jv(r, ξ, τ)dτ . (38.51)

The new auxiliary variable U is proportional to the to-
tal surface area of the cluster population. The intrinsic
point defect consumption rate per unit volume is now
rewritten as

qi
i = 4πDi(Ci −Ci,e)

〈
R2

i

〉1/2
ni

= 4πDi(Ci −Ci,e) (Uini)
1/2 , (38.52)

qv
v = 4πDv(Cv −Cv,e)

〈
R2

v

〉1/2
nv

= 4πDv(Cv −Cv,e) (Uvnv)
1/2 . (38.53)

The intrinsic point defect balances (38.29) and (38.30)
are written using (38.52) and (38.53).

∂Ci

∂t
+ V

∂Ci

∂z
= ∇ (Di∇Ci)

− ki↔v(CiCv −Ci,eCv,e)

−4πDi(Ci −Ci,e) (Uini)
1/2 ,

(38.54)

∂Cv

∂t
+ V

∂Cv

∂z
= ∇ (Dv∇Cv)

− ki↔v(CiCv −Ci,eCv,e)

−4πDv(Cv −Cv,e) (Uvnv)
1/2 .

(38.55)

Thus the intrinsic point defect balances are described by
(38.54) and (38.55) without the knowledge of the for-
mation and growth histories of the cluster populations
at any location. If the Frenkel reaction equilibrium is as-
sumed, (38.54) and (38.55) are replaced by (38.3) and

(38.56), obtained by subtracting (38.54) from (38.55)

∂ (Cv −Ci)

∂t
+ V

∂ (Cv −Ci)

∂z
= ∇ (Dv∇Cv)−∇ (Di∇Ci)

−4πDv(Cv −Cv,e) (Uvnv)
1/2

+4πDi(Ci −Ci,e) (Uini)
1/2 . (38.56)

The evolution of the auxiliary variable U is derived
using the cluster growth (38.24) and (38.25) with the
definitions (38.50) and (38.51)

∂Ui

∂t
+ V

∂Ui

∂z
= 2Dini

ψi
i

(Ci −Ci,e) , (38.57)

∂Uv

∂t
+ V

∂Uv

∂z
= 2Dvnv

ψv
v

(Cv −Cv,e) . (38.58)

The initial size of the formed clusters is assumed to
be zero in the derivation of (38.57) and (38.58). This
assumption is accurate and does not the affect the pre-
dictions of the model. The evolution of the density of
clusters is directly obtained using the classical nucle-
ation theory

∂ni

∂t
+ V

∂ni

∂z
= Ji , (38.59)

∂nv

∂t
+ V

∂nv

∂z
= Jv . (38.60)

The representative size of clusters at any location R is
given as

Ri =
〈
R2

i

〉1/2 =
(

Ui

ni

)1/2

, (38.61)

Rv =
〈
R2

v

〉1/2 =
(

Uv

nv

)1/2

. (38.62)

The defect dynamics in a CZ crystal is now quanti-
fied by the intrinsic point defect concentration C, the
auxiliary variable U , and the cluster density n. These
variables are described by a set of partial differen-
tial equations without the necessity to quantify the
formation and growth histories of clusters. The sim-
plified model eliminates the elapsed time, introduced
in the rigorous model to describe the size distribu-
tion of a cluster population at any given location in
a CZ crystal, as an independent variable. Hence, this
simplified model is computationally attractive. As the
simplified model represents the population of clus-
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ters of varying sizes at a given location in the CZ
crystal by an equivalent population of identical clus-
ters, it is termed the lumped model by Kulkarni and
Voronkov [38.53].

The accuracy of the lumped model is verified by
a comparison of its predictions with the predictions of
the rigorous model, for many different crystal growth
conditions, as shown in Fig. 38.12a. In addition, the
lumped model is validated by experimental observa-
tions (Fig. 38.12b). Finally, as shown in Fig. 38.13, the
two-dimensional microdefect distribution in a crystal
pulled at a varying rate is predicted reasonably well
by the lumped model. It must be noted that the mesh
discretization used for the computation is relatively
coarse. The inaccuracies associated with the mesh dis-
cretization are reduced in the simulations discussed
in Sect. 38.3. In the discussed simulations, the lumped
model was solved assuming the Frenkel reaction equi-
librium. The method of copper decoration and Secco
etching was used for the experimental determination of
the microdefect distribution [38.38–40]. These studies
establish the lumped model as a valuable engineering
tool for the development of new CZ crystal growth
processes.

Third Approach:
The Quantification of the CZ Defect Dynamics
by the Discrete Rate Equations
and the Fokker–Planck Equation

The models described in the previous sections apply the
classical nucleation theory to predict the formation of
stable clusters and a diffusion-limited growth kinetics
to quantify the growth of these clusters. This approach
works very well for Czochralski crystal growth. A more
rigorous treatment of CZ defect dynamics, however,
must account for all reactions involved in the intrin-
sic point defect aggregation, as described by reaction
(38.18). Considering the large size of microdefects in
CZ crystals, this approach requires the solution of an
impractically large number of equations. Sinno and
Brown [38.47], Mori [38.27], and Brown et al. [38.49]
quantified the defect dynamics in CZ crystals by ap-
plying a mixed approach involving the solution of
a set of equations derived treating smaller clusters as
discrete particles and the solution of a set of Fokker–
Planck equations derived from the discrete equations
for larger clusters. In this section, the contributions
of this work to the field of CZ defect dynamics are
discussed.
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Fig. 38.12 (a) Comparison between the predictions of the rigorous
model and the predictions of the lumped model. (b) Comparison
between the predictions of the lumped model with the experimental
observations (after [38.53])

The Discrete Rate Equations. Reaction set (38.18) de-
fines the series of reactions driving the aggregation of
vacancies and self-interstitials. In this reaction set, clus-
ters of the same size and type are treated as a separate
species. The cross-interactions between v-clusters and
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Pull rate

Total length

nv– ni  (cm–3)ℜcl,v– ℜcl, i  (nm)

a)

c)

d)

b)

11 10
9

10
9

8
6

6

4 4

3

3

2 5

7
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3
7

7
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5.0 × 106

–4.0 × 106
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–8.5 × 105

–4.0 × 105

5.0 × 104

5.0 × 105

9.5 × 105

1.4 × 106

1.9 × 106

2.3 × 106

2.8 × 106

3.2 × 106

3.7 × 106

4.1 × 106

4.6 × 106
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16
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19
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1

2

3

4

5

6

7

8

9

10

11

–89

–73

–57

–42

–26

–10

6

22

37

53

69

v-clusters

v-clusters

i-clusters

i-clusters

Fig. 38.13 (a) The pull-
rate profile used to pull
the experimental CZ crys-
tal. (b) The predicted
Rv −Ri. (c) The pre-
dicted nv −ni. (d) The
observed defect distri-
bution in the crystal.
Positive values indicate
the v-cluster size and den-
sity and the magnitudes of
the negative values indi-
cate the i-cluster size and
density. v-clusters and i-
clusters do not coexist
(after [38.53])

self-interstitials and i-clusters and vacancies are ignored
in this chapter.

In the previous sections, the size of a cluster was
defined as its radius. In this section, the size of a clus-
ter is defined by the number of intrinsic point defects
in it rather than by its radius, following the work of
Sinno and Brown [38.47], Mori [38.27], Wang and
Brown [38.48], and Brown et al. [38.49]. In an ele-
ment of silicon, the overall rate of formation of clusters
of size m, Φm , is given by the difference between the
net volumetric flux coming from the clusters of size
m −1 to the clusters of size m, Im , and the net volu-
metric flux going from clusters of size m to clusters of

size m +1, I(m+1)

Φmx = Imx − I(m+1)x . (38.63)

The subscript “mx” indicates an x-cluster containing m
intrinsic point defects of type x. Note that Jx defines the
nucleation rate of stable x-clusters, as defined in the pre-
vious sections, and Φmx defines the net formation rate
of x-clusters of size m. The net volumetric flux com-
ing from the clusters containing m − 1 intrinsic point
defects to the clusters containing m intrinsic point de-
fects is defined by the growth rate of the former and the
dissolution rate of the latter

Imx = g(m−1)x φ(m−1)x −dmx φmx , (38.64)
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Imx
I(m+1)x

dmx
d(m+1)x

gmx
g(m–1)x

(m–1)x (m+1)xmx

Fig. 38.14 The relationship among the nucleation flux I ,
the growth rate g, and the dissolution rate d (after [38.27])

where φ is the density of clusters, g is the growth rate of
a cluster, and d is the dissolution rate. The relationship
among I , g, and d is shown schematically in Fig. 38.14.
Sinno and Brown [38.47], Mori [38.27], Wang and
Brown [38.48], and Brown et al. [38.49] define the
cluster growth rate and the dissolution rate by incorpo-
rating the kinetic interactions between monomers and
clusters. In this section, these rates are defined assum-
ing a diffusion-limited interaction between clusters and
monomers, for the sake of consistency with the dis-
cussion in other sections of this chapter. The growth
rate of a cluster containing m monomers of type x is
given by the diffusion-limited attachment frequency of
monomers to the cluster

gmx = 4π Rmx DxCx , (38.65)

where Rm is the radius of a cluster of size m. The cluster
dissolution rate is given by its thermodynamic relation-
ship with the cluster growth rate

dmx = g(m−1)x φ(m−1)x ,e

φmx ,e
. (38.66)

The equilibrium concentration of clusters of size m, in
a solution of a given composition, at a given tempera-
ture, is given by

φmx ,e = ρx e
−
(

ΔFmx
kBT

)
. (38.67)

The total free energy change associated with the forma-
tion of a cluster of size m, from a solution of a given
composition, at a given temperature, is

ΔFmx = −mxkBT ln
Cx

Cx,e
+Γmx , (38.68)

where Γm is the formation energy of a cluster of size m.
The formation energy of a large unstrained cluster of
size m is simply approximated as λm2/3. Using (38.67)
and (38.68), (38.66) is written as

dmx = g(m−1)x(
Cx

Cx,e

)
e
(Γ(m−1)x −Γmx )

kBT

. (38.69)

These equations define the diffusion limited growth
rates and dissolution rates of all clusters in a Czoch-
ralski crystal.

The Cluster Balance Using Discrete Rate Equations.
With the discrete formulation, the cluster conservation
equations in an axisymmetric CZ crystal are written as
follows

∂φmx (r, z, t)

∂t
+ V

∂φmx (r, z, t)

∂z
= Imx (r, z, t)− I(m+1)x (r, z, t) , (38.70)

for mx ≥ 2.
In (38.70), the density of clusters of the same size

and type is treated as a dependent variable. This equa-
tion must be solved with the intrinsic point defect
balances. The quantification of the defect dynam-
ics, in CZ crystals containing microdefects as large
as 100–200 nm, using the discrete rate equations is
computationally impractical. Therefore, reasonable ap-
proximations based on the discrete rate equations are
necessary for a practical solution of the problem.

The Fokker–Planck Equation. The Fokker–Planck
equation (FPE) is derived from the discrete rate equa-
tions by a Kramers–Moyal expansion treating m as
a continuous independent variable [38.27,47]. The FPE
reduces the number of equations defining the CZ defect
dynamics. By this formulation, the size distribution of
clusters is written as a continuous function of m

∂ fx (r, z, t, mx)

∂t
+ V

∂ fx (r, z, t, mx)

∂z

= − ∂

∂mx

[
Ax (r, z, t, mx) fx (r, z, t, mx)

−Bx (r, z, t, mx)
∂ fx (r, z, t, mx)

∂mx

]
. (38.71)

The cluster density determined by the FPE is written
as f and the subscript x defines the type of the clus-
ter. A is termed the drift coefficient and B is termed the
diffusion coefficient following the generalized transport
equation written in m-space, and they are related to the
discrete rate equations as

Ax (r, z, t, mx) = gx (r, z, t, mx)−dx (r, z, t, mx)

− ∂Bx (r, z, t, mx)

∂mx
, (38.72)

Bx (r, z, t, mx) = gx (r, z, t, mx)+dx (r, z, t, mx)

2
.

(38.73)
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The Fokker-Plank equation thus reduces the number
of equations describing the cluster growth. Using this
formulation, a simplified model can now be developed.

The Model. The Fokker–Planck equation is accurate
when clusters are large. Hence, an accurate model
involves describing the CZ defect dynamics by the dis-
crete rate equations for smaller clusters and by the
Fokker–Planck equation for larger clusters. Thus, the
cluster balances are written as follows

∂φmi (r, z, t)

∂t
+ V

∂φmi (r, z, t)

∂z
= Imi (r, z, t)− I(m+1)i (r, z, t) ,

for (mdis ≥ mi ≥ 2) , (38.74)

∂φmv (r, z, t)

∂t
+ V

∂φmv (r, z, t)

∂z
= Imv (r, z, t)− I(m+1)v (r, z, t) ,

for (mdis ≥ mv ≥ 2) , (38.75)

∂ fi (r, z, t, mi)

∂t
+ V

∂ fi (r, z, t, mi)

∂z

= − ∂

∂mi

[
Ai (r, z, t, mi) fi (r, z, t, mi)

−Bi (r, z, t, mi)
∂ fi (r, z, t, mi)

∂mi

]
,

for (mdis < mi ≤ mmax) , (38.76)

∂ fv (r, z, t, mv)

∂t
+ V

∂ fv (r, z, t, mv)

∂z

= − ∂

∂mv

[
Av (r, z, t, mv) fv (r, z, t, mv)

−Bv (r, z, t, mv)
∂ fv (r, z, t, mv)

∂mv

]
,

for (mdis < mv ≤ mmax) . (38.77)

The subscript “dis” denotes the maximum cluster size
treated by the discrete rate equations, and the subscript
“max” denotes the maximum cluster size quantified by
the Fokker–Planck equations. The intrinsic point defect
balances following this approach are written as

∂Ci

∂t
+ V

∂Ci

∂z
= ∇ (Di∇Ci)

− ki↔v(CiCv −Ci,eCv,e)−qi
i ,

(38.78)

∂Cv

∂t
+ V

∂Cv

∂z
= ∇ (Dv∇Cv)

− ki↔v(CiCv −Ci,eCv,e)−qv
v ,

(38.79)

where the intrinsic point defect consumption rates by
clusters are given by

qi
i =
(

∂

∂t
+ V

∂

∂z

)

×

⎡
⎢⎣

mi=mdis∑
mi=2

miφmi+
mi=mmax∫

mi=mdis+1

mi fi dm i

⎤
⎥⎦ , (38.80)

qv
v =
(

∂

∂t
+ V

∂

∂z

)

×

⎡
⎢⎣

mv=mdis∑
mv=2

mvφmv+
mv=mmax∫

mv=mdis+1

mv fv dmv

⎤
⎥⎦ . (38.81)

The first term in the square brackets on the right-hand
side of (38.80) accounts for the consumption of self-
interstitials by the discrete i-clusters, and the second
term accounts for the consumption of self-interstitials
by the self-interstitial FP-cluster; (38.81) describes the
vacancy consumption. The coupled model using the
discrete rate equations for smaller clusters and the
Fokker–Planck equation for larger clusters is still com-
putationally expensive. As the model uses the described
coupled approach, it is termed the discrete–continuous
model in this chapter. For further details, the reader is
referred to [38.27, 47–49]. As noted earlier, these re-
searchers account for the kinetic interactions between
monomers and clusters.

Results. Although the unsteady-state discrete–continu-
ous model is described in this chapter, only the
quantification of the steady-state CZ defect dynamics,
at a fixed pull rate, involving the cluster growth has
been reported in the literature thus far. The results ob-
tained by the solution of the discrete–continuous model
agree well with the results described by the rigorous
model and the lumped model. The initial incorporation
and the effects of the cooling rate and the incorpo-
rated dominant intrinsic point defect concentration on
the cluster size distribution are captured very well. The
evolution of the intrinsic point defect and the microde-
fect concentration profiles in a CZ crystal, as predicted
by Wang and Brown, are shown in Fig. 38.15 [38.48].
The two-dimensional intrinsic point defect concentra-
tion fields and the microdefect distributions captured by
the discrete–continuous model reported by Brown et al.
are shown in Fig. 38.16 [38.49]. The physics of the CZ
defect dynamics is quantified accurately by the applied
model.
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Fig. 38.15 The evolu-
tion of the intrinsic point
defects and the microde-
fects as predicted by
the discrete–continuous
model (after [38.48], c©
Elsevier 2001)
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Fig. 38.16a–d Simula-
tion results for steady-
state crystal growth
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(after [38.49], c© Elsevier
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38.3 Czochralski Defect Dynamics in the Presence of Oxygen

As discussed so far, the aggregates of the intrinsic
point defects commonly exist in silicon crystals grown
by both the Czochralski process and the float zone
(FZ) process. In addition, CZ crystals contain oxide
particles, primarily silicon dioxide, termed oxygen clus-
ters in this chapter. Oxygen clusters form only in CZ
crystals, because CZ crystals, during their growth, in-
corporate oxygen in appreciable concentration from
the crucible containing the silicon melt. Oxygen clus-
ters in a growing CZ crystal are typically very small.
These clusters facilitate the formation of stacking
faults in the crystal subjected to selective heat treat-
ments that generate self-interstitials (Fig. 38.3). Hence,
oxygen clusters are popularly identified by these stack-
ing faults known as oxidation-induced stacking faults
(OSFs) [38.16].

The dynamics of the formation of various microde-
fects in CZ crystals is affected by many reactions
involving the intrinsic point defects and oxygen, and
their transport. This defect dynamics in the absence of
oxygen has been discussed in detail in Sect. 38.2. The
reported research on the direct quantification of the CZ
defect dynamics in the presence of oxygen, in partic-
ular, and oxygen cluster formation in monocrystalline
silicon, in general, are discussed in this section [38.48,
59, 65–70].

38.3.1 Reactions in Growing CZ Crystals

The essential aspect of understanding CZ defect dynam-
ics is the quantification of the kinetics of all relevant
reactions in a growing crystal. The Frenkel reaction
involving the intrinsic point defects and silicon, the
reactions involving vacancies and oxygen, and the ag-
gregation reactions forming all microdefects influence
the CZ defect dynamics.

Reactions Involving No Aggregation
The Frenkel reaction discussed in Sect. 38.1 and the
reactions involving vacancies and interstitial oxygen
(simply, oxygen) do not directly produce microdefects.
The Frenkel reaction involves the mutual annihilation
of a vacancy v and a self-interstitial i by their recom-
bination to produce a silicon lattice atom Si and the
backward production of a pair of a vacancy and a self-
interstitial from a silicon lattice atom (reaction 38.1).
Oxygen participates in a series of reversible reactions
with vacancies and complexes of vacancies and oxy-
gen in a growing CZ crystal. The following reactions

involving vacancies and oxygen are of primary impor-
tance [38.59]:

v+O � vO , (38.82)

vO+O � vO2 , (38.83)

where vO and vO2 are vacancy–oxygen complexes.
Each forward or reverse reaction listed above is con-
sidered to be an elementary reaction. The net rate of
formation of a reacting species is given by the sum-
mation of the rates of formation of the species by each
elementary reaction. At equilibrium, the net rate of pro-
duction of any species is zero.

The Nucleation of the Intrinsic Point Defects
and Oxygen

Octahedral voids or D defects are formed by the ag-
gregation of vacancies. Globular B defects are formed
by the aggregation of self-interstitials. A defects pre-
sumably form by the transformation of B defects.
These microdefects are modeled as clusters of intrin-
sic point defects. The thermodynamics and kinetics
of the formation of these microdefects is discussed
in Sect. 38.2.

Oxygen clusters (O-clusters) are modeled as spher-
ical aggregates of oxygen (silicon dioxide) [38.70]. The
specific volume of an oxygen cluster is greater than that
of silicon. Thus, the formation of an oxygen cluster is
associated with the generation of stress. In the pres-
ence of vacancies, however, the clusters relieve stress
by the consumption of vacancies. Oxygen cluster for-
mation proceeds through a series of reactions involving
oxygen and vacancies. Hence, this series of reactions is
written as

O+ PmO +γv+ 1
2 Si � P(m+1)O , (38.84)

where γ is the number of vacancies absorbed per oxy-
gen atom participating in the reaction. It must be noted
that an oxygen cluster containing m oxygen atoms also
contains m/2 silicon atoms.

The volume (bulk) free-energy change associated
with the formation of an oxygen cluster containing m
oxygen atoms in an isolated element of silicon at
a fixed temperature and composition is given by the
contributions from the oxygen supersaturation and the
vacancy supersaturation. Thus, the total free-energy
change associated with the formation of an oxygen clus-
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ter containing m oxygen atoms is

ΔFO(mO) =
[
−mOkBT ln

CO

CO,e

−γmOkBT ln
Cv

Cv,e

]
+
[
λOm2/3

O

]
.

(38.85)

The first term in the square brackets on the right-hand
side of (38.85) is the volume (bulk) free energy change,
and the second term is the energy required to form
the surface of an oxygen cluster containing m oxygen
atoms. The subscript “O” denotes both oxygen and oxy-
gen clusters depending on the variable.

The formation kinetics of oxygen clusters is quite
complex. An oxygen cluster undergoes morphological
changes as it grows. This chapter does not address the
details of these morphological changes. A broad macro-
scopic understanding of the oxygen cluster distribution
is obtained by assuming these clusters to be spherical.
The number of oxygen atoms in the critical cluster is ob-
tained by maximizing the free-energy change ΔF with
respect to m. The net rate of formation of stable oxy-
gen clusters is obtained using the classical nucleation
theory. Typically, it is accurate to assume that the for-
mation rate of stable oxygen clusters is described by
the diffusion-limited attachment of oxygen atoms to the
critical oxygen clusters. For the sake of completeness,
however, the attachment frequency is described both
by the oxygen diffusion-limited mechanism and the va-
cancy diffusion-limited mechanism, depending on the
ratio of DvCv to DOCO. Hence, the formation rate of
stable oxygen clusters per unit volume of silicon, or the
oxygen nucleation rate, is given as

JO = [
η∗

O↔O

] [ {
12πkBT ×ΔFO

(
m∗

O

)}−1/2

×

(
kBT ln

CO

CO,e
+γkBT ln

Cv

Cv,e

)]

×

[
ρO exp

(
−ΔFO

(
m∗

O

)
kBT

)]
, (38.86)

η∗
O↔O =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

4π R
(
m∗

O

)
DOCO

∣∣∣∣DvCv ≥ γ DOCO

4π R
(
m∗

O

)
DvCv

γ

∣∣∣∣DvCv < γ DOCO

,

(38.87)

where ΔF(m∗) is the free-energy change associated
with the formation of a critical cluster containing m∗

monomers; the subscript “O” denotes oxygen or oxy-
gen clusters and the superscript asterisk denotes the
critical clusters. η∗

O↔O is the attachment frequency of
oxygen atoms to a critical oxygen cluster. The second
term in the square brackets on the right-hand side of
(38.86) is the Zheldovich factor and the third term is the
equilibrium concentration of the critical oxygen clus-
ters. The discussed kinetics can now be applied in the
development of the equations governing the CZ defect
dynamics.

38.3.2 The Model

The model quantifying the CZ defect dynamics must ac-
count for the balances of all species, cluster formation,
and cluster growth. All microdefects are approximated
as spherical clusters. As discussed before, D defects
are termed v-clusters, A and B defects are termed i-
clusters, and the aggregates of oxygen (silicon dioxide)
are termed O-clusters. At any given location of a grow-
ing CZ crystal, at a given time, one or more than one
population of clusters formed at various other loca-
tions during the elapsed time period can exist. The
clusters are assumed to be immobile; thus, they are
only carried convectively from one location to the
next by the physical movement of the growing crys-
tal. In addition, there is a spatial distribution of these
populations. A rigorous treatment of the spatial distri-
bution of these cluster populations is computationally
expensive. Kulkarni and Voronkov developed a lumped
model that represents a population of clusters at any
given location by an equivalent population of identical
clusters [38.53]. Later, Kulkarni applied this model to
quantify the CZ defect dynamics in the presence of oxy-
gen [38.70]. In this chapter, this research reported by
Kulkarni is discussed in detail.

The Governing Equations
The balance of self-interstitials includes their transport
and their consumption by the Frenkel reaction and i-
clusters

∂Ci

∂t
+ V

∂Ci

∂z
= ∇ (Di∇Ci)

+[ki↔v(Ci,eCv,e −CiCv)]−qi
i .

(38.88)

The term in the square brackets in (38.88) is the net
rate of formation (negative consumption rate) of self-
interstitials per unit volume by the Frenkel reaction.

Vacancies are consumed by both v-clusters and O-
clusters. In addition, vacancies participate in reactions
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with self-interstitials, oxygen, and vO. Hence, the va-
cancy balance is written as

∂Cv

∂t
+ V

∂Cv

∂z
= ∇ (Dv∇Cv)

+[ki↔v(Ci,eCv,e −CiCv)

− kv↔OCvCO + kvOCvO]
−qv

v −qv
O . (38.89)

The rate constant for an elementary forward or an ele-
mentary reverse reaction is denoted by k. The subscripts
of k indicate the reactants involved in a forward or
a reverse reaction: “kx” denotes the rate constant for
the elementary reaction involving only x and “kx↔y”
indicates the elementary reaction involving x and y,
where x and y represent the reacting species. qy

x is the
volumetric consumption rate of species y, denoted by
the superscript, by the clusters containing species x,
denoted by the subscript. The term in the square brack-
ets in (38.89) is the net rate of vacancy production by
reactions (38.1) and (38.82). The species vO is con-
sidered to be immobile. It is not directly consumed
by clusters. Thus, the vO species balance must ac-
count only for the convection and reactions (38.82) and
(38.83)

∂CvO

∂t
+ V

∂CvO

∂z
= (kv↔OCvCO − kvOCvO

−kvO↔OCvOCO + kvO2 CvO2

)
.

(38.90)

The species vO2 is also considered to be immobile and
it is also not directly consumed by clusters. It partici-
pates only in reaction (38.83)

∂CvO2

∂t
+ V

∂CvO2

∂z
= (kvO↔OCvOCO − kvO2 CvO2 ) .

(38.91)

Oxygen is in abundance

∂CO

∂t
+ V

∂CO

∂z
= 0 . (38.92)

It is evident from (38.88–38.91) that the balance of the
excess total vacancy concentration, defined as the dif-
ference between the sum of the concentrations of all
species containing vacancies (v, vO, and vO2) and the
concentration of self-interstitials, Cv + CvO + CvO2 −
Ci, is not explicitly affected by nonaggregation reac-
tions (38.1), (38.82), and (38.83); this balance is written

as

∂(Cv +CvO +CvO2 −Ci)

∂t

+ V
∂(Cv +CvO +CvO2 −Ci)

∂z
= ∇ (Dv∇Cv)−∇ (Di∇Ci)−qv

v −qv
O +qi

i .

(38.93)

Assuming the reaction equilibrium for reactions (38.1),
(38.82), and (38.83), the species balances (38.88–38.91)
are defined by (38.93), (38.3), and the reaction equilib-
ria [38.59]

CvO

Cv
=
√

CvO2,e

Cv,e
, (38.94)

CvO2

Cv
= CvO2,e

Cv,e
. (38.95)

In CZ crystals, only oxygen nucleation facilitated by
vacancies is of primary interest. The formation of O-
clusters by ejection of self-interstitials is negligible.
Once formed in the presence of vacancies, O-clusters
initially grow by consuming vacancies without ejecting
self-interstitials; later, when the vacancy concentration
decreases, O-clusters can grow by ejection of self-
interstitials. For the sake of simplicity, the growth of
O-clusters by ejection of self-interstitials is ignored.
When the vacancy concentration is sufficiently high,
the O-cluster growth is assumed to be limited by the
consumption of oxygen by the clusters; when the va-
cancy concentration is relatively low, the O-cluster
growth is assumed to be limited by the consump-
tion of vacancies by the clusters. Thus, O-clusters do
not grow when vacancies are at equilibrium concen-
tration. These approximations accurately quantify the
density of O-clusters but underpredict their size by
ignoring their growth by ejection of self-interstitials
under vacancy-lean conditions. The assumptions used
in the model are self-consistent, however, and pro-
vide meaningful insights into the CZ defect dynamics.
If desired, the upper limit of O-cluster size can be
quantified by simply assuming oxygen diffusion-limited
cluster growth under all conditions; this assump-
tion is not used in the formulation of the discussed
model, although it can be implemented without much
effort.

The diffusion-limited volumetric consumption rates
of vacancies, self-interstitials, and oxygen by various
clusters are defined following the methodology devel-
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oped by Kulkarni and Voronkov [38.53]

qi
i =4πDi(Ci−Ci,e) (Uini)

1/2 , (38.96)

qv
v =4πDv(Cv−Cv,e) (Uvnv)

1/2 , (38.97)

qv
O=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

γ4πDO(CO−CO,e) (UOnO)1/2∣∣Dv(Cv−Cv,e)≥γ DO(CO−CO,e)

4πDv(Cv−Cv,e) (UOnO)1/2∣∣Dv(Cv−Cv,e)<γ DO(CO−CO,e)

. (38.98)

The evolution of the auxiliary variable U , which is pro-
portional to the surface area of the cluster population, is
described by the cluster growth equation

∂Ui

∂t
+ V

∂Ui

∂z
= 2Dini

ψ i
i

(Ci−Ci,e) , (38.99)

∂Uv

∂t
+ V

∂Uv

∂z
= 2Dvnv

ψv
v

(Cv−Cv,e) , (38.100)

∂UO

∂t
+ V

∂UO

∂z

=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

2DOnO

ψO
O

(CO−CO,e)
∣∣Dv(Cv−Cv,e)≥γ DO(CO−CO,e)

2DvnO

γψO
O

(
Cv−Cv,e

)
∣∣Dv

(
Cv−Cv,e

)
<γ DO

(
CO−CO,e

)
. (38.101)

Table 38.2 Key properties of various species, including oxygen and vacancy–oxygen complexes, participating in reac-
tions in growing CZ crystals

Property set II Property set III

Di (cm2/s) = 0.19497 exp

(−0.9 (eV)

kBT

)
Di(cm2/s) = 4 × 10−3 exp

(−0.3 (eV)

kBT

)

Dv (cm2/s) = 6.2617 × 10−4 exp

(−0.4 (eV)

kBT

)
Dv(cm2/s) = 2 × 10−3 exp

(−0.38 (eV)

kBT

)

DO (cm2/s) = 1.3 × 10−1 exp

(−2.53 (eV)

kBT

)
DO(cm2/s) = 1.3 × 10−1 exp

(−2.53 (eV)

kBT

)

Ci,e (cm−1) = 6.1759 × 1026 exp

(−4.0 (eV)

kBT

)
Ci,e(cm−1) = 4.725 × 1027 exp

(−4.3492 (eV)

kBT

)

Cv,e (cm−1) = 7.52 × 1026 exp

(−4.0 (eV)

kBT

)
Cv,e(cm−1) = 1.2 × 1027 exp

(−4.12 (eV)

kBT

)

CO (cm−1) = 9 × 1022 exp

(−1.52 (eV)

kBT

)
CO(cm−1) = 9 × 1022 exp

(−1.52 (eV)

kBT

)

CvO2,e (cm−1) = C2
O

5 × 1022
exp

(−0.5 (eV)

kBT

)
CvO2,e(cm−1) = C2

O

5 × 1022
exp

(−0.5 (eV)

kBT

)

λi (eV) = 2.75–2.85∗ λi (eV) = 2.75–2.85∗
λv (eV) = 1.75 λv (eV) = 1.75
λO (eV) = 1.7 λO (eV) = 1.7
γ = 0.42 γ = 0.42
∗ Values between 2.75–2.85 eV give acceptable results. The simulations presented in this chapter were performed using λi = 2.75 eV

The total cluster density is directly obtained by the clas-
sical nucleation theory

∂ni

∂t
+ V

∂ni

∂z
= Ji , (38.102)

∂nv

∂t
+ V

∂nv

∂z
= Jv , (38.103)

∂nO

∂t
+ V

∂nO

∂z
= JO . (38.104)

The representative radius of a cluster population at any
location is given as

Ri=
(

Ui

ni

)1/2

, (38.105)

Rv=
(

Uv

nv

)1/2

, (38.106)

RO=
(

UO

nO

)1/2

. (38.107)

The domain of computation is transient, because a CZ
crystal is continuously pulled. The equation describ-
ing this domain transience must be solved with the
discussed equations. Vacancies and self-interstitials are
assumed to exist at equilibrium on all crystal surfaces
including the melt–crystal interface; the concentrations
of the vO and vO2. species are determined by the re-
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action equilibria. As the final size of a cluster is far
greater than its critical size, the initial size of clusters
upon their formation is assumed to be zero. The ini-
tial length of a growing crystal is assumed to be finite
but negligible. The discussed model describes the de-
fect dynamics in CZ crystals growing under both steady
as well as unsteady states.

There is a considerable uncertainty in the pa-
rameters describing the properties of many species
participating in the CZ defect dynamics. Particularly,
properties of self-interstitials are not very well known.
Reported self-interstitial migration energies vary from
0.95 to 0.3 eV [38.1, 26, 34, 58–64]. As there are many
parameters describing the properties of various species,
a reasonably accurate prediction of the general char-
acteristics of the observed microdefect distributions is
possible for many different sets of values of these pa-
rameters. Two sets of properties, listed in Table 38.2,
were used for simulations discussed in this section. The
intrinsic point defect properties listed under property
set II were derived from the property set proposed by
Kulkarni et al., on the basis of further fine-tuning to
fit experimental data [38.1, 70]. The intrinsic point de-
fect properties proposed by Voronkov and Falster were
fine-tuned to derive property set III [38.64,70]. The for-
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Cv + CvO + CvO2

Fig. 38.17 Evolution of the concentrations of various reacting
species and the density of v-clusters in a CZ crystal grow-
ing at a high rate (G = 3.5 K/mm, V = 0.7 mm/min, CO =
6.25 × 1017 cm−3 or 12.5 ppma) (after [38.70])

mation energy of vO2. species and the surface energies
of all clusters were tuned to predict experimental data
and well-accepted nucleation ranges of self-interstitials,
vacancies, and oxygen. Both property sets yield quali-
tatively similar results.

38.3.3 Defect Dynamics
in One-Dimensional Crystal Growth

A CZ crystal growing at a fixed rate through a fixed tem-
perature field remains in a steady state, with respect to
a fixed coordinate system, far from the regions formed
in the beginning of the growth. A solution of the one-
dimensional version of the developed model assuming
only axial variation of the microdefect distribution pro-
vides insights into the basics of the CZ defect dynamics
in the presence of oxygen. For these simulations, the
crystal is assumed to grow through a temperature pro-
file described by the linear dependence of 1/T on z,
according to (38.6).

As discussed in Sect. 38.2, Voronkov described the
conditions leading to the formation of various mi-
crodefects in growing FZ and CZ crystals in the early
1980s, in the absence of oxygen [38.19]. In the inter-
est of continuity and in the context of understanding
the influence of oxygen on the CZ defect dynamics,
salient features of this theory are discussed again in
this section. According to Voronkov’s theory, an in-
terplay between the Frenkel reaction and the transport
of the intrinsic point defects of silicon determines the
concentration fields of the intrinsic point defects in the
vicinity of the melt–crystal interface. Vacancies and
self-interstitials are assumed to exist at equilibrium at
the interface. The temperature drop in the crystal in
the vicinity of the interface drives the recombination of
vacancies and self-interstitials, decreasing their concen-
trations. The developed concentration gradients drive
the diffusion of vacancies and self-interstitials from
the interface into the crystal. The vacancy concentra-
tion at the interface is higher than the concentration of
self-interstitials, whereas self-interstitials diffuse faster.
Thus, when the convective transport is relatively ap-
preciable, vacancies remain the dominant species in
the crystal; when the diffusion is relatively apprecia-
ble, self-interstitials are replenished at a higher rate
from the interface and become the dominant species.
Voronkov approximately quantified the relative effect
of the convection over the diffusion by the ratio of V
to G (V/G). At higher V/G, convection is appreciable;
at lower V/G, diffusion is appreciable; at the criti-
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Defect Dynamics in Growing Czochralski Silicon Crystals 38.3 Czochralski Defect Dynamics in the Presence of Oxygen 1309

cal V/G, the flux of vacancies is equal to the flux of
self-interstitials. This analysis does not take into ac-
count the effect of oxygen. Oxygen introduces reactions
involving vacancies and oxygen into this dynamics.
In the presence of oxygen, free vacancies for the re-
combination with self-interstitials are supplied from the
dissociation of vO and vO2 species as well as from the
interface, which is an infinite source. Hence, the pres-
ence of oxygen shifts the balance of this dynamics in
favor of vacancies.

The evolution of the concentrations of v, vO, and
vO2 species as functions of the temperature in a CZ
crystal growing at very high V/G, or under highly
vacancy-rich conditions, is shown in Fig. 38.17. Near
the interface, where the recombination rate is signif-
icant, concentrations of all three species decrease, as
both free vacancies (v) and bound vacancies (bound as
vO and vO2) participate in the recombination reaction;
the participation of free vacancies in the recombination
is direct, whereas the participation of bound vacancies
results through the coupling of reactions (38.1), (38.82),
and (38.83). Once the recombination rate decreases, the
total vacancy concentration, Cv +CvO +CvO2 , remains
essentially constant. The bound vacancy concentration,
CvO +CvO2 , increases with decreasing temperature be-
cause of a shift in the reaction equilibrium. Free
vacancies, however, remain dominant and nucleate at
around 1100 ◦C. The growth of voids predominantly
consumes all vacancy species, as shown in Fig. 38.17.
It must be noted, however, that the residual total va-
cancy concentration left at lower temperatures remains
appreciable because of the binding between vacancies
and oxygen.

At close to the critical yet moderately vacancy-
rich condition, the free vacancy concentration does not
remain high enough to form voids at higher temper-
atures, in a growing CZ crystal. As the temperature
drops further, the concentration of bound vacancies in-
creases. Under these conditions, free vacancies facilitate
O-cluster formation at lower temperatures. The forma-
tion and growth of O-clusters predominantly consumes
both free and bound vacancies, as shown in Fig. 38.18.
The predicted total vacancy concentration at lower tem-
peratures is approximate, because of the assumptions
discussed in the previous section.

Conditions leading to the growth of crystals free
of large v-clusters and i-clusters are desired in many
microelectronic applications. Hence, the range of the
pull rate within which a CZ crystal free of large clus-
ters can be grown at different oxygen concentrations
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Fig. 38.18 Evolution of the concentrations of various reacting
species and the density of O-clusters in a CZ crystal growing close
to but moderately above the critical condition (G = 3.5 K/mm,
V = 0.48 mm/min, CO = 6.25 × 1017 cm−3 or 12.5 ppma) (af-
ter [38.70])
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Fig. 38.19 The simulated sizes of various clusters as functions of
the CZ crystal pull rate (after [38.70])

is of primary interest in industrial crystal growth. This
range can be determined by a series of simulations at
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different oxygen concentrations at different fixed pull
rates. These simulations, however, are computationally
expensive. An approximate pull rate range that allows
the growth of a crystal without large v-clusters and
i-clusters, at a given oxygen concentration, can be de-
termined by simulating the growth at a continuously
decreasing rate such that the microdefect distribution
in the crystal continuously shifts as a function of the
pull rate. A direct but approximate correlation between
the microdefect distribution and the pull rate can thus
be obtained. Figure 38.19 shows one such simulation,
defining the microdefect distribution as a function of the
pull rate for a given oxygen concentration and tempera-
ture profile. It must be noted that the region free of large
v-clusters and i-clusters contains O-clusters. O-clusters
are quite large in the vicinity of the boundary between
v-clusters and O-clusters, as they are formed at higher
temperatures in the presence of a relatively higher va-
cancy concentration. The size of O-clusters decreases
as the vacancy concentration during their formation de-
creases. A series of such simulations at different oxygen
concentrations shows how oxygen affects the range of
the pull rate within which the growth of a crystal free
of large v-clusters and i-clusters is possible. Oxygen
clearly expands this range because of the binding be-
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Fig. 38.20 The sensitivity of the microdefect distribution near the
critical condition to the oxygen concentration. Note: The i-cluster
and large v-cluster free region includes v-clusters smaller than
20 nm (radius) and O-clusters (after [38.70])

tween vacancies and oxygen, as shown in Fig. 38.20. In
this figure, v-clusters greater than 20 nm in radius are
defined as large. It must be noted that this definition
is arbitrary. Figure 38.20 also shows how V/G defin-
ing the boundary between O-clusters and i-clusters,
known as the v/i boundary, shifts with the oxygen
concentration in the discussed one-dimensional crys-
tals growing through the temperature profile defined by
(38.6). As discussed before, the presence of vO and vO2
species near the interface increases the total vacancy
concentration available for the recombination with self-
interstitials, thus decreasing the V/G marking the v/i
boundary; in effect, the crystal becomes marginally
more vacancy rich in the presence of oxygen. The sur-
face energy of voids is assumed to be a constant and
independent of the oxygen concentration in all these
simulations.

The series of one-dimensional simulations dis-
cussed in this section establishes the salient effects of
oxygen on the CZ defect dynamics. All simulations
discussed in this section are performed using property
set III.

38.3.4 Defect Dynamics
in Two-Dimensional Crystal Growth

The radial variation of the temperature field in a grow-
ing CZ crystal and the radial diffusion of the intrinsic
point defects, induced by the lateral surface of the
crystal and the radial variation of the intrinsic point
defect concentration, introduce a two-dimensional vari-
ation of the microdefect distribution in the crystal. In
addition, variation of the crystal pull rate, commonly
observed in modern CZ processes, introduces an axial
variation of the microdefect distribution. Hence, it is
necessary to validate the discussed model by a compar-
ison of its predictions with the microdefect distribution
observed in a crystal grown under an unsteady state
representing a variety of possible conditions in mod-
ern CZ growth. An experimental crystal was pulled by
the varying rate shown in Fig. 38.21. The crystal was
cut longitudinally and the microdefect distribution was
characterized by the method of copper decoration fol-
lowed by etching [38.38–40]. The crystal was assumed
to grow through a fixed temperature field predicted by
the commercial software MARC, using the algorithm
developed by Virzi [38.37]. As shown in Fig. 38.21,
v-clusters are observed in the regions of crystal grown
at higher rates, and i-clusters are observed in the re-
gions grown at lower rates. The dense bands at the
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Pull rate
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Fig. 38.21 Comparison of the predic-
tions of the model, using property
set III, with the experimental observa-
tions. The dense bands along the v/i
boundary, near the edge of the region
containing v-clusters, indicate intense
oxygen precipitation (note: scales
truncated for clarity) (after [38.70])
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Pull rate

Total length
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Fig. 38.22 Comparison of the predic-
tions of the developed model, using
property set II, with the experimental
observations. The dense bands along
the v/i boundary, near the edge of
the region containing v-clusters, in-
dicate intense oxygen precipitation
(note: scales truncated for clarity)
(after [38.70])
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edge of the region containing large v-clusters, close to
the featureless region in the vicinity of i-clusters, indi-
cate the presence of large O-clusters at higher densities.
This observation is only qualitative, as all O-clusters
are not revealed by the applied characterization tech-
nique. The featureless band or region very close to
the region of i-clusters can contain unobservable, small
microdefects.

The microdefect distributions in the crystal,
predicted using property set III, are also shown
in Fig. 38.21. As i-clusters and v-clusters do not co-
exist, a distribution of Rv −Ri simultaneously shows
the distribution of both types of clusters; a positive
value of Rv −Ri indicates the size of v-clusters and
a negative value of Rv −Ri indicates the size of i-
clusters. Similarly, the distribution of the densities of
i-clusters and v-clusters are quantified by the distribu-
tion of nv − ni. The size and density distribution of
O-clusters are shown separately in Fig. 38.21. It must
be noted that the lumped model predicts the representa-
tive size of an entire population of microdefects present
at any given location. In crystal regions formed un-
der the appreciable influence of the convection of the
intrinsic point defects, the dominant clusters formed
are v-clusters; in regions formed under the appreciable
influence of the diffusion of the intrinsic point de-
fects, the dominant clusters formed are i-clusters; near
the critical but moderately vacancy-rich condition, O-
clusters are dominant. Since the lumped model applies
the continuum-scale kinetics and thermodynamics in
the prediction of the representative size and density of
any given cluster population, it typically predicts negli-

gible but finite oxygen precipitation even under highly
vacancy-rich conditions. Kulkarni implemented various
algorithms to ignore this negligible oxygen precipita-
tion in the developed computer program that solves
the model equations; but depending on the operating
conditions and the species property set used for the
simulation, a negligible but finite oxygen precipita-
tion is predicted by the computer program even under
highly vacancy-rich conditions [38.70]. This is evident
in Fig. 38.21, which shows a negligible but definite
presence of O-clusters in the regions grown under ap-
preciable influence of convection of the intrinsic point
defects. Both the size (radius) and density of O-clusters
must be studied simultaneously to quantify the intensity
of oxygen precipitation. The intensity of oxygen precip-
itation (IO) can be measured by the amount of oxygen
precipitated per unit volume of the crystal, which is
given as

IO = 4
3πR3

OψO
O nO . (38.108)

As shown in Fig. 38.21, the intensity of oxygen precip-
itation is very high in the regions formed marginally
above the critical condition and is negligible in the re-
gions dominated by v-clusters and i-clusters.

The microdefect distributions, in the same crystal
shown in Fig. 38.21, predicted using the property set II
are shown in Fig. 38.22. The model captures the spa-
tial distributions of various microdefects quite well.
Although the predicted densities and sizes of various
microdefects are not directly compared with the ex-
perimental data, the predictions are consistent with the
reported experimental data [38.38, 39, 48].

38.4 Czochralski Defect Dynamics in the Presence of Nitrogen

As microdefects in silicon substrates produced from CZ
crystals can adversely affect the performance of de-
vices built on them, the development of crystal growth
processes to reduce the size of the microdefects in grow-
ing crystals is of industrial significance. Various studies
have shown that the microdefect distribution in CZ crys-
tals can be influenced by the presence of nitrogen in
general, and that the size of voids can be reduced, in
particular [38.20, 71–75]. Various mechanisms to de-
scribe the effect of nitrogen on the CZ defect dynamics
have been proposed [38.20, 72, 74, 75]. Voronkov and
Falster quantified the effect of nitrogen on the void
distribution in an isolated element of a growing CZ
crystal [38.74]. An accurate model for the prediction
of the effect of nitrogen on CZ defect dynamics, how-

ever, must account for the diffusion of mobile reacting
species in a growing crystal. It must also incorporate
reactions involving vacancies, self-interstitials, oxygen,
and complexes of vacancies with oxygen and nitro-
gen, along with the formation of various microdefects
in CZ crystals growing under both steady as well as
unsteady states. This chapter discusses such a model,
proposed and solved by Kulkarni, which quantifies both
steady-state and unsteady-state CZ defect dynamics in
the presence of nitrogen and oxygen [38.75].

38.4.1 The Model

An accurate quantification of CZ defect dynamics re-
quires a treatment of a series of elementary reactions
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describing the evolution of the populations of various
clusters, which is computationally impractical. There-
fore, reasonable approximations are required for the
quantification of the microdefect distribution in a CZ
crystal. The lumped model proposed by Kulkarni and
Voronkov that approximates a population of microde-
fects of various sizes present at a given location in
the crystal as an equivalent population of identical mi-
crodefects is adopted for the treatment of the growth
of microdefects [38.53]. All microdefects are approx-
imated as spherical clusters. The stable clusters are
assumed to form according to the classical nucleation
theory and to grow by diffusion-limited kinetics. The
cluster formation and growth dynamics is treated si-
multaneously with the reactions involving vacancies,
self-interstitials, oxygen, nitrogen, and complexes of
oxygen and nitrogen.

Reactions in Growing CZ Crystals
The primary reaction influencing the CZ defect dynam-
ics is the Frenkel reaction, which involves the mutual
annihilation of a vacancy and a self-interstitial to pro-
duce a silicon lattice atom, and the generation of a pair
of a vacancy and a self-interstitial from a lattice silicon
atom, as shown in reaction (38.1). Oxygen participates
in reactions with vacancies and the complexes of va-
cancies and oxygen, according to (38.82) and (38.83).
Nitrogen exists as both a monomer and a dimer, and
interacts with vacancies [38.74]

N+N � N2 , (38.109)

v+N � vN . (38.110)

The microdefect distributions in CZ crystals are af-
fected by defect dynamics at fairly higher temperatures,
at which nitrogen predominantly exists as N, N2, and
vN; hence, the presence of any other species contain-
ing nitrogen can be ignored [38.74]. The species N and
N2 are assumed to exist in the interstitial form in sili-
con, and vN can be viewed to exist in the substitutional
form. The equilibria for reactions (38.109) and (38.110)
are given by

C2
N

CN2

= K N↔N
N2

, (38.111)

CvCN

CvN
= Kv↔N

vN , (38.112)

where K is the equilibrium constant; the subscripts
specify the reaction type.

The aggregation of the intrinsic point defects, va-
cancies and self-interstitials, and the aggregation of

oxygen proceed as discussed in Sects. 38.2 and 38.3,
respectively. The thermodynamics and kinetics of for-
mation of all clusters are also discussed in Sects. 38.2
and 38.3.

The Governing Equations
The governing equations describe the balances of all
species participating in the CZ defect dynamics. The
total vacancy concentration, defined as the sum of the
concentration of free vacancies (v), and of the cu-
mulative concentration of bound vacancies (vO, vO2,
and vN), is not affected by reactions (38.82), (38.83),
(38.109), and (38.110); both free vacancies and self-
interstitials are consumed by the Frenkel reaction at an
equal rate and are generated at an equal rate. Hence, the
rate of change of the total excess vacancy concentra-
tion, defined as the difference between the total vacancy
concentration and the concentration of self-interstitials,
is affected only by the transport of individual species,
and their consumption by the clusters

∂
(
Cv +CvO +CvO2 +CvN −Ci

)
∂t

+ V
∂
(
Cv +CvO +CvO2 +CvN −Ci

)
∂z

= ∇ (Dv∇Cv)−∇ (Di∇Ci)−qv
v −qv

O +qi
i .

(38.113)

All species except for vacancies and self-interstitials are
assumed to be immobile. It must be noted that the for-
mation of N2 from N (reaction 38.109) requires N to
be a mobile species. The diffusivity of N is implicitly
assumed to be high enough to validate the assumption
of equilibrium of reaction (38.109), but the diffusion
flux of N is assumed to be negligible compared with
the convective flux of N, in the overall species bal-
ance. These are reasonable simplifying assumptions.
Equation (38.113) can also be derived from individual
balances for all species. The overall nitrogen balance is
given by

∂
(
CN +2CN2 +CvN

)
∂t

+ V
∂
(
CN +2CN2 +CvN

)
∂z

= 0 . (38.114)

The assumption of equilibrium of reactions (38.1),
(38.82), (38.83), (38.109), and (38.110) does not
necessitate the solution of the individual rate equa-
tions. Equations (38.3), (38.94), (38.95), (38.111), and
(38.112), which describe the reaction equilibria, and
equations (38.113), (38.114), and (38.92) define the bal-
ances of i, v, O, vO, vO2, N, N2, and vN.

Part
F

3
8
.4



Defect Dynamics in Growing Czochralski Silicon Crystals 38.4 Czochralski Defect Dynamics in the Presence of Nitrogen 1315

As discussed before, O-clusters are formed in the
presence of vacancies without the ejection of silicon
atoms as self-interstitials. Once formed, the clusters
grow by the consumption of vacancies. At higher va-
cancy concentrations, the O-cluster growth is assumed
to be determined by the diffusion-limited consumption
of oxygen by the clusters. At lower vacancy concentra-
tions, the O-cluster growth is assumed to be determined
by the diffusion-limited consumption of vacancies by
the clusters. The growth of O-clusters by the ejection
of silicon atoms as self-interstitials, at lower vacancy
concentrations, is ignored in the model. These approx-
imations accurately predict the density of O-clusters
but underpredict their size. If desired, the upper limit
on the size of O-clusters can be computed by assum-
ing the oxygen diffusion-limited growth of the clusters
under all conditions. This assumption is not made in
the discussed model, although it can be incorporated
without much effort. The volumetric consumption rates
of different species by different clusters (i, v, and
O), and the average sizes and densities of the cluster
populations are given by (38.96–38.107) in Sect. 38.3,
as per the methodology developed by Kulkarni and
Voronkov [38.53].

The domain of the calculation is transient, because
a CZ crystal is continuously pulled. The described equa-
tions must be solved with the equations defining the
domain transience, the temperature field in the crystal,
and the segregation of nitrogen between the melt and
the crystal at the melt–crystal interface.

The heat transport dynamics is assumed to be
faster than the defect dynamics. Hence, quasi-steady-
state assumptions for the calculation of the temperature
field suffice. The temperature field is first calculated
by the commercial software MARC, using the algo-
rithms developed by Virzi, and then corrected using
the experimentally measured interface shape [38.37,53,
54].

The concentration field of oxygen in a crystal is
determined by the process conditions. Hence, the con-
centration of oxygen in a crystal at the melt–crystal
interface is directly assigned on the basis of the process
conditions. The concentrations of all vacancy–oxygen
complexes are defined by the reaction equilibria, and the
intrinsic point defects (vacancies and self-interstitials)
are assumed to be at their respective equilibrium con-
centrations at the interface.

The concentration of nitrogen in a crystal at the
melt–crystal interface can be computed by assuming
the thermodynamic segregation of nitrogen between the
crystal and a well-mixed melt. If it is assumed that nitro-

gen exists as a monomer in the melt, the thermodynamic
segregation of monomeric nitrogen between the crys-
tal and the melt defines its concentration in the crystal,
and the concentrations of N2 and vN species in the
crystal are defined by the reaction equilibria (38.111)
and (38.112), respectively. The evolution of the nitro-
gen concentration in the well-mixed melt as a function
of time is calculated by following the loss of silicon
by solidification and by recognizing that the melt is
the only source of nitrogen in all forms (N, N2, and
vN) in the crystal. It is a popular industrial practice,
however, to define the relationship between the total
nitrogen content in a crystal at the melt–crystal inter-
face and the total nitrogen content in the melt (from
which the crystal grows) using an apparent or effec-
tive segregation coefficient, which is just an engineering
parameter that describes experimental observations. It
is reiterated that this apparent segregation coefficient is
not a thermodynamic parameter. This approach does not
require any explicit assumptions on the state of nitro-
gen in a melt or a crystal and provides a simple yet
reasonably accurate relationship between the total ni-
trogen content in the crystal and that in the melt. For
a given total nitrogen content in the melt, the concen-
trations of all nitrogen-containing species in the crystal
at the interface are defined by the apparent segregation
of total nitrogen between the melt and the crystal, the
stoichiometric relationship between the total nitrogen
concentration and the concentrations of individual ni-
trogen containing species, and the reaction equilibria
(38.111) and (38.112). The evolution of the nitrogen
concentration in the well-mixed melt is quantified by
following the silicon and nitrogen losses to the grow-
ing crystal across the interface. The results discussed in
this section are generated using the apparent segrega-
tion coefficient, in accordance with popular industrial
practice.

The accuracy of the predictions of the model de-
pends on the accuracy of the parameters describing the
properties of all reacting species and the parameters
defining the thermodynamics of the discussed reac-
tions. The parameters proposed by Kulkarni et al. for
the simulation of the CZ defect dynamics in the pres-
ence of oxygen are used in this study [38.70]. The
equilibrium constants defining the equilibria of reac-
tions (38.109) and (38.110), K N↔N

N2
and Kv↔N

vN , are
adopted from Voronkov and Falster [38.74]. The ap-
parent segregation coefficient of nitrogen determining
its segregation between a crystal and a melt is adopted
from Yatsurugi et al. and others [38.20, 76, 77]. There
is significant uncertainty in the parameters defining
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the thermodynamics of the reactions and the proper-
ties of all species involved in the CZ defect dynamics.
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Fig. 38.23 Evolution of the concentrations of various reacting
species in a nitrogen-doped CZ crystal growing at a high
rate (G = 3.9 K/mm, V = 0.8 mm/min, CN,total = 2 × 1014 cm−3,
CO = 7 × 1017 or 14 ppma)
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Fig. 38.24 Evolution of the concentrations of various reacting
species in a CZ crystal growing at a high rate (G = 3.9 K/mm,
V = 0.8 mm/min, CN,total = 0 cm−3, CO = 7 × 1017 or 14 ppma).
Note the difference between the scale of the density axis in this
figure and in Fig. 38.23

Hence, the parameter set used must be interpreted as
just a suggestion.

The developed model can capture the microdefect
distributions in the presence of oxygen and nitrogen in
CZ crystals growing under steady as well as unsteady
states.

38.4.2 CZ Defect Dynamics
in One-Dimensional Crystal Growth

The important effects of nitrogen on the CZ defect dy-
namics are better demonstrated by the simulation of the
growth of one-dimensional crystals showing no radial
variation in the microdefect distributions. Further sim-
plification can be achieved by simulating steady-state
crystal growth. A crystal growing at a fixed rate through
a fixed temperature field reaches a steady state far from
the regions formed in the beginning of the growth. For
simulation of crystal growth at steady state, the crys-
tal is assumed to grow through a fixed representative
temperature profile.

Nitrogen affects the reaction dynamics near the
melt–crystal interface by interacting with vacancies ac-
cording to reaction (38.110). The vN species produced
by this interaction provides free vacancies (v) by disso-
ciation, for the annihilation of self-interstitials. As free
vacancies are also available from the interface, which is
an infinite source, the interaction of nitrogen with va-
cancies shifts the balance of this dynamics in favor of
vacancies. The crystal becomes richer in vacancies in
the presence of nitrogen. Oxygen also shifts this bal-
ance in favor of vacancies by producing vO and vO2
species, which provide free vacancies by their dissoci-
ation; but the effect of oxygen is weaker than that of
nitrogen [38.59, 70, 74, 75].

The evolution of the concentrations of key reacting
species, when the convective transport is apprecia-
ble, as functions of the temperature along the length
of a nitrogen-doped CZ crystal growing from a very
large melt (effectively infinite), is shown in Fig. 38.23.
Since the melt is very large, the total nitrogen con-
centration, CN +2CN2 +CvN or CN ,total in the crystal
is effectively constant. Near the interface, all species
containing vacancies participate in the recombination
with self-interstitials; the participation of free vacan-
cies is direct, and the participation of vN, vO, and vO2
species is indirect through their dissociation. After the
self-interstitial concentration drops significantly, the to-
tal vacancy concentration, Cv +CvO +CvO2 +CvN or
Cv,total remains essentially constant until v-clusters are
formed in appreciable numbers at lower temperatures.
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Free vacancies directly participate in the formation and
growth of v-clusters; the bound vacancies, vO, vO2,
and vN species, participate indirectly by their dissoci-
ation. The strong binding of vacancies with nitrogen
reduces the free vacancy concentration before apprecia-
ble nucleation, compared with that in the absence of
nitrogen, decreasing the vacancy nucleation tempera-
ture. The free vacancy consumption rate by v-clusters
is low in the presence of lower vacancy concentra-
tion, facilitating their formation in appreciably higher
densities. As the supply of total vacancies is fixed at
the onset of the vacancy nucleation, the formation of
v-clusters at higher densities reduces their size. The ef-
fect of nitrogen on the CZ defect dynamics is studied
effectively by a comparison of the evolution of var-
ious reacting species in a growing CZ crystal in the
presence of nitrogen (Fig. 38.23) with that in the ab-
sence of nitrogen (Fig. 38.24), under otherwise identical
conditions.

A distinct effect of nitrogen is the facilitation of
the formation of O-clusters in the presence of voids
at appreciable densities. The strong binding between
vacancies and nitrogen maintains appreciably high
concentrations of bound and free vacancy species at
lower temperatures at which vacancy-facilitated O-
cluster formation and growth mark the CZ defect
dynamics. After their formation, O-clusters become
the dominant vacancy sinks compared with v-clusters,
as shown in Fig. 38.23. In the absence of nitrogen,
however, vN species is also absent, and both weakly
bound (vO and vO2) and free vacancies are consumed
at higher temperatures primarily by v-clusters, sup-
pressing the formation of O-clusters (Fig. 38.24). In
a nitrogen-doped crystal exhibiting moderate domi-
nance of vacancies near the interface, the free vacancy
concentration does not remain high enough to form v-
clusters at higher temperatures; at lower temperatures,
however, O-clusters are formed in the absence of v-
clusters (Fig. 38.25). It must be noted that the total
vacancy concentration, even in the presence of clusters,
remains negligible but finite in a fully grown CZ crys-
tal because of the binding of vacancies with oxygen at
lower temperatures.

The pull rate marking the boundary between O-
clusters and i-clusters, known as the v/i boundary,
represents the critical operating condition. The quan-
tification of the variation of this critical pull rate with
the nitrogen concentration, for otherwise fixed crystal
growth conditions, is important. For a given temperature
field in a crystal-puller, this pull rate can be quantified
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Fig. 38.25 Evolution of the concentrations of various react-
ing species in a nitrogen-doped CZ crystal growing close
to the critical condition (G = 3.9 K/mm, V = 0.50 mm/min,
CN,total = 2 × 1014 cm−3, CO = 7 × 1017 or 14 ppma)

by a series of crystal growth simulations at various fixed
or constant pull rates. These computations are numerous
and can be expensive. An approximate variation of the
cluster distribution in a crystal as a function of its pull
rate can be captured by predicting this distribution in
the crystal pulled by either continuously increasing or
decreasing rate as shown in Fig. 38.26. One such sim-
ulation provides the approximate correlation between
the cluster distribution in a crystal and its pull rate.
The crystal growth conditions marking the v/i bound-
ary can also be quantified in terms of the popular but
approximate growth parameter V/G. The V/G marking
this boundary, known as the critical V/G, continu-
ously decreases with increasing nitrogen concentration
(Fig. 38.27). The total vacancy concentration near the
interface increases with increasing nitrogen concentra-
tion because of the strong binding between vacancies
and nitrogen, resulting in a decrease in the critical V/G.
This shift is particularly significant at higher nitrogen
concentrations.

The conditions that allow the growth of CZ crys-
tals in the absence of large clusters are also of interest
in the crystal growth industry. Therefore, the quantifica-
tion of the range of the crystal pull rate or V/G within
which CZ crystals can grow free of large v-clusters and
i-clusters is important. The large cluster-free range is
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bracketed by the v/i boundary and the boundary be-
tween O-clusters and large v-clusters, arbitrarily defined
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Fig. 38.26 The simulated sizes of various clusters as functions of
the CZ crystal pull rate (G = 3.9 K/mm, CN,total = 2 × 1014 cm−3,
CO = 7 × 1017 or 14 ppma)
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Fig. 38.27 The sensitivity of the cluster distributions near the crit-
ical condition to the nitrogen concentration. Note: The v-cluster
and i-cluster free region includes v-clusters smaller than 20 nm
(G = 3.9 K/mm, CO = 7 × 1017 or 14 ppma)

to be 20 nm large in radius; the latter boundary is termed
the O/v boundary. It must be noted that the crystals
free of such large clusters contain O-clusters, as dis-
cussed before. The size of O-clusters increases with
increasing concentration of the free vacancies avail-
able during their formation, as shown in Fig. 38.26.
The V/G marking the O/v boundary increases with the
nitrogen concentration first, reaches a maximum, and
then decreases; the increase in this V/G at lower nitro-
gen concentration, in spite of the decrease in the V/G
marking the v/i boundary, is caused by the strong bind-
ing between v and N that reduces the free vacancy
concentration near the vacancy nucleation temperature
range. At moderately higher nitrogen concentrations,
however, the shift in the V/G marking the v/i bound-
ary is too strong because of a significant increase in
the total vacancy concentration near the interface, forc-
ing a decrease in the V/G defining the O/v boundary.
The pull rate range and the V/G range allowing the
large cluster-free crystal growth still increase until the
nitrogen concentration is significantly high. In the pres-
ence of nitrogen at very high concentrations, the total
vacancy concentration in the crystal near the interface
dramatically increases with the nitrogen concentration
such that the free vacancy concentration around the va-
cancy nucleation temperature increases. Hence, the pull
rate range (as well as V/G range) within which crystals
free of large clusters can be grown also marginally de-
creases with increasing nitrogen concentration, at very
high nitrogen concentration, as shown in Fig. 38.27.
This predicted increase in the size of v-clusters with
increasing nitrogen concentration does not agree with
reported data [38.75, 78]. Therefore, the model predic-
tions are far less accurate at very high nitrogen doping
levels.

The salient features of the CZ defect dynamics and
the strengths and weaknesses of the discussed model are
thus adequately described by the discussed simulations
of one-dimensional crystal growth.

38.4.3 CZ Defect Dynamics
in Two-Dimensional Crystal Growth

The observed microdefect distributions in a CZ crys-
tal vary along its axis and radius. This radial variation
is caused by the radial variation of the temperature
field and the radial diffusion of the intrinsic point
defects induced by the temperature field and the lat-
eral surface of a growing crystal. Axial variations
are primarily induced by the change in the pull rate
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and, in the case of nitrogen-doped crystals, by the
axial variation in the nitrogen concentration. Quantifica-
tion of these two-dimensional microdefect distributions
requires a solution of the discussed model for two-
dimensional crystal growth.

Kulkarni predicted the microdefect distribution
in a crystal, at the end of its growth, pulled at
a fixed rate through a fixed temperature field, shown
in Fig. 38.28 [38.75]. The oxygen concentration in the
crystal is assumed to be 16 ppma. The nitrogen concen-
tration varies from 8.25 × 1013 to 6.7 × 1014 cm−3, from
one end (left-hand side) of the crystal to the other (right-
hand side), and from 8.4 × 1013 to 3.9 × 1014 cm−3,
along the central axis within the cylindrical body of the
crystal. The crystal growth at a fixed rate well above
the pull rate at the critical condition is assumed. The
crystal grows under an appreciable influence of convec-
tion. The central region of the crystal contains larger
v-clusters and relatively smaller O-clusters; the periph-
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Fig. 38.28 The model predicted clus-
ter distributions in a CZ crystal,
pulled at a fixed rate well above
the pull rate at the critical condi-
tion, at the end of its growth. Note:
The melt–crystal interface is not flat.
CN,total varies from 8.25 × 1013 to
6.7 × 1014 cm−3, from one end (left-
hand side) of the crystal to the other
(right-hand side), and from 8.4 × 1013

to 3.9 × 1014 cm−3, along the central
axis within the cylindrical body of
the crystal; CO = 16 ppma. The crys-
tal cooling rates are moderate. The
legend for each plot is shown to the
right

eral region is dominated by smaller v-clusters, relative
to those in the center, and larger O-clusters, relative to
those in the center. This variation, away from the lateral
surface of the crystal, is primarily caused by the radial
variation of the temperature field; the relative effect of
the axial convection with respect to the axial diffusion
becomes weaker along the radial position of the crystal,
away from the lateral surface, because of the radial vari-
ation of the temperature field. The defect distribution in
the crystal near the lateral surface is strongly influenced
by the surface-induced diffusion of the intrinsic point
defects, details of which will be discussed in Sect. 38.5.
The vacancy-rich region, defined as the region marked
by the presence of v-clusters, O-clusters or any vacancy
containing species, expands in the crystal as the nitro-
gen concentration increases. It must be noted that the
microdefect distributions in the crystal when the crystal
is still in contact with the melt at the end of its growth
are shown in Fig. 38.28. Hence, the vacancy nucleation
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Fig. 38.29 The predicted cluster dis-
tributions in a simulated crystal at
the end of its growth under transient
conditions. Note: The melt–crystal in-
terface is not flat. CN,total varies from
8.25 × 1013 to 6.7 × 1014 cm−3, from
one end (left-hand side) of the crys-
tal to the other (right-hand side), and
from 8.4 × 1013 to 3.9 × 1014 cm−3,
along the central axis within the
cylindrical body of the crystal;
CO = 16 ppma. The legend for each
plot is shown on the right

front and the O-cluster formation front are also visible
near the right end of the crystal.

The capability of the discussed model can be
demonstrated by predicting the microdefect distribu-
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tion in the crystal pulled at the varying rate shown
in Fig. 38.29. The oxygen and nitrogen concentra-
tions in the crystal were set at the same level as
those set for the simulation of the crystal discussed
in Fig. 38.28 [38.75]. Hence, the effect of varying
pull rate can be observed by a comparison between
the cluster distributions shown in Fig. 38.28 and those
shown in Fig. 38.29. The varying pull rate gener-
ates a distribution of all discussed clusters in this
chapter. As i-clusters and v-clusters do not coexist,
the simultaneous distributions of these clusters can
be quantified by the distributions of Rv −Ri and
nv −ni. Positive values indicate the distribution of v-
clusters and negative values indicate the distribution
of i-clusters. Considering their differences, however,
the density distributions of i-clusters and v-clusters

are shown separately in Fig. 38.29. At a higher pull
rate, v-clusters and O-clusters are formed; at a lower
pull rate, i-clusters are formed; at a pull rate mark-
ing the moderate dominance of vacancies closer to
the v/i boundary, only large O-clusters are formed.
It must be noted that the microdefect distributions in
the crystal at the end of its growth but still in con-
tact with the melt are shown in Fig. 38.29. Hence,
the vacancy nucleation front and the oxygen nucle-
ation front are visible near the opposite end of the
crystal.

The discussed model captures the salient features of
the typical two-dimensional microdefect distributions
observed in CZ crystals doped with nitrogen. In the
presence of nitrogen at very high concentrations, how-
ever, the model predictions are less accurate.

38.5 The Lateral Incorporation of Vacancies in Czochralski Silicon Crystals

A crystal pulled at a very high rate, well above the
critical condition, to meet industrial throughput goals,
contains voids everywhere except very close to the lat-
eral surface, where the surface-induced diffusion of
both the intrinsic point defect species reduces the va-
cancy concentration at higher temperatures and allows
the formation of oxygen clusters, during crystal growth
(Fig. 38.30a). It must be noted that the Frenkel reac-
tion couples the vacancy concentration with the self-
interstitial concentration; hence, both vacancies that
diffuse toward the lateral surface and self-interstitials
that diffuse from the surface reduce the vacancy con-
centration near the surface. The temperature field of
a typical growing CZ crystal shows significant radial
variation; G increases significantly along the crys-

Fig. 38.30 (a) Typical microdefect distribution observed
by copper precipitation followed by etching in a wafer
produced from a CZ crystal grown at a very high rate
well above the critical condition. (b) Typical microdefect
distribution observed by copper precipitation followed by
etching in a wafer produced from a CZ crystal grown
through a radially highly nonuniform temperature field;
note that a fraction of the crystal is grown above and the
rest below the critical condition. (c) Typical microdefect
distribution observed by copper precipitation followed by
etching in a wafer produced from a CZ crystal grown close
to the critical condition through a relatively radially uni-
form temperature field (Note: only 1

4 of the wafer is shown)
(after [38.79]) �

D defects
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b)
Detectable
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tal radius. Hence, many Czochralski crystals pulled
at a moderate rate contain a central core of D de-
fects and a peripheral region of A defects, as shown
in Fig. 38.30b. The narrow detectable microdefect-free
region close to the lateral surface of the crystal is
also a result of the surface-induced diffusion of self-
interstitials and vacancies, during its growth; while
fast-diffusing self-interstitials dominantly contribute to
their depletion near the surface, vacancies that diffuse
from the surface also contribute to the depletion of
self-interstitials through Frenkel reaction. Figure 38.30b
also shows a very narrow detectable microdefect-free
region termed the v/i boundary between the region of
D defects and the region of A defects.

Recent advances in device industry demand either
the reduction in the size of microdefects or their elimi-
nation from the CZ crystal. To address this requirement,
many modern crystals are grown under a more radially
uniform temperature field close to the critical condition.
Hence, typical microdefects formed in these crystals are
oxygen clusters and B defects. In practice, a perfect ra-
dial uniformity of the temperature field is not achieved;
G marginally increases along the radius of a typical
crystal. A crystal grown close to the critical condition,
however, always exhibits a peripheral region, close to
the surface, containing either oxygen clusters or both
oxygen clusters and small voids, irrespective of the cen-
tral microdefect distribution, as shown in Fig. 38.30c.
Kulkarni described the physics of the evolution of mi-
crodefects in this region, known as the edge ring or
the peripheral ring [38.79]. The peripheral ring loses
its distinct appearance at higher crystal pull rates. This
section addresses the evolution of the microdefect dis-
tribution in CZ crystals pulled at various rates, from the
critical condition to highly vacancy-rich conditions.

38.5.1 General Defect Dynamics:
A Brief Revisit

The theory of the initial point defect incorporation de-
scribes the defect dynamics in a growing crystal in
the absence of oxygen [38.19]. According to this the-
ory, the formation of microdefects in an oxygen-less
crystal is driven by the supersaturation of crystal with
either vacancies or self-interstitials. The concentrations
of the intrinsic point defects in a growing crystal,
away from its lateral surface, evolve primarily by an
interplay between the species transport from the melt–
crystal interface, both by convection and diffusion, and
the Frenkel reaction. The intrinsic point defects of
silicon exist at their respective equilibrium concentra-

tions at the interface. The recombination of vacancies
and self-interstitials in a growing crystal, driven by
the decreasing temperature with increasing distance
from the interface, generates their concentration gra-
dients, inducing their diffusion from the interface into
the crystal. The species convection is induced by the
physical growth of the crystal. Self-interstitials dif-
fuse faster than vacancies near the interface at higher
temperatures but the vacancy concentration is higher
than the self-interstitial concentration at the interface,
where the equilibrium conditions prevail. Thus, when
the species diffusion is relatively appreciable, or below
the critical condition, the self-interstitial flux into the
crystal from the interface is greater than the vacancy
flux and the concentration of self-interstitials increases,
away from the interface, with increasing effect of
diffusion relative to convection. When the species con-
vection is relatively appreciable, or above the critical
condition, the vacancy flux is greater than the self-
interstitial flux and the concentration of vacancies, away
from the interface, increases with increasing effect of
convection relative to diffusion. The dominant intrin-
sic point defect species annihilates the other species
to very low concentrations and aggregates to form
microdefects, at lower temperatures. At the critical con-
dition, the vacancy flux is equal to the self-interstitial
flux and the two intrinsic point defect species anni-
hilate each other to very low concentrations, without
forming large microdefects. This dynamics, defined ig-
noring the radial diffusion of the reacting species and
the effects of oxygen, essentially establishes the in-
corporated concentration fields of the intrinsic point
defects in a growing crystal, prior to the formation of
microdefects.

Vacancies also interact with oxygen present in CZ
silicon, producing various vacancy–oxygen complexes.
The sum of the concentrations of all vacancy-containing
species (Cv,total), defined as the total vacancy concentra-
tion, is relevant in considering the interactions between
vacancies and self-interstitials. Free vacancies (v) di-
rectly participate in the annihilation of self-interstitials
through the Frenkel reaction; bound vacancies (vO and
vO2) are also available for the annihilation of self-
interstitials by dissociation. Because the total vacancy
concentration available for the annihilation of self-
interstitials increases in the presence of oxygen, the
crystal becomes richer in vacancies with increasing
oxygen concentration. Bound vacancies are assumed to
be immobile; hence they affect the CZ defect dynamics
only through reactions and physical movement of the
crystal.
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The model discussed in Sect. 38.3 describes the CZ
defect dynamics in the presence of oxygen, and, hence,
was applied by Kulkarni in his study on the peripheral
ring formation. The results of this study are discussed
below [38.79].

38.5.2 Defect Dynamics Under Highly
Vacancy-Rich Conditions

The simulation of the defect dynamics in a CZ crystal
growing close to the critical condition through a radially
uniform temperature field can provide insights into the
formation of the peripheral ring. To understand the dif-
ference between the evolution of microdefects in a CZ
crystal growing at a very high rate well above the critical
condition and that in a crystal growing close to the criti-
cal condition, the simulations of defect dynamics under
both conditions must be performed.

Figure 38.31a shows the radial concentration pro-
files of key reacting species (Cx) in a crystal growing
at a very high rate through a radially uniform tem-
perature field. In the interior or bulk of the crystal
away from the lateral surface, vacancy supersaturation
and self-interstitial undersaturation develop. Since the
equilibrium conditions prevail on the lateral surface of
the crystal, the self-interstitial concentration gradually
increases and the vacancy concentration gradually de-
creases along the radius of the crystal in the vicinity
of the surface, at a given axial location. Both the dif-
fusion of vacancies toward the surface and the diffusion
of self-interstitials from the surface into the crystal con-
tribute to the depletion of vacancies near the surface;
self-interstitials, which diffuse faster than vacancies
at higher temperatures, reduce the vacancy concen-
tration by recombining with vacancies. Although the
coupled transport of all species and reactions involving
all species determine the species concentration fields
in the crystal, the Frenkel reaction and the transport of
self-interstitials and vacancies primarily influence their
concentration fields, at higher temperatures.

As the vacancy supersaturation increases in the
crystal interior (bulk) with decreasing temperature,
voids are formed at around 1100 ◦C. Very close to the
lateral surface, however, the radial diffusion of the in-
trinsic point defects maintains a lower concentration
of vacancies. Vacancies in lower concentrations escape
consumption by void formation at higher temperatures;
they facilitate the formation of oxygen clusters at lower
temperatures, around 950 ◦C. Figure 38.31b shows the
radial profile of the amount of vacancies absorbed by
voids, per unit volume of the crystal (Cv−v-clusters), and
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Fig. 38.31 (a) The radial profiles, close to the interface, of the con-
centrations of key reacting species in a CZ crystal growing well
above the critical condition through a radially uniform temperature
field. (b) The radial profiles of the concentration of vacancies in
voids, per unit volume of crystal, and of oxygen in oxygen clusters,
per unit volume of crystal, in a CZ crystal growing well above the
critical condition through a radially uniform temperature field

of the amount of oxygen atoms absorbed by oxygen
clusters, per unit volume of the crystal (CO−O-clusters).
There is negligible formation of oxygen clusters close
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to the lateral crystal surface when the pull rate is very
high, as shown in Fig. 38.31b.

38.5.3 Defect Dynamics
Near the Critical Condition

A large microdefect-free crystal can be typically grown
if the intrinsic point defect supersaturation in the crystal
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Fig. 38.32a–d The radial profiles of the concentrations of key reacting species in a CZ crystal growing close to the
critical condition, through a radially uniform temperature field: (a) close to the interface, (b) at 1227.85 ◦C, (c) and at
998.77 ◦C. (d) The radial profiles of the concentration of oxygen in oxygen clusters, per unit volume of the crystal, in
a CZ crystal growing close to the critical condition through a radially uniform temperature field

prior to the onset of nucleation is very low and radi-
ally uniform. This is achieved by growing the crystal
through a relatively radially uniform temperature field,
at close to the critical condition, at which an accept-
able balance between the total vacancy flux (convection
and diffusion of total vacancies) and the self-interstitial
flux (convection and diffusion of self-interstitials) is
achieved, in the vicinity of the interface. This discussion
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focuses on the growth of such marginally vacancy-
rich or self-interstitial-rich crystals growing close to
the critical condition. As total vacancies and self-
interstitials remain in comparable concentrations under
these growth conditions, the continuous interplay be-
tween the Frenkel reaction and the species transport
remains relevant over the entire length of the crystal
prior to the microdefect formation. Hence, the concen-
tration fields of the intrinsic point defects and other
species are sensitive to the relative shifts in their equilib-
rium concentrations and diffusivities with temperature.

Figure 38.32a shows the radial profiles of the
concentrations of vacancies, self-interstitials, and total
vacancies close to the interface of a crystal grow-
ing close to the critical condition through a radially
uniform temperature field. The vacancy concentra-
tion in the bulk or the interior region of the crystal,
away from the lateral surface, is higher than the self-
interstitial concentration, but the crystal is marginally
undersaturated with vacancies and marginally supersat-
urated with self-interstitials; the equilibrium conditions,
however, prevail on the crystal surface. Therefore, self-
interstitials diffuse towards the lateral surface from
the crystal interior and vacancies diffuse from the
lateral surface into the crystal. At higher tempera-
tures, self-interstitials diffuse faster than vacancies and,
hence, significantly affect the vacancy concentration
field through the Frenkel reaction.

As the temperature decreases in the crystal, the
diffusivities of both vacancies and self-interstitials de-
crease, along with their equilibrium concentrations,
which prevail on the lateral surface. The Frenkel re-
action remains at equilibrium, as shown by Kulkarni
et al. [38.1]. All other homogeneous reactions are
also assumed to be at equilibrium [38.70]. As the
temperature decreases, the influence of the lateral
surface-induced diffusion decreases and vacancies that
were incorporated from the lateral surface at higher
temperatures become the dominant species in the vicin-
ity of the surface, annihilating self-interstitials to lower
concentrations. Moreover, both the vacancy concentra-
tion at the lateral surface and the vacancy concentration
in the crystal interior are lower than the vacancy con-
centration established in the vicinity of the surface.
Hence, a relatively distinct vacancy supersaturation and
a self-interstitial undersaturation in the vicinity of the
lateral surface are established, as shown in Fig. 38.32b.
In short, the interplay among decreasing equilibrium
concentrations of all species, the decreasing effect of the
species diffusion, and the fast reaction dynamics estab-
lishes a self-interstitial-lean and vacancy-rich ring near

the lateral surface. At the stage shown in Fig. 38.32b,
self-interstitials diffuse to this region from the lateral
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Fig. 38.33a,b The predicted radial profiles of the concentrations of
(a) oxygen in oxygen clusters, per unit volume of crystal and (b) va-
cancies in voids, per unit volume of crystal, in CZ crystals growing
close to the critical condition through a radially uniform tempera-
ture field, as functions of the pull rate. The predictions shown in this
figure were generated using property set II
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surface as well as from the crystal center and vacan-
cies diffuse from this region, both radially inward and
outward. Figure 38.32b shows that the interior (bulk) of
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Fig. 38.34a,b The predicted radial profiles of the concentrations of
(a) oxygen in oxygen clusters, per unit volume of crystal and (b) va-
cancies in voids, per unit volume of crystal, in CZ crystals growing
close to the critical condition through a radially uniform tempera-
ture field, as functions of the pull rate. The predictions shown in this
figure were generated using property set III

the crystal is still undersaturated with vacancies when
the region near the lateral surface is supersaturated with
vacancies at around 1228 ◦C.

As the temperature drops further, the vacancy un-
dersaturation in the crystal interior (bulk) decreases,
because of a fast reduction in the equilibrium va-
cancy concentration. Eventually, the crystal can become
marginally supersaturated with vacancies in the interior.
The region near the lateral surface, however, becomes
distinctly more supersaturated with vacancies, as shown
in Fig. 38.32c.

In essence, the equilibrium conditions prevail on the
surface of the growing crystal; near the critical condi-
tion, in the first stage of cooling at higher temperatures,
the difference between the vacancy concentration and
the self-interstitial concentration on the lateral crystal
surface is much higher than that in the crystal in-
terior (bulk), driving the vacancy enrichment of the
near-surface region relative to the crystal interior; the
vacancy supersaturation builds in the near-surface re-
gion with the decreasing temperature, because of the
decreasing intrinsic point defect diffusivities and equi-
librium concentrations.

It must be noted that, as the temperature decreases,
the ratio of the bound vacancy concentration to the free
vacancy concentration increases. In spite of the vacancy
supersaturation established by the lateral surface, the
vacancy concentration is not high enough to form large
voids. Free and bound vacancies survive high tempera-
tures to facilitate the formation of oxygen clusters (and
small voids, in a few cases) at lower temperatures. The
radial profile of the concentration of oxygen contained
in oxygen clusters, per unit volume of the crystal, is
shown in Fig. 38.32d. As can be observed, there is a dis-
tinct ring of oxygen clusters near the lateral surface of
the crystal, which is the peripheral ring.

The peripheral ring becomes richer in vacancies but
loses its distinct structure with increasing crystal pull
rate. The microdefect distribution near the critical con-
dition in a crystal as a function of the crystal pull rate
is shown in Fig. 38.33. Figure 38.33a shows the ra-
dial profiles of CO−O-clusters, and Fig. 38.33b shows the
Cv−v-clusters profiles. The competition between the void
formation and the oxygen cluster formation for vacan-
cies is evident as the pull rate increases. The peripheral
ring cannot be formed when the relative effect of species
convection is significant, because the vacancy supersat-
uration is maintained everywhere in the crystal under
such condition, resulting in the diffusion of vacancies
toward the lateral surface close to the interface, as al-
ready shown in Fig. 38.31. These results were generated
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cross-section of the crystal
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tribution in a longitudinal
cross-section of the crystal
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using property set II; qualitatively similar results were
generated using property set III (Fig. 38.34).

A comparison between the predicted microdefect
distribution and the observed microdefect distribution
in a crystal containing a peripheral ring is shown
in Fig. 38.35. The simulation was performed using
property set III. The central region of the crystal
contains oxygen clusters and small voids. There is a de-
tectable microdefect-free region between the central
region containing oxygen clusters and the peripheral
ring. This distribution shows that the crystal growth oc-
curred through a radially nonuniform temperature field.
However, the presence of the peripheral ring implies
that the temperature field was sufficiently uniform.

Influence of the Intrinsic Point Defect
Properties on the Edge Ring

There is uncertainty in the properties of many species
influencing the CZ defect dynamics. Although the de-

fect dynamics describing the evolution of the peripheral
ring is driven by many parameters determining the prop-
erties of all participating species, the formation and
migration energies of the intrinsic point defects have
a particularly stronger influence.

The effect of the properties of the intrinsic point de-
fects on the formation of the peripheral ring in a CZ
crystal can be explained by considering the defect dy-
namics in the absence of oxygen, for simplicity. In the
interior region of a CZ crystal growing through a uni-
form temperature field, the effects of radial species
diffusion are negligible; thus, the evolution of the in-
trinsic point defect concentrations in this region near
the melt–crystal interface is explained by the (axial)
one-dimensional theory of initial incorporation [38.19].
According to this theory, the concentrations of the in-
trinsic point defects in an oxygen-less crystal growing at
the critical condition through the temperature field ap-
proximated by a linear dependence of 1/T on z (38.6)
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evolve according to (38.12) and (38.13), provided that
the diffusivities of both species are temperature inde-
pendent. In a narrow range of temperature near the
interface, the assumption of constant species diffusiv-
ities, and a linear 1/T profile are acceptable, to some
extent. Thus, (38.12) and (38.13) can be used as an-
alytical guidelines for evaluating the evolution of the
intrinsic point defect concentrations near the interface
in a typical Czochralski crystal growing at the critical
condition.

According to (38.4), (38.5), (38.12), and (38.13),
both of the intrinsic point defect species are at their re-
spective equilibrium concentrations in the interior of the
crystal growing at the critical condition, if their forma-
tion energies are identical. The equilibrium conditions
prevail on the crystal surface as well, because of the
fast surface kinetics. Since there is no radial concen-
tration gradient in the crystal under this condition, there
is no surface-induced vacancy enrichment at the higher
temperatures, which is required for the formation of the
peripheral ring.

It is necessary to establish the vacancy undersatu-
ration and self-interstitial supersaturation in the crystal
interior (bulk) at higher temperatures to drive the near-
surface vacancy enrichment. Moreover, the intensity
of the peripheral ring increases with increasing differ-
ence between the equilibrium vacancy concentration
and the vacancy concentration in the interior of the
crystal, at higher temperatures, at the critical condition.
This difference increases with decreasing vacancy for-
mation energy, as given by (38.5) and (38.13). This
difference also depends on the variation of the in-
trinsic point defect diffusivities with the temperature.
Therefore, the assumption of constant diffusivities of
the intrinsic point defects made by Voronkov must
be relaxed [38.19]. At the critical condition, the self-
interstitial flux is equal to the vacancy flux, i. e., the
excess intrinsic point defect flux is zero.

When the self-interstitial migration energy is higher
than the vacancy migration energy, the relative decrease
in the self-interstitial diffusivity is higher than the rela-
tive decrease in the vacancy diffusivity, per unit length,

in the vicinity of the interface, relatively reducing the
replenishment of self-interstitials by diffusion from the
interface. Hence, the relative self-interstitial diffusion
flux decreases, at any given location in the vicinity of
the interface, with increasing self-interstitial migration
energy. As the relative self-interstitial diffusion flux de-
creases, proper changes in the other components of the
excess intrinsic point defect flux (38.11) are required to
satisfy the necessary equality of the vacancy flux and
the self-interstitial flux, at the critical condition. These
changes involve a reduction in the vacancy flux by re-
ductions in the critical pull rate (for a given temperature
field) and the vacancy concentration. As a result, the es-
tablished vacancy concentration decreases in the crystal
interior with increasing self-interstitial migration en-
ergy.

The effect of the formation and migration ener-
gies of the intrinsic point defects on the peripheral
ring dynamics is multifold. The difference between the
vacancy concentration and the self-interstitial concen-
tration on the lateral surface of the crystal at higher
temperatures increases with decreasing vacancy forma-
tion energy. If the migration energy of a self-interstitial
is higher than that of a vacancy, the lateral diffusion of
self-interstitials from the surface into the near-surface
crystal region, at a later stage of cooling, becomes
less significant, which maintains a higher vacancy con-
centration within the peripheral ring. The near-surface
vacancy concentration field is influenced by the dif-
fusion of both self-interstitials and vacancies, coupled
with the Frenkel reaction, and not by the vacancy diffu-
sion alone. It must be noted that the migration energy
of a self-interstitial is higher than the migration en-
ergy of a vacancy, according to property set II and that
the formation energy of a vacancy is lower than that
of a self-interstitial, according to property set III. It is
also important to note that the presence of oxygen and
a deviation from the assumed crystal temperature field
described by the linear variation of 1/T along the crys-
tal axis also influence the dynamics of the formation
of the peripheral ring, in addition to the formation and
migration energies of the intrinsic point defects.

38.6 Conclusions

The quality of modern microelectronic devices built
on silicon substrates manufactured by the Czochralski
(CZ) and float-zone (FZ) crystal growth processes is
determined by the distribution of the crystallographic

imperfections known as microdefects present in the sub-
strates. Microdefects are formed by the aggregation of
the intrinsic point defects of silicon, vacancies (v) and
self-interstitials (i), and by the vacancy-assisted aggre-
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gation of oxygen (O) with silicon. Understanding the
dynamics of the formation of these aggregates requires
the quantification of this dynamics.

38.6.1 CZ Defect Dynamics
in the Absence of Impurities

Early attempts at the quantification of defect dynam-
ics were restricted to understanding the distribution of
the intrinsic point defects in growing crystals, without
accounting for the formation of microdefects, or the
effects of oxygen. The theory of initial incorporation,
proposed in 1982, explains and quantifies the condi-
tions leading to the formation of microdefects [38.19].
According to this theory, in a growing CZ crystal, an
interplay among the diffusion and convection of the
intrinsic point defects and the Frenkel reaction driven
by decreasing temperature near the vicinity of the
melt–crystal interface establishes a dominant intrinsic
point defect species, which nucleates at lower temper-
atures to form its aggregates. Vacancies, which exist at
a higher concentration at the melt–crystal interface, re-
main dominant when the species convection is relatively
appreciable; self-interstitials, which are fast diffusers
in the higher temperature range, become the dominant
species when the species diffusion is relatively appre-
ciable. Vacancies form vacancy aggregates known as
D defects; self-interstitials form self-interstitial aggre-
gates known as A and B defects. This interplay is
quantified in terms of the ratio of the crystal pull rate
(V ) to the magnitude of the axial temperature gradient
at the interface (G), V/G, at any radial location of the
crystal. Thus, D defects are formed at a radial location
with higher V/G, A and B defects are formed at lower
V/G, and no large microdefects are formed at V/G
closer to its critical value. The radial distribution of mi-
crodefects in many crystals is reasonably explained by
the radial variation of G.

The one-dimensional theory of initial incorpora-
tion does not effectively capture the effects of the
radial diffusion of the intrinsic point defects induced
by the radial variation in the temperature field and
by the lateral surface of a crystal. Therefore, in the
1990s, many successful efforts were made to quantify
the two-dimensional intrinsic point defect concentration
fields in growing axisymmetric CZ crystals, to more
accurately predict the microdefect distributions. These
efforts, however, did not capture the effects of oxy-
gen or the microdefect size distribution, as the actual
events of the intrinsic point defect aggregation were not
quantified.

Successful quantification of the microdefect distri-
butions in CZ crystals, ignoring the effects of oxygen,
was made only in and after the late 1990s. Capturing
the CZ defect dynamics including the aggregation of the
intrinsic point defects involves the quantification of the
microdefect populations everywhere in a crystal. A mi-
crodefect population, at any given time and location in
a crystal, consists of the microdefects formed at vari-
ous locations during the elapsed time period. Therefore,
a direct numerical treatment of the defect dynamics
is impractical. Three popular approaches emerged to
address the computational complexity of the CZ de-
fect dynamics, in and after the late 1990s. All three
approaches approximate the microdefects as spherical
clusters; vacancy clusters or v-clusters represent D de-
fects and self-interstitial clusters or i-clusters represent
A and B defects.

The first approach, in its most rigorous form, re-
quires the application of the classical nucleation theory
to quantify the formation of the stable cluster nuclei
and the prediction of the final microdefect distribu-
tion in a CZ crystal by quantifying the formation and
growth histories of all clusters in the cluster popula-
tions everywhere in the crystal. Thus, the microdefect
distribution is a function of location, time, and elapsed
time. As the quantification of the CZ defect dynamics
by the most rigorous form of this approach is computa-
tionally expensive, it is applied in its various reduced
forms. An elegant treatment of the cluster formation
and growth in an isolated element of a CZ crystal,
cooled at a rate determined by its time–temperature his-
tory during the crystal growth, was first published in
1998. This treatment also quantifies the effect of the
interesting interplay between the conditions facilitat-
ing the nucleation of the intrinsic point defects and the
conditions facilitating the growth of the formed clus-
ters on the final average size and the density of the
clusters. This approximation, however, does not take
into account the effect of the axial diffusion of the in-
trinsic point defects. The most elaborate model based
on the first approach, reported in 2004, treats only
the one-dimensional (axial) CZ defect dynamics. This
model, however, is quite rigorous and addresses both the
steady-state and unsteady-state defect dynamics. The
shifts in the critical V/G associated with unsteady-state
crystal growth were quantified for the first time by the
unsteady-state model in 2004. The basic model used in
the quantification of the defect dynamics by the first
approach is termed the rigorous model.

The second approach followed in the quantification
of the CZ defect dynamics approximates a population of
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clusters present at any location in a crystal by another
population of identical clusters. This is accomplished
by approximating the average radius of the clusters
in a population by the square root of the average of
the squared radii of the clusters and by quantifying an
auxiliary variable proportional to the total surface area
of the clusters. The model based on this approach is
termed the lumped model. The lumped model is com-
putationally more attractive and effectively quantifies
the two-dimensional microdefect distributions in CZ
crystals.

The third approach followed in capturing the CZ
defect dynamics couples the direct treatment of the re-
actions taking part in the aggregation events, for smaller
clusters, and the Fokker–Plank formulation, for larger
clusters. The formation of clusters and their growth
is initially quantified by treating clusters of the same
size and type as a species participating in the reac-
tions. The discrete reaction rate equations derived by
applying the classical nucleation theory are used for
capturing the evolution of smaller clusters. The con-
centration (density) of all clusters of the same type
exceeding a threshold size is treated as a continuous
variable, which is a function of location, time, and
the cluster size itself, by using the Fokker–Plank for-
mulation. The Fokker–Plank equation (FPE) for larger
clusters is derived from the discrete rate equations by
a Kramers–Moyal expansion, treating the cluster size
as a continuous independent variable. This approach is
termed the discrete–continuous approach and is com-
putationally very expensive.

38.6.2 CZ Defect Dynamics
in the Presence of Oxygen

CZ crystals contain oxygen, which influences the de-
fect dynamics. One-dimensional steady-state CZ defect
dynamics in the presence of oxygen in a growing CZ
crystal showing no radial variations has been modeled
by both the Fokker–Planck formulation and the lumped
model. The unsteady-state oxygen-influenced CZ de-
fect dynamics accounting for the two-dimensional
variations in microdefect distributions in growing CZ
crystals, however, has been quantified only by the
lumped model. The presence of oxygen primarily gen-
erates two bound vacancy species, vO and vO2, and
the aggregates of oxygen. The aggregates of vacancies
are modeled as spherical v-clusters; the aggregates of
self-interstitials are modeled as spherical i-clusters; and
the aggregates of oxygen, primarily silicon dioxide, are
modeled as spherical O-clusters.

The key element of the model describing the
oxygen-influenced CZ defect dynamics is the vacancy-
assisted formation of O-clusters. Effectively, all large
O-clusters in the CZ growth are formed by absorbing
vacancies, as the specific volume of O-clusters is greater
than that of silicon. The growing O-clusters directly
consume only free vacancies (v); as the free vacancy
concentration decreases, however, more free vacancies
are generated by the disassociation of vO and vO2
species. Thus, both free vacancies and vacancies bound
in vO and vO2 species are consumed.

The type of microdefect formed in a given re-
gion in a crystal depends on the concentration of the
intrinsic point defects and of vO and vO2 species es-
tablished a short distance away from the melt–crystal
interface. In the regions marked by a high free va-
cancy concentration, voids or v-clusters are formed
at higher temperatures by the nucleation of vacan-
cies. The v-cluster growth consumes both free and
bound vacancies. In the regions marked by a moder-
ate free vacancy concentration, v-cluster formation is
suppressed at higher temperatures; free and bound va-
cancies are consumed by the formation and growth of
O-clusters. The binding between vacancies and oxy-
gen allows survival of vacancies in the bound form
at very low concentrations at lower temperatures even
in the presence of voids and O-clusters. In the re-
gions marked by the dominance of self-interstitials,
i-clusters are formed. The concentration fields of the
intrinsic point defects in the vicinity of the interface
are established primarily by the interplay between the
Frenkel reaction and the intrinsic point defect transport.
Oxygen increases the effective vacancy concentration
available for the recombination with self-interstitials by
increasing the concentration of vO and vO2 species
and marginally aids the conditions leading to the sur-
vival of vacancies as the dominant intrinsic point defect
species, for fixed crystal growth conditions. The in-
crease in the pull rate range within which crystals free
of large v-clusters and i-clusters can be grown, with
increasing oxygen concentration, is also predicted and
explained by the reported lumped model. This behav-
ior is caused by a strong binding between vacancies and
oxygen.

38.6.3 CZ Defect Dynamics
in the Presence of Nitrogen

The microdefect distribution in a CZ crystal is strongly
influenced by impurities such as nitrogen. A reasonably
good approximation of the dynamics of microdefect
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formation in growing CZ crystals in the presence of
nitrogen and oxygen requires the quantification of
the Frenkel reaction, the interactions between oxygen
and vacancies and between nitrogen and vacancies,
along with the aggregation events. Vacancies and self-
interstitials annihilated by the recombination near the
interface are partly supplied by their transport from
the interface and by the dissociation of different react-
ing species. Nitrogen binding with vacancies is much
stronger than that of oxygen with vacancies. The com-
plexes of vacancies with nitrogen in particular, and
oxygen to some extent, provide free vacancies by disso-
ciation for the annihilation of self-interstitials near the
melt–crystal interface. These free vacancies are avail-
able in addition to the vacancies from the interface,
which is an infinite vacancy source. This dynamics in-
creases the total concentration of vacancies in all forms,
defined as the total vacancy concentration, and estab-
lishes relatively vacancy-rich conditions compared with
those in the absence of nitrogen. In addition, nitro-
gen reduces the free vacancy concentration by strong
binding at lower temperatures, reducing the vacancy
nucleation temperature. The formation of vacancy ag-
gregates in the presence of lower vacancy concentration
results in an increase in their density at the expense of
their size. The strong binding between vacancies and ni-
trogen provides an appreciable supply of vacancies for
the facilitation of the formation and growth of the ag-
gregates of oxygen with silicon at lower temperatures.
Hence, vacancy aggregates and oxygen aggregates co-
exist in a wide range of crystal growth conditions in the
presence of nitrogen.

The defect dynamics in nitrogen-doped CZ crystals,
showing two-dimensional variations in the microde-
fect distribution and growing under both steady and
unsteady states, has been quantified by the lumped
model. The model approximates all aggregates as spher-
ical clusters. Classical nucleation theory captures the
formation of all clusters with a reasonable accuracy.
The formed clusters grow by diffusion-limited kinet-
ics. Vacancy clusters and self-interstitial clusters are
formed by homogeneous nucleation of vacancies and
self-interstitials, respectively. Oxygen clusters, because
of their higher specific volume, are formed by the facil-
itation by vacancies. The growth of oxygen clusters is
limited by the diffusion of oxygen when vacancies are

in abundance and by the diffusion of vacancies when
vacancies are scarce.

The conditions leading to the formation of different
microdefects in CZ crystal growth have been quantified.
The effects of varying pull rate and the nitrogen concen-
tration are also captured. The model predictions agree
well with the reported microdefect distributions in the
presence of moderate and high nitrogen concentrations.
In the presence of very high nitrogen concentrations,
however, the model predictions are less accurate.

38.6.4 The Lateral Incorporation
of Vacancies

A Czochralski crystal grown through a relatively ra-
dially uniform temperature field close to the critical
condition is effectively free of large microdefects, but
exhibits a prominent region of oxygen clusters (and
small voids, in a few cases) near the lateral surface. Be-
cause of its ring-like appearance, the region is termed
the peripheral ring. The peripheral ring is formed be-
cause of the vacancy supersaturation induced by the
lateral surface of the crystal. The vacancies in moderate
abundance facilitate the formation of oxygen clusters
(and, possibly, small voids) at lower temperatures, giv-
ing the peripheral ring its characteristic appearance.

The equilibrium conditions prevail on the surface
of a growing crystal; near the critical condition, in
the first stage of cooling at higher temperatures, the
difference between the vacancy concentration and the
self-interstitial concentration on the lateral crystal sur-
face is much higher than that in the crystal interior
(bulk), driving the vacancy enrichment of the near-
surface region relative to the crystal interior (bulk); the
vacancy supersaturation builds in the near-surface re-
gion with the decreasing temperature, because of the
decreasing intrinsic point defect equilibrium concentra-
tions and diffusivities.

The moderate supersaturation of vacancies prior to
the formation of oxygen clusters and small voids in the
peripheral ring, when the bulk of the crystal is relatively
vacancy lean, is driven by the Frenkel reaction, lateral
surface-induced diffusion, and the crystal movement it-
self. This dynamics is termed the lateral incorporation.
The lateral incorporation generates the peripheral ring
only in crystals grown close to the critical condition.
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Models for Str39. Models for Stress and Dislocation Generation
in Melt Based Compound Crystal Growth

Vishwanath (Vish) Prasad, Srinivas Pendurti

A major issue in the growth of semiconductor crys-
tals is the presence of line defects or dislocations.
Dislocations are a major impediment to the usage
of III–V and other compound semiconductor crys-
tals in electronic, optical, and other applications.
This chapter reviews the origins of dislocations
in melt-based growth processes and models for
stress-driven dislocation multiplication. These
models are presented from the point of view of
dislocations as the agents of plastic deformation
required to relieve the thermal stresses generated
in the crystal during melt-based growth processes.
Consequently they take the form of viscoplastic
constitutive equations for the deformation of the
crystal taking into account the microdynamical
details of dislocations such as dislocation veloci-
ties and interactions. The various aspects of these
models are dealt in detail, and finally some rep-
resentative numerical results are presented for the
liquid encapsulated Czochralski (LEC) growth of InP
crystals.
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39.1 Overview

Semiconductors are the most important materials of
our age. Currently, silicon-based technology accounts

for more than 95% of the total semiconductor mar-
ket. In silicon technologies, high operating speed is
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achieved primarily by scaling down device dimensions.
Smaller dimensions enable greater packing on a sin-
gle chip, which enhances its capability and efficiency.
However, reducing the size of the device has many lim-
itations. Firstly, the parasitic capacitance of the device
does not scale down linearly with the device dimen-
sion. Secondly, interconnects may pose a problem, and
lithographic techniques can place a limit on the size
reduction as well. Lastly the minimum size of a de-
vice is ultimately limited by the induced electric fields,
which cause the breakdown of the p–n junction. An
alternative is the use of III–V materials in high-speed
electronics. These materials have higher electron and
hole mobilities than Si; for example, at room temper-
ature, the electron mobility in GaAs is five times larger
than that in Si, and hence it has a better high-frequency
response. Therefore devices using III–V materials are
expected to be faster than those using Si. Apart from
high-frequency response, III–V-based devices have bet-
ter thermal characteristics and lower threshold voltages
than other devices. Better thermal characteristics would
enable the manufacture of identical components in
smaller form factors. For example, a power amplifier
based on InP would be smaller, more compact, and more
efficient than power amplifiers based on other technolo-
gies, and its lower threshold voltage would allow the
amplifier to work at a lower supply voltage.

In the area of optoelectronics and photonics, III–V
materials, particularly InP, are the industry leaders.
The development of low-transmission-loss quartz opti-
cal fibers, with optimum transmission characteristics in
the 1.1–1.6 μm wavelength region, has led to growing
demand for InP bulk material, as InP is increasingly be-
ing used as the substrate material for GaInAsP lasers,
which produce light of this wavelength. The high-
speed and optoelectronic characteristics of InP facilitate
integrating high-speed transistors, with photoreceivers
and diodes, in close proximity on a single chip. This
technology would eliminate interconnects and enable
the creation of communications networks operating at
40 Gb/s and beyond. At such high speeds the mono-
lithic integration of transistors and photoreceivers is
crucial as the presence of even small interconnects
would seriously degrade integrated circuit (IC) perfor-
mance. Thus clearly, III–Vs are the materials of the
future. The present limited use of InP is not due to lim-
itations in device technology, but rather to the lack of
availability of high-quality defect-free InP substrates of
large diameter. Commercially, dislocation-free Si sub-
strates are available up to a diameter of 300 mm. GaAs
substrates are available up to 150 mm, and InP up to
75 mm; however, the GaAs and InP substrates suffer
from a variety of defects, the most serious of which are
line defects or dislocations.

39.2 Crystal Growth Processes

The bulk of modern-day requirements of Si and III–Vs
are met by techniques involving pulling single crystals
from their melt – Czochralski and its variants, Bridg-
man and its variations, float-zone melting, etc. A brief
description of the Czochralski technique is provided be-
low.

39.2.1 Czochralski Technique

This technique was developed by Czochralski [39.1]
and later perfected by Teal and Little [39.2]. The
required equipment consists of a rotating crucible
(Fig. 39.1), which contains the charge material to be
crystallized surrounded by a heater capable of melting
the charge and maintaining it in a molten condition.
A pull rod, with a seed crystal attached to its bottom
and rotating, usually in an opposite direction to that of
the crucible, is mounted coaxially, and lowered until the
end of the seed touches the melt. The melt tempera-

ture is carefully adjusted until a meniscus is supported
by the end of the seed. Once a thermal steady state
is achieved the pull rod is carefully rotated and lifted,
while the melt crystallizes on the seed. The diameter of
the crystal is increased from that of the seed to a de-
sired value by careful variation of the heater power and
pulling rate. The crystal and the crucible are rotated dur-
ing the whole process to maintain radial homogeneity.
The whole crystal growth assembly is placed in a closed
water-cooled chamber, which is evacuated and filled
with an inert gas (generally argon) at low pressure; this
is to ensure that the system is shielded from the effect
of harmful atmospheric gases and temperature fluctua-
tions of the ambient. III–V growth presents additional
problems in the form of the decomposition of the melt,
since the V element is volatile and escapes from the
hot melt. The problem of decomposition has been over-
come through a novel modification – the LEC technique
(Fig. 39.2). If a high pressure is not required to maintain
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RF coil 

Crucible

Free surface Graphite suceptor (crucible)

Seed

Pulling

Pull rod

Crystal

Interface
(crystal/melt)

Melt

Fig. 39.1 Schematic of a low-pressure Czochralski system

the chemical equilibrium (i. e., the vapor pressure of the
volatile component is not high), only minor modifica-
tions of the standard Czochralski system are required. In
the case of GaAs, for example, it involves charging the
crucible with a quantity of boric oxide, a low-melting-
point glass, in addition to the polycrystalline gallium
arsenide. On heating the crucible, the boric oxide soft-
ens and flows over the charge. Since it wets the crucible
and is immiscible with and lighter than the melt, it en-
capsulates the charge. An inert gas is introduced into
the growth chamber, at a pressure higher than the dis-
sociation pressure of the GaAs melt, preventing loss of

Crucible Melt

Encapsulant

Seed shaft

N2 or Ar

Gas chamber

Heat shield

Crystal

B2O3

Fig. 39.2 Schematic of a high-pressure liquid-encapsulated
Czochralski system

As from the melt surface. This suppresses arsenic bub-
ble formation. Being essentially insoluble in the boric
oxide, arsenic cannot diffuse through it. The crystal
growing is performed in the usual manner by lowering
the seed crystal through the encapsulant layer, until it
contacts the melt interface; pulling is then initiated in
the usual way.

The pressure of the inert gas in the growth cham-
ber depends on the dissociation pressure of the melt and
may range from about 1 atm for GaAs, through 40 atm
for InP, to 70 atm for compounds such as GaP, and
much higher pressures for ZnO, etc. The complexity
and technological challenges associated with the LEC
technique increase greatly with the pressure, which is
high – 40 atm – for InP.

39.3 Dislocations in Semiconductors Materials

Dislocations are line defects in semiconductors, which
adversely affect the characteristic semiconductor prop-
erties such as carrier density, mean lifetime of minority
carriers, and carrier mean free path. Large single crys-
tals of traditional elemental semiconductor materials
such as Si and Ge can be grown virtually disloca-
tion free using the necking technique pioneered by
Dash [39.3]. However, growth of large-diameter single
crystals of III–V and II–VI compound crystals is prone
to the problem of dislocations regardless of the tech-

nique used. This problem is particularly severe in the
growth of large crystals, and is one of the limiting fac-
tors in the growth of large-diameter high-quality GaAs
and InP single crystals.

39.3.1 Deleterious Effects of Dislocations

The presence of dislocations introduces insurmountable
problems in the use of such defective crystals for device
applications. A high dislocation density in the crystal
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introduces a large number of etch pits on the surfaces
of wafers made from it. The use of wafers for device
manufacture involves the etching and deposition of tran-
sistors, the dimensions of which are of the same order
as that of the etch pits. If a transistor is engraved near
an etch pit, its characteristic behavior is very different
from that of a transistor etched in nondefective mater-
ial. Hence it is imperative for device applications that
wafers are uniform and largely free of defects.

Dislocations are detrimental for optoelectronic ap-
plications. Dislocations have been directly implicated
in the case of degradation of GaAs-based light-emitting
devices such as the GaAs–AlGaAs light-emitting diode
(LED) [39.4]. The imperfect lattice near the disloca-
tion core enhances nonradiative recombination between
majority and minority carriers. Such recombinations
near dislocation cores, instead of producing photons,
only produce local lattice excitations and thermal
energy, reducing luminescence. For example Roedel
et al. [39.5] plotted luminescence efficiency versus dis-
location density for 45 individual AlxGa1−xAs:Si LEDs
and obtained a curve directly documenting the decrease
in efficiency with etch pit density on the original wafer
from which the device was fabricated. The degradation
is of three different broad categories, and the following
are directly quoted from [39.4]

(1) A rapid degradation that occurs after a short
duration of operation, (2) a slow degradation occur-
ring during long term operation; and (3) a catas-
trophic degradation process that occurs at high
optical power densities because of mirror facet
damage.

The first two modes of degradation are closely linked to
nonradiative recombination near the dislocation cores.
Moreover the thermal energy generated during such
recombinations leads to faster dislocation rearrange-
ments and movements involving dislocation climb and
glide, and leads to the development of more disloca-
tion structure, more defective material, and degradation
of luminescence with time. Reference [39.4] provides
a more detailed discussion on this topic.

39.3.2 Origin of Dislocations

In most works thermal stresses are cited as the chief
reason behind dislocations. This is because the stresses
drive the multiplicative mechanisms of dislocations,
which begin to operate as the small number of disloca-
tions initially present begin to glide under the influence

of thermal stresses. While this is certainly true, this is
a matter of dislocation multiplication from existing dis-
locations and does not explain the nucleation of the first
existing dislocations from which others multiply. Hence
one has to differentiate between dislocation multiplica-
tion and dislocation nucleation. Dislocation nucleation
is not possible solely due to thermal stresses; it has been
estimated that stresses of the order of μ/2π, where μ

is the theoretical shear modulus of the material, are re-
quired for the nucleation of dislocations solely under
their influence. The crystal growth process does not in-
volve thermal stresses of this magnitude. The nucleation
of dislocations is generally attributed to the following
mechanisms, many or all of which might be operating
in tandem.

Agglomeration of Point Defects
During crystal growth, there exists a high equilibrium
concentration of point defects in a given material ele-
ment, when it is near the crystal–melt interface, because
of the high temperature close to the melting point. Dur-
ing the growth process, the material element moves
away from the interface, and cools down, giving rise
to supersaturation of point defects. These point defects
agglomerate into clusters, which in order to minimize
their elastic strain energy collapse into various struc-
tures. Chapter 38 in this volume details the dynamics of
the agglomeration and the defects formed therein, under
various conditions, for Czochralski growth of Si. One of
the minimum-energy structures into which the agglom-
erations of point defects can collapse is a planar disc
in a (111) plane. Such a disc is equivalent to a stacking
fault bound by a Frank partial dislocation loop. The disc
grows by the climb of the bounding partial dislocation,
and once it reaches a critical size, a Shockley partial
may be spontaneously nucleated, removing the stack-
ing fault and transforming the Frank partial into a loop
of a perfect dislocation [39.6, Chap. 10]. For example,
a Frank dislocation loop in the (111) plane dissociates
as

a
3 [111]+ a

6 [2̄11] → a
2 [011] .

The steps of point defect agglomeration – collapse
into discs and Shockley nucleation – are governed by
kinetics determined by the thermal history and the
material. The perfect dislocation loop formed by the
above process is not a glide dislocation, since its Burg-
ers vector does not lie in the plane of the dislocation
loop. However, a fraction of these loops become mo-
bile glide dislocation loops by the escape of a segment
onto a glide plane, which contains the Burgers vec-
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tor. Refer to [39.7] for a more detailed explanation.
In compound semiconductors, the situation is compli-
cated by the sublattices of the diamond structure being
occupied by atoms of different elements. In these com-
pounds, the formation of a vacancy (interstitial) disc
involves equal numbers of vacancies (interstitials) of
both sublattices, which is difficult, since the concentra-
tion of point defects on the two sublattices is generally
different, depending on factors such as stoichiometry,
etc. Lee et al. [39.8] have identified mechanisms by
which the above problem may be overcome, to nu-
cleate glide dislocations. Lagowski et al. [39.9] have
experimentally revealed the effect of doping on the nu-
cleation of glide dislocations, through aggregation of
point defects.

Surface Damage
Damage on the surface of the growing crystal due to
indentation, scratching, grinding, and impingement of
hard particles leads to the nucleation of dislocations.
All of these processes involve the action of large local
stresses causing the relative displacement of two lay-
ers of the crystal: the nucleation of a dislocation. This
mode of nucleation might not be important in crystal
growth, but it has been the experience of crystal grow-
ers that small particles from the melt on the surface of
the growing crystal produce such dislocations [39.10].

Foreign Particles or Precipitates
The presence of a second phase in the form of for-
eign particles, precipitates, etc., leads to misfit due to
differential thermal expansion of the particle and the
surrounding matrix. This gives rise to very high local
stresses and consequently misfit dislocations. Usually,
these misfit dislocations are in the form of glide dislo-
cations in the glide plane of maximum shear stress, as
discussed by Ashby and Johnson [39.11] and Alexan-
der [39.7]. Ashby and Johnson show that the radius
of the original nucleated loop should be greater than
Rc = μb/τ , where τ is the effective shear stress and
b is the Burgers vector, so that the loop can continue
to grow and expand under the influence of the shear
stress. In III–V compounds, inclusions from the B2O3
encapsulant or precipitates of one phase due to lack of

stoichiometry might act as foreign particles, thus nucle-
ating glide dislocations.

Chemical Inhomogeneity
Chemical inhomogeneity may arise due to doping or
impurity atoms and nonstoichiometry. These might
lead to lattice mismatch, giving rise to misfit dislo-
cations. Sometimes, the phenomenon of constitutional
supercooling might arise in the melt near the solid-
ification interface, giving rise to instabilities in the
interface. In such cases, the planar interface splits into
cells. Impingement of different parts of the interface
(cells) might give rise to misfit dislocations. However,
constitutional supercooling is expected to be rare in
semiconductor single-crystal growth, due to the low
concentration of impurity/dopant.

Use of a Defective Seed
If the seed crystal contains dislocations, these are likely
to glide into the newly grown crystal. These seed dislo-
cations would then multiply under the effect of thermal
stresses. The use of a defective seed can be overcome
by the use of a narrow necking (Dash process) [39.3].

Thermal Stresses
The most important cause for the presence of dislo-
cations in as-grown semiconductor crystals is thermal
stresses. Since the presence of temperature gradients in
the crystal is necessary, crystal growth is an inherently
nonequilibrium process, involving heat transfer through
the crystal. The crystal acts as a medium through which
heat, both released heat of fusion and that from the
melt, is transferred to the ambient. The heat enters the
crystal at the crystal–melt interface, and leaves through
the external surfaces by radiation and convection. Thus
the core of the crystal is hotter than the periphery, and
the bottom of the growing crystal is hotter than the
top. These temperature gradients give rise to differential
expansion of different parts of the crystal, and conse-
quently to thermal strains and stresses. These thermal
stresses are the cause of plastic deformation, through the
movement and multiplication of existing dislocations,
resulting in unacceptable final dislocation densities in
as-grown crystals.

39.4 Models for Dislocation Generation

Before we dwell on the mathematical models, a word
on notation: vectors are represented as bold-face italic

and second-order tensors as bold-face upright; indicial
notation for vectors and tensors and the Einstein sum-
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mation convention are not used, except in Sect. 39.2 or
unless specifically mentioned.

Since thermal stress in the growing crystal is con-
sidered as the primary reason for the presence of
dislocations in as-grown crystals, models for dislocation
generation take a solid mechanics approach. Towards
this, efforts are made to characterize the mechanistic
response of the crystal to loading through appropriate
constitutive equations. Depending on the type of con-
stitutive behavior, the modeling approach falls into two
broad categories: the crystal is considered as (1) an elas-
tic crystalline medium and (2) a viscoplastic crystalline
medium.

39.4.1 CRSS-Based Elastic Models

In this approach the crystal is assumed to be a linear
elastic continuum. The crystal usually being a cubic
material, three elastic coefficients are prescribed to
characterize its elastic behavior. Isotropic behavior is
also assumed sometimes. The thermal loading during
the growth is specified through a coefficient of ther-
mal expansion and the consequent thermal strain. With
the help of minimal boundary conditions designed to
prevent rigid-body motion, the elastic problem can be
solved at any given thermal loading (which can be ob-
tained from the temperature field) during the growth of
the crystal. Solution of the elastic problem yields in-
formation on the displacements, the total, thermal, and
elastic strains, and the elastic stresses within the crystal.
Once the elastic stresses are obtained, these are used to
estimate the plastic deformation and whether a particu-
lar area of the crystal will have a high or low dislocation
density.

Dislocations in III–V materials with zincblende
structure glide in the family of four {111} planes along
the three 〈110〉 directions. Hence plastic deformation
takes place along the 12 {111}−〈110〉 slip systems. Jor-
dan et al. [39.12] postulated that plastic deformation
starts if the resolved elastic shear stress on any of these
12 systems exceeds a critical value, which they termed
the critical resolved shear stress (CRSS). Thus this
model is similar in spirit to the rate-independent non-
hardening plasticity models, which have a fixed yield
surface in stress space. The equations and the method-
ology applied by Jordan et al. [39.12] are summarized
next.

The total strain (the symmetrical part of the gra-
dient of the displacements) at any given instant in the
growth history is split into an elastic component, which
is a function of the stress, and a thermal component,

which is function of the temperature as follows

ε = ε(σ, T ) = 1
2

(
∇u+ (∇u)T

)
, (39.1)

and

ε(σ, T ) = εel(σ)+εth(T ) . (39.2)

The elastic strain using the regular equations of linear
elasticity is related to the stresses as

σ = C : εel , (39.3)

where C is the fourth-order elastic modulus tensor. Sim-
ilarly the thermal strain is expressed as

εth = α(T − T0)δ , (39.4)

where α is the coefficient of thermal expansion, T0 is
some reference temperature, and δ represents the Kron-
ecker delta tensor. The principle that completes the
equations is the mechanical equilibrium in the crystal,
which assuming negligible effects of body forces such
as gravity is expressed as

∇ ·σ = 0 . (39.5)

For a given temperature field and assuming boundary
conditions just sufficient to prevent rigid-body motion,
(39.1–39.5) represent the familiar linear elastic problem
and can be solved using any numerical technique to ob-
tain the total strains, elastic strains, and stresses in the
crystal.

The thermal–elastic stresses thus calculated are then
resolved along the {111}〈110〉 systems. These slip sys-
tems are summarized in Table 39.1, and are defined in

Table 39.1 Summary of the slip systems in elemental and
III–V semiconductors

Slip system number (k)
√

2sk
√

3nk

1 [101] [111̄]
2 [011] [111̄]
3 [11̄0] [111̄]
4 [110] [11̄1]
5 [011] [11̄1]
6 [101̄] [11̄1]
7 [101] [11̄1̄]
8 [110] [11̄1̄]
9 [011̄] [11̄1̄]

10 [101̄] [111]
11 [01̄1] [111]
12 [11̄0] [111]
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terms of the slip plane normal vector n and the slip
direction vector m, thus

τ i = mi ·σ ·ni ,

where τ i is the resolved shear stress on slip system i.
If the resolved shear stress along a slip system ex-

ceeds the critical resolved shear stress (CRSS), then
that system is deemed active, contributing to the plastic
deformation and multiplication of dislocation density.
Towards this the excess shear stress on a given slip
system can be calculated from

τ i
excess =

∣∣∣τ i
∣∣∣− τCRSS . (39.6)

Jordan et al. [39.12] postulated that the total disloca-
tion density in a crystal is proportional to the sum of
the excess shear stress on the first five slip systems,
when the excess shear stresses are arranged in descend-
ing order. This follows from the fact that, although the
plastic strain tensor has nine components, its symmetry
and the incompressibility of the plastic strain mean that
only five of the components are independent. Hence slip
on five slip systems is sufficient to describe the plastic
strain. In regions where this excess shear stress is zero,
the dislocation density will be zero. Thus the total dis-
location density N at a given location in the crystal is
described as

N ∝
5∑

i=1

τ i
excess . (39.7)

Jordan et al. [39.12] presented the first detailed stress
calculations after calculating the thermal field from
a quasisteady heat transfer model. This analysis pro-
vided the first fundamental description of dislocation
generation in III–V compounds. Jordan et al. in their
heat transfer analysis made a few fundamental assump-
tions for the calculation of the temperature field, the
most important of which are as follows:

1. The crystal is modeled as a cylindrical boule, which
is pulled at a constant rate from the melt held at
a constant temperature Tf.

2. The solid–liquid interface is planar and is at the
temperature Tf.

3. The temperature of the ambient around the boule is
a constant Ta < Tf.

4. Heat loss from the lateral and top surfaces by radi-
ation and natural convection follows Newton’s law
of cooling.

An analytical solution for the temperature field
in the crystal was obtained by solving the conduc-

tion equation in the crystal, along with the above
assumptions. The plane-strain solution of classical
thermoelasticity was then adopted to determine the
stresses and calculate the dislocation densities. Jordan
et al. [39.12] compared their calculated dislocation den-
sities with a computerized scan of the etch pit density
of a KOH-etched (100) GaAs wafer; the main feature
of the dislocation distribution such as fourfold sym-
metry in the etch pit density, observed experimentally,
was replicated by their calculations. Similar calcula-
tions were also performed for a 〈111〉 LEC-pulled
InP wafer. In this case the sixfold defect distributions
determined experimentally somewhat resembled the
dislocation contours predicted by the model. These cal-
culations firmly established the role of thermal stresses
in dislocation generation and multiplication in crystals
grown from the melt.

Following the pioneering work of Jordan et al.
[39.12], Kobayashi and Iwaki [39.13] performed similar
calculations without neglecting the axial displacements;
their calculations are slightly closer to experimental
data than the calculations of Jordan and coworkers.
Duseaux [39.14] repeated the calculations with a more
realistic geometry by including seed and shoulder re-
gions of the growing crystal. These early calculations
along with those by Lambropoulos [39.15], Schvezov
et al. [39.16], and Meduoye et al. [39.17, 18] as-
sumed a known geometry of the crystal, usually with
a planar melt–crystal interface, and the thermal cal-
culations were performed with an assumed convection
coefficient for heat transfer from the melt to the crys-
tal and from the crystal to the gas. Calculations by
Motakef et al. [39.19], Dupret et al. [39.20], and Born-
side [39.21], while still neglecting melt convection,
used global radiation and conduction models which
included both the melt and the crystal. The interface
shape in these calculations was not assumed, but was
obtained from the calculations. Zou et al. [39.22] cou-
pled a finite element technique, performing an isotropic
linear thermal–elastic analysis on the growing crys-
tal, with a finite volume technique for the thermal and
flow analysis of the growth process. This work in-
corporated a number of features, including convection
in the melt and the gas, radiation, etc. It should be
noted that most of these works treat the crystal as lin-
ear elastic and, after calculating the stresses, performed
some sort of excess shear stress calculations, following
Jordan et al. Thus, there is a large amount of litera-
ture devoted to calculating dislocation densities through
a thermal–elastic model, using the approach of Jordan
and coworkers.
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This approach, though original and successful, has
several shortcomings. For example, it treats the crystal
as an elastic/perfectly plastic continuum, which is un-
tenable for elemental and compound semiconductors.
The deformation of semiconductors is a highly rate-
dependent process; the response of such a material to
stress is not instantaneous, but depends on the kinetics
of the dislocation movement and multiplication, which
are strong, time-dependent functions of temperature.
The so-called CRSS proposed by Jordan is not a ma-
terial property and is a function of the local dislocation
configuration, temperature, doping, and other factors.
The dislocation configuration and temperature are func-
tions of growth history, and change within a given
material element during its growth history. All the above
analyses take one temperature field as an input; it is
not very clear which temperature at which instant of
the growth history is the appropriate one. It is however
true that a CRSS such as locking stress does exist in
certain materials such as GaAs [39.23] and Si due to
the presence of impurities, which lock the dislocations.
A certain minimum shear stress is then required to un-
lock these dislocations, but once the unlocking takes
place the material again behaves in a rate-dependent
manner.

39.4.2 Viscoplastic Models

The alternative approach to modeling dislocation den-
sity evolution is the use of viscoplastic constitutive
equations. Once the thermal history of the crystal from
seed to as-grown state is obtained, the procedure is to in-
tegrate these viscoplastic constitutive equations in time,
while maintaining equilibration of stresses at all times
to obtain the final dislocation density. The advantage of
this approach is that the final dislocation densities and
state of the as-grown crystal is a functional of the ini-
tial state of the seed, and the entire temperature history
during the growth and the cool-down period of the crys-
tal after growth. This approach also has the potential to
give an estimate of the residual stresses in the cooled
crystal.

While specific constitutive equations to be used will
be discussed in the following sections, a brief descrip-
tion of the basic viscoplasticity formulation, described
in detail in Lubliner [39.24], with some adaptations to
present requirements is given here. As is customary in
standard plasticity formulations, the internal structure,
or the state of the crystal, at any point, is hypothesized
as being represented by a set of internal variables de-
noted by ξα or the vector ξ . The mechanical strains at

a given position are completely determined by the troika
of internal variables, stress components, and tempera-
ture at a given position.

ε = ε(σ, ξ, T ) . (39.8)

Additionally, for small-strain viscoplastic constitutive
formulations, the following tenets are usually adapted.

Additive Decomposition of Strain Tensor
One assumes that the strain tensor can be decomposed
into an elastic, plastic, and thermal part, according to
the relation

ε(σ, T, ξ) = εel(σ)+εpl(ξ)+εth(T ) , (39.9)

where the elastic strain components are assumed to be
a function of the stress tensor only, the plastic strain
components are assumed to be a function of the internal
variables only, and finally the thermal strain component
is a function of temperature only.

(Elastic) Stress Response
The stress tensor σij is related to the elastic strain εel

ij
through the existence of a stored energy functional W ,
according to the hyperelastic relationship

σ = ∂W(εel)

∂εel
.

For linear elasticity, the stored energy functional W
assumes a quadratic form in the elastic strain, i. e.,
W = 1

2εel : C : εel, where C is the fourth-order tensor
of elastic moduli, which is assumed constant. Then the
relations between the stress components and the elastic
strain tensor reduce to

σ = C : [ε−εpl −εth] . (39.10)

Evolution of Internal Variables
and Plastic Strain

Evolution equations are proposed for the internal
variables and plastic strain tensor over time. These evo-
lution equations for {εpl, ξ} are termed the flow and
hardening rules, respectively. The relations are of the
form

ε̇pl = r(σ, ξ, T ) , (39.11a)

ξ̇ = h(σ, ξ, T ) . (39.11b)

The relation (39.11b) is more basic and (39.11a) can be
derived from it, because of the functional dependence of
plastic strain solely on the internal variables according
to (39.9).
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Isotropic Thermal Strain Response
The thermal strain response is assumed to be isotropic
and of the form

εth = α(T − T0)δ , (39.12)

where α is the coefficient of thermal expansion, T0 is
some reference temperature, and δ is the Kronecker
delta tensor.

Equations (39.9–39.12) form the outline of an
internal-variable-based viscoplastic constitutive model,
set in a small deformation framework, and assuming
linear elastic response coupled with isotropic thermal
expansion. If the internal variables adopted are some
measures of dislocation densities, and the evolution

(39.11) is based on dislocation dynamics, the outline
presented above has the potential to predict the final
defect densities as integrated functions of the growth
history. The procedure is essentially one of integrat-
ing (39.11) through the growth history, while ensuring
the equilibration of stresses and fulfillment of bound-
ary conditions on the surface of the crystal. Specific
instances of constitutive relations to model the deforma-
tion behavior of semiconductor materials are presented
in subsequent sections of this chapter. Prior to these,
a brief description of the structure of the diamond crys-
tal will be provided, as this has a great bearing on the
deformation characteristics of semiconductor materials,
at least, those that crystallize in this structure.

39.5 Diamond Structure of the Crystal

The peculiarities in the plasticity of elemental and
III–V semiconductor materials arise from their struc-
tures. These materials crystallize in the diamond
cubic structure or sphalerite structure for compound
III–V semiconductors. These structures are illustrated
in Figs. 39.3 and 39.4 (adapted from [39.25]), which
show three-dimensional views of the diamond and spha-
lerite structure, respectively. It can be seen that each
atom in these structures is tetrahedrally coordinated,
i. e., each atom has exactly four neighbors, and the
bonds between these neighbors are in the 〈111〉 direc-
tions. A projection of the three-dimensional structure
on a (11̄0) plane is shown in Fig. 39.5. In this view the
(111) atomic planes are stacked in the sequence AaB-
bCcAaBbCc. . . It can be seen from a straightforward
comparison of Figs. 39.3 and 39.5 that the double and
single lines in Fig. 39.5 mean one or two interatomic
bonds. There are two different interatomic plane dis-
tances between the (111) planes – from the tetrahedral

Fig. 39.3 The diamond lattice (after [39.25])

geometry, it can be calculated that the perpendicular
distance between the a and the A planes is thrice the
distance between the A and the b planes. The diamond
lattice can also be described as just two interpenetrat-
ing face-centered cubic (fcc) lattices, or alternatively as
an fcc structure with a basis of two atoms per lattice
point. If the stacking sequence in the first fcc lattice is
ABCABCABC. . . , then the stacking sequence in the sec-
ond interpenetrating lattice is abcabcabc. . . Since the
structure is just a doubled-up fcc lattice, the glide planes
as in the fcc case, belong to the {111} family, and the
perfect dislocations have Burgers vector 1

2 〈110〉. Due
to the strong directional covalent bonding, the Peierls
barrier in these materials is very high, and the resulting
deep troughs in the Peierls barrier cause the disloca-
tions to align primarily along the 〈110〉 directions, when
the dislocation density is low. Thus the dislocations are
primarily screw or 60◦ dislocations.

Fig. 39.4 The sphalerite lattice. Dark and light atoms
show different species of atoms (after [39.25])
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Fig. 39.5 The diamond lattice projected onto the (11̄0) plane. Bul-
lets represent atoms in the plane of the paper; Xs represents atoms
below the plane of the paper (after [39.6])

Owing to the double-layered atomic arrangement of
the diamond cubic lattice, there are two inherently dif-
ferent sets of dislocations, with one member of each
having the same Burgers vector. These two different
sets are termed the glide set and the shuffle set of
dislocations. The difference is clarified by an exami-
nation of Fig. 39.5. A 60◦ dislocation of the glide set
is formed by cutting out the material bounded by the
surface 1–5–6–4, and then displacing the sides of the
cut, until they are joined. The feature of these disloca-
tions is that there is a dangling bond along surface 5–6,
while all the other cut bonds on surfaces 1–5, 6–4 are
made up after displacement. Thus the extra plane of
atoms terminates between two layers of the different let-
ter index, for example a and B in Fig. 39.5. Similarly,
a 60◦ dislocation of the shuffle set is formed by cutting
material along the surface 1–2–3–4 and then rejoining
as before. In this case the dangling bond is along the

BC

Fig. 39.6 The 60◦ glide dislocation (after [39.6])

B'C'

Fig. 39.7 The 60◦ shuffle dislocation (after [39.6])

surface 2–3, while all the bonds along surfaces 1–2 and
3–4 are filled after reconstruction. In this case the extra
plane of atoms terminates between layers of the same
index, such as B and b in Fig. 39.5. Three-dimensional
views of the 60◦ glide (BC) and shuffle dislocations
(B′C′) are given in Figs. 39.6 and 39.7, respectively.
It can be seen that the shuffle and glide dislocations
can transform into each other any time by the emis-
sion or absorption of point defects. The same distinction
between glide and shuffle dislocations applies to dislo-
cations of screw, edge, and intermediate orientations. To
describe the dislocations the Thompson tetrahedron no-
tation is used. Since there are two fcc lattices, there are
two Thompson tetrahedrons used, one to describe the
glide set (for example, dislocation BC above) and one to
describe the shuffle set (for example, dislocation B′C′
above).

Dislocations in the glide set can undergo disso-
ciation into partial dislocations, in the same manner
as dislocations in fcc metals. Figure 39.8 is a three-
dimensional view of the glide dislocation BC dissoci-
ated into δC (30◦ partial) and Bδ (90◦ partial). These
partial dislocations in the glide set are glissile, and be-
cause the dislocation glides between the layers b and
C, the dissociation into δC and Bδ results in an intrinsic
stacking fault between the two partials. The dissociation
of shuffle dislocations in the set A′ B′C′ D′ is not direct,
because such dissociation would produce a high-energy
fault of the type CcAaB|aBbCc.

Hornstra [39.26], and later Alexander [39.27], gave
an alternate description of an extended shuffle dis-
location, which may be described in two completely
equivalent ways: either as an association of a stacking-
fault ribbon to a shuffle dislocation, or as a dissociated
glide dislocation that has emitted or absorbed a line of
atoms in the core of one of its partials. This is consis-
tent with the relationship between perfect shuffle and
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glide dislocations that can be converted into each other
by emission or absorption of point defects.

Dislocations of the screw, edge, and other interme-
diate types, of both the shuffle and glide variety, may
be generated in ways equivalent to that of the 60◦ dis-
location. For these configurations, dislocations of the
glide and shuffle type may be dissociated into partial
dislocations in equivalent ways. For example, a screw
dislocation of the glide type may be dissociated into
two 30◦ partial dislocations, with a stacking fault be-
tween them. These can be converted into the shuffle type
by emission or absorption of point defects. A pertinent
question in the literature is whether the dislocations are
extended and, if so, whether they exist in the shuffle
or the glide set. It was previously assumed that mov-
ing dislocations were undissociated and existed in the
shuffle mode, since the number of covalent bonds to be
broken is three times smaller than in the glide mode.
However, it has been demonstrated that dislocations are
dissociated when at rest in both the diamond and spha-
lerite structure [39.28,29], and remain dissociated while
moving [39.30].

Since the movement of partial dislocations in the
shuffle set is more difficult than those in the glide set, it
is more probable that the glide set is prevalent. However,
it must be pointed out that the coexistence of both sets is
not ruled out in the literature, and sometimes the as yet
unexplained generation of point defects during defor-
mation of semiconductors is attributed to the existence
of, and interchange between, both sets [39.31].

The situation is further complicated in the case of
compound semiconductors such as InP, GaAs, InSb, and
other III–V and II–VI compounds, which exist in the
sphalerite or the zincblende structure (Fig. 39.4). The
sphalerite structure is the same as the diamond struc-
ture, the only difference being that the two atoms at
each lattice point are of two different elements in the
sphalerite structure, while they are of the same element
in the diamond structure. Identical to the diamond struc-
ture, the glide planes are {111}, the direction of closest
packing, while the slip directions, or Burgers vector of
the perfect dislocations, are again 〈110〉, the shortest
translation vectors in the lattice. In the following para-
graphs the chief differences between the two structures
are illustrated.

α and β Dislocations
Apart from the complexities of the glide and shuffle
sets already existing in the diamond cubic structure,
there are further complexities in the sphalerite system,
i. e., there are two different {111} systems. For exam-

δC Bδ

Fig. 39.8 Dissociation of a prefect 60◦ glide dislocation into 30◦
and 90◦ partials (after [39.6])

ple, in Fig. 39.5, the A, B, and C layers contain one
atom, say In for InP, while the layers a, b, and c contain
the P atoms. Opposite-sign dislocations in the sphalerite
structure have the extra plane of atoms ending in dif-
ferent atoms. For example, in a 60◦ shuffle dislocation
(Fig. 39.5), formed by removing material bounded by
surface 1–2–3–4, the extra plane of atoms lies below the
surface 2–3 and ends on the B layer in the diagram,
which is an In layer. If instead a shuffle dislocation
of exactly the opposite sign was formed at exactly the
same place, the extra plane of atoms would lie above the
surface 2–3, and end on the b layer, which is a P layer.
Dislocations with the edge of their extra half-planes
ending on In (atoms of lower valency) layers are called
β dislocations, while those with the edge of their extra
half-planes ending on P (atoms of higher valency) lay-
ers are called α dislocations. This terminology, although
illustrated for the shuffle set, can also be applied to glide
dislocations. Since, the core structures of α and β dislo-
cations are different, they have different properties, the
most important of which is the significant difference of
mobility between the two.

As pointed out before, the dislocations in compound
or elemental semiconductors lie along the 〈110〉 direc-
tions of the glide plane, at low dislocation densities.
A perfect dislocation loop would thus consist of two
screw dislocations and four 60◦ dislocations. The ge-
ometry of a typical loop is shown in Fig. 39.9a, which
shows that a glide loop possesses two types of disloca-
tion segments: screw and 60◦ dislocations (60◦ being
the angle between the dislocation line and the Burg-
ers vector). The 60◦ dislocations are of two different
types, α and β, since the extra half-planes of these are
respectively down and up. The screw dislocations are
not classified since they do not have an extra half-plane.
Figure 39.9b–d show the dissociation of the α, β, and
screw dislocations into partial dislocations in the glide
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Fig. 39.9 (a) A hexagonal dislocation loop on a glide plane, (b) core structure of a 60◦ α dislocation, (c) 60◦ β dislocation,
and (d) screw dislocation. The shaded planes represent the stacking faults (after [39.25])

set, with 60◦ dislocations split into 30 and 90◦ partials,
and each screw split into a 30◦ partial dipole. Each of

the partials can be associated with α or β character as
shown.

39.6 Deformation Behavior of Semiconductors

Elemental and compound semiconductors are brittle at
low temperatures, but acquire a substantial capacity for
plastic deformation at temperatures above 30% of their
melting point. The brittleness is a result of strong di-
rectional covalent bonds, which result in a deep Peierls
potential. The plasticity of these materials is strongly
strain rate and temperature dependent, again owing to
the strong Peierls potential acting against dislocation
movement. The dislocations glide in these materials at
low speeds, in contrast to fcc metals whose plasticity
is almost rate independent. The deformation behavior
of these materials has been studied extensively through
the stress–strain behavior of elemental and compound
semiconductors such as Si, Ge, and InSb during uniax-
ial compression or tensile testing conducted at constant
strain rate on a crystal oriented for single slip, and
creep tests at constant stress for samples again oriented
for single slip. The most common way of obtaining
these curves is the constant-strain-rate compression
test. This is done in a constant-displacement-rate ma-

chine, in which the specimen is kept between two
rigid crossheads while one of them moves at a fixed
speed. The axial force applied on the crosshead to
compress the specimen is recorded at any instant. The
force is recorded as a function of the crosshead dis-
placement, which can then be converted into curves of
shear stress versus shear strain based on the specimen
dimensions. All elemental and compound semiconduc-
tors exhibit common behavior in uniaxial compression
constant-strain-rate tests, oriented for single-slip con-
ditions, when the tests are done at temperatures where
the mobilities of the dislocations are similar for all ma-
terials. This commonality of behavior indicates that the
underlying microscopic processes behind the deforma-
tion have a common origin. Figure 39.10 elucidates the
generic features common to all elemental and III–V
compound semiconductors. In this figure, the shear
stress in the main slip system is plotted against the shear
strain in the same system, as the deformation evolves.
The striking feature of this curve is the presence of
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Fig. 39.10 Generic plot of shear stress versus shear strain
for deformation of semiconductors in single slip

an upper and a lower yield point. The stress increases
rapidly with strain at the beginning of the deformation,
reaches a maximum, then decreases with increasing
strain and reaches a minimum, from where the stress
increases with increasing stain. The stress maximum
and minimum are termed the upper and lower yield
point, respectively. At low temperatures, three deforma-
tion stages following the upper and lower yield points
are observed: a stage of low work hardening (I), a stage
of strong work hardening (II), and a stage of increas-
ing softening (III), where recovery processes operate in
the crystals exposed to an external stress – dynamical
recovery. At high temperatures, two further stages ap-
pear: a new hardening stage (IV) and a second recovery
stage (V).

39.6.1 Stage of Upper
and Lower Yield Points

The phenomena of upper and lower yield points was
also observed in LiF. Johnston and Gilman [39.32]
explained this phenomenon in terms of microscopic
dislocation dynamics. In a constant-strain-rate uniaxial
deformation test, the total strain rate can be split into its
elastic and plastic components as

ε̇ = ε̇pl + ε̇el .

At the beginning of the deformation, the plastic strain
rate is low, due to the low initial dislocation density in
semiconductors. The total strain rate is then mostly elas-

tic in origin, leading to a high initial rise in stress. This
rising stress multiplies the dislocation density many-
fold, leading to the plastic strain rate catching up and
finally overtaking the total strain rate. As a result the
stress actually falls, leading to a maximum: an upper
yield point. The stress continues falling until dislocation
interaction becomes important, leading to the hardening
of the material, after a stress minimum: the lower yield
point. Alexander and Haasen [39.33] reformulated the
theory by Johnston, for semiconductors, to explain the
yield phenomenon.

The central tenet of their theory is the introduction
of a variable N to denote the dislocation density in the
crystal. The plastic shear strain rate on the only active
slip system is given by the Orowan relation

dγpl

dt
= bNv , (39.13)

where b is the Burgers vector of dislocations, v is the
mean velocity of the dislocations, and γpl is the plas-
tic shear strain on the only active slip system. Since
there is only one active slip plane in the crystal, the axial
component of the macroscopic plastic strain tensor, εpl,
is given by εpl = φγpl, where φ is a geometrical factor
relating the shear and the axial strains.

The velocity of dislocations in the slip system v is
dependent on the resolved shear stress on that system
and has been found experimentally [39.34] to be of the
form

v = v0

(
τeff

τ0

)m

exp

(
− Q

kBT

)
, (39.14)

where m, τ0, Q, and v0 are empirical constants depend-
ing on the semiconductor material and its doping, kB
is the Boltzmann constant, τeff is the effective resolved
shear stress on a dislocation and is given by

τeff = τ − A
√

N , (39.15)

τ is the externally applied shear stress on the active slip
system, and A

√
N is the back-stress on a given dis-

location due to the neighboring ones, which resist its
movement through interaction. The square-root depen-
dence of the back-stress on N is a classical one and was
first derived by Taylor [39.35], based on an arrange-
ment of parallel dislocations on a slip plane. Though the
actual arrangement of the dislocations (the microstruc-
ture) was found to be much more complicated than that
assumed by Taylor, this form of the back-stress has been
found to be valid under a wide range of conditions and
is widely used in work-hardening theory [39.36]. The
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dislocations multiply as they move, resulting in evolu-
tion of the dislocation density. It is reasonable to assume
that the multiplication rate is proportional to the dislo-
cation density and the velocity of their movement. Thus
the evolution of dislocation density can be modeled by

dN

dt
= δNv . (39.16)

Based on experimental evidence from [39.37] δ was
assumed to be directly proportional to the effective
stress τeff. Alexander and Haasen [39.33] opine that the
multiplication mechanism is mainly due to the action of
long jogs on screw dislocations, and the number of these
jogs present is proportional to the effective stress, giving
rise to the factor of τeff, therefore, δ = kτeff. Combining
(39.13–39.16), the following two equations are obtained

dεpl

dt
= φbNv0

(
τ − A

√
N

τ0

)m

exp

(
− Q

kBT

)
,

(39.17)

and

dN

dt
= kNv0

(
τ − A

√
N

τ0

)m+1

exp

(
− Q

kBT

)
.

(39.18)

Equations (39.17) and (39.18) form a complete set
of phenomenological models, which given the exter-
nally applied shear stress τ , can model the evolution
of the plastic strain and dislocation density with time.
They describe the yield region in the curve shown
in Fig. 39.10 rather well, and can account for the oc-
currence of the upper and lower yield stress. In the
stress–strain curve shown in Fig. 39.10, the total strain
rate, which is the sum of elastic and plastic strain rates,
is maintained constant. Hence

ε̇ = φ
τ̇

G
+ ε̇pl or ε̇ = φ

τ̇

G
+φbNv (39.19)

is held constant, where G is the shear modulus.
Equations (39.17–39.19) can be solved numerically

to derive the stress–strain curve for constant-strain-rate
compression tests. The results of these numerical solu-
tions have confirmed the experimental observation that
the upper and lower yield stresses are very sensitive to
the strain rate, the temperature, and in some cases the
initial dislocation density in the material. They replicate
the experimental observation of the upper and lower
yield stresses of the form

τuy ∝ ε̇
1
n exp

(
U

kBT

)

and

τly ∝ ε̇
1
n exp

(
U1

kBT

)
,

where τuy is the upper yield stress and τly is the lower
yield stress. Alexander and Haasen [39.33] through
some approximations arrive at the results

τuy ∝ ε̇
1
3 exp

(
Q

3kBT

)[
ln ε̇+

(
Q

kBT

)

− 3
2 ln N0 + const.

]1/3

and

τly ∝ ε̇
1
3 exp

(
Q

3kBT

)(
A2bB1

)1/3

,

where B1 = v0/τ0, Q, A, v0, and τ0 are parameters from
(39.14) and (39.15) and m has been assumed to be 1.
N0 is the initial dislocation density. From the above
analysis, the following conclusions can be drawn:

1. The numerical calculations from (39.17–39.19) pre-
dict the upper and lower yield stresses for a given
deformation experiment. The predictions are quite
accurate for a number of materials except that the
lower yield stress is slightly underpredicted.

2. A log–log plot of the lower yield stress versus 1/T ,
at constant strain rate, would yield a straight line,
the slope of which is related to the quantity activa-
tion energy for dislocation velocity Q from (39.14).
The same quantity Q can be estimated from disloca-
tion velocity measurements and deformation tests.
Values estimated independently from both meth-
ods have been shown to coincide for a number
of semiconductor materials, thus giving an indirect
validation of the above formulation [39.33].

3. The upper yield stress is shown to depend on the
initial dislocation density. This is true for elemen-
tal semiconductors. In compound semiconductors
such as InP and GaAs, the upper yield stress is
experimentally seen to be independent of the ini-
tial dislocation density [39.38, 39]. This is because
the dislocations present initially are locked in their
position by impurities, and the surface acts as an
effective source of dislocations. Hence the initial
dislocation density does not play a big role in the
deformation.

4. The lower yield stress is predicted to be indepen-
dent of the initial dislocation density of the material.
This is found to be true experimentally, with the
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lower yield stress showing only weak dependence
on the initial dislocation density. Alexander and
Haasen [39.33] postulated that the state of the crys-
tal at the lower yield point is a stationary state. In
this state the dislocation density is at an optimum
value, which gives a minimum stress for a given
strain rate. The value of this optimum dislocation
density was derived to be equal to (4/9)τ2

ly/A2,
which is independent of the initial dislocation den-
sity. Substituting the above result into (39.17),
a state of plasticity of the form f (ε̇, T, τly) = 0 can
be derived, independent of the state of the material
at the beginning of the deformation.

5. The results of the uniaxial strain rate tests were com-
pared with uniaxial, constant stress creep tests, with
the material oriented for single slip. The generic
shape of strain versus time is shown in Fig. 39.11.
It can be seen that the inflexion point with strain εw
has the largest strain rate. This again corresponds
to a state of plasticity; the dislocation density at
this point is again at the same optimum value, and
the material is softest, corresponding to a maximum
strain rate at this point. From the theory outlined
above, this state of plasticity should satisfy the same
relation as above: f (ε̇w, T, τ) = 0, as has been veri-
fied experimentally by Völkl [39.40].

Thus some level of understanding has been reached
for the behavior in the yield regions, though there are
still limitations to the theory as will be shown later. Af-
ter the stage of the yield points, the stress–strain curve

0

Shear stress,  τ = constant

εw

Shear strain (ε)

Time (t)
0

Fig. 39.11 Creep curve with specimen in single-slip orien-
tation and constant applied stress

is followed by five more distinct stages at higher strains.
Some of these stages are found only at higher temper-
atures and represent alternate stages of hardening and
softening of the material due to phenomena such as
cross-slip and climb of dislocations.

Stage I
This is also known as the stage of easy glide. In this
stage, the dislocation structure changes from a pre-
dominance of screw dislocations in the yield regions
to a predominance of edge dislocations, dipoles, and
multipoles. This stage is characterized by low harden-
ing.

Stage II
This stage is characterized by a constant hardening rate
θ = dτ/dε, which is almost invariant with respect to
temperature and strain rate changes. This value is also
close to the hardening coefficients of stage II of fcc met-
als (≈ 2.4 × 10−3G, where G is the shear modulus of
the material). The deformation in this region is charac-
terized by inhomogeneity of dislocation distribution and
a number of locally activated glide systems.

Stage III
This is characterized by the softening behavior of the
crystal, during which the hardening coefficient de-
creases. This stage is also exhibited in fcc crystals,
which might lead to assumptions about similar dislo-
cation mechanisms operating in this range. However
a detailed analysis of the temperature and strain rate
dependence, together with metallographical investiga-
tions, reveals that stage III softening in semiconductors
is due to climb of dislocations, while in metals it is
due to cross-slip of dislocations. Siethoff and coworkers
have extended the experimental data for this stage for
Si and Ge [39.41], GaAs [39.42], and InP [39.43], and
in [39.44] have fitted this data to the dislocation climb
model of Mukherjee et al. [39.45] and the jog-dragging
model of Barret and Nix [39.46]. They found the data to
be more consistent with the jog-dragging model, which
proposed the softening to be a consequence of inter-
action of point defects with dislocations when screw
dislocations drag long jogs along with them. However,
more light needs to be shed on this stage, before the
final word can be said on deformation mechanisms of
stage III.

Stages IV and V
These stages were discovered in Ge by Brion
et al. [39.47] and occur only in a narrow tempera-
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ture range below the melting point Tm. Stage IV, like
stage II, is characterized by linear hardening, where
the hardening coefficient is invariant with temperature
and depends slightly on strain rate. Stage V is sim-
ilar to stage III and is characterized by softening or
dynamic recovery. Investigations have revealed the re-
covery to be due to the cross-slip of screw dislocations,
and Siethoff [39.48] have fitted the data obtained for
stage V to Escaig’s theory for cross-slip of screw dis-
locations [39.49].

An important observation from experiment is the
shrinkage of the stages with a rise in temperature.

Stages IV and V do not occur at low temperatures.
As the temperature is raised, each of the stages be-
gins earlier, i. e., at lower strain, in the deformation
curves. This suggests that dislocation mechanisms that
lead to stages II–V begin to operate earlier at high
temperatures. The deformation, due to thermal stresses,
in crystal growth processes is not expected to ex-
ceed stage I, but in areas of high temperature close to
the melting point, such as the crystal–melt interface,
mechanisms prevalent in the later stages such as cross-
slip, climb, and interaction with point defects may be
important.

39.7 Application of the Haasen Model to Crystal Growth

Völkl [39.40] was the first to use the above model to
study dislocation generation in the Czochralski system.
In this analysis, the entire thermal and thermal–elastic
stress history of a given particle in the crystal, from
the particle’s evolution from the melt–crystal interface
to the end of the growth process, is determined. The
thermal–elastic stress history so determined is used to
determine the resolved shear stress history on the high-
est stressed slip system; an unstated assumption by
Völkl is that the same slip system is the most highly
stressed throughout the growth history of the particle.
The resolved shear stress history is designated τ

gs
t (t).

Völkl assumes that, as the plastic deformation proceeds,
the resolved shear stress relaxes or is dissipated by the
plastic strain, and the residual elastic stress τer(t) is the
driving force behind plastic deformation. The relaxation
process can be described by

dτer(t)

dt
+ G

ϕ

dεpl

dt
= dτ

gs
t (t)

dt
. (39.20)

In conjunction with (39.20), (39.17), and (39.18) with τ

replaced by τer(t) this leads to

dεpl

dt
= φbNv0

(
τer(t)− A

√
N

τ0

)m

exp

(
− Q

kBT

)
,

(39.21)

dN

dt
= kNv0

(
τer(t)− A

√
N

τ0

)m+1

exp

(
− Q

kBT

)
.

(39.22)

Since the thermal–elastic history τgs(t) has already been
determined from the thermal history of the crystal,
through a finite element code, (39.20–39.22) can be in-

tegrated simultaneously to obtain the final dislocation
density N . The dislocation density, in the volume ele-
ment, after it just emerges out from the melt is taken as
a fixed constant N0, i. e., the initial condition

N
∣∣
t=0 = N0 .

However, according to Völkl the final values of N
are reasonably independent of the N0 chosen. It is
apparent that a choice of N0 = 0 will lead to a sin-
gularity. Völkl justifies his assumption of single slip
by observing that an exponential dependence of plas-
tic deformation on stress will cause the most highly
loaded slip system to act and thus release the stresses
on all other slip systems. Maroudas and Brown [39.50]
used an isotropic generalization of the plastic strain
response in the Alexander–Haasen model and per-
formed what they called an integrated analysis of crystal
growth. Tsai [39.51] has also applied the Alexander–
Haasen model to bulk crystal growth. He generalized
the Alexander–Haasen model to an isotropic plastic re-
sponse instead of assuming deformation on the most
highly stressed slip system. Tsai et al. [39.52] later
formulated a multislip generalization of the Alexander–
Haasen model, involving all 12 slip systems active in the
semiconductor crystal. Lambropoulos and Wu [39.53]
applied the model to Czochralski growth of GaAs, and
investigated the effect of the shape of the interface on
the final dislocation generation, while Miyazaki and
Kuroda implemented this model for Czochralski (CZ)
growth, using a finite element technique [39.54].

The driving force behind deformation in the grow-
ing crystal is the thermal strain. Since thermal strains
are small, the deformations are likely to fall within
the yield region in Fig. 39.10, thus justifying the use
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of the Alexander–Haasen model. However, there is
no evidence that the thermal loading would favor
the single-slip scenario. Moreover, as noted earlier,
stages IV and V in Fig. 39.10 appear only at high
temperatures. Higher temperatures are characterized by
shrinkage of the stress–strain curves – the various stages
occur at lower strains. This indicates that phenomena
such as cross-slip and climb of dislocations, which dom-
inate the later stages, become important at lower strains,
for deformation at high temperatures. Thus, at tem-

peratures approaching the melting point of the crystal
– for which little data is available – these phenom-
ena might be important even in the yield-point region.
A multislip generalization of the Alexander–Haasen
model is therefore needed, with provisions for high-
temperature phenomena such as cross-slip, climb, etc.
A model by Moosbrugger [39.55] and Moosbrugger
and Levy [39.56] considers several of these features
for CdTe crystals, and is the most advanced of the
Alexander–Haasen variants.

39.8 An Alternative Model

The Alexander–Haasen model, though impressive, suf-
fers from certain drawbacks for its application to
compound semiconductors, and even elemental semi-
conductors. It is well known that the structure of the
lattice in semiconductors gives rise to different types
of dislocations, for example, screw, α dislocations, β

dislocations, etc. All of these have different mobilities,
and each one of them is expected to follow a differ-
ent relation of the type (39.14). Perhaps, the adoption
of a single dislocation variable N and the characteriza-
tion of the dislocation velocity by a single equation of
the type (39.14) is insufficient. Moreover, equations of
the type (39.14) have been experimentally verified only
for certain range of temperatures and stresses, which
do not quite cover the entire gamut of these occurring
in the crystal growth process. The specification of the
initial dislocation density N0 is also problematic. What
is N0 in the growing crystal? Völkl [39.40] as well as
other researchers, as mentioned in the previous section,
assumed a certain low N0 along with the claim that
this does not affect the final result much. This claim
might be true, but such a treatment means that the final
grown crystal, even for Si, always contains dislocations,
since the dislocations move and multiply even at small
stresses. Such a situation is incompatible with daily ex-
perience, as silicon single crystals are grown without
any dislocations.

The deformation experiments looked at so far are
uniaxial creep or constant-strain-rate tests, where the
crystal has been oriented for single slip. In multislip de-
formations, or in applications such as crystal growth,
dislocations in many slip systems are expected to be
active. Thus what is need is a generalization of the
Alexander–Haasen model, retaining the basic struc-
ture and ideas, but expanding it to include notions of
multislip, different types of dislocations, modified mul-

tiplication laws, the possible effects of dopants, and
some information on the initial dislocation sources in
the crystal. Let us examine each of these issues to build
a model.

39.8.1 Different Types of Dislocations

Semiconductors have a high Peierls energy, resulting in
deep Peierls wells along the 〈110〉 directions. Conse-
quently, the dislocations tend to align themselves along
the 〈110〉 directions to minimize the energy. Thus typi-
cal dislocation loops tend to assume a hexagonal shape.
Transmission electron microscopy (TEM) studies have
shown that this condition holds when the dislocation
density is low and the impurity concentration in the
crystal is not too high [39.25, 27]. If the dislocation
density is high, the local back-stresses between the
dislocations will distort the hexagonal shape, and the
dislocations may become curved, no longer lying in
〈110〉 directions. The conditions of low dislocation
density might be expected to hold in crystal growth.
X-ray topography by Dudley et al. [39.57, 58] shows
long segments of screw dislocations aligned along the
〈110〉 directions, and hexagonal loops. The geometry

(111)

S b

S

(111)

[1
–
10]

[1
–
01]

60°α

60°α

60°�

60°�

Fig. 39.12 Geometry of a hexagonal dislocation loop on
the (111) plane.
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of such a loop is shown in Fig. 39.12. Since there are
three different dislocation types, the shear strain in this
(111)[1̄10] slip system is given by a straightforward
extension of the Orowan equation

γ̇pl = (
Nαv̄α + Nβv̄β + Nsv̄s

)
b , (39.23)

where Nα, Nβ , and Ns are the densities of α, β, and
screw dislocations, respectively, in the (111) plane with
the Burgers vector in the [1̄10] direction. Here vα, vβ ,
and vs are the corresponding velocities, with the over-
bar representing an average. As the loop in the figure
expands, it can be seen that the screw segments ex-
pand due to the movement of α and β segments, while
these segments expand primarily by the movement of
the screw dislocations. If the lengths of these segments
are denoted by Lα, Lβ , and Ls, their rate of change can
be approximately given by

L̇α = 2v̄s, L̇β = 2v̄s and L̇s = 2
(
v̄α + v̄β

)
.

Since the evolution of the dislocation densities of α

and β types are governed approximately by the same
quantity, a good approximation would be

Nα = Nβ

and

Nα + Nβ

Ns
= 2v̄s

v̄α + v̄β

.

Substituting the above approximations into (39.23), we
obtain the following approximation for the evolution of
the shear strain

γ̇pl = 2Nsv̄sb .

Thus the evolution of the shear strain in a slip sys-
tem is governed chiefly by the velocity and density of
the screw dislocations in that system. Treatment simi-
lar to the above was first proposed by Steinhardt and
Haasen [39.59] to explain results of creep experiments
on GaAs, and was more clearly expounded by Yonenaga
et al. [39.60], whom the above follows closely.

Since there are 12 {111}〈1̄10〉 active in the lattice,
the plastic shear strains on all of these have to be dyadi-
cally combined to get the total plastic strain rate, which
is a second-order tensor. This can be expressed as

ε̇pl =
12∑

i=1

Ni
s v̄

i
sb(ni ⊗ si + si ⊗ni )sign(τi ) , (39.24)

where index i represents the slip system, si represents
the slip direction of the slip system i, ni represents the

normal to the slip system i, Ni
s represents the density

of screw dislocations on the slip system i, and v̄i
s is

the average velocity of these dislocations. sign(τi ) is the
sign of the resolved shear stress along the slip system.
Equation (39.24) represents a three-dimensional gener-
alization of the Orowan equation (39.13), taking into
account the geometry of a dislocation loop in compound
semiconductors. The slip and slip plane normal vectors
for the 12 slip systems are given in Table 39.1.

39.8.2 Dislocation Glide Velocity

The glide velocity of dislocations was investigated pri-
marily for segments of the screw and 60◦ type mainly
by the technique of producing dislocation half-loops
through deliberate scratches on the surface of a semi-
conductor. Once the scratches are polished off, the
material is subjected to loading (four-point bending, or
tension or compression) and the glide velocities of the
resulting dislocations are measured. This technique has
been used for a wide range of temperature and stresses,
and for various elemental and compound semiconduc-
tors. Following the work of Chaudhuri et al. [39.34]
data has been collected for Si [39.61–63], and III–V
semiconductors such as GaAs [39.59], InP [39.64–66],
etc. A consensus exists regarding the results for mea-
surements in the so-called central range of stress and
temperature. George and Rabier [39.31] define this cen-
tral range as

0.45Tm < T < 0.65Tm ,

5 × 10−5μ < τ < 10−3μ ,

where Tm is the melting point of the material and μ is
the shear modulus of the material.

The temperature and shear stress dependence of the
glide velocity of screw and 60◦ segments is as follows.

In the central range of measurements, the tempera-
ture dependence of the dislocation velocities at constant
stress is given by an Arrhenius-type law of the form

v ∝ exp

(
− Q(τ)

kBT

)
,

where Q(τ) is a stress-dependent activation energy, τ

is the shear stress acting on that slip system, and kB
is the Boltzmann constant. The activation energy Q is
of the order of 1–2 eV in most semiconductors. The
stress dependence of Q has been found to fall under
two different regimes. For 60◦ dislocations in Ge, it is
weakly stress dependent for stresses above 20 MPa, and
is a strongly decreasing function of stress below this
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stress. A similar transition stress of 10 MPa is found
even for screw dislocations in Ge. In Si, the transition
stress for 60◦ dislocations is 10 MPa, while none has
been found for screw dislocations. The Arrhenius law
has also been observed to breakdown in Si and Ge at
some critical temperatures. Farber and Nikitenko meas-
ured 60◦ dislocation glide velocities up to temperatures
of 0.9Tm in Si [39.63] and have observed some dis-
crepancies. The velocities still depict an Arrhenius-type
behavior, but the activation energy and prefactor are
changed at temperatures above 0.75Tm.

The dependence on stress of the dislocation glide
velocity at constant temperature is conveniently de-
scribed by a power law of the form

v ∝ exp(τm) .

Combining the above two dependencies, an overall de-
pendence of the form

v = v0

(
τ

τ0

)m

exp

(
− Q(τ)

kBT

)
(39.25)

is obtained. This form is applicable for higher stresses,
20–100 MPa in Ge and > 30 MPa in Si, with constant m
and Q. Below this range m and Q cannot be taken
as constants. A double-logarithmic plot of v versus τ

at constant temperature shows a bend. This is partly
due to the stress dependence of Q(τ) below the criti-
cal stress mentioned above. George et al. [39.61] opine
that, below the critical stress, Q can be expressed in the
form

Q = Q0 − Ei ln

(
τ

τ0

)
.

Alexander [39.27] has explored the stress range above
the critical stress for Si, and found that the parameter m
depends not only on the type of dislocation but also
on the glide system to which the dislocation belongs,
and nonshear stress components etc. These complica-
tions are not well understood. However, Sumino [39.25]
opines that the above complications are a result of impu-
rities immobilizing the dislocations at low stresses, and
also the many problem associated with the technique
of measuring dislocation velocities described above.
Alexander discusses these in reference [39.27]. Imai and
Sumino [39.62] used a live x-ray topography technique
to measure the velocity of dislocations in highly pure Si
in the temperature range 600–800 ◦C and stress range
1–40 MPa. They found perfect agreement with (39.25),
with m = 1, and Q = 2.20 eV for 60◦ dislocations and
Q = 2.35 eV for screw dislocations.

Hence the use of (39.25) lies on shaky foundations
with several opinions expressed regarding its form and
range of usage for different materials. Several, theo-
retical models have been put forward to explain the
phenomena of glide, a few of which will be reviewed,
before a brief summary of literature about dislocation
glide velocities in InP is presented.

Dislocation glide in diamond structured elemen-
tal and compound III–V semiconductors takes place
through the formation and migration of double
kinks. The theory has been formulated by Hirth and
Lothe [39.6, Chap. 15]. They derived the nucleation rate
of double kinks on a dislocation as

J = ν0
τbh

kBT

exp(−2Fk − Wm)

kBT
,

where ν0 is the Debye frequency, τ is the applied shear
stress, 2Fk is the formation energy of a double kink un-
der the action of a shear stress τ , Wm is the migration
energy of the kink, b is the magnitude of the Burgers
vector, and h is the kink height, or the distance between
two Peierls valleys. For small kink densities or short
dislocation segments, the double kinks traverse the en-
tire length of the dislocation, without being annihilated,
and the dislocation glide velocity is proportional to the
length of the segment L . Hence

v = hL J or v = Lτbh2

kBT

ν0 exp(−2Fk − Wm)

kBT
.

For long dislocation segments, the kinks are annihi-
lated when they meet kinks of opposite sign, before they
reach the ends of the segment. The mean free path X of
the kinks in this case is given by

1
X
2 J

= X

2vk
⇒ X = 2

√
vk

J
,

where vk is the kink velocity given by vk =
(τbh)/(kBT )ν0a2 exp(−Wm/kBT ), where Wm is kink
migration energy, and a is the jump distance of a kink.

In the case of long dislocation segments, the veloc-
ity is given as

v = h JX = 2h(Jvk)
1
2 =

2
ν0τbh2

kBT

a exp(−Fk − Wm)

kBT
.

The above expressions suggest that the activation en-
ergy of dislocation glide would vary with the dislocation
length; there exists a transition region between the two
regimes. Louchet [39.67] confirmed this. He was able
to observe that the velocity of long dislocation seg-
ments was independent of length, while the velocity
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of short segments was proportional to their length.
He determined the critical length for τ = 90 MPa as
Lc = 0.4 μm, which was interpreted as the mean free
path of the kinks before annihilation. From these mea-
surements, Wm and Fm were calculated separately, and
both were of the magnitude of 1 eV. It was previously
assumed that, analogously to fcc metals, the Wm in
semiconductors was very small, and the presence of lo-
cal obstacles along the dislocation was postulated to
explain the discrepancy of a high Wm obtained. The-
oretical treatments with this assumption presented by
Celli et al. [39.68] and Rybin and Orlov [39.69] yield
a very high density of obstacles, or a very high activa-
tion energy for dislocation glide velocities. The theory
of local obstacles along the dislocation, opposing kink
motion, is not accepted any longer, and it is now recog-
nized that the high Wm is a result of a high secondary
Peierls potential. The existence of a high Peierls means
that migration of kinks is as difficult as their nucleation.
This is related to the core structure of the partial disloca-
tions, comprising the dislocation segment. It is believed
that, in elemental semiconductors, the bonds on partial
dislocations and kinks are reconstructed, except at cer-
tain defects along the core of the partials called solitons,
or antiphase defects. It is only at these solitons that dan-
gling bonds are present. The solitons play a direct role
in the nucleation and migration of kinks, accounting for
the same order of magnitude of the kink migration and
nucleation energies.

Several analyses of the core structure of 90 and 30◦
partial dislocations, and estimates of Wm and Fk, have
been performed [39.70, 71]. These analyses are based
on atomistic simulations, using some empirical inter-
atomic potentials, or ab initio methods, which are able
to reproduce the quantum mechanical effects. These
techniques, along with recently developed electron mi-
croscopy techniques [39.72] for the direct observation
of movement and nucleation of kinks, should clarify
Wm and Fk in the future. It should be pointed out that
the above formalism is based on nucleation and migra-
tion of kinks in whole dislocations, while in reality the
whole dislocation segments are split into partial dislo-
cations. Möller [39.73] performed an analysis taking
into account the presence of partial dislocations. He
predicted the existence of a critical stress below which
dislocation glide takes place through the correlated mo-
tion of the partials. At stresses above the critical stress,
the glide took place with the movement of the two par-
tials being independent. The correlated movement of
partial dislocations has higher activation energy than the
uncorrelated movement. This analysis somewhat repro-

duced the experimental observations in Ge and Si about
the existence of two different regimes for the stress-
dependence of the activation energy Q, decribed earlier
in this section (Sect. 39.8.2). Möller’s analysis was per-
formed under the framework of local obstacles along
the dislocation, and there is a need to adapt this to more
recent ideas of a high secondary Peierls potential.

The influence of doping on the glide velocity of
dislocations in semiconductors is well recorded. This
is realized chiefly through electronic and metallurgical
interaction. The metallurgical effect is classical and is
relevant to any type of dopant or impurity in the semi-
conductor. It is a local effect and is due to the interaction
between the impurity atom and the dislocation core.
Another manifestation of this is the so-called locking
stress, which certain impurities cause in certain semi-
conductors. At shear stresses below the locking stress,
the dislocations are locked and do not glide and, once
the shear stress exceeds the locking stress, the disloca-
tions glide smoothly. Examples of this phenomenon are
O, P, and S in Si. The electronic interaction is prevalent
only for electrically active dopants or impurities when
their concentration exceeds the intrinsic carrier concen-
tration of the material. It has been found that III or V
doping in elemental semiconductors affects the glide
velocities in the same way irrespective of the size and
chemical nature of the dopant. The primary influence
of these electrically active dopants is that they change
the Fermi energy level in the semiconductor. There are
two classes of theories to explain the effect on dislo-
cation glide velocity. Haasen [39.74] postulate that the
line charge on a dislocation in a semiconductor depends
on the position of the Fermi energy level. A charged
dislocation has the formation energy of a double kink
reduced, because of the electrostatic repulsion between
the two kinks. This affects the dislocation glide velocity.
Hirch [39.75] postulated that the formation of a double
kink leads to the generation of acceptor Eka, or donor
Ekd levels in the band gap. Charged as well as neutral
kinks can exist on a dislocation, while the concentra-
tion of the neutral kinks is constant, the concentration of
charged kinks depends on the position of the Fermi level
(EF), and the charged kink’s own level in the spectrum.
The concentrations of negatively and positively charged
kinks are given by

C+
k

C0
k

= exp

(
(Ekd + eV)− EF

kBT

)

and
C−

k

C0
k

= exp

(
EF − (Eka + eV)

kBT

)
,

Part
F

3
9
.8



Models for Stress and Dislocation Generation in Melt Based Compounds 39.8 An Alternative Model 1355

where V is the gate voltage. The above formulae are
derived by the application of Fermi–Dirac statistics.
The concentration of neutral kinks is constant, and
hence the dislocation glide velocity is directly depen-
dent on the concentration of charged links. If the kink’s
level is near the middle of the energy gap – close to
the Fermi level – increasing the n-type doping would
raise the Fermi level and increase the concentration of
negatively charged kinks and consequently dislocation
velocity. Similarly increasing p-type doping will de-
crease the Fermi level and raise the concentration of
positively charged kinks and consequently the dislo-
cation velocity. Consequently both n-type as well as
p-type materials will have higher dislocation velocity
than the intrinsic material, as in the case of silicon. On
the other hand, if the kink’s level is near the valence
band – much below the Fermi level – the intrinsic ma-
terial will have negatively charged kinks. Increasing the
n-type doping will raise the Fermi level and increase the
concentration of negatively charged kinks raising the
dislocation velocity, while a p-type doping will lower
the Fermi level and decrease the concentration of nega-
tively charged kinks and lower the dislocation velocity.
Thus in materials where the kink’s level is near the va-
lence band, the velocity should increase from p-type to
n-type material, as in Ge. This gives some understand-
ing of the doping effect.

Finally the complications introduced by the splitting
into partial dislocations and the existence of two differ-
ent types of atomic species in compound semiconduc-
tors should be recognized. A 60◦ dislocation splits into
a 30 and a 90◦ partial, and the mobility of each partial
is different. The velocity of the whole 60◦ dislocation
depends on which partial is leading in the direction of
the movement. Thus the same dislocation might show
asymmetry in velocity depending on the direction of the
movement. In compound semiconductors, the velocity
of α and β dislocations of the same type are expected
to be different because of the different core structures.
Thus, a review of the theoretical and experimental as-
pects of dislocation glide velocity reveals that, at this
stage, the theory is not yet comprehensive enough to
yield concrete relations for dislocation glide velocities
that can be used in a microdynamical theory of plastic-
ity. The best that can be done currently is to adapt an
expression of the type (39.14), with constant m and Q,
while recognizing its inherent limitations – that the pa-
rameters m and Q are stress and temperature dependent.

There is some data available on the direct mea-
surement of the velocity of dislocations for InP. For
undoped and sulphur-doped material, the velocity of

Table 39.2 Dislocation velocity data for undoped InP (af-
ter [39.64, 76])

Dislocation v0 m Q (eV)

α 40 000 1.4 1.6

β 500 000 1.8 1.7

screw 40 000 1.7 1.7

α dislocations was reported by Nagai [39.65] in the
temperature range 250–400 ◦C. He fitted the veloci-
ties to a relation of the type (39.14), with m = 2.7,
for both doped and undoped crystal. The value of Q
was found to be constant, with Q = 1.1 eV for S-doped
crystal (6.5 × 1018 cm−3), and 1.0 eV for undoped InP.
S doping was found to increase the velocity of α

dislocations. Maeda and Takeuchi [39.66] set out to
measure the effect of recombination-enhanced glide in
InP crystal under the effect of minority carrier injec-
tion. In the course of their investigation, they measured
the velocity dependence of β dislocations in S-doped
crystal (5 × 1018 cm−3) on temperature, in the range
220–410 ◦C. They found a Q value of 1.6 eV. Yonenaga
and Sumino [39.64, 76] investigated the velocity of all
three types of dislocations in InP crystals – undoped,
and with a variety of dopings. The temperature range
of their measurements was 300–500 ◦C, and stresses
between 2 and 20 MPa. They fitted their data to an
equation of type (39.14), with τ0 = 1 MPa. For un-
doped InP, they obtained the parametric fits presented
in Table 39.2.

Yonnenaga and Sumino [39.64] have also obtained
the corresponding parameters for material doped with
Zn (p-doping), S (n-doping), and the isovalent im-
purities Ga and As. The dislocation velocity data in
Table 39.2 is used in the modeling effort presented later.

39.8.3 Dislocation Multiplication

Dislocations being line defects, any movement of these
will involve self-multiplication during motion and in-
crease their lengths. If some parts of the dislocation loop
are less mobile than others, the more mobile parts will
move around in a spiral, increasing their length. In the
loop shown in Fig. 39.12, the β segments are more mo-
bile than the α segments, which are more mobile than
the screw segments. Under the influence of stress, the β

segments will move quickly through the material while
screws will lag behind, resulting in an expansion of the
screw segment’s length. Another typical case is jogs,
found on screw dislocation. These jogs are less mo-
bile than the main dislocation; hence these lag behind,
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Table 39.3 The type of interactions between dislocations of different slip systems (N: pair belong to cross-slip systems, G: pair
form glissile junctions, H: Hirth locks, S: sessile junctions, C: pair belong to coplanar systems. The numbers in parentheses are
fij )

j

i 1 2 3 4 5 6 7 8 9 10 11 12

1 C(0) C(0) S(1) G(0) H(1) N(0) G(1) G(1) H(1) S(1) G(0)

2 C(0) C(0) G(1) N(0) G(1) G(0) S(1) H(1) S(1) H(1) G(0)

3 C(0) C(0) H(1) G(0) S(1) G(0) H(1) S(1) G(1) G(1) N(0)

4 S(1) G(0) H(1) C(0) C(0) G(1) N(0) G(1) G(0) S(1) H(1)

5 G(1) N(0) G(1) C(0) C(0) S(1) G(0) H(1) G(0) H(1) S(1)

6 H(1) G(0) S(1) C(0) C(0) H(1) G(0) S(1) N(0) G(1) G(1)

7 N(0) G(1) G(1) G(0) S(1) H(1) C(0) C(0) H(1) G(0) S(1)

8 G(0) S(1) H(1) N(0) G(1) G(1) C(0) C(0) S(1) G(0) H(1)

9 G(0) H(1) S(1) G(0) H(1) S(1) C(0) C(0) G(1) N(0) G(1)

10 H(1) S(1) G(0) G(1) G(1) N(0) H(1) S(1) G(0) C(0) C(0)

11 S(1) H(1) G(0) S(1) H(1) G(0) G(1) G(1) N(0) C(0) C(0)

12 G(1) G(1) N(0) H(1) S(1) G(0) S(1) H(1) G(0) C(0) C(0)

while the more mobile part of the screw dislocation spi-
rals around the jog, multiplying its length. Jogs can be
formed either by the cross-slip mechanism, or by cut-
ting of a screw dislocation by a forest dislocation in
another slip plane. An example of this was shown by
live topography of a dislocation multiplication process
in silicon by Sumino and Harada [39.77], where a jog
was formed on a screw dislocation by a 60◦ disloca-
tion on a different slip plane cutting through it. The
jog subsequently acted as a spiral center for multipli-
cation. Dislocation multiplication can also occur by the
Frank–Read mechanism, as was shown by an image of
a Frank–Read source obtained by Völkl et al. [39.40].
The evolution of the dislocation density, through the
dislocation multiplication, was modeled by the equation
dN/dt = kτeff Nv in the Alexander–Haasen model. The
basic premise of this equation was that the total length
of dislocation created dN is proportional to:

1. The distance moved by the dislocation.
2. The length of already existing dislocations, since

the longer the existing dislocations, the greater the
probability of jogs forming on them.

3. The effective stress τeff in the equation is to repre-
sent the stress required by the spiraling segment in
the parallel slip plane – which has been created by
a jog – to pass the screw dislocation in the original
slip plane.

Sumino and Yonenaga [39.76] retained the basic
structure of the Haasen law and added to it features
of multislip deformation and the different types of dis-

locations found in compound semiconductors. They
introduced a dislocation multiplication law of the form

dNi
s

dt
= K Ni

s v̄
i
fτ

i
eff + K∗Ni

s v̄
i
fτ

i
eff

∑
j �=i

N j
s , (39.26)

where the index i represents one of the 12 slip systems,
and the bar over the velocity denotes an average.

The above law models the evolution of screw dis-
location density in all 12 possible slip systems in III–V
compound semiconductors. The basic proportionality of
the evolution rate to the dislocation density and velocity
is retained. The average velocity of the fastest dislo-
cation vi

f is used, since the expansion of a spiral and
a loop is controlled by the velocity of the fastest seg-
ment, which in the case of InP is the β segment. The
second term models the formation of jogs on screw dis-
locations and the consequent expansion through spiral
formation. The rate of formation of jogs is proportional
to the number of times dislocations in different slip sys-
tems cut each other, which can be modeled by a product
of dislocation densities on the two slip systems.

Equation (39.26) can therefore be generalized as

dNi
s

dt
= K Ni

s v̄
i
fτ

i
eff + K∗Ni

s v̄
i
fτ

i
eff

∑
j �=i

fij N j
s . (39.27)

The fij are closely related to the formation of jogs. Fol-
lowing reference [39.78], the interaction between the
dislocations of any pair of slip systems as categorized
in Table 39.3 are:
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1. Pairs belonging to two cross-slip systems such as
11 and 9, denoted by “N” in Table 39.3. When the
dislocations of such systems cross each other, two
kinks are formed, and no jogs result.

2. Pairs forming a Hirth lock. When the dislocations
of such systems cross each other, jogs are formed
on both dislocations. “H” denotes such interactions
in Table 39.3.

3. Pairs that are in the same plane, and whose result-
ing Burgers vector is therefore on the same plane
as the original ones. These interactions do not result
in jogs on either system, and are denoted by “C” in
Table 39.3.

4. Pairs forming glissile junctions, such as systems 1
and 12 in Fig. 39.1. The interaction between such
systems produces a jog on one and a kink on the
other. For example, if the dislocations of the two slip
systems 1 and 12 pass, a jog is formed on slip sys-
tem 12, while a kink is formed on slip system 1.
The interactions between systems forming glissile
junctions are denoted by “G” in Table 39.3.

5. Finally, the last type of interaction is between the
pairs of systems forming sessile junctions, such as 4
and 1. When the dislocations of two such systems
interact, they form stable Lomer–Cottrell locks, and
impede the motion of both original dislocations.
Such pairs are denoted by “S” in Table 39.3.

Alternatively, if the dislocations cross each other,
a jog is formed on each one. The fij are assigned values
of either 1 or 0 in Table 39.3 based on whether a jog is
formed on a screw dislocation of system i when cut by
a forest dislocation of system j. Equations (39.24) and
(39.27) form a complete viscoplastic system with 12 in-
ternal variables. The meaning of the effective stress τ i

eff
is clarified next.

39.8.4 Work Hardening

The flow stress can be classically split into a rate-
dependent term and a hardening term, independent of
the strain rate and temperature. The rate-dependent part
of the applied stress is used to overcome the frictional
resistance of the lattice to the glide of a dislocation,
which is temperature sensitive. The rate-independent
part is the resistance from interaction with other dis-
locations, both in the same slip system as well as
threading dislocations in other slip systems, and finally
impurities. In the single-slip model described before,
the work-hardening term was given by A

√
N . Tay-

lor [39.35] first introduced this form, drawing from

a) b)

s = αGb/l

l

Fig. 39.13 (a) A series of dislocations facing barriers in the
glide plane, and (b) a dislocation link stuck in an obstacle
of strength s

theoretical treatment of the elastic interaction between
parallel dislocations. The elastic theory of dislocations
gives the magnitude of A as Gb/(2π(1−v)), where G
is the shear modulus and v is the Poisson ratio. Moulin
et al. [39.79] conducted a mesoscopic simulation, us-
ing discrete dislocation dynamics, for the yield point of
Si, in a single-slip framework. From a fit of their data,
they found the work hardening to be adequately defined
by an equation of the type A

√
N , but the value of A

was 1.48Gb/(2π(1−v)). Interaction between disloca-
tions of different slip systems gives rise to complicated
hardening behavior. Apart from long-range elastic in-
teractions, stable locks may form between dislocations
of noncoplanar slip systems. Hirth and Lothe [39.6]
discuss different types of locks, the most prominent
of which are the Lomer–Cottrell lock and the Hirth
lock.

Franciosi and Zaoui [39.78] have classified the
different types of locks formed, and their efficiency
in locking. These locks act as obstacles to other
dislocations in the glide plane. Figure 39.13 shows
a dislocation stuck between such obstacles. If a link
of dislocation is stuck between two such obstacles of
distance l (Fig. 39.13b) the shear stress s in the glide
plane required to release the dislocation is of the or-
der s = αGb/l, where G is the shear modulus, b is the
Burgers vector, and α is some numerical factor.

Hence the resistance offered to the dislocation mo-
tion on a given glide plane is inversely proportional to
1/l. Since l is the distance between obstacles, it is in-
versely proportional to the number of obstacles on the
glide plane. The number of obstacles on a glide plane,
due to forest dislocations on another glide system, say
the α glide system, is proportional to

√
Nα. Hence the

total rate-independent resistance offered to dislocation
motion in glide system β can be denoted heuristically
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as ∑
α �=β

aβα

√
Nα + Gb

2π(1−v)

√
Nβ , (39.28)

where the second term is the self-hardening term of
the Alexander–Haasen model. An equation of the type
(39.28) has been used in the literature to justify experi-
mental observations on latent hardening in Cu [39.78].

The coefficients aβα are phenomenological and
might depend on many factors including (1) the ge-
ometry of the forest dislocation configurations, which
determines the distance between the intersections of
these with the primary glide plane, and (2) the strength
of the locks formed, which might depend on other fac-
tors such as the stacking fault energy. Franciosi and
Zaoui [39.78] classified the aβα based on the strength of
the locks which are formed. They classify them accord-
ing to whether the dislocations belong to the cross-slip
systems (interaction coefficient a1), form Hirth locks
(interaction coefficient a2), belong to coplanar systems
(interaction coefficient a3), form glissile junctions (in-
teraction coefficient a4), or form sessile Lomer–Cottrell
locks (interaction coefficient a5). They found the a co-
efficients to increase linearly with the stacking fault
energy, and the anisotropy in the a coefficients to in-
crease with decreasing stacking fault energy.

Alexander and Crawford [39.80] determined the
interactions of different slip systems through latent
hardening experiments. The procedure they used was
as follows: A Ge single crystal was deformed at con-
stant strain rate in single-slip orientation up to stage I.
The lower yield stress was noted. The crystal sam-
ple was cut into smaller samples, which were then
deformed at the same strain rate. Each sample was
aligned for single slip, in such a way that the other
secondary glide systems become the most stressed sys-
tems. The lower yield stress in each of these cases
was noted, and compared with the lower yield stress
in the initial sample. The results were then analyzed
in the framework of the Alexander–Haasen model, with
an equation similar to (39.28) adopted as the formula
for the back-stress. Normalizing the aαβ by Gb, they
found the normalized coefficients to be: 0.37 for sys-
tems forming Lomer–Cottrell locks, 0.24 for systems
forming Hirth locks, 0.35 for glissile locks, and 0.64
for the cross-slip system. Thus, the cross-slip system
was found to have the largest hardening coefficient.
These results are at variance with those of Franciosi
and Zaoui [39.78] cited above. Alexander and Craw-
ford [39.80] explain their observation by noting that
the structure in the primary glide system at the begin-

ning of easy glide consists primarily of edge dipoles,
and from the geometry it can be deduced that these
intersect the cross-slip plane most effectively. In the
case of crystal growth, the deformation structure is
dominated by long screws, hence these coefficients
should be expected to differ from those determined
by Alexander and Crawford [39.80]. Also the stacking
fault energy of InP is nearly four times smaller than that
of Ge, hence the values might be expected to be more
asymmetric.

Summarizing, an equation of the form (39.29) can
be used for the hardening. Since the interaction coeffi-
cients are not available, one hopes to determine them
from fitting deformation data in multislip and single-
slip experiments. The effective stress in thus given by

τ i
eff = ∣∣τ i

∣∣− Gb

β

(
Ni

s

)1/2 − Gb

β∗
∑
j �=i

gij
(
N j

s
)1/2

.

(39.29)

The gij are set as a1, a2, a3, a4 or a5, depending on
whether the entry in Table 39.3 is N, H, C, G or S.

39.8.5 The Initial Dislocation Density

One of the main issues in the application of the
Alexander–Haasen model to crystal growth is the
specification of the initial dislocation densities. An im-
portant question is: what is the dislocation density
in just-solidified, virgin material near the interface?
Dislocations can arise at the interface due to certain
phenomena at the crystal–melt interface, such as the
formation of inclusions. Such dislocations are known
as growth dislocations. The phenomena giving rise to
them are manifestations of instability in the crystal–
melt interface, and are described qualitatively in [39.81,
Sect. 6.2]. Postgrowth analysis has shown that growth
dislocations usually arise at inclusions formed at the
growth interface, intersect the interface, and are prop-
agated along with the movement of the interface. When
the crystal is grown under stress-free conditions, the
growth dislocations intersect the interface at certain
specific angles, depending on their Burgers vector, in
order to minimize their elastic energy. Thus growth dis-
locations arise from inclusions, and under stress-free
conditions propagate in straight lines, intersecting the
interface at a predetermined angle [39.82]. This config-
uration is disturbed under Czochralski growth at high
temperatures, where stresses and considerable plastic
deformation are prevalent. Postgrowth analysis of InP
single crystals has shown the absence of growth dislo-
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cations. X-ray topographs by Dudley et al. [39.57, 58]
show that most of the dislocations are glide or slip dislo-
cations intersecting the sides of the crystal. They rarely
intersect the crystal–melt interface. This can be inter-
preted to be due to the absence of the generation of
dislocations due to interfacial phenomena in InP.

As discussed before, another mode for the nucle-
ation of dislocations is the condensation of excess point
defects into prismatic dislocation loops, or voids. This
effect is aggravated in compounds such as GaAs, InP,
and other binary compounds due to the presence of
a narrow homogeneity region. In these systems, the sto-
ichiometric compounds do not have the highest melting
point; hence the first to solidify composition would be
rich in one of the components. Thus, in the case of
GaAs, the first to form solid is As rich, this As precip-
itates out during cool down, and precipitates of As are
formed. These precipitates can give rise to dislocations.
The modeling of point defect dynamics, and the clus-
tering of these defects, is a complex process with many
issues still unresolved.

Another important source of dislocations is surface
damage. When the growing InP crystal emerges from
the boric oxide encapsulant, the volatile phosphorous
species can escape from the sides of the crystal, lead-
ing to extensive surface damage. This surface damage
is a local distortion of the lattice and is a good site for
dislocation nucleation. Under the influence of thermal

1 mm 1 mm
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A1A2
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–
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–
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[001
–
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35°
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a) b) c)

Fig. 39.14 (a) Sample A: X-ray topograph of (110) wafer of sulfur-doped InP crystal grown with a narrow neck. (b) Sam-
ple B: X-ray topograph of (110) wafer of sulfur-doped InP crystal grown without a narrow neck. (c) Schematic showing
geometry and distribution of dislocations in as-grown crystals, for both shapes of crystals shown in (a,b) (after [39.83])

stresses, the dislocations thus nucleated at the surface
can move to the interior of the crystal and multiply. The
rate of evaporation of the phosphorous vapor is closely
related to the ambient pressure in the furnace.

Another source of dislocations is the initial seed
crystal used in the CZ process. Dislocations present
in the seed may move into the freshly formed mater-
ial and multiply there under the influence of stresses.
The necking process invented by Dash [39.3] pre-
vents the movement of dislocations from the seed to
the growing crystal. The term necking arises from
the shape of the crystal being grown. The diameter
of the growing crystal is decreased from the seed
to a minimum value before increasing the diameter
again. Thus the crystal has a neck of minimum diam-
eter. Attempts have been made to extend the necking
technique to sulfur-doped LEC-grown InP by Dudley
et al. [39.83]. The InP crystals so grown were ana-
lyzed using synchrotron white-beam x-ray topography
(SWBXT). Figure 39.14a,b presents the topographs of
(110) wafers of two different as-grown InP crystals –
sample A corresponding to a crystal grown with a nar-
row neck, and sample B corresponding to a crystal
grown without necking. Figure 39.14c shows a geomet-
ric sketch of the dislocations in both the crystals. An
analysis of these topographs reveals that most of the
dislocations in LEC-grown InP crystals originate from
the seed–crystal interface, propagate via slip planes, and
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eventually exit the crystal through the periphery of the
necked region. Based on this mechanism, dislocations
exist only in the outer regions (dislocation regions) of
the grown crystal separated by the four {111} planes
which are extended from the four edges of the seed bot-
tom. In the cross-sectional view of Fig. 39.14c, two of
these planes, (111̄) and (11̄1), are represented by lines
A1 and A2, respectively. The regions of the crystal with
dislocations are shaded, while those that are dislocation-
free are unshaded.

As shown in Fig. 39.14c, the narrow necked por-
tion of sample A makes the dislocation region much
smaller than that of sample B. This means that the dis-
locations emerging from the seed–crystal interface in

sample A slipped out of the neck in much shorter dis-
tances than that in sample B. A pyramid-shaped crystal,
which is nearly dislocation free, was quickly formed
below the dislocation regions. The above experiment
and conclusions show the necessity of considering the
movement of dislocations from dislocated regions to
regions containing no dislocations initially. Such a for-
mulation can be established using the continuum theory
of dislocations, and would resemble the strain-gradient
theories in structure. Such a formulation would in-
volve spatial gradients of internal variables, and is not
amenable to solution on the length scales involving
a typical crystal wafer. Hence this line has not been
pursued.

39.9 Model Summary and Numerical Implementation

39.9.1 Summary of the Model

A complete set of equations for the boundary-value
problem using the constitutive model derived are sum-
marized here, followed by a brief description of the
numerical procedure.
Equilibrium of forces

∇ ·σ = 0 . (39.30)

Compatibility

ε = 1
2

(
∇u+ (∇u)T

)
. (39.31)

Split of total strain

ε = εel +εpl +εth . (39.32)

Constitutive relation for thermal strain

εth = αδ(T − T0) . (39.33)

Constitutive relation for elastic strain

εel = C−1 : σ . (39.34)

Evolution equation for plastic strain and dislocation
densities

ε̇pl =
12∑

i=1

Ni
s v̄

i
sb(ni ⊗ si + si ⊗ni )sign(τi ) ,

(39.35)

dNi
s

dt
= K Ni

s v̄
i
fτ

i
eff + K∗Ni

s v̄
i
fτ

i
eff

∑
j �=i

fij N j
s .

(39.36)

Auxiliary equations

τ i
eff = ∣∣τ i

∣∣− Gb

β

(
Ni

s

) 1
2 − Gb

β∗
∑
j �=i

gij
(
N j

s
) 1

2

and

τk = nk ·σ · sk .

Related parameters
The values of K , K∗, β, β∗, and the interaction coeffi-
cients gij are obtained by fitting the data to results from
the single-slip uniaxial compression tests at a constant
strain rate. These tests were simulated using the model,
and fitted to data in [39.76, 84]. The values obtained
were: K = 13 × 10−6 Pa−1m−1, K∗ = 8 × 10−15 m/Pa,
β = 3.3, β∗ = 1.0, a1 = 0.33, a2 = 0.33, a3 = 0.33,
a4 = 1.2, and a5 = 1.3. More details can be found
in [39.85].

The elasticity moduli Cijkl (indicial notation is
used here) are based on [39.86] with the assump-
tion that the continuum behaves as a cubic crystal
with only three independent parameters. The relevant
values are Cijkl = 1.02 × 1011 Pa when i = j = k = l,
Cijkl = 4.4 × 1010 Pa when i = k �= j = l or i = l �=
j = k, Cijkl = 5.7 × 1010 Pa when i = j �= k = l, and
Cijkl = 0.0 in all other cases. The coefficient of ther-
mal expansion α is assumed to vary in quadratic fashion
from 4.869 × 10−6 K−1 at 0 K and 4.410 × 10−6 K−1 at
100 K to 5.75 × 10−6 K−1 at 1000 K [39.86]. The mag-
nitude of the Burgers vector b is 4.15 × 10−10 m [39.87,
Table 1].
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39.9.2 Numerical Implementation

A finite element technique can be adopted to obtain so-
lutions of the boundary-value problem described above
(indicial notation is used in this section). Briefly, this
task involves the integration of the constitutive equa-
tions over time while ensuring equilibration of stresses
in the body. Reference [39.88] gives a good description
of the numerical implementation of viscoplastic equa-
tions. Assume that, at time tn , the body is at equilibrium
and that the set of displacements at each of the finite el-
ement nodes {ui}n , and stresses {σij}n , plastic strains
{εpl

ij }n , and the 12 internal variables {Ni
s}n at the fi-

nite element Gaussian points are all known. However
between time tn and the subsequent time tn+1, the tem-
perature has changed and hence the thermal strain has
changed. The task is now to find the new displacements,
stresses, plastic strain, and dislocation densities at time
tn+1. This is accomplished by the following procedure:

1. The finite element technique runs either a global
Newton–Raphson iteration or a quasi-Newton iter-
ation for the updated displacements {ui}n+1 at time
tn+1. This global iteration is based on a discretized
version of (39.30).

2. A guess is made at every nodal point in the finite el-
ement domain for the set of updated displacements
at the k-th global Newtonian iteration {ui}k

n+1. The
updated strains, at every Gaussian point in the fi-
nite element domain, for the k-th iteration can be
calculated using the discretized version of (39.31),
and the thermal strain at time tn+1 can be calculated
from (39.33), using the thermal fields at time tn+1.

3. To update the stresses, plastic strains, and the dislo-
cation densities, (39.35) and (39.36) are integrated
for the time step Δt = (tn+1 − tn) with the help of
(39.31–39.34) and the auxiliary equations, at ev-
ery Gaussian point. The integration method can be
either an implicit Euler scheme, or any first-order
ordinary differential equation (ODE) integration
scheme such as one of the Runge–Kutta meth-
ods. The algorithmic elasto-plastic tangent modulus{

Dijmn = ∂σij/∂εmn
}k

n+1 can also be obtained for
a given integration scheme. Refer to [39.85] for
a detailed development using an implicit Euler
scheme and a (2)3 Fehlberg pair, which is an explicit
integration scheme.

4. Once the integration is completed, one obtains the
stresses {σij}k

n+1 and the algorithmic elasto-plastic
tangent modulus at every Gaussian point in the finite
element domain. These are then inserted into the

global Newton–Raphson iteration, and the displace-
ments at the next iteration {ui}k+1

n+1 are obtained.
5. Steps 3 and 4 are repeated until equilibrium is at-

tained in the body to the desired tolerance level. The
variables have now all been updated to time tn+1.

Steps 1–5 are repeated at each new time point from
the seed to the completely grown and cooled crystal.
At each time point the thermal loading (strains) in the
crystal has to be updated based on the temperature
field prevailing in the crystal. This temperature data can
be obtained either from experiment or more realisti-
cally through computational fluid dynamics (CFD) and
heat-transfer-based computational models of the entire
high-pressure Czochralski process.

A second complication that has been so far ignored
is the addition of new material during the growth pro-
cess. This addition of virgin material can be modeled
as the addition of a new layer of finite elements at cer-
tain time points. The frequency of the addition of these
elements depends on the general length scale of the fi-
nite element grid. If the length scale of the grid is say
‘l’ mm then a new layer of finite elements, with average
dimension ‘l’ mm, can be added at time intervals corre-
sponding to growth of ‘l’ mm of material. Figure 39.15
shows a layer of new elements that has just been added
to the original grid. This new layer of elements corre-
sponds to the material that has just crystallized. Now
a relevant question is: what are the values of the plastic
strains ε

pl
ij and the dislocation densities N i

s in the newly
crystallized material. Since the material has just crys-
tallized, the obvious answer would be to set both the
plastic strain components as well as the dislocation den-
sities to zero. However, there are a couple of problems
with this approach.

Firstly, setting the initial dislocation densities to
zero would ensure that this material is always disloca-
tion free, as the dislocation density evolution rate would
always be zero according to (39.36). To resolve this, the
approach of Völkl [39.40] is followed and the initial dis-

a) b)

Fig. 39.15 (a) Two-dimensional projection of the grid system in the
seed. (b) The grid system after 2 mm of growth. Shaded region
represents the newly pulled material
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location density is set to some finite but small positive
value.

Secondly, setting the plastic strains to zero would
give rise to huge stresses in the just-crystallized ma-
terial, the reason being that nonfreshly crystallized
(parent) parts of the crystal have significant plastic de-
formation, and the nodes on the interface between the
two parts have significant displacement vectors to re-
flect this plastic strain. These displacements on the
interface translate to large strains in the freshly crys-
tallized material and large stresses, since this material
behaves elastically due to the lack of plastic strain. This
phenomenon as explained below is just a technicality.
Before the crystallization of the new layer of elements,
the present interface between the freshly crystallized
material and the parent crystal was the crystal–melt in-
terface, which is traction free. Hence the new layer of
elements crystallize on a traction-free surface. Thus no
stress from the parent crystal can propagate across this

surface into the freshly crystallized material. Hence if
the thin layer of freshly crystallized elements is isother-
mal (which is a reasonable assumption) then the new
layer of elements representing the freshly crystallized
material should be stress free. So what leads to the high
stresses described before? The answer is that the ref-
erence state corresponding to zero plastic strain for the
freshly crystallized material is different from that for the
parent crystal. Hence, in order to use the same reference
state for the parent crystal as well as the freshly crystal-
lized material, some plastic strain has to be added to the
freshly crystallized material.

In conclusion, the freshly crystallized elements are
added in a stress-free state. To accomplish this the plas-
tic strains at the Gaussian integration points of the
freshly added elements are set such that the stresses
at these Gaussian integration points are zero. This ap-
proach has been used in all the results presented in
Sect. 39.10.

39.10 Numerical Results

To be of any use, the viscoplastic model needs the com-
plete thermal history of the crystal during the growth.
Such detailed information has not yet been obtained
experimentally for any specific case, hence the results
have been derived from the temperature field history
predicted by a CFD-based model of the high-pressure
Czochralski process termed MASTRAPP (multizone
adaptive scheme for transport and phase change pro-
cesses) [39.89]. MASTRAPP is a two-dimensional
axisymmetric CFD-based algorithm applied to a simpli-
fied domain of the furnace. It simulates the temperature
and flow field history during the growth process; it
includes phenomena such as heat conduction in the
crystal, thermal radiation, convection in the melt and
gas, radiation, moving crystal–melt interface, and latent
heat generation, and can handle presence of different
domains such as the gas, crystal, melt, and encapsulant,
and the movement of the boundaries of these differ-
ent domains during the growth process. The following
inputs are required in MASTRAPP as macroscopic pa-
rameters specifying the growth process.

39.10.1 Strength of Convection
in the Melt and Gas

The fluid flow and temperature distributions are a re-
sult of natural convection due to buoyancy forces, and
forced convection due to the rotation of the crystal

and the crucible. The relevant nondimensional pa-
rameters for natural convection are the melt and gas
Grashof numbers, and for forced convection are Res
(the Reynolds number characterizing the crucible ro-
tation) and Rec (the Reynolds number characterizing
the crystal rotation). For the Czochralski system shown
in Fig. 39.2 with the diameter of the crucible being
100 mm and the height of the system – from the bot-
tom of the crucible to the top of the heat shield –
170 mm, the Grashof numbers are of order 109, and the
Reynolds numbers are of order 104. In papers dealing
with numerical simulations of crystal growth, Grashof
and Reynolds numbers an order of magnitude lower are
used; the lower Grashof number can be justified by say-
ing that they correspond to microgravity situations, and
the lower Reynolds number to much lower revolution
rates of the crystal and crucible than are typically used.

39.10.2 Temperature Boundary Condition

The reduced domain of Fig. 39.2 interacts with the other
parts of the furnace through the specification of ap-
propriate conditions at the boundaries of the reduced
domain. Towards this the temperature on the crucible
plus the heat shield is prescribed as a function of the
distance from the base of the crucible in Fig. 39.2. The
base of the crucible, and portions occupied by the melt,
are maintained at 1435 K, and the temperature is lin-
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early ramped down along the wall of the heat shield to
a temperature of 427 K at the top. All the simulation
results presented assume the boundary condition just
described.

39.10.3 A Sample Case

A simulation of the growth of a flat-top 50 mm-diameter
InP crystal from a height of 7–45 mm with a 20 mm
height of encapsulation is used as a sample case. The
gas and melt Grashof numbers are fixed at 106, and the
rotational Reynolds numbers at 500. The growth axis is
along the [001] direction. The results presented below
correspond to the end of the growth period, before the
cooling of the crystal to room temperature.

Temperature Field in the Crystal
The primary reason for the thermal stress and the con-
sequent plastic deformation is the incompatibility of the

a)  t = 0 min b)  t = 48 min

c)  t = 72 min d)  t = 96 min

e)  t = 120 min

f)  t = 216 min 1320
1300
1280
1260
1240
1220
1200
1180
1160
1140
1120
1100
1080
1060
1040

K

Fig. 39.16a–f Evolution of the temperature field in the growing crystal. The gas Grashof number is 106, the melt Grashof
number is 106, the rotational Reynolds numbers are 500, and the encapsulant height is 20 mm

thermal strain arising from the temperature field. The
evolution of the axisymmetric temperature field and its
gradients is shown in Figs. 39.16 and 39.17 respectively.
At the beginning of the growth, when the seed has just
thermally stabilized in the furnace, the isotherms show
that heat enters the crystal from the sides and escapes
from the top of the crystal. Hence the axial or verti-
cal temperature gradient is higher in the upper parts
of the crystal – of the order of 35 K/cm – than in the
lower part. The radial temperature gradient is highest in
the lower corners of the crystal, and is nearly zero in
the central part of the crystal. As the crystal grows, the
thickness of the encapsulant above the crystal decreases,
thereby decreasing the thermal resistance to heat flow
between the melt and the ambient gas; consequently the
heat flux flowing through the crystal and the thermal
gradients increase with growth.

The crystal just emerges out of the encapsulant at
t = 84 min, and a direct pathway is established between
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a)  t = 0 min a')  t = 0 min

b)  t = 48 min b')  t = 48 min

c)  t = 72 min c')  t = 72 min

Fig. 39.17 History of thermal gradient field in the growing crystal. The gas Grashof number is 106, the melt Grashof
number is 106, the rotational Reynolds numbers are 500, and the encapsulant height is 20 mm. Color scales for vertical
and radial gradients are in (f) and (f’), respectively

the melt and the gas through the highly conducting crys-
tal. Moreover, the lateral side of the part of the crystal
above the encapsulant loses heat by convection and radi-
ation to the cooler parts of the furnace, thus establishing
a radially outward flow of heat, i. e., a radial tempera-
ture gradient. These give rise to a jump in the heat flux
through the crystal. This is evident from comparing the
frames at t = 72 min with the frames at t = 96 min in
Fig. 39.17, when the top of the crystal is 1 mm below
the encapsulant and 3 mm above the encapsulant re-
spectively. In the latter frame the thermal gradients are
appreciably higher. This change in the thermal profile
and consequent high temperature gradients on emer-
gence of the crystal from the encapsulant can be termed
thermal shock.

As the crystal grows further, the length scale in-
creases, while the temperature difference driving the
heat flow between the melt and the gas remains the
same; consequently vertical and radial temperature gra-
dients decrease. The portion of the lateral surface of
the crystal just above the encapsulant is hotter than the
sidewalls of the furnace and loses heat by radiation and
convection, leading to high radial temperature gradients
in that region. Conversely, portions of the lateral sur-
face of the crystal that are nearer to the top of the crystal
are cooler than the side walls of the furnace and hence
gain heat due to radiation from the sides of the fur-
nace. Zou et al. report a similar behavior [39.22]. The
radial temperature gradient is almost zero in most of

the crystal except on the lateral surface at three specific
locations: the bottom corner of the crystal near the in-
terface due to a radially inward flow of heat from the
melt into the crystal, just above the encapsulant due to
cooling by convection and radiation, and finally the top
of the crystal due to heating of the lateral surface by
radiation.

Summarizing, the thermal history of the crystal can
be divided into three stages:

1. Low thermal gradients, when the crystal is below the
encapsulant and the gradients increase with growth

2. The thermal shock, when the crystal grows out from
beneath the encapsulant, resulting in a jump in the
thermal gradients

3. The later stages of the growth, characterized by de-
creasing temperature gradients and practically zero
radial gradients.

Except for in three regions on the lateral surface
of the crystal: one near the interface, the other just
above the encapsulant, and the third at the top of
the crystal (Fig. 39.17f). The crystal experiences max-
imum temperature gradients when it has just emerged
from the encapsulant. The vertical temperature gra-
dients obtained from the simulation, in the range of
50–100 K/cm, are of the same order as those re-
ported in experiments with both GaAs [39.90] and
InP [39.91].
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d)  t = 96 min d')  t = 96 min

e)  t = 120 min e')  t = 120 min

f)  t = 216 min f')  t = 216 min
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Fig. 39.17 (cont.)

Dislocation Densities after Growth Period
Figure 39.18 shows a fully grown crystal at the end of
the growth period, with the colors representing the to-
tal dislocation density. The order of magnitude of the
highest total dislocation density is around 1 × 107 m−2

and occurs near the top of the crystal. For a closer
inspection of the total dislocation density, Fig. 39.19
shows the distribution on (001) slices, taken at various
heights of the crystal, the position of each being indi-
cated in Fig. 39.18. On all the slices, except slice h,
the dislocation density is highest near the circumfer-

Fig. 39.18 Total dislocation density at the end of the
growth period of a [001]-grown crystal. The vertical po-
sition of the various horizontal slices is indicated. The gas
Grashof number is 106, the melt Grashof number is 106, the
rotational Reynolds numbers are 500, and the encapsulant
height is 20 mm �

ence and lower towards the center. On slices a, f, and
g (not shown) the dislocation density variation corre-
sponds to the w-shaped variation mentioned often in

m–2

x slice a

x slice b

x slice c

x slice d

x slice e

x slice f

x slice g

x slice h

9 ×106
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5 ×106
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m–2[100]

[010]

(001) plane

Slice a Slice b

Slice c Slice d

Slice e Slice f
9 ×106

8 ×106

7 ×106

6 ×106

5 ×106

4 ×106

3 ×106

2 ×106

1×106

0

Fig. 39.19 Total dislocation densities at the end of the growth pe-
riod projected on the (001) slices. The position of the various slices
was indicated in Fig. 39.18. The gas Grashof number is 106, the
melt Grashof number is 106, the Reynolds numbers are 500, and
the encapsulant height is 20 mm

literature [39.12, 90, 92] – the dislocation density is
highest on the circumference, initially decreases as one
moves radially towards the center, and then increases.
The dislocation density patterns on all the slices ex-
hibit fourfold symmetry, and reflect the symmetry of the
slip systems with respect to the [001] growth axis. All
the slices, except slice h, exhibit distinct areas of low
dislocation density aligned along the 〈110〉 directions
and areas of highest density along the 〈100〉 directions,
consistent with etch-pit observations [39.12, 93]. The
values for total dislocation density are in the range
2 × 106 –1 × 107 m−2. It should be pointed out that the
values of dislocation density are not those in the final
crystal but only the fully grown crystal at the end of
the growth period, with the cooling-down period still
remaining. Figure 39.20 shows a KOH-etched LEC-
grown GaAs(001) wafer from the work of Buchheit
et al. [39.94]. The etch pit configuration in this figure is

[100]

[010]

Fig. 39.20 KOH-etched (001) slice of GaAs (after [39.94],
with permission)

similar to that of slice a in Fig. 39.19. A similar configu-
ration can be seen in the work of Chung et al. [39.57,58]
from x-ray topographs of LEC-grown (001)InP wafers.

Distribution of Dislocation Density
on the Individual Slip Systems

Due to the symmetry of the [001] growth axis [39.95,
Fig. 1], the dislocation density distributions of slip sys-
tems 1, 2, 5, 6, 7, 9, 10, and 11 on a (001) cross-section
are inherently the same and can be transformed from
one to the other by simple operations such as reflec-
tion and rotation by some angle. Similarly, by symmetry
considerations the dislocation density distributions of
slip systems 3, 4, 8, and 12, on any (001) cross-section
are identical except that they are rotated with respect to
each other by multiples of 90◦. Hence, the dislocation
density on slip systems 1 and 3 is presented, as each is
representative of the other systems with which it shares
symmetry.

Figure 39.21a shows the density of dislocations be-
longing to slip system 1, projected onto slice b. Notice
the location of the maximum on the circumference. It
was found by inspection that the maximum occurs on
the circumference and at the same angular orientation
in a majority of the slices. Similarly, Fig. 39.21b shows
the density of dislocations belonging to slip system 3
on slice b. In this case too, the dislocation density max-
ima always occur on the circumference and at the same
angular locations for most of the slices. The angular
orientations of the maxima might reveal the dominant
stress component responsible for the multiplication of
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Fig. 39.21a,b Dislocation densities of slip systems 1 and 3 on slice b. The slip plane normal and slip direction for
system 1 are (111̄) and [101], and for system 3 are (111̄) and [11̄0]. (a) Density of dislocations belonging to slip system 1.
(b) Density of dislocations belonging to slip system 3

dislocation densities. Since the temperature field is ax-
isymmetric, an assumption of isotropy (for the purpose
of analysis) would imply that the elastic strain field
driving the deformation would be axisymmetric, and it
would be appropriate to think in terms of axisymmet-
ric stress components in cylindrical coordinates – σrr ,
σrθ σrz , σθθ , σθz , and σzz . A useful exercise would be to
isolate the effects of each of these components, by set-
ting one of them to unity and the rest to zero, and plot
the variation of the resolved shear stress on systems 1
and 3 with the polar angle. This might help explain the
angular orientations of the location of the maxima for
dislocation densities of slip systems 1 and 3. The results
for slip system 1 are shown in Fig. 39.22a, while those
for slip system 3 are shown in Fig. 39.22b. In both these
figures σθθ is set to 1 and the rest to 0. A comparison
of these figures with the distribution of dislocation den-
sities on the (001) slice shown in Fig. 39.21a,b shows
that the circumferential component σθθ dominates the
deformation at least near the outer circumference of the
slice. The reason for this is that the maxima in the re-
solved shear components on slip systems 1 and 3 due to
σθθ occur at the same polar angles, where the dislocation
density on these slip systems is high. The exercise was
repeated with components other than σθθ , but the polar
angles of the maxima did not correspond to the polar
angles of dislocation density maxima in those cases.

The deformation is multislip in some regions of the
crystal. For example, consider the maximum in total dis-
location density present on the circumference of slice b
in the [010] direction (Fig. 39.19). In this region slip

systems 1, 3, 4, and 6 are almost equally active and
their dislocation densities are found to be of the order of
2.5 × 106 m−2 (Fig. 39.21a), 2 × 106 m−2 (Fig. 39.21b),
2 × 106 m−2, and 2.5 × 106 m−2, respectively. By sym-
metry, the other three maxima in total dislocation
density present on the circumference are also composed
of four, almost equally active slip systems. Similarly,
multislip activity is present in the central parts of slice b.
The total dislocation density here (Fig. 39.19) is of the
order of 2.5 × 106 m−2. Dislocations belonging to each
of the slip systems 1, 2, 5, 6, 7, 9, 10, and 11 have an
approximate density of 2 × 105 m−2 and those belong-
ing to each of slip systems 3, 4, 8, and 12 have a density
of almost 2.5 × 105 m−2. Thus the total dislocation den-

[100]

[010]

a) b)

Fig. 39.22 Polar plot of resolved shear stress on slip systems 1 (a)
and 3 (b), with circumferential stress component set to 1 and all
others to 0. The slip-plane normal and slip direction for system 1
are (111̄) and [101], and for system 3 are (111̄) and [11̄0].
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1368 Part F Modeling in Crystal Growth and Defects

sity in the central parts of slice b is due to almost equal
activity on all the slip systems.

39.10.4 Effect of Gas Convection
and Radiation

The effect of radiative interaction of the lateral walls of
the crystal with the furnace walls on the dislocation gen-
eration was isolated by artificially setting the radiative
term to zero. The final total dislocation density field was
observed to be practically the same as the case without
radiation.

The effect of gas convection was investigated by
setting the gas Grashof number to zero, while retain-
ing radiation. Figure 39.23a shows the total dislocation
density projected on a (010) surface after the end of
the growth for this simulation. The total dislocation
density in the case without gas convection is less than
that in the case with gas convection – Grashof number
106 (Fig. 39.23b) – by more than a factor of 2. Thus

Gas Grashof number 0 Gas Grashof number 106

Gas Grashof number 107 Gas Grashof number 108

m–2

1.02×108

5.12 ×107

2.56 ×107

1.28×107

6.4 ×106

3.2 ×106

1.6 ×106

8 ×105

4 ×105

2 ×105

Fig. 39.23 Projection on the (010) plane passing through the growth axis, of the total dislocation density at the end of
the growth period for different strengths of gas convection in the furnace. The melt Grashof number is 106, the Reynolds
numbers are 500, and the encapsulant height is 20 mm in all cases

a significant observation that can be made here is that
radiation interaction of the sides of the crystal with the
furnace does not significantly affect the dislocation den-
sity, while gas convection does.

Figure 39.23c shows a projection of the total dis-
location density on the (010) plane at the end of the
growth period (216 min) for a gas Grashof number
of 107. The maximum dislocation density is now in the
range of 3 × 107 m−2. Similarly Fig. 39.23d shows the
total dislocation density for the case of Grashof number
108. It is interesting to note that the maximum disloca-
tion density doubled from 4 × 106 to 9 × 106 m−2 for the
case between no gas convection and Grashof number
106, while a further tenfold increase in the gas Grashof
number to 107 tripled the maximum dislocation den-
sity to 3 × 107 m−2, and another tenfold increase of the
Grashof number to 108 further increased the maximum
dislocation density to the range of 2 × 108 m−2. This
confirms that gas convection plays a significant role in
the evolution of the dislocation densities.Part
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Fig. 39.24 Location of the various sample points, the his-
tory of which will be followed

The results for the total dislocation density at the
end of the growth period for all the cases presented so
far (growth with encapsulant height 20 mm with gas
convection Grashof numbers of 0, 106 with radiation
from the sides, 107, and 108) are now analyzed on the
grid of points 1–40 located as shown in Fig. 39.24. The
total dislocation density evolution history at point 1, for
the cases of no gas convection and for gas Grashof num-
bers 106, 107, and 108, is presented in Fig. 39.25. The
difference in dislocation density evolution history be-
tween the four cases again brings out the importance of
gas convection. The dislocation density at point 1 is very
low until a time of about 5500 s, and starts rising rapidly
after this period. This timeframe corresponds to the pe-
riod when the top of the crystal emerges from beneath
the encapsulant (thermal shock).

39.10.5 Melt Convection
and Rotation Reynolds Numbers

Melt Convection
In the calculations presented above, the Grashof number
for melt convection was set at 106, while in real life it
is closer to 108. Stronger melt convection might lead to
increased heat flow through the crystal, and also affect
the curvature of the crystal–melt interface. Lambropou-

0 2880

Gas Grashof number 0
Gas Grashof number 106

Gas Grashof number 107

Gas Grashof number 108

5760 8640 11 520 14 400

Dislocation density (m–2)

Time (s)

1.4 ×108

1.2 ×108

108

8 ×107

6 ×107

4 ×107

2 ×107

0

Fig. 39.25 Total dislocation density evolution for point 1, under
different gas conditions. The melt Grashof number is 106, the ro-
tational Reynolds numbers are 500, and the encapsulant height is
20 mm

los [39.15], Lambropoulos and Wu [39.53], and Chen
et al. [39.92] have proposed that the interface curvature
will have a significant effect on the evolution of the total
dislocation density.

The Grashof number in the melt was increased
to 107 and then 108 to study the effect on the total
dislocation density. In both of these simulations, the
gas Grashof number was kept at 108. It was found
that, although the interface becomes highly convex to-
wards the melt for a melt Grashof number of 108,
the final dislocation density does not change apprecia-
bly from the corresponding simulation when the melt
Grashof number was 106. This result differs from ob-
servations in literature, which suggest that a curved
interface is dangerous since it leads to high stresses –
the CRSS at the interface is very low and high stresses
there will lead to a high dislocation density. The situ-
ation in these simulations is however more subtle. The
high temperature (near the melting point) at the inter-
face ensures that the strain (or stress) generated due
to the curved interface is quickly dissipated as plas-
tic strain due to the high velocity of the dislocations,
and the resulting additional dislocation density due to
the enhanced curvature is not high enough to show
up in the final results at the end of the growth pe-
riod, since later in its history the same material element
goes through more strenuous loading at lower tempera-
tures, thus masking the effect of the additional interface
curvature.
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1370 Part F Modeling in Crystal Growth and Defects

Rotation of Crucible and Crystal
Another important factor might be the rotation of the
crucible and the crystal. These are usually rotated in
opposite senses, and typically the angular velocities of
rotation are of the order of 5–10 rpm, which results in
Rec and Res of the order of 8000–16 000. The rotation

a) Gas Grashof number 108, encapsulant
 height 4 mm, before cool down

b) Gas Grashof number 108, encapsulant
 height 20 mm, before cool down

c) Gas Grashof number 108, encapsulant
 height 30 mm, before cool down

d) Gas Grashof number 108, encapsulant
 height 40 mm, before cool down

e) Gas Grashof number 108, encapsulant
 height 20 mm, rotational Re = 10 000,
 before cool down

f) Gas Grashof number 108, encapsulant
 height 20 mm, rotational Re = 10 000,
 after cool down

2.048×108

1.024×108

5.12×107

2.56×107

1.28×107

6.4×106

3.2×106

1.6×106

6×105

4×105

2×105

m–2

R1

R2

Fig. 39.26a–f Total dislocation densities projected on (010) plane passing through the growth axis. In all cases the melt
Grashof Number is 106, and the rotational Reynolds numbers are 500 unless otherwise indicated

of the crucible creates a swirl component in the fluid
motion, and as a result centrifugal and coriolis forces
arise. The rotation of the crystal creates another forced
convection term, and its effect on gas convection is akin
to an Ekman flow above a rotating disk. The forces due
to natural convection, crucible swirl, and crystal rotation
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create a complicated pattern of gas flow, which might be
oscillatory and three dimensional in nature.

An increase of the rotation Reynolds number to
2500 and 5000 did not cause much difference in the
total dislocation density from the corresponding case
with rotation Reynolds number of 500. However, a fur-
ther increase in the rotation Reynolds number to 10 000
caused a doubling of the maximum total dislocation
density to 4 × 108 m−2, as can be seen in Fig. 39.26e.
This might be consistent with the observations that at
higher rotation rates the flow becomes unstable and
promotes temperature and flow oscillations in the gas
phase [39.96].

39.10.6 Control of Encapsulation Height

The height of encapsulation is expected to influence the
total dislocation density by changing the temperature
history. It will determine the instant at which the crystal
will come out of the encapsulant and experience ther-
mal shock, the duration of time for which the crystal
is exposed to the hot gas, and the length of the crystal
that is exposed to the gas. Figure 39.26a–d shows the
total dislocation density projected on the (010) plane
in the fully grown crystal for four different encapsu-
lant heights (4, 20, 30, and 40 mm) with gas Grashof
number of 108, melt Grashof number of 106, and rota-
tional Reynolds numbers of 500. Though not shown in
Fig. 39.26, a case for encapsulant height 50 mm under
the same conditions was also simulated. This case cor-
responds to fully encapsulated growth, with the crystal
remaining under the encapsulant throughout. The dislo-
cation density in this case was one order of magnitude
lower – less than 5 × 106 m−2. Elliot et al. [39.97] report
very low dislocation densities for fully encapsulated
growth. The 50 mm case is to be contrasted with the
case of 40 mm encapsulant height. In this case too, the
crystal is under the encapsulant for 204 of the 216 min
of its entire growth history, and at the end of its growth
period, only the top 3 mm of the 43 mm long crystal is
exposed to the gas convection. However, the dislocation
levels at the top in this case are an order of magnitude
higher than in the fully encapsulated case. This is fur-
ther proof of the dominant role played by exposure of
the crystal to gas convection in dislocation multiplica-
tion, at least as predicted by the modeling effort.

The highest dislocation density occurs in the case
of encapsulant height 4 mm. The maximum occurs
in the top corner of the crystal, and is of the order
of 2 × 108 m−2 in the case of 4 mm encapsulant, and
decreases to around 8 × 107 m−2 in the case of en-

capsulant height of 40 mm. In every case, the crystal
seems to be clearly demarcated into two different zones:
an upper zone where the total dislocation density is
of the order of 3 × 107 –6 × 107 m−2, and a lower re-
gion where the dislocation density is of the order of
5 × 106 –1 × 107 m−2. The dislocation density tends to
be higher towards the edges of the crystal. The area
of high dislocation density is greatest in the case of
encapsulant height of 4 mm.

39.10.7 The Cool-Down Period

The results presented so far are those at the end of the
growth process. After the growth is the process of cool-
ing down the fully grown crystal to room temperature.
The temperature field in the crystal during the cool-
down period is a function of the environment in the
furnace, the rate at which the heaters in the furnace are
ramped down, and other such details. These features are
not available in the MASTRAPP CFD model, for a re-
alistic simulation of the cool-down period. Therefore
a reasonable approximation to the cool-down process
is to ramp the temperature field in the crystal at the end
of the growth period down to room temperature over
a length of time. What this means is that the temperature
gradients and thermal loads on the fully grown crystal
are ramped down to zero.

Consequently, as the thermal loading is withdrawn,
stresses develop due to the incompatibility of the plas-
tic strain, leading to additional plastic deformation
and dislocation multiplication, and finally considerable
residual stresses in the cooled-down crystal. An im-
portant issue is the length of time over which the
temperature ramp-down should take place. In a real
Czochralski furnace, the crystal ingot is cooled down
to room temperature over a few hours. Integrating the
viscoplastic equations over a few hours of real time is
beyond the computational resources available. Hence,
the strategy adopted was to ramp down the thermal
fields to room temperature over 12 min. In certain cases,
we used three times this period to check for differences
in the results. A clear disadvantage of the shortness of
the ramp-down period is that the exaggerated unloading
rate might lead to an overestimation of the final total
dislocation density and residual stresses.

Figure 39.26f shows the final dislocation density af-
ter the cool-down period on a (010) slice containing
the centerline, for the case with encapsulant height of
20 mm, gas Grashof number of 108, melt Grashof num-
ber of 106, and rotational Reynolds number of 10 000.
To contrast with the situation the dislocation density be-
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1372 Part F Modeling in Crystal Growth and Defects

fore the cool-down period is presented in Fig. 39.26e. It
can be seen that the dislocation density in the lowest
part of the crystal has doubled or even tripled during
the cool-down period. In fact the highest dislocation
density in the crystal now occurs in the bottom and
top parts of the crystal, with a distinct low-dislocation-
density region in the middle part of the crystal. This
seems to coincide with the experimental observation by
Chung et al. [39.57,58]. Though the figures are not dis-
played here, the cool-down calculations were performed
for every case discussed previously. The results have
a common feature: while the total dislocation density
at the top and sides of the crystal develops during the
growth period, the bottom of the crystal acquires a high
dislocation density during the cool-down period. This
phenomenon occurs due to the large temperature dif-
ference between the top and bottom of the crystal –
roughly 300 K. Due to this, by the middle of the cool-

Slice a Slice b

Slice c Slice d

Slice e Slice f
2.048×108

1.024×108

5.12×107

2.56×107

1.28×107

6.4×106

3.2×106

1.6×106

8×105

4×105

2×105
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Fig. 39.27 Total dislocation density on (11̄1) slices of a [11̄1]-
grown crystal after the growth and cool-down period. The gas
Grashof number is 108, the Reynolds numbers are 500, and the
melt Grashof number is 106. The encapsulant height is 4 mm. The
position of the slices is as indicated in Fig. 39.18

ing period, the top portion of the crystal has cooled
down sufficiently to be incapable of plastic deformation
(since the threshold strain for plastic deformation is too
high), and consequently generates considerable residual
stresses. In contrast the bottom portion of the crystal
is still hot (relative to the top portion) and is capable
of plastic deformation. Since the crystal is a continu-
ous medium, the residual stresses generated in the top
part of the crystal generate a high loading in the lower
part too, resulting in increased plastic deformation and
dislocation generation there. Thus a new prediction by
the modeling effort is that the dislocation density in
the upper portions of the crystal develops during the
growth period, while that in the lower part develops dur-
ing the cool-down period. Though experimental data is
scarce, this phenomenon has been reported by Neubert
and Rudolph [39.98], in the context of vapor pressure
controlled Czochralski (VCZ) growth of GaAs single
crystals.

The cool-down period was tripled in the case of en-
capsulant height of 20 mm, gas Grashof number of 108,
melt Grashof number of 106, and rotational Reynolds
numbers of 500. A longer cool-down period means that
parts of the crystal are at higher temperature for a longer
time and capable of plastic deformation for a longer pe-
riod. This gives rise to dislocation densities higher by
a factor of 1.3 and slightly lower residual stresses at the
end of the cool-down period than before.

39.10.8 The [11̄1] Growth Axis

All the cases presented so far have been for growth
along the [001] axis. In this section, the case for growth
along the [11̄1] axis is presented. The main difference
is in the geometry of the slip systems. While in the case
of [001] growth, the slip systems have fourfold symme-
try with respect to the growth axis, in the case of [11̄1]
growth, threefold symmetry is expected.

Only one case is simulated for the [11̄1] growth
axis, with gas Grashof number of 108, rotation Reynolds
numbers of 500, melt Grashof number of 106, and en-
capsulant height of 4 mm. Figure 39.27 presents the
total dislocation density after growth and cool down in
slices a–h (see Fig. 39.18 for locations of slices a–h)
for the [11̄1] case. The total dislocation density profiles
in slices d and e exhibit threefold symmetry, and those
in slices a, b, and c exhibit sixfold symmetry. Both of
these symmetries are common in etch pit density ob-
servations on slices [39.40, 99]. A direct comparison of
the slices showed that the total dislocation density after
cool-down is slightly less for the [11̄1] growth com-
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pared with the [001] case. The explanation for this is
not clear.

39.10.9 Summary of the Calculations
and Some Comparisons

A CFD model for the high-pressure Czochralski growth
of In P single crystals – MASTRAPP – was linked with
the ABAQUS software to integrate the viscoplastic con-
stitutive equations developed in previous sections under
the thermal loading prevalent during the growth period
and to predict the final total dislocation density and
stress. After the growth period, the crystal temperature
was ramped down from the temperature at the end of
the growth period to room temperature to simulate the
cool-down period of the crystal. A study was then con-
ducted to delineate the effect of various parameters. The
conclusions are summarized below:

1. The strength of gas convection has the most signifi-
cant effect on the total dislocation density. The total
dislocation density is very low – 400 cm−2 – for
a gas Grashof number of zero, i. e., with no convec-
tion. On increasing the gas Grashof number to 106,
the total dislocation density approximately doubles,
and a further increase of the gas Grashof number to
107 raises the maximum total dislocation density to
the order of 2000–3000 cm−2; finally, an increase of
the Grashof number to 108 raises the maximum to-
tal dislocation density to the order of 20 000 cm−2.
In a real furnace, the Grashof numbers are of the
order of 109, and hence dislocation densities one or-
der of magnitude higher can be expected, and are
found in commercial wafers. In contrast, thermal ra-
diation was found not to play a significant role in
dislocation generation.

2. The phenomenon of thermal shock has been delin-
eated. The thermal shock is captured clearly in both
the thermal and elastic stress histories. The total dis-
location density in the crystal jumps multifold after
the thermal shock.

3. An important finding is that the high dislocation
density at the top of the crystal is developed during
the growth process after exposure to gas convection,
and that at the bottom of the crystal during the cool
down.

4. The dislocation density pattern on select slices for
[001]-grown crystal exhibits fourfold symmetry,
and the total dislocation is higher at the edges of
the wafer. The dislocation density is generally high-
est along the 〈010〉 directions and lowest along the

〈110〉 directions, in agreement with experimental
findings. Similarly, for [11̄1]-grown crystal, the dis-
location density pattern shows sixfold and threefold
symmetry.

5. The effect of the height of encapsulation on the
total dislocation density at the end of the growth pe-
riod has been studied. Encapsulation heights of 4,
20, 30, 40, and 50 mm are used with gas Grashof
number of 108, melt Grashof number of 106, and
rotational Reynolds numbers of 500. The last case
corresponds to fully encapsulated growth and the to-
tal dislocation density developed is only of the order
of 2 × 106 –4 × 106 m−2. This confirms experimen-
tal findings of fully encapsulated growth producing
low-dislocation-density crystals.

6. Raising the melt Grashof number did not signifi-
cantly affect the total dislocation density; however,
an increase in the rotation Reynolds numbers in-
creased the dislocation density.

If there is a common theme to the message from
these calculations, it is that gas convection plays the
most important role in dislocation multiplication. How
does this square up with experimental observations?
We report a few experimental papers which attempt to
reduce the dislocation densities by adopting the same
strategies explored numerically in the preceding sec-
tions – the reduction of thermal gradients – primarily
achieved through certain artifices such as improving the
design of the heat insulators and heaters, adjustment
of the thickness of the boric oxide layer, reduction of
the gas convection by reducing the ambient gas pres-
sure as much as possible and design of appropriate
baffles and convection shields, and finally stabiliza-
tion of the melt flows. Von Neida and Jordan [39.100]
achieved low thermal gradients in the LEC growth of
GaAs by both adjusting the position of the heating
source and modifying the B2O3 level. They noticed
a reduction in dislocation densities by a factor of 10.
Elliot et al. [39.101] achieved dislocation densities of
5000 cm−2, in the LEC growth of GaAs, by reduc-
ing the thermal gradients to around 6 ◦C/cm. Katagiri
et al. [39.102] used a heat shield above the heater and
crucible to decrease the axial temperature gradient from
100 ◦C, in a conventional LEC method, to 40 ◦C. The
crystals grown in these conditions showed large ar-
eas free of dislocations. Hirano and Uchida [39.103]
and Hirano [39.104] developed a new thermal baffle
to obtain low-dislocation-density S-doped InP crystal
of 50 mm diameter. The thermal baffle was designed
to suppress gas convection. However, there are serious
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problems associated with growth under low-thermal-
gradient conditions – crystal diameter instability and
instabilities at the crystal–melt interface, which might
give rise to twinning. This problem is particularly severe
in InP growth, which is prone to twinning because of the
low stacking fault energy. These problems have been
overcome by applying a vertical magnetic field to sup-
press the flow in the melt and stabilize the crystal–melt
interface [39.105–108]. Another approach is to shield
the crystal completely from gas convection by utilizing
fully encapsulated growth. Kohda et al. [39.109] com-
bined fully encapsulated growth and a vertical magnetic

field to obtain 50 mm-diameter completely dislocation-
free semi-insulating GaAs crystals.

Thus there are close experimental precedents to the
modeling results. A more detailed report of these mod-
eling results can be found in [39.110]. With the rapid
increase in computing power, and the greater availabil-
ity of parallel clusters, a more detailed optimization
study with better temperature histories – perhaps ob-
tained from experiment or high-fidelity CFD models
– has the potential to devise growth programs that
completely minimize the dislocation densities in III–V
as-grown crystals.

39.11 Summary

An effort has been made to present the state of the
art in the theoretical and modeling aspects of dislo-
cation generation in III–V compound semiconductors.
Sections 39.1 and 39.2 set up and motivated the
discussion. Section 39.3 discussed the need for the
reduction of dislocation density, and traces the ori-
gin of these, the most important being the nucleation
of dislocations from point defects. Section 39.4 de-
scribed models for dislocation multiplication due to
thermal stress; the popular Jordan model and also
a more general and computationally intensive vis-
coplastic framework were introduced. Section 39.5
and beyond dealt with viscoplastic models in the lit-
erature, their main features, and their origins from
microscopic dislocation dynamics. Section 39.5 gave
an introduction to the structural aspects of common
dislocations in diamond- and zincblende-type lattices.
Section 39.6 discussed the deformation behavior of
semiconductors and presents the Alexander–Haasen
viscoplastic model. A brief description of the vari-
ous components of the model is given. Section 39.7
gave a description of existing literature on the appli-
cation of Alexander–Haasen-type models to the crystal
growth problem. As a thorough examination of this
class of models, Sect. 39.8 and the sections that follow
discussed the development and application to crystal
growth of a particular viscoplastic model. Section 39.8
described in great detail the various building blocks of
the model, and the many limitations and assumptions
that go into such models, as well as insights into fu-
ture work that can be performed. Section 39.9 described
briefly the numerical implementation of the model in
a finite element framework and the methodology of
its coupling with computational fluid dynamics and
heat-transfer-based thermal models for crystal growth

processes. Section 39.10 presented the results of one
such successful coupling, and various conclusions are
drawn.

Finally, some open questions and avenues for re-
search are now presented:

1. A question frequently posed is the reason for the
growth of dislocation-free silicon. In view of the
above conclusion, a bold hypothesis may be the ab-
sence of substantial gas convection in low-pressure
Czochralski growth of silicon. It might be useful to
make a viscoplastic model for silicon and investi-
gate it further.

2. A substantial improvement can be made in the ther-
mal models. With the advent of high-performance
computing, it might be possible to develop a con-
tinuous, nonsteady, three-dimensional simulation of
the entire growth process, instead of the present
two-dimensional axisymmetric quasistatic series of
simulations. Such a simulation would resolve insta-
bilities in the gas flow, and the temperature and flow
oscillations could be resolved with more certainty.

3. The viscoplastic model suffers from various diffi-
culties. Firstly, the topological aspect of dislocations
was neglected. Dislocations are continuous line de-
fects and can either end at the surfaces of the
material or form closed loops. Physically, this is
reflected in a divergence-free dislocation density
tensor. Present formulations ignore the topological
aspects of dislocation density and simply model it
as scalar variables. Again, it might be possible to
formulate alternate models, with dislocation as line
objects rather than scalar variables. This might lead
to theories with a structure similar to strain gradient
theories.
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4. Instead of assuming an initially negligible but fi-
nite total dislocation density, a suitable alternative
would be to model the initial dislocation density
from condensation of point defects into Frank loops,
and their subsequent transformation into glide dis-
locations. Such a model should necessarily be
coupled with models for point defect dynamics in
the crystal.

5. There is scope for a synergetic effort between ex-
perimentalists – TEM, constant-strain-rate tests –
and theoreticians. There is a great deal of uncer-
tainty in measurements of dislocation velocities and
stress–strain curves. Often these experiments are
done on materials from different sources; this gives

rise to great variations in the results. Furthermore,
the virgin state of the material before the defor-
mation, such as the initial dislocation density, is
often not recorded. Hence a consistent set of ex-
periments should be designed to measure quantities
such as the dislocation density and stress–strain
curves for material from the same set of sources.
At the same time quantities such as the harden-
ing coefficients and multiplication coefficients can
be resolved with a mixture of atomistic quantum
and mesoscopic discrete dislocation dynamics cal-
culations. Such an effort will involve modeling
on multiple scales along with the experimental
data.
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Mass and Hea40. Mass and Heat Transport in BS and EFG Systems

Thomas F. George, Stefan Balint, Liliana Braescu

In this chapter several mathematical models
describing processes which take place in the
Bridgman–Stockbarger (BS) and edge-defined
film-fed growth (EFG) systems are presented.
Predictions are made concerning the impurity
repartition in the crystal in the framework of each
of the models. First, a short description of the
real processes which are modeled is given, along
with the equations, boundary conditions, and ini-
tial values defining the mathematical model. After
that, numerical results obtained by computations
in the framework of the model are provided, mak-
ing a comparison between the computed results
and those obtained in other models, and with the
experimental data.
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The quality of the crystal being grown depends to a con-
siderable extent on homogeneity and the distribution of
both detrimental and specially added impurities. Varia-
tions of the concentration of impurities along the crystal
length and cross section lead to variations of the me-
chanical, electrical, and optical properties in the mass
of the crystal. The impurity repartition in the crys-
tal is determined by the processes which take place
in the melt during the growth and by mass transfer.
Quantitative descriptions of these processes permit the
prediction of such repartition in the crystal, which is
a reason to build mathematical models in order to de-
scribe processes which take place during the growth.
Consequently, computer modeling of the crystal growth
processes has often been described as an art as well
as a science, to acknowledge the seemingly endless

difficulties that arise in the application of numerical
methods. Three core competencies are required for the
effective use of modeling in crystal growth. One is
a thorough grasp of the fundamentals of continuum
transport phenomena. The second is the building of an
appropriate mathematical model, and the third is a gen-
eral understanding of the numerical methods necessary
for solving the governing equations of transport phe-
nomena.

The philosophy behind building the mathematical
model is to provide a quantitative description of the
mechanism by balancing what is wanted with what can
be done. The quantitative description is made in terms
of a certain number of variables (called the model vari-
ables) such that the mathematical model is a set of
equations concerning these variables. The analysis of
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1380 Part F Modeling in Crystal Growth and Defects

a mathematical model leads to results or predictions
that can be tested against observations. It is important
to realize that all models are idealizations and hence are

limited in their applicability; experimental verification
of the predictions can establish the authenticity of the
model.

40.1 Model-Based Prediction of the Impurity Distribution –
Vertical BS System

The prototype vertical BS crystal growth system (dis-
cussed here) consists of a crystal and melt contained in
a cylindrical ampoule of radius R and length L pulled
slowly through a vertically aligned furnace with hot and
cold isothermal zones, as shown in Fig. 40.1.

The isothermal zones are separated by an adiabatic
region of length Lg, designed to promote a steep axial
temperature gradient and to maintain a flat solidification
interface. A purpose of different mathematical models
conceived to describe the processes which take place
in such a system is the prediction of the distribution
of detrimental and added impurities in the crystal be-
ing grown. The models discussed here describe one or
several of the following processes: rejection of impuri-
ties at the melt–crystal interface, molecular diffusion,
thermodiffusion, thermal convection, solutal convec-
tion, heat transfer between the furnace and ampoule
walls, decrease of the melt in the ampoule, and melt–
crystal interface morphology.

Furnace

Interface

Melt

O
Lh

Lg
L

Lc

r

z

Crystal

vS

h(r)Adiabatic zone

Cold zone Tc

Hot zone Th

Ampoule

Fig. 40.1 Prototype BS crystal growth system

40.1.1 Burton–Prim–Slichter Uniform-
Diffusion-Layer Model (UDLM)

For a large set of binary alloys, the rejection of impu-
rities at the melt–crystal interface causes an unequal
partitioning of the impurities between the melt and
crystal during solidification. This leads to the accumu-
lation of impurities in the melt and creates in the melt
a nonuniform concentration field. A model to describe
the above concentration field in the neighborhood of the
melt–crystal interface (at the melt side) and the transfer
of impurities in the crystal is the so-called uniform-
diffusion-layer model (UDLM). The concept of an axial
boundary layer evidently was introduced by Burton
et al. [40.1]. Others [40.2–6] have extended this concept
by introducing the notion of a uniform diffusion layer or
stagnant film, without any picture for the fluid motion in
the melt. Physically, the uniform diffusion layer is a thin
layer masking the growing crystal which separates the
crystal surface from the bulk melt [40.7].

According to UDLM, the isoconcentration lines of
impurities are parallel to the interface, and the con-
centration decreases exponentially into the melt in this
layer. The transport of impurities in the layer is mo-
lecular diffusion controlled, and the prediction is that,
after an initial transient, the crystal exhibits a uni-
form (axial and radial) impurity distribution [40.8].
The effective partition coefficient keff, the equilib-
rium partition coefficient k, and the dimensionless
diffusion-layer thickness δ = δ̃/L are related by Flem-
ing’s formula

keff = k

k + (1− k) exp
(

Pe Sc
Pr δ

) , (40.1)

where Pr is the Prandtl number, Pe is the Péclet
number, and Sc is the Schmidt number [40.7]. The pre-
dicted impurity concentration in the crystal is given
by

ccrys = keffc0 , (40.2)

where c0 represents the impurity concentration in the
bulk melt.
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Mass and Heat Transport in BS and EFG Systems 40.1 Model-Based Prediction of the Impurity Distribution – Vertical BS System 1381

This model is appropriate for the prediction of im-
purities in crystals grown from a quiescent melt. Thus,
a reduction in the magnitude of the buoyancy forces
when processing semiconductors, such as in a low-
gravity environment, has been pursued over the past
several decades. The effectiveness of space processing
for the growth of chemically uniform crystals is sup-
ported by experimental and theoretical studies [40.9,
10]. For example, the InSb crystal reported in [40.11]
exhibits axial distribution profiles that are characteristic
of diffusion-controlled mass transfer growth. In [40.7]
it is shown, based on modeling studies, that the low
gravity levels achieved in space are sufficient to inhibit
thermal convection in small-diameter Ge and Ga-Ge
melts. At the same time, it is pointed out that UDLM is
an oversimplified model for accurate prediction of the
impurity distribution in the crystal [40.12].

40.1.2 Chang–Brown Quasi-Steady-State
Model (QSSM)

An important process in a BS system is thermal con-
vection, the effect of which is essentially neglected
in UDLM. Thermal convection is driven by buoyancy
differences induced by axial and radial temperature gra-
dients, and it may be laminar, periodic or turbulent.
When the melt is below the crystal, the axial temper-
ature gradient places the hottest melt at the bottom of
the ampoule and generates convection. Kim et al. [40.3]
used gallium-doped germanium to identify the melt
length at which three forms of convection were present.
In [40.13–26], the melt was oriented above the crystal
in order to produce a stable axial density gradient. Be-
cause radial temperature gradients cause lateral density
variations [40.27], convection still exists in this config-
uration. Thermal convection in a BS system contributes
to the distribution of the impurities in the crystal.

The QSSM is a simplified model of the thermal
convection and of the heat and mass transport in a BS
system. The real process is replaced by a quasi-steady-
state process viewed from a stationary reference frame
and described in the cylindrical polar coordinate sys-
tem shown in Fig. 40.1. The translation of the ampoule
is replaced by supplying melt into the ampoule at z = 0
with velocity ṽz = vL and removing the crystal at the
other end of the ampoule at the rate vS = (ρS/ρL) vL,
where ρL represents the melt density and ρS the crystal
density. Changes in the length of the melt are neglected
in QSSM. The location of the melt–solid interface is
represented as z = h(r), 0 ≤ r ≤ Λ, Λ = R/L , and the
unit vectors normal n and tangent t everywhere to the

interface are

n = ez − hrer(
1+ h2

r

)1/2
, t = er + hrez(

1+ h2
r

)1/2
, (40.3)

where hr = dh/dr and the set (er, eθ , ez) are the unit
vectors of the cylindrical polar coordinate system. Ac-
cording to [40.7], the equations governing the melt flow
and heat and mass transport in the melt which define
QSSM, in axisymmetric and dimensionless form, are

(v∇) v = −∇ p+Pr∇2v+RaTPrθez , (40.4)

∇v = 0 , (40.5)

v∇θ = ∇2θ , (40.6)(
Sc

Pr

)
v∇c = ∇2c . (40.7)

Here, ∇ = er∂/∂r +ez∂/∂z represents the gradient oper-
ator in cylindrical coordinates; Pr is the Prandtl number;
RaT is the thermal Rayleigh number; Sc is the Schmidt
number; v is the dimensionless melt flow velocity; θ is
the dimensionless melt temperature; c is the impurity
concentration in the melt; and 0 ≤ z ≤ h(r), 0 ≤ r ≤ Λ,
Λ = R/L .

In the crystal, the velocity field v is uniform at
speed vS

v = vSez , h(r) ≤ z ≤ 1 , 0 ≤ r ≤ Λ . (40.8)

The heat transport in the crystal is described by

Pe ez∇θ = γ∇2θ , h(r) ≤ z ≤ 1 , 0 ≤ r ≤ Λ ,

(40.9)

where γ = αS/αL represents the ratio of thermal dif-
fusivities in crystal and melt, and Pe = vSL/αL is the
Péclet number for convective heat transfer. The concen-
tration of impurities in the crystal is given by

cS(r) = kc(r, h(r)) , 0 ≤ r ≤ Λ . (40.10)

Boundary conditions for the melt flow field v at the in-
terface ensure no slip tangential to the crystal and the
solidification of the melt at rate vS. The top surface
and sidewall of the ampoule are assumed to be no-slip
surfaces, i. e.,

vr = 0 , vz = ρS

ρL
Pe . (40.11)

This last condition dictates a jump in the velocity of the
ampoule wall when σ = ρS/ρL �= 1.

The axisymmetric boundary conditions for v and θ

at the axis of the cylinder are

vr = ∂vz

∂r
= ∂θ

∂r
= 0 , r = 0 , 0 ≤ z ≤ 1 . (40.12)
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The thermal boundary conditions incorporate the as-
sumption that the ampoule has negligible thermal mass,
the adiabatic region is a perfect insulator, and the am-
poule has the temperature of the surrounding furnace;
the ends of the ampoule are perfectly insulated. At the
melt–crystal interface, the temperature satisfies

θ (r, h(r)) = Tm − Tc

Th − Tc
,

0 ≤ r ≤ Λ , (40.13)

(n∇θ)L − K (n∇θ)S = St Pe nez ;
z = h(r) , 0 ≤ r ≤ Λ ,

(40.14)

where Tm is the melting temperature, K is the ratio of
the thermal conductivities between crystal and melt, and
St is the Stefan number. The boundary conditions for the
impurity concentrations are

∂c

∂z
=

(
Pe Sc

Pr

)
(c−1) ;

z = 0 , 0 ≤ r ≤ Λ , (40.15)

n∇c =
(

Pe Sc

Pr

)
(nez) (1− k) c ;

z = h(r) , 0 ≤ r ≤ Λ , (40.16)

∂c

∂r
= 0 ; 0 ≤ z ≤ 1 ,

r = 0 , r = Λ . (40.17)

These conditions express the following: a supply melt
inlet at the top of the BS system; the rejected impurities
at the melt–crystal interface; and the no-flux condition
which is valid at the center line and at the side wall of
the ampoule.

Using finite-element numerical methods for crys-
tals and melts with thermophysical properties similar
to gallium-doped germanium, the temperature field and
dopant field in the melt and in the crystal were com-
puted [40.7, 28] for several different RaT numbers in
QSSM. Results are presented for two Bridgman con-
figurations: vertically stabilized (melt on the top) and
vertically destabilized (melt on bottom). Steady axisym-
metric flows are classified according to RaT and are
nearly equal to the growth velocity. Three distinct types
of flow patterns were observed with changing RaT. At
low Rayleigh numbers, the streamlines were rectilinear
and only slightly distorted by buoyancy forces. Increas-
ing the Rayleigh number developed first a cellular flow,
and after that a weak secondary cell for stabilized con-
figuration. The flows in these two configurations are
in opposite directions. Calculations of the transport of

a dilute dopant by these flow fields reveal radial segre-
gation levels as large as 60% of the mean concentration.
Radial segregation is most severe at an intermediate
value of the Rayleigh number, above which the dopant
distribution along the interface levels increases. The
complexity of the concentration field coupled with cal-
culations of the effective segregation coefficient show
the coarseness of the usual diffusion-layer approxima-
tion for describing the dopant distribution adjacent to
the crystal.

The results reveal that UDLM is a gross oversim-
plification of the interactions between the complicated
flow patterns and the concentration field of impurities.
The diffusion-layer thickness δ considered in UDLM
in the best case is an empirical fit to the effective
segregation coefficient. Although the radially averaged
diffusion-layer thickness computed in QSSM is of the
same order of magnitude as those considered in UDLM,
the actual concentration gradient adjacent to the crystal
is far from being radially uniform. In the computations
made in QSSM, the ratio of thermal conductivities K
between the melt and the crystal and the length of the
gradient zone Lg have emerged as important parameters
for determining the interface shape and radial segre-
gation. According to [40.7], the value of K sets the
shape of the interface and determines the qualitative
behavior of the radial segregation with increased con-
vection, and Lg sets the degree of interaction between
the cellular flow and the concentration gradient adja-
cent to the interface. For long enough gradient zones
and moderate convection, the flow causes lower radial
segregation. A critical issue not addressed in this chap-
ter is the transition from the steady-state flow patterns
predicted here to time-periodic flows observed in some
experiments. Mathematically, these transitions occur as
Hopf bifurcations from the steady flows and have been
predicted theoretically by computer-aided bifurcation
analysis for low-Prandtl-number melts in the horizon-
tal boat geometry as studied experimentally by Hurle
et al. [40.29]. Simulation of the crystal growth in the
time-periodic regime requires a time-dependent solu-
tion of the Boussinesq equations.

The qualitative understanding of melt flow and
impurities segregation offered by QSSM serves as
a starting point for more refined and accurate calcu-
lations aimed at comparison with experimental data.
These would require the inclusion in the model of the
thermal interactions between the ampoule and the fur-
nace, the solutal convection, the decrease of the melt in
the ampoule, the thermal diffusion (Soret effect), and
the effect of the precrystallization zone.
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40.1.3 Adornato–Brown
Pseudo-Steady-State Model (PSSM)

Thermosolutal convection which can occur in a BS sys-
tem is driven by buoyancy differences induced by axial
and radial temperature gradients and by concentration-
dependent density differences. Convection driven by
such density differences is initiated in the layer adja-
cent to the melt–crystal interface and is caused by the
accumulation of impurities in this region. In nondilute
alloy systems, the interaction of the solutal and thermal
driving forces is so closely coupled through convention
of the solute field that only a full numerical simulation
can give a quantitative description of the flow [40.12].
PSSM is a simplified model of the real thermosolutal
convection and of the heat and mass transport in a BS
system which takes into account the heat transfer be-
tween the furnace and the ampoule. In PSSM, like in
QSSM, the translation of the ampoule is replaced by
supplying melt at the top of the ampoule with uniform
velocity and composition, and removing crystal from
the bottom of the ampoule at a certain growth rate.
Transients in velocity, pressure, temperature, and con-
centration caused by the steady decrease of the length
of the melt in the real ampoule, and the displacement of
the ampoule in the furnace, are neglected in PSSM.

The equations (in axisymmetric and dimensionless
form) governing the melt flow, and heat and mass
transport in the melt, defining PSSM [40.12] are the
following

(v∇) v = −∇ p+Pr∇2v

+Pr (RaTθ −RaSc) ez , (40.18)

∇v = 0 , (40.19)

v∇θ = ∇2θ , (40.20)(
Sc

Pr

)
v∇c = ∇2c , (40.21)

where ∇, Pr, RaT, Sc, v, θ, and c have the same mean-
ings as in (40.4–40.7), and RaS represents the solutal
Rayleigh number (0 ≤ z ≤ h(r), 0 ≤ r ≤ Λ). The veloc-
ity field v in the crystal is uniform at speed vS

v = vSez ; h(r) ≤ z ≤ 1 , 0 ≤ r ≤ Λ . (40.22)

The heat transport equations in the ampoule and in the
crystal are

Peaez∇θ = γa∇2θ ; h(r) ≤ z ≤ 1 , 0 ≤ r ≤ Λ

(40.23)

Pecez∇θ = γc∇2θ ; h(r) ≤ z ≤ 1 , 0 ≤ r ≤ Λ ,

(40.24)

where γa = αa/αL and γc = αc/αL are the ratios be-
tween the thermal diffusivities of each phase and the
melt. The Péclet number Pe is the dimensionless tran-
sition rate of the ampoule scaled by the characteristic
velocity for thermal diffusion. The shape of the melt–
crystal interface is set by the shape of liquids curve
θL (c) from the binary phase diagram as

θ(r, h(r)) = θL(c) = θ0
L +m

(
c+1− 1

k

)
,

0 ≤ r ≤ Λ , (40.25)

where the curve is approximated by a straight line with
dimensionless slope m, and θ0

L is the melting temper-
ature of the alloy with concentration c0. It is assumed
that m and the partition coefficient k are independent of
concentration.

The interfacial temperature and impurities field are
related to the corresponding values in the bulk melt by
the balances

(n∇θ)L − K (n∇θ)S = St Pe nez ,

0 ≤ r ≤ Λ (40.26)

n∇c = Pe Sc

Pr
(nez) (1− k) c ;

z = h(r) , 0 ≤ r ≤ Λ . (40.27)

The boundary conditions for the melt flow field are the
same as those presented for QSSM. The thermal bound-
ary conditions along the ampoule wall are specified
according to the heat transfer condition

∂θ

∂r

∣∣∣∣
a
= Bi(z) · (θ − θ∞(z)) , (40.28)

where Bi(z) = ha · L/ka is a dimensionless heat trans-
fer coefficient defined to include radiative, conductive,
and convective transport between the furnace and the
ampoule, and θ∞(z) is the furnace temperature distribu-
tion. Perfect thermal contact at the melt–ampoule and
crystal–ampoule interfaces are assumed, so that the con-
ductive fluxes at the boundaries are equal

∂θ

∂r

∣∣∣∣
L

= Ka
∂θ

∂r

∣∣∣∣
a

, Kc
∂θ

∂r

∣∣∣∣
c
= Ka

∂θ

∂r

∣∣∣∣
a

;
r = Λ . (40.29)

The top and bottom of the ampoule are assumed to be at
the temperature of the hot and cold zones. The specifi-
cation of the concentration field of impurities in the melt
is completed by setting the diffusive flux of impurities
through the inlet to be equal to Pec, and zero through
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the ampoule wall. The concentration of the impurities
in the crystal is given by

cS(r) = kc(r, h(r)) , 0 ≤ r ≤ Λ . (40.30)

The axis of the ampoule is taken as a line of symmetry
for all field variables.

Using finite-element numerical methods, compu-
tations in PSSM were performed for a binary alloy
coupling heat transfer in the melt, crystal, and am-
poule [40.12] with convection in the melt and seg-
regation in the growing crystal, taking into account
convection driven by both temperature and concentra-
tion gradients. Calculations presented for growth of
gallium-doped germanium in ampoules of boron ni-
tride, quartz, and graphite, along with a quartz/graphite
composite ampoule, show the effects of ampoule con-
ductivity on the flow structure and intensity. The
thermal conductivity of the ampoule material and the
thickness of the ampoule wall can be used as param-
eters to change the structure of the flow, as well as
to modulate the flow intensity. The computations show
that flow pattern and concentration fields have rich
structures, depending on the furnace, either that con-
structed at Massachusetts Institute of Technology (MIT)
by Wang and Witt (based on heat pipes for forming
isothermal hot and cold regions separated by a nearly
adiabatic zone; Fig. 40.1) or at Grenoble by Rouzaud
and Favier (using a tapered heating element to estab-
lish a nearly linear temperature profile over the length
of the ampoule). The vertical BS system used at MIT
has a two-cell structure: one cell driven by the radial
gradients at the junction of the adiabatic and hot zones
of the furnace, and the other adjacent to the interface
caused by the differences in the thermal conductivities
of the melt, crystal, and ampoule. The constant-gradient
furnace designed at Grenoble has only a single cell near
the interface.

Impurities are transported mostly by diffusion be-
tween adjacent cells because the convective motion is
laminar. The radial segregation is set primarily by the
flow adjacent to the interface when this cell is long
enough to completely contain the solute gradient for
diffusion-controlled growth. The upper cell in the MIT
furnace plays a small role in determining the solute dis-
tribution along the interface. Axial segregation depends
on the intensity of the convective mixing through the
ampoule, so that the cellular structure of the flow pattern
is important. In the heat pipe system, solute transport
between flow cells limits the effectiveness of this mix-
ing and leads higher solute concentrations in the cell

next to the interface. The degree of axial segregation is
set mainly by this cell.

The dependence of the degree of radial segregation
on RaT studied in both the MIT and Grenoble systems is
characterized by the following: (i) segregation is lowest
for either diffusion-controlled growth (small RaT) or for
when the intense laminar mixing is present (large RaT);
(ii) segregation reaches a maximum for intermediate
values of low intensity; (iii) the ampoule material, fur-
nace design, and stabilizing solute all affect the values
of segregation. This result is crucial for understanding
the effects on solute segregation of microgravity solidi-
fication and of applied magnetic fields, and answers two
questions which were not clarified before: (i) the way
in which the reduced convection level affects the solute
segregation, and (ii) the dependence of the segregation
level on the ampoule size for the same RaT. In both sit-
uations the body forces acting on the melt are altered
in an attempt to damp convection. Both approaches
are clearly effective at eliminating time-periodic and
chaotic convection present in large-size systems. If the
reduced gravitational field has constant magnitude and
is aligned with the crystal axis, then it is modeled ex-
actly by reducing the thermal Rayleigh number. Thus,
in [40.12], it is shown that the decrease in gravitational
level needed to reach diffusion-controlled growth in-
creases with a value which depend on the cube of the
ampoule radius. This proves that the segregation effect
is more severe for larger ampoules.

The prediction of the melt–crystal interface shape,
radial impurity distribution, and effective segregation
coefficient for the growth of dilute gallium-doped ger-
manium obtained in [40.12] agrees reasonably well with
the measurements by Wang [40.30].

40.1.4 Nonstationary Model (NSM)

NSM is a model of the unsteady thermoconvection, heat
and impurity transport in a BS system which takes into
account the decrease of the melt in the ampoule. The
equations that govern such phenomena can be expressed
in a mobile reference frame (Fig. 40.1) in axisymmetric
and dimensionless form as [40.31]

∂v

∂t
+ (v∇)v=−∇ p+Pr∇2v+Pr RaTθez , (40.31)

∇v=0 , (40.32)

∂θ

∂t
+v∇θ=∇2θ , (40.33)

∂c

∂t
+v∇c= Pr

Sc
∇2c . (40.34)
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The meanings of the symbols which appear in the
above equations correspond to those in (40.18–40.21).
These equations are time dependent since the domain
Ωt occupied by the melt is time dependent. The bound-
ary ∂Ωt of Ωt is decomposed as ∂Ωt = (∂Ωt)top ∪
(∂Ωt)w ∪ (∂Ωt)i, where (∂Ωt)top and (∂Ωt)w are the melt
boundaries limited by the top and side walls of the am-
poule, respectively, and (∂Ωt)i is the melt boundary
limited by the bottom of the ampoule for t satisfying
0 ≤ t ≤ Lg/(2vpL) and by the melt–crystal interface for
t satisfying Lg/(2vpL) ≤ t ≤ (1+ Lg/(2L))/vp, where
vp is the ampoule translation rate of the ampoule.

The boundary conditions for v, θ, and c are

v = 0 on ∂Ωt , (40.35)

∂θ

∂z
= 0 on (∂Ωt)top ;

θ = θf on (∂Ωt)w ;
θ = θi on (∂Ωt)i , (40.36)

∂c

∂z
= 0 on (∂Ωt)top ;

∂c

∂r
= 0 on (∂Ωt)w ;

∂c

∂z
= Φi on (∂Ωt)i . (40.37)

Here, θf is the temperature of the surrounding fur-
nace, θi is the temperature of the bottom of the
ampoule for t satisfying 0 ≤ t ≤ Lg/(2vp L), and tem-
perature at the melt–crystal interface for t satisfying
Lg/(2vp L) ≤ t ≤ (1+ Lg/(2L))/vp, Φi = 0 for t satis-
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Fig. 40.2a,b Computed Ga concentration in the crystal versus ξ and r

fying 0 ≤ t ≤ Lg/(2vpL); and Φi = (Pe Sc)/(Pr)(1− k)c
for t satisfying Lg/(2vpL) ≤ t ≤ (1+ Lg/(2L))/vp. The
initial conditions for the equations (40.31–40.34) are

v(0, r, z) = 0 ;
θ(0, r, z) = 1 ;
c(0, r, z) = 1 . (40.38)

The impurity distribution in the crystal is given by

cS(ξ, r) = kc (t, r, h(r))

= kc

(
1

vp

(
ξ + Lg

2L

)
, r, h(r)

)
, (40.39)

where ξ represents the solidified fraction

ξ = vpt − Lg

2L

for
Lg

2vpL
≤ t ≤

(
1+ Lg

2L

)
/vp . (40.40)

Computations in NSM were made by the finite-element
method using the software Cosmos/M [40.31] in a low-
gravity environment (RaT = 103) for gallium-doped
germanium. The results reveal that, during the growth
process, |v|max = |vz|max is localized at r = 0 at the dis-
tance 1.25Lg/L from the top of the crystal, and vr|max is
localized at r = 0.125 at the distance Lg/(2L) from the
top of the crystal. In the first part of the growth process,
|v|max = |vz|max increases from 0.1772 to 0.1817 and
|vr|max increases from 0.0598 to 0.0621. In the second
part, |v|max = vz|max decreases from 0.1817 to 0.0193
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and |vr|max decreases from 0.0621 to 0.0043. During the
growth, at all points of the melt, the impurity concentra-
tion c increases but not uniformly. On the axis, parallel
to the ampoule axis, c increases from the top towards
the interface. In a transversal section of the ampoule, c
increases from the axis towards the side wall. The im-
purity concentration on the axis of the crystal increases
from kc0 to c0 in the solidified fraction ξ ∈ (0; 0.6099),
and the percent axial segregation defined by the
formula Δcax = |cc(0, 0) − cc(0.6099, 0)| × 100/k is
Δcax = 854.5 (Fig. 40.2a). The percent radial segrega-
tion, defined as Δcrad = |cc(ξ, 0) − cc(ξ, Λ)| × 100/k
for ξ = 0.6099, is Δcrad = 134 (Fig. 40.2b).

Due to the decrease of the melt in the ampoule, the
percent axial segregation in the crystal increases with
the solidified fraction ξ . The percent radial segregation
in the crystal increases for the first three-quarters and
decreases thereafter. Finally, it has been shown [40.32]
that, if the initial impurity distribution in the melt is not
uniform like in [40.31], and if it is given by

c0(r, z) = 1

α(a)

{
1+ 1− k

k

Λ− r

Λ

× exp

[
−vpSc

Pr
(1− z)

]
− a · r

Λ

}
, (40.41)

then the computed impurities distribution in the crystal
(in the NSM) on the solidified fraction ξ ∈ (0; 0.7) is
a constant equal to the prescribed concentration cc = 1.

40.1.5 Modified Quasi-Steady-State
Model (MQSSM) and Modified
Nonstationary Model (MNSM)

In order to evaluate the effect of the precrystalliza-
tion zone on the impurity distribution in the crystal,
two different models – MQSSM and MNSM – have
been reported in the literature [40.28, 33–35]. In such
models, it is assumed that the melt→solid phase transi-
tion does not take place on a flat mathematical surface
like in UDLM, QSSM, PSSM, and NSM, but rather
in a thin region of width 10−9 m masking the crystal,
where both phases coexists and there are periodically
distributed solid inclusions (clusters) of size 10−10 m.
This periodic microstructure is created by the crystal
which, like a matrix, governs the arrangement of its own
atoms from the melt into a specific crystalline lattice
and creates periodically distributed clusters (solid in-
clusions). These clusters do not affect the melt flow but
can influence the diffusion of impurities and the heat
conductivity. In the isotropic case, for the impurities
and heat transport, new diffusion and heat conductivity

coefficients appear, and in the anisotropic case, new dif-
fusion and heat conductivity tensors appear. These new
coefficients and tensors depend on the spatial coordi-
nates, on the geometry of clusters, and on the volumetric
concentration of the clusters.

In MQSSM presented in [40.28], it is assumed that
in the precrystallization zone the new diffusion coef-
ficient decreases with respect to the spatial coordinate
z (Fig. 40.1). According to [40.36, 37], the clusters do
not influence the flow near the interface (i. e., the com-
puted flow fields are identical to those obtained in
QSSM model), but have a very small influence (of or-
der 10−4) on the heat transport. For example, changing
the Schmidt number in the impurity transport equation
from QSSM, the effect of the precrystallization zone on
the axial and radial impurity distribution in the neigh-
borhood of the melt–crystal interface was computed for
different volumetric concentration of the clusters (solid
inclusions). Computations performed with this model
show that the influence of the precrystallization zone on
the repartition of impurities is relevant. The concentra-
tion of impurities in the precrystallization zone reaches
values which can be as high as ten times those obtained
with QSSM. Consequently, the axial impurity distribu-
tion is nonuniform. In MNSM presented in [40.34], it is
assumed that the microstructure existing in the precrys-
tallization zone does not influence the flow and the heat
transport, but that the transport of impurities is governed
by the equation

Π
∂c

∂t
+v∇c = Pr

Sc
(I +Φ)∇2c , (40.42)

where Π is porosity, I is the identity tensor, and Φ is
a tensor defined by

Φkl = −ϕ

⎛
⎝δkl − 1

|V |
∫
∂V

γknl dS

⎞
⎠ . (40.43)

In (40.43), ϕ represents the volumetric concentration
of the clusters, |V | represents the volume of a clus-
ter, γk is the solution of the boundary-value problem,
δkl is the Kronecker symbol, and dS represents the el-
ementary surface [40.36]. In particular, if the clusters
are spheres, the new diffusion tensor D(I +Φ) is diag-
onal, and the new diffusion coefficients are given by the
Maxwell–Jeffries formula [40.38]

D11

D
= D22

D
= D33

D
= 1−

(
3
2

)
ϕ . (40.44)

in these conditions, (40.42) becomes

Π
∂c

∂t
+v∇c = Pr

Sc

(
1− 3

2ϕ
)

∇2c . (40.45)
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Therefore, the dispersion of impurities in the precrystal-
lization zone is governed by (40.45), and by (40.34) in
the rest of the melt.

Numerical computations of the impurities concen-
tration have been made for the melt and crystal with
thermophysical properties similar to gallium-doped
germanium [40.34]: RaT = 103; ϕ = 0.00985, 0.0317,
0.0491, 0.055; Sc = 10; k = 0.1; and replacing the
true unsteady process by the quasi-steady-state process.
Computations show that the impurity concentration in
the crystal is larger than that obtained with QSSM. The
axial impurity distribution is uniform, and the radial
segregation of the impurities in the crystal, computed
with MQSSM, is less than that computed with QSSM.

In [40.33], it was shown rigorously (from a math-
ematical point of view) that the assumption of the
existence of a periodic structure in the precrystalliza-
tion zone permits us to deduce MNSM starting from
NSM in the framework of continuum mechanics. The
obtained MNSM includes the effect of the precrys-
tallization zone. This effect gives a decrease of the
molecular diffusivity D of the impurities from D to
Deff = 0.917D, and a increase of the heat conductiv-
ity K to Keff = 1.1K in the precrystallization zone.
Numerical computations made with MNSM using the
quasi-steady-state approximation [40.33, 35] show that,
due to the decrease of the molecular diffusivity D, the
impurity concentration in the crystal is five times larger
than that computed with QSSM. Computations made
in [40.31] using MNSM and those presented for a low-
gravity environment (RaT = 103) in [40.33] show that
the impurity concentration on the axis and on the walls
of the crystal increases faster than that computed with
NSM. The ratio of the impurity concentrations com-
puted with MNSM and NSM at ξ = 0.5 (on the axis and
on the walls of the crystal) is 1.45. According to [40.39],
this result is in agreement with the measurements of the
samples grown on the Mir space station.

Finally, in [40.40] it is shown that, if the initial
impurities distribution in the melt is not uniform like
in [40.31], and it is given by the formula

c0(r, z) = 1

α(a)

{
1+ 1− k

k

Λ− r

Λ

× exp

[
−vpSc

Pr
(1− z)

]
− ar

Λ

}
, (40.46)

then the computed impurity distribution in the crystal
(in the framework MNSM) on the solidified fraction
ξ ∈ (0; 0.7) is a constant equal to the prescribed con-
centration cc = 1.

40.1.6 Larson–Zhang–Zheng
Thermal-Diffusion Model (TDM)

Doped crystal grown in space in a BS system re-
ported in [40.41, 42] exhibits significant axial compo-
sitional nonuniformities. Due to the fact that in these
cases the thermosolutal convection can be neglected,
the thermodiffusion of impurities is responsible for
these nonuniformities. A one-dimensional mathemati-
cal model [40.43] has been developed to explain the
impurity distribution in the sample presented in [40.41].
According to [40.43], for ampoules with small-diameter
cross section and for a small impurity concentration,
in a strictly zero-gravity environment, the mathemati-
cal model of the heat and impurities dispersion in the
melt in a BS system is defined by the following di-
mensionless equations, boundary conditions, and initial
conditions as written in a reference frame with the ori-
gin fixed at the interface

∂θ

∂t
= vp

∂θ

∂z
+ 1

Pr

∂2θ

∂z2
− 2

Pr

Ka

K

L

δ

L

R
(θ − θf) ,

for 0 < t <
1

vp
and 0 < z < 1−vpt , (40.47)

∂c

∂t
= vp

∂c

∂z
+ 1

Sc

∂2c

∂z2 + 1

Sc

∂

∂z

(
σΔTc

∂θ

∂z

)
,

for 0 < t <
1

vp
and 0 < z < 1−vpt , (40.48)

θ(t, z) = 0 for 0 < t <
1

vp
and z = 0 ,

(40.49)

∂θ

∂z
= 0 for 0 < t <

1

vp
and z = 1−vpt ,

(40.50)

∂c

∂z
+vpSc (1− k) c+σcΔT

∂θ

∂z
= 0 ,

for 0 < t <
1

vp
and z = 0 , (40.51)

∂c

∂z
= 0 for 0 < t <

1

vp
and z = 1−vpt ,

(40.52)

θ(0, z) =

⎧⎪⎨
⎪⎩

1 for
Lg

2L
≤ z ≤ 1

2L

Lg
z for 0 ≤ z ≤ Lg

2L

, (40.53)

c(0, z) = c0(z) . (40.54)
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Fig. 40.3a,b Computed Ga concentration in the crystal versus ξ: (a) for the nonuniform case and (b) for the modified
initial dopant repartition (after [40.44])

Equation (40.47) represents the dimensionless heat
transport equation in the melt, which takes into ac-
count the heat dispersion due to the growth rate vp,
the thermal diffusivity in the melt λL = νL/Pr, and
the heat loss to the environment from the sample sur-
face. Equation (40.48) represents the dimensionless
impurities transport equation in the melt which takes
into account the impurity dispersion due to the growth
rate vp, the molecular diffusion D = ν/Sc, and the
thermal diffusion σ (Soret effect). The boundary con-
dition (40.49) expresses the melt–crystal interface as
fixed at z = 0 and the dimensionless temperature at
the interface equal to zero. In general, the shape of
the melt–crystal interface is set by the conditions for
the equilibrium melting temperature and the balance
of conductive heat fluxes across the interface with
the latent heat released there; for strictly zero gravity
(RaT = 0) [40.7], computations show that the interface
is flat and fixed. The boundary condition (40.50) rep-
resents the no-flux condition for the heat at the top of
the ampoule, and the boundary condition (40.51) gives
the dopant concentration near the melt–crystal inter-
face on the melt side. The boundary condition (40.52)
is for no flux of the impurities on the top of the am-
poule. The initial condition (40.53) is the temperature
distribution in the melt at the time when solidifica-
tion begins, and the initial condition (40.54) represents
the impurity repartition in the melt when solidification
begins.

The solidified fraction ξ at time t is given by

ξ = vpt , (40.55)

and the impurity concentration in the crystal is given by

cc(ξ) = kc

(
ξ

vp
, 0

)
for 0 ≤ ξ ≤ 1 . (40.56)

Numerical results obtained with TDM using a second-
order central difference scheme [40.43] are in agree-
ment with the experimental results reported in [40.41].
The same numerical method with TDM gives numeri-
cal results which are qualitatively in agreement with the
results reported in [40.42], as shown in [40.45]. More-
over, in [40.45] it is shown that, if the initial impurity
distribution in the melt is not uniform (Fig. 40.3a) like
in [40.42], but if it is given by the formula

c0(x) = vpScLg

vpScLg +σΔT2L

{
1+a1x +a2x2

+
(

1− k

k
+ σΔT2L

kvpScLg

)

× exp

[
−

(
vpSc+ σΔT2L

Lg

)
z

]}
, (40.57)

then the computed impurity concentration in the crystal
on the solidified fraction ξ ∈ (0; 0.7) is a constant equal
to the prescribed concentration cc = 1 (Fig. 40.3b).
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40.2 Model-Based Prediction of the Impurity Distribution – EFG System

The prototype EFG system used in this work is pre-
sented in Fig. 40.4.

The central component of the system is a die which
controls the heat and mass transfer from the crucible to
the meniscus, i. e., the liquid bridge retained between
the die and the crystal. Processes that take place in the
melt (more precisely, in the meniscus melt) near the
melt–crystal interface determine the impurity distribu-
tion in the crystal. During the past three decades, several
mathematical models have been reported for predict-
ing the impurity distribution in a crystal grown in such
a system. Some of these models and the predictions
obtained are presented below.

40.2.1 The Uniform-Diffusion-Layer Model
(UDLM)

The UDLM presented for a BS system was extended for
an EFG system considering that the effective partition
coefficient keff is given by Fleming’s formula [40.46].
If it is assumed that the uniform diffusion layer thick-
ness is equal to the total height of the meniscus and the
die has a long capillary channel, then the effective parti-
tion coefficient keff is equal to unity [40.47–53] for any
impurity. Hence, according to UDLM, the impurity dis-
tribution in the crystal is uniform (i. e., no variations of
the impurity concentration along the crystal length and
cross section), and the value of the impurity concentra-
tion in the crystal is given by

c = keffc∞ = c∞ . (40.58)

This prediction implies that the growth process in
an EFG system has a low tolerance for rejected
melt impurities, which definitively shows that UDLM
is an oversimplified model. Impurities are generally
trapped in the boundary layer within the meniscus melt.
Interface-region convection in EFG can be manipulated
through design of die capillaries to redistribute segre-
gated impurities [40.50–53]

40.2.2 Tatarchenko Steady-State Model
(TSSM)

TSSM is a model of impurity transport in the menis-
cus, which relates the values of keff to the parameters of
capillary shaping and feeding, is presented in a book by
Tatarchenko [40.46]. The stationary process is consid-
ered, and it is assumed that the meniscus and capillary
melt have not been stirred, where the conditions of com-

plete stirring are maintained in the crucible. Impurity
transport in the meniscus is described by the equation

D

(
d2c

dr2 + 1

r

dc

dr

)
= −v

dc

dr
(40.59)

with the following boundary condition at the melt–
crystal interface

−D
dc

dr

∣∣∣∣
r=r0

= v0 (1− k) c(r0) . (40.60)

Here, c represents the impurity concentration in the
melt, D is the diffusion coefficient, k is the partition
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coefficient at equilibrium, and the other notations are
given in Fig. 40.5.

The melt flow rate in the meniscus is given by

v(r) = v0r0

r
. (40.61)

Impurity transport in the capillary channel is described
by the equation

D
d2c

dz2 = −vc
dc

dz
(40.62)

with the following boundary condition

c → c∞ if z → ∞ . (40.63)

Employment of these equations and boundary con-
ditions gives the following expression describing the
impurity concentration distribution in the meniscus

c(r) = (1− keff) c (r0)
(r0

r

)e

+
c∞ − (1− k)

(
r0
rΦ

)e
(cos ϕ−1) c (r0)

1+
[(

v0θr0
vcϕrΦ

−1
)]

cos ϕ
,

(40.64)

where

cos ϕ =
(

1− r2
c

4r2
Φ

)1/2

and

e = v0 R

D sin θ
, ϕ ∈ [0, Φ] . (40.65)

Taking into account the equalities k = cS/c(r0), keff =
cS/c∞, from (40.64) for r = r0 it follows that

k−1
eff = 1+

(
v0θr0

vcϕrΦ

−1

)
cos ϕ

+ (1− k)(1− cos ϕ) (r0/rΦ)e

k
. (40.66)

Using the relations

2v0 R = vcrc ,
r0

rΦ

= 2Rtϕ ,

r0 = R

sin θ
, (40.67)

(40.66) becomes

k−1
eff = 1+

(
v0rc

ϕtϕ −1

)
cos ϕ

+ (1− k)(1− cos ϕ)
(
2R/tϕ

)v0 R/D sin θ

k
.

(40.68)

Equation (40.68) relates the value of the effective coef-
ficient of partition keff with the process parameters: v0,
2R, tΦ, rc, θ, D, and k.

When the capillary channel radius its maximum
value, rc = tΦ, (40.68) becomes

keff = k

k + (1− k)(1− cos ϕ)
(

2R
tΦ

) v0 R
D sin θ

. (40.69)

According to TSSM, the impurity distribution in the
crystal is uniform (i. e., no variations of the impurity
concentration along the crystal length and cross sec-
tion), and the value of the impurity concentration in the
crystal is given by

cc = keffc∞ , (40.70)

where keff is given by (40.68).
In order to verify the above prediction for Al

impurities in Si (k = 0.002, D = 5.3 × 10−4 cm2/s,
2R = 0.03 cm, tΦ = 0.06 cm), the effective partition co-
efficient keff was computed. It was found that keff 	 1,
where keff increases as both the growth rate and the
melt flow in the capillary channel increase [40.46].
Mass-spectrographic analysis of the impurity content
in tapes grown from refined metallurgical silicon con-
firms that keff 	 1. The sulfur distribution along the
axis of a silicon tape obtained by laser emission anal-
ysis shows also that keff 	 1, in agreement with the
value of keff given by (40.68). According to [40.46],
in order to verify the TSSM-based prediction, a series
of 0.01 mass indium-doped silicon tapes was grown,
where the predicted values of keff are in agreement with
those obtained experimentally. The values of keff given
by Fleming’s formula are several orders of magnitude
greater than the experimental values. For the variation
of the impurity concentration observed experimentally
along the crystal cross section in [40.46], the follow-
ing explanation was given: For the case of a horizontal
melt flow in the meniscus from the die edge towards
the center, impurities with keff < 1 are driven off by the
growing crystal and accumulate in the central part of
the meniscus. Impurities may be moved away in order
to improve the quality of the crystal. For this aim, the
rejected impurities were studied using an axisymmet-
ric or displaced die shape in an EFG system with melt
replenishment [40.54, 55].

40.2.3 Melt Replenishment Model (MRM)

Recently, the influence of the die geometry and var-
ious growth conditions on the fluid flow and on the
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solute distribution has been studied in an EFG system
with melt replenishment (MR) using numerical simula-
tion [40.56]. The nonuniform distribution of the voids
(trapped gas bubbles) along the cross section of the sap-
phire rod was analyzed, assuming that the voids are
impurities which are present in the melt and that their
transport in the capillary channel and in the meniscus is
governed by the stationary convection–diffusion equa-
tion. It was also assumed that the mechanism of transfer
of the voids from the melt into the crystal is similar
to the transfer of impurities. Two types of die designs
were investigated: one with a central capillary channel
(CCC) and another with an annular capillary chan-
nel (ACC). The fluid flow is characterized by a small
Reynolds number (due to the small value of the fluid
velocity and of the pulling rate) and consequently the
fluid flow is laminar. Computations prove that, for both
die geometries, the flow field near the meniscus free
surface exhibits the same aspect, with only the veloc-
ity field values being different: for the ACC die, all
the velocity values are higher than for the CCC die.
For small Marangoni numbers (Ma), no loop or cell
structure appears in the melt flow. As the Ma num-
ber increases, the loop position slightly migrates toward
the crystallization interface. The isoconcentration field
and solute concentration near the solidification inter-
face are different for the two studied shaper designs.
The solute fields for the CCC and ACC dies differ
in aspect and concentration values: the concentration
field for CCC die shows a single maximum close to
the free meniscus surface; for the ACC die, a strong
maximum that is two times higher appears near the sym-
metry axis. Moreover, the radial segregation is higher
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Fig. 40.6a,b EFG diagram in the
case of MRM

for the ACC die than for the CCC die and increases
if the Ma number increases. These numerical results
with good agreement with the experiments show that
the gas contained in the melt acts as a solute rejected
at the interface and nucleates into bubbles at the more
concentrated locations. The experimental fact that the
outer bubbles are situated at a distance from the external
surface of the order of the meniscus height demon-
strates that Marangoni convection exists in a shaped
sapphire meniscus. Finally, in order to reduce the con-
centration of voids, a CCC die is recommended as well
as growth with low meniscus height and low pulling
rate.

For optimization and control of the growth pro-
cess, in order to concentrate the voids close to the
crystal surface which can be removed by polishing,
the dependences of the fluid flow and impurity distri-
bution on some process parameters (e.g., the pulling
rate, radius of the capillary channel, natural convec-
tion, Marangoni convection, and vertical temperature
gradient) have been studied [40.44, 57–60]. First, the
dependences of the melt flow and impurity distribution
on the pulling rate and on the capillary channel radius
were studied; the temperature variations and their con-
sequences were completely neglected (no Marangoni
convection) [40.57].

The equations which define the model are the
incompressible Navier–Stokes equations and the con-
servative convection–diffusion equation

ρl
∂u
∂t

−η∇2u+ρl(u∇)u+∇ p = F , (40.71)

∇u = 0 , (40.72)
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∂c

∂t
+∇(−D∇c+ cu) = 0 , (40.73)

written in a cylindrical polar coordinate system as
shown in Fig. 40.4. In the above equations, u = (ur, uz)
is the velocity vector, c is the impurity concentration; F
is the volume force field due to gravity, which for zero
gravity is F = 0 and for terrestrial conditions is F = ρlg
when: ρl is the melt density; g is the gravitational accel-
eration; p is the pressure; η is the dynamical viscosity;
t is time; and D is the impurity diffusion. Axisymmetric
solutions are sought in a two-dimensional domain with
boundaries Ω1 −Ω10, as shown in Fig. 40.6.

On the boundaries Ω1 −Ω10, the following condi-
tions are considered:

1. For the incompressible Navier–Stokes equations:

• Axial symmetry on Ω1

ur = 0 . (40.74)

• Given inflow velocity on Ω4

u = −ρS

ρl

R2

R2
c − R2

0

vk , (40.75)

where k represents the unit vector of the Oz-axis;
this condition expresses continuous melt replen-
ishment, i. e., the melt level in the crucible is
maintained constant.• Slip condition on Ω9

un = 0 , (40.76)

where n is the unit normal vector of Ω9.• Given outflow velocity on Ω10

u = vk . (40.77)

• Nonslip condition on Ω2UΩ3UΩ5UΩ6UΩ7UΩ8

u = 0 . (40.78)

2. For the conservative convection–diffusion equation

• Axial symmetry on Ω1

∂c

∂r
= 0 . (40.79)

• Impurity flux rejected into the melt on Ω10

∂c

∂n
= − v

D
(1− K0) c . (40.80)

• No impurity flux, i. e., insulation on
Ω2UΩ3UΩ5 UΩ6UΩ7UΩ8UΩ9

∂c

∂n
= n∇c = 0 . (40.81)

• Given concentration on Ω4

c = C0 . (40.82)

The system (40.71–40.73) has a unique stationary
solution, i. e., ∂u/∂t = 0 and ∂c/∂t = 0, which satis-
fies the above boundary conditions. This describes the
steady-state process.

In order to identify a nonstationary solution of
the system (40.71–40.73) which describes a transient
process, beside the above boundary conditions, it is nec-
essary to specify an initial melt flow velocity

ur(t0) = 0 , uz(t0) = 0 , (40.83)

and the initial impurity distribution

c(t0) = C0 . (40.84)

The significance of these quantities and their values for
the considered EFG system are given in Table 40.1 for
Al-doped Si.

According to MRM, the value of the impurity con-
centration in the crystal is given by

cc = kcinterface . (40.85)

Using the right-hand side of (40.85) and the stationary
solution of the boundary-value problem (40.71–40.82),

Table 40.1 Nomenclature

Nomenclature Value

c Impurity concentration (mol/m3)

C0 Initial alloy concentration (mol/m3)

D Impurity diffusion (m2/s) 5.3 × 10−8

Dl Die length (m) 0.04

g Gravitational acceleration (m/s2) 9.81

h Meniscus height (m) 0.5 × 10−3

K0 Partition coefficient 0.002

η Dynamical viscosity (kg/(m s)) 7 × 10−4

p Pressure (Pa) 0

Pemass Péclet number for mass transfer

= vRcap
D

R Crystal radius (m) 1.5 × 10−3

Rcap Capillary channel radius (m)

Rc Inner radius of the crucible (m) 23 × 10−3

R0 Die radius (m) 2 × 10−3

ρl Density of the melt (kg/m3) 2500

ρs Density of the crystal (kg/m3) 2300

u Velocity vector

v Pulling rate (m/s)

z Coordinate in the pulling direction
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the following prediction can be obtained: constant
impurity concentration along the crystal length and
variation of the impurity concentration along the crys-
tal cross section. The use of the right-hand side of
(40.85) for a nonstationary solution of the boundary-
value problem (40.71–40.84) leads to the prediction of
the variation of the impurity concentration along the
crystal length and along the crystal cross section during
a transition period. In [40.44, 57], computations were

1×10–6v' = 4 ×10–7v' = 4 ×10–8

1×10–6v' = 4 ×10–7

1×10–6v' = 4 ×10–70

0

0

v' = 4 ×10–8

a) Nd3+ ion concentration (at.%)
for Rcap = 0.5 ×10–3 m

Pulling rate v (m/s)

Clat

Cax

2.3
2.25

2.08

1.5

b) Nd3+ ion concentration (at.%)
for Rcap = 1×10–3 m

Pulling rate v (m/s)

Clat

Cax

2.3
2.26

2.07

1.5

c) Nd3+ ion concentration (at.%)
for Rcap = 1.5 ×10–3 m

Pulling rate v (m/s)

Clat

Cax

2.3
2.22

2.12

1.5

Fig. 40.7a–c Dependence of the Nd3+ion concentra-
tion on the pulling rate v for (a) Rcap = 0.5 × 10−3 m,
(b) Rcap = 1 × 10−3 m, and (c) Rcap = 1.5 × 10−3 m

made using COMSOL Multiphysics 3.2 software for
zero gravity and for terrestrial conditions in the case
of the following EFG system: crucible inner radius of
Rc = 23 × 10−3 m, die radius of R0 = 2 × 10−3 m, and
die length of 40 × 10−3 m; two-thirds of the die im-
mersed in the crucible melt; constant crucible melt
height of 40 × 10−3 m; capillary channel radius of
Rcap = (0.5, 1, 1.5) × 10−3 m; and pulling rate v in the
range 10−10 m/s ≤ v ≤ 10−6 m/s. The meniscus height
was h = 0.5 × 10−3 m, and the single-crystal rod radius
(being grown) was R = 1.5 × 10−3 m.

The computations reveal that, in the stationary case,
for a given Rcap, there exist critical pulling rate values
v′ depending on Rcap at which the impurity concen-
tration has a maximum. If v increases in the range
[1 × 10−10, v′], the impurity concentration increases,
and if v increases in [v′, 1 × 10−6], the concentration
decreases slowly. Moreover, the impurity concentration
on the axis and on the lateral surface of the crys-
tal, and the absolute value of the difference between
them – called the radial segregation – depend on the
pulling rate and the capillary radius (Fig. 40.7). The
optimal value of Rcap for which the crystal has the
best homogeneity (radial segregation is minimum) is
Rcap = R = 1.5 × 10−3 m.

Numerical results concerning a nonsteady state
show that the nonstationary melt flow field and the im-
purity concentration field in the whole melt tend to the
stationary melt flow field and to the stationary impu-
rity concentration, respectively. The transition period,
defined as that period of time after which the impurity
concentration at the interface becomes equal to those
obtained in the stationary case, depends on Rcap and v.

The impurity concentrations in the meniscus at three
different instances of time 0 < t1 < t2 < t3 are presented
in Fig. 40.8 for Rcap = 1.5 × 10−3 m and v = 10−6 m/s.

These computed results are in agreement with ex-
perimental data reported by Cao et al. [40.53]: each
impurity has a transient distance or crystal length until
the steady-state segregation is established. The local-
ization of the maximum of the dopant concentration
on the free meniscus surface shows that the model
is incomplete. More precisely, natural and Marangoni
convections should be involved in order to move the
maximum of the dopant concentration near the melt–
solid interface, as was observed experimentally [40.56].

In [40.58–60] the combined effect of the buoyancy
and Marangoni forces on the fluid flow and on the
dopant distribution is analyzed in the stationary case.
Thus, the growth process is described by the stationary
incompressible Navier–Stokes equations written in the
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Fig. 40.8 Al concentration at three instances of time t1 < t2 < t3, for v = 10−6 m/s and Rcap = 1.5 × 10−3 m

Boussinesq approximation [i. e., F = βρlg(T −ΔT ),
where β is heat expansion coefficient and ΔT = (T0 +
Tm)/2 is the reference temperature at the free sur-
face], and the convection–conduction and conservative
convection–diffusion equations. For implementation of
the Marangoni effect, the weak form of the bound-
ary application mode is employed. The fluid density is
assumed to vary with temperature as ρ(r, z) = ρl[1 −
β(T (r, z) −ΔT )], and the surface tension γ in the
meniscus is assumed to vary linearly with tempera-
ture as γ (r, z) = γl + (dγ/dT ) (T (r, z) −ΔT ), where
γl is the surface tension at the temperature ΔT , and
dγ/dT is the rate of change of surface tension with the
temperature.

For implementation of the Marangoni effect, the
boundary condition

η
(

tr tz
)

⎛
⎜⎝

2
∂u

∂r

∂u

∂z
+ ∂v

∂r
∂u

∂z
+ ∂v

∂r
2
∂v

∂r

⎞
⎟⎠

(
nr

nz

)

= dγ

dT

(
∂T

∂r
+ ∂T

∂z

)
, (40.86)

is imposed on the free surface (meniscus). This ex-
presses that the gradient velocity field along the menis-
cus is balanced by the shear stress, where t = (tr, tz)
and n = (nr, nz). The sign of the rate dγ/dT , in gen-
eral, depends on the material, with leading downward
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(dγ/dT < 0) or upward (dγ/dT > 0) flow on the free
liquid surface.

The effect of the buoyancy and Marangoni forces
on the fluid flow and on the impurity distribution
were investigated numerically including both the cases
of downward and upward flows on the liquid free
surface (meniscus). Thus, two materials having nega-
tive and positive surface tension rates (Nd:Y3Al5O12
(Nd:YAG) and Nd:LiNbO3) were considered. The
computed dopant distribution in the meniscus for dif-
ferent values of the Grashof and Marangoni numbers
(Gr = 0.00022 and 0.02231, Ma = 0.049 and 4.913 for
Nd:YAG, and Gr = 0.00252 and 0.25222, Ma = 0.671
and 67.072 for Nd:LiNbO3), are illustrated in Figs. 40.9
and 40.10. Computations show that the dopant concen-
tration increases from the initial value C0 to a maximum
value Cmax situated at the level of the melt–crystal in-
terface z = h, marked on Figs. 40.9 and 40.10. The
maximum values of the Nd3+ ion concentration show
that increases of the Marangoni and Grashof num-
bers lead to a decrease of Cmax and can move it
from the lateral surface of the crystal toward the axis.
The effect of the Grashof number is smaller on the
Cmax localization and its values, and shows that the
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Fig. 40.9 Dependence of the dopant distribution on the Grashof and Marangoni numbers for Nd:YAG

Marangoni convection has a dominant effect on the nat-
ural convection.

The buoyancy- and surface-driven flows perturb
the forced flow: the arrows presented in Figs. 40.9
and 40.10 denote the flow of the velocity field caused
by the surface-tension-driven flow, with downward flow
on the meniscus surface for Nd:YAG (dγ dT < 0;
Fig. 40.9), and upward flow on the meniscus surface
for Nd:LiNbO3 (dγ/dT > 0; Fig. 40.10). The maxi-
mum velocity of the fluid flow in the meniscus presents
a linear dependence on the Marangoni number. More
precisely, if the Marangoni number increases, then the
maximum velocity of the fluid flow increases. Concern-
ing the radial segregation, computations show that an
increase of the Grashof or Marangoni number leads to
a smaller radial segregation, clearly because of better
mixing in these cases. The magnitude of the radial seg-
regation is more sensitive to the Marangoni convection
and less sensitive to the natural convection. The mag-
nitude of the radial segregation changes are larger for
larger Marangoni numbers.

Figure 40.10 shows a similar location of the max-
imum of the dopant distribution to those reported
experimentally for sapphire [40.56]. The question here
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Fig. 40.10 Dependence of the dopant distribution on the Grashof and Marangoni numbers for Nd:LiNbO3

is whether it is possible to determine conditions for
which the maximum of the dopant distribution is lo-
cated at the triple point, and at the distance from the
lateral crystal surface equal to the meniscus height,
respectively. There is also the question as to which
case assures the best homogeneity of the crystal. The
answers are found in the paper [40.60] in which
the dependences of the Marangoni flow and impu-
rity distribution on the vertical temperature gradient in
sapphire (Al2O3) fibers are reported. Thus, for three
representative values of the vertical temperature gra-
dients kg and for different Marangoni numbers Ma
corresponding to the surface tension gradients dγ/dT
situated in the range [−6 × 10−5, 0] N/(m K), the im-
purity distributions are computed for two cases: (i) the
buoyancy is taken into account (the heat expansion
coefficient has the value reported in the literature,
i. e., β = 3 × 10−5 1/K); and (ii) the buoyancy is ne-
glected (β = 0), revealing the existence of three critical
Marangoni numbers – Mac1, Mac2, Mac3 – as reported
for two-dimensional containers, determined by the be-
havior of the fluid flow. For Ma in the range [0, Mac1),
the downward flow (dγ/dT < 0) on the free liquid sur-

face leads to a steady flow, with a decrease of the
maximum of the dopant concentration Cmax located at
the triple point if Ma increases. For Ma in the range
[Mac1, Mac2), turbulence in the fluid flow appears, lead-
ing to an increase of Cmax, still located at the triple
point. For Ma in the range [Mac2, Mac3), this increased
Cmax is shifted inside the crystal from the melt–crystal
interface at a distance on the same order as the meniscus
height from the external crystal surface. If Ma is larger
than Mac3, Cmax is shifted into the center of the crystal.

We thus conclude that the best homogeneity of the
crystal is assured in the range [0, Mac1) in which steady
flow takes place (the maximum of the dopant distribu-
tion is located at the triple point). In this range, voids are
situated at the lateral crystal surface and hence can be
removed by polishing with minimum material loss. This
range becomes larger if the vertical temperature gradi-
ent kg and heat flux coefficient β decrease, which proves
that a smaller vertical temperature gradient and a lower
gravity, e.g., zero gravity, assures the best homogeneity
of the crystal over a wide range of surface tension gra-
dients. This suggests to practical crystal growers that
a possible feedback control for delaying the Marangoni
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convection can be obtained by decreasing the vertical
temperature gradient in the furnace.

40.2.4 Melt Without Replenishment
Model (MWRM)

In [40.61], a MWRM model in which the melt flow and
impurity distribution are described in an EFG system
without melt replenishment (the melt level in the cru-
cible decreases during the growth process) is performed.
It is assumed that temperature variations and their con-
sequences in the system (no Marangoni convection) are
negligible. The fluid flow and impurity distribution in
the crucible, in the capillary channel, and in the menis-
cus are considered in a time-dependent domain Ω(t),
t ∈ [0, T ] by the incompressible Navier–Stokes equa-
tions in terrestrial conditions (40.71–40.72) and the
conservative convection–diffusion (40.73). For these
equations, axisymmetric solutions are sought in the
cylindrical polar coordinate system (rOz) (Fig. 40.11).

The evolution of Ω(t) = {(r(R, Z, t), z(R, Z, t))
...

(R, Z) ∈ Ω(0)} is described by the system of par-
tial differential equations corresponding to the Laplace
smoothing (Poisson equations)

⎧⎪⎪⎨
⎪⎪⎩

∂2

∂R2

(
∂r

∂t

)
+ ∂2

∂Z2

(
∂r

∂t

)
= 0 ,

∂2

∂R2

(
∂z

∂t

)
+ ∂2

∂Z2

(
∂z

∂t

)
= 0 .

(40.87)

Here, R, Z represent the reference coordinates in
the reference frame (ROZ), i. e., the fixed frame
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Fig. 40.11a–c EFG system and the boundary regions used in MWRM

used for the description of Ω(t) and of the mesh
velocity, as depicted in Fig. 40.11a,b. The solu-
tion (r(R, Z, t), z(R, Z, t)) satisfies the condition
(r(R, Z, 0), z(R, Z, 0)) = (R, Z).

The coupled system (40.71–40.73, 40.87) is con-
sidered in the two-dimensional domain Ω(t) with
boundaries Ω1 −Ω12, and for solving it, the arbitrary
Lagrangian Eulerian (ALE) technique has been used.
This technique for mesh movement [40.62, 63] is an
intermediate between the Lagrangian and the Eulerian
methods, combining the best features of both, i. e., it
allows moving boundaries without the need for mesh
movement to follow the material. The moving-mesh
ALE application mode solves the system of partial
differential equations (PDEs) (40.87) for the mesh dis-
placement. This system smoothly deforms the mesh
given by constraints on the boundaries. By the Laplace
smoothing option (which has been chosen), the soft-
ware introduces deformed mesh positions as degrees of
freedom in the model.

In order to solve the system (40.71–40.73, 40.87),
the following boundary conditions on the boundaries
Ω1 −Ω12 are considered:

1. For the incompressible Navier–Stokes (NS) equa-
tions:
– Axial symmetry on Ω1

ur = 0 . (40.88)

– Given outflow velocity on Ω3

u = vk . (40.89)
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– Nonslip condition on
Ω2UΩ4UΩ5UΩ6UΩ7UΩ10UΩ11UΩ12

u = 0 . (40.90)

– Neutral condition on Ω8UΩ9

[−pI+η(∇u+ (∇u)�)]n = 0 . (40.91)

2. For the moving-mesh ALE:
The domain Ω(t) is divided in two subdomains, 1
and 2 (Fig. 40.11). Within subdomain 1 there is no
displacement (i. e., no motion in this subdomain),
whereas within subdomain 2 there are free dis-
placements (i. e., motion is free in this subdomain).
Hence, the mesh displacement takes place only in
subdomain 2 and it is constrained by the bound-
ary conditions on the surrounding boundaries of
Ω7, Ω8, Ω9, and Ω11. The displacement in subdo-
main 2 is obtained by solving the PDEs (40.87). The
boundary conditions involve variables from the NS
application mode. For convergence, it is important
for the boundary conditions to be consistent. The
usual pointwise constraints or ideal constraints for
ALE cause unwanted modifications of the boundary
conditions for the NS mode coupled with convec-
tion diffusion (CD). For this reason, nonideal weak
constraints on the boundaries are used in the ALE
application mode:
– The mesh displacements in the r- and z-

directions on Ω9 are the following

dr = 0 , dz = vnt , (40.92)

where vn = −(ρS/ρl)R∗2/(R2
c − R2

0)v, and R∗
is the crystal radius. (According to [40.62], the
mesh velocity should be equal to the fluid veloc-
ity.)

– The mesh displacement in the r-direction on
Ω7UΩ11 is dr = 0; the mesh displacement dz
in the z-direction is not specified, i. e., the mesh
follows the fluid movement;

– The mesh displacements dr and dz in the r- and
z-direction are not specified on Ω8 (the mesh
follows the fluid flow).

3. For the conservative convection–diffusion equa-
tion:
– Axial symmetry on Ω1, i. e., r = 0.
– Impurity flux rejected into the melt on Ω3

∂c

∂n
= − v

D
(1− K0) c . (40.93)

– No impurity flux, i. e., insulation on
Ω2UΩ4UΩ5UΩ6UΩ7UΩ9UΩ10UΩ11UΩ12

∂c

∂n
= n∇c = 0 . (40.94)

– Continuity on Ω8

n(N1 − N2) = 0, Ni = −Di∇ci + ciui ,

(40.95)

where i = 1 for subdomain 1 and i = 2 for
subdomain 2. Besides the above boundary con-
ditions, the followings initial conditions are also
used:

– For the fluid flow

u(t0) = 0, v(t0) = 0 (40.96)

in subdomain 1, and

u(t0) = 0, v(t0) = vn (40.97)

in subdomain 2 (according to [40.62] the fluid
velocity should be equal to the mesh velocity).

– For the pressure

p(t0) = P0 = −ρlgz (40.98)

in subdomain 1, and

p(t0) = 0 (40.99)

in subdomain 2.
– For the initial impurity distribution

c(t0) = C0 (40.100)

in both subdomains.
– For the mesh displacement

r(t0) = R , z(t0) = Z . (40.101)

Numerical investigations were carried out for an Al-
doped Si rod of radius R∗ = 1.5 × 10−3 m, grown in
terrestrial conditions with a pulling rate v = 10−6 m/s.
According to [40.57], for Rcap = R∗ = 1.5 × 10−3 m, the
radial segregation in the Si rod grown in terrestrial con-
ditions is minimal over the range [10−7, 5 × 10−6] m/s
of v. In order to evaluate the way in which the re-
sulting fluid flow and deformed geometry determine
the impurity distribution in the melt and in the crys-
tal, COMSOL Multiphysics 3.2 software was used in
order to solve the coupled NS-ALE-CD application
modes in the ALE frame (rOz). COMSOL Multi-
physics does the mathematics necessary to manipulate,
move, and deform the mesh simultaneously with the
boundary movement as required by the other coupled
NS-CD PDEs. The computed impurity distributions
at three different instances of time are presented in
Fig. 40.12.
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Fig. 40.12 Impurity distribution in
the melt at three different instances of
time 0 < t1 < t2 < t3 < T for Rcap =
1.5 × 10−3 m and v = 10−6 m/s for
the case of no melt replenishment

Cax no melt replenishment
Cax melt replenishment

Clat no melt replenishment
Clat melt replenishment
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The axial Al concentration in the silicon rod
for Rcap = 0.0015 m and υ = 10–6 m/s (at. %)

a)
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The lateral Al concentration in the silicon rod
for Rcap = 0.0015 m and υ = 10–6 m/s (at. %)
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Fig. 40.13a,b Dependence of the impurity distributions on the axis (a) and on the lateral surface (b) of the crystal versus
solidified fraction ξ for Rcap = 1.5 × 10−3 m and v = 10−6 m/s, with and without melt replenishment

Figure 40.12a–c shows that, at the beginning, the
concentration increases and there exists a certain time
after which the impurity concentration becomes con-
stant.

The computed impurity distributions versus solid-
ified fraction along the crystal axis (Cax) obtained
with and without melt replenishment are presented in
Fig. 40.13a. Similarly, the computed impurity distribu-
tions versus solidified fraction at the lateral surface
(Clat) of the crystal are presented in Fig. 40.13b.

Figure 40.13 shows that, after a transition pe-
riod, the impurity distributions along the crystal axis

(Cax) and on the lateral surface (Clat), computed in
MRM and MWRM, become constant. In the MWRM
case these constants are larger than those obtained
in the MRM case: the difference is on the order of
10−7 –10−6 in the transition period, and after that, this
difference is on the order of 1 × 10−7 on the crys-
tal axis and 3 × 10−7 on the lateral surface. Moreover,
Fig. 40.13 shows that the transition periods computed
in MWRM are shorter. In MWRM the transition pe-
riod for Cax and Clat is equal to 200 000 s. In MRM
the transition period for Cax is 300 000 s and for Clat
is 500 000 s.
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Crystalline La41. Crystalline Layer Structures
with X-Ray Diffractometry

Paul F. Fewster

X-ray scattering analysis and instrumentation has
been evolving rapidly to meet the demands arising
from the growth of sophisticated device structures.
X-ray scattering is very sensitive to composi-
tion, thickness and defects in layered structures
of typical present-day electronic device dimen-
sions. Considerable information can be obtained
from simple profiles, including an estimate of
layer thickness and composition (by measuring
peak separations) and a measure of the sample
quality (from the peak broadening). The full sim-
ulation of the profiles takes this a stage further
to interpret very complex structures and obtain
more reliable parameter estimates. By obtaining
two-dimensional scattering data the informa-
tion becomes more extensive, including layer
strain relaxation and defect analysis, quantum
dot composition and shape. Generally the data is
averaged over a few mm, however reducing the
beam size can break this averaging to reveal inho-
mogeneities, isolating small regions and in some
circumstances isolate individual quantum dots for
analysis. This article gives an overview of the sta-
tus, differentiating those methods that are easily
accessible and those that require a collaborative
approach because they are still being established.

41.1 X-Ray Diffractometry ............................ 1406

41.2 Basic Direct X-Ray Diffraction Analysis
from Layered Structures ........................ 1407
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41.2.2 Interpretation of Data Collected

from Planes Parallel to the Surface
– the ω–2θ Scan – an Example ...... 1409

41.2.3 Interpretation of Data Collected
from Several Reflections
– The Reciprocal Space Map –
An Example ................................. 1411

41.3 Instrumental
and Theoretical Considerations .............. 1412
41.3.1 The Instrument for Collecting X-Ray

Diffraction Patterns ...................... 1412
41.3.2 Interpreting the Scattering

by Simulation .............................. 1412

41.4 Examples of Analysis
from Low to High Complexity................. 1413
41.4.1 Established Methods..................... 1413
41.4.2 New Methods and New Analyses .... 1416

41.5 Rapid Analysis ...................................... 1419

41.6 Wafer Micromapping ............................ 1420

41.7 The Future ........................................... 1421

References .................................................. 1422

X-ray scattering offers a nondestructive method for de-
termining phase composition in crystalline materials,
layer thickness, interface details, shapes of crystal-
lites and quantum dots, etc. The basic principles of
the various techniques will be outlined in this chapter.
Bulk materials are limited to their intrinsic proper-
ties, whereas composite materials of several thin layers
extend this range, e.g., semiconductor light-emitting
diodes and modern transistors. However these physi-
cal properties are influenced by the layer compositions,
thickness, defect density, and other structural parame-

ters. X-ray scattering can be used very effectively for
measuring all these structural parameters, some to very
significant precision. The first part of this chapter dis-
cusses the general principles of the analysis, which is
applicable to achieving an initial sample characteriza-
tion by direct interpretation of the diffraction pattern.
The limitations of this direct interpretation are also con-
sidered and how simulation of the scattering process
gives more exact results. The advantages of simulation
make the analysis of complex layer structures possible
and also extend the applicability of x-ray scattering to
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evaluating interface roughness, distortions, etc. Quan-
tum dots are singled out as a particular area to illustrate
the developments in x-ray scattering. Any analysis in-
troduces some form of averaging, and approaches to

reduce the probed volume are discussed. This has en-
abled detailed mapping of lateral variations, yielding
a wealth of information for detailed characterization and
screening, as discussed in the penultimate section.

41.1 X-Ray Diffractometry

The measured x-ray intensity scattered from a sam-
ple, in terms of magnitude and distribution, is sensitive
to the arrangement and type of atoms in a crystal. If
the x-ray probe is very well collimated then the result-
ing high-angular-resolution mode, or more generally
phrased high-resolution x-ray diffraction, is very sen-
sitive to small changes in the atomic layer spacing and
deposited layer thickness. This is a consequence of the
angle through which x-rays are scattered, which is in-
versely related to the separation of the atomic layer
planes and the deposited layer thickness. So the sen-
sitivity of x-ray scattering is effectively very high for
very thin layers. Fortunately this is the region of inter-
est for many of today’s device structures; however, this
is only relevant if there is sufficient scattered intensity.
This aspect of the compromise between scattered inten-
sity and high resolution will be addressed in Sect. 41.5.
To indicate the bounds, it is possible to measure the
thickness of layers up to ≈ 4 μm and down to single
atomic layers or a single plane of quantum dots using
conventional configurations and equipment. For exam-
ple, a single 1 nm In0.1Ga0.9As layer on GaAs can be
observed as an asymmetry on the main substrate pro-
file, and determined by simulation to within ±0.1 nm;
a layer thickness above this value begins to indicate
distinctive oscillations, and below this it is possible to
observe this asymmetry but in practice it requires con-
siderable care to determine the thickness. If however the
layer is buried, then thinner layers of 0.1 nm can be ob-
served by virtue of the interference between the layers
above and below. The measurement of the thickness,
again by simulation, appears simple and sensitive, how-
ever the thickness is correlated with the composition,
and so ideally a combination of profiles are required.
Any increase in thickness at constant composition in-
creases the amplitude of the interference oscillations.
The positions of the main Bragg peaks give a mea-
sure of the interplanar spacing in a crystal that can
be determined to within ≈ 1 ppm, i. e., considerably
less than the classical radius of an electron. However
extracting dilute composition information in alloy sys-
tems requires a combination of differences in covalent

radii and the concentration itself. So, to obtain the al-
loy composition of Al in GaAs, for example, where
the difference in the covalent radius of Al to Ga is
≈ 2865 ppm, we require a method for differentiating the
interatomic spacing to 28 ppm to achieve 1% precision
in the concentration of Al in AlGaAs. With careful mea-
surement and accounting for sample uncertainties this
can be done routinely. For systems with larger differ-
ences in covalent radii, e.g., Ge in SiGe or In in GaN,
the precision increases for the same amount of care in
the measurement.

For obtaining the thickness of a layer, similar rules
apply; as the thickness decreases, the width of the as-
sociated peak increases and the fringes associated with
the interference of the scattering from the top and bot-
tom surface of the layer become further apart. If the
fringes are very close together and the central peak is
narrow then the thickness measure becomes more prob-
lematic and requires higher-resolution instrumentation,
up to the limit of the x-ray coherence length (typically
≈ 4 μm) or the layer perfection. Rough top and bottom
surfaces reduce the intensity of the fringes and so can
give a measure of the interface quality. As the thickness
is reduced the peak broadens until eventually the scat-
tering is indistinguishable from the inherent noise level
of the instrument. If layers are stacked as in most device
structures then thin layers modulate the overall pattern
and appear more obvious again, e.g., interfacial layers in
superlattice structures or single atomic layers separated
by thicker layers. It is clear from this that x-ray scat-
tering cannot simply be categorized in terms of what it
can and cannot detect in terms of a single layer, for ex-
ample, but rather the whole structure and the instrument
are necessarily intertwined, and the route to extracting
useful information generally comes down to simulat-
ing the scattering. However, some very useful analyses
can be obtained quite directly from the measurements,
although awareness of the pitfalls is important.

As far as instrument development is concerned, this
can be a large and confusing subject, since as discussed
above, the sample, the information to be extracted, and
the instrument resolution are all linked. This has led to

Part
G

4
1
.1



Crystalline Layer Structures with X-Ray Diffractometry 41.2 Basic Direct X-Ray Diffraction Analysis from Layered Structures 1407

instruments becoming more flexible for general mater-
ials research, and as the level of understanding or the
improvement in control over the crystal growth devel-
ops, the resolution often needs to be increased. This
allows more detailed information, deviations from per-
fection, etc., to be probed more easily. Similarly the
analysis goes through a cycle of approximate quick
interpretation, through to more precise simulation to
understand the sample more fully, until eventually the
analysis becomes a control feedback method that can
be routine yet sophisticated and specific to the crystal
properties of interest. When the growth of the ma-
terial becomes too complex, in that there are many
complex parameters to assess with high degrees of cor-
relation, then some statistical significance is required.
X-ray scattering can contribute here, since as illustrated
above its high sensitivity to structural parameters can
give some form of measure for obtaining correlations.
A few examples of this will be given in this chapter.

As mentioned above x-ray scattering is very sen-
sitive to structural changes and generally the probe is

large, usually mm and for some specialized applica-
tions down to μm. However, this does not mean that
everything is averaged over that region. In fact the x-ray
pattern contains the average and the fluctuations from
the average for dimensions over which the x-rays are
coherent, so for example, the onset of layer relaxation
(the distortion around dislocations) and the existence
of precipitates can be observed, both of which modify
the scattering in quite characteristic ways. Examining
the spatial distribution of the intensity in the scattered
beam can also break this averaging effect. Chapter 42
in this volume, describe a very direct approach to ob-
taining defect information, and when combined with
high-resolution reciprocal space mapping, the x-ray to-
pographic contrast can be related to features in the
scattering pattern [41.1, 2].

This chapter will cover the rapid direct measures
that give an indication of the material’s properties. It
will also show how far the analysis can be taken and fi-
nally the more systematic routine analysis methods for
controlled crystal growth.

41.2 Basic Direct X-Ray Diffraction Analysis from Layered Structures

41.2.1 Theory

X-rays scatter strongly from electrons, principally those
that are highly localized, i. e., core electrons. The scat-
tering amplitude from an assembly of atoms at positions
r with individual scattering factors (or form factors) of
fr is given by

FS =
∫
r

fr e−2πrS·r dr . (41.1)

The scattering amplitude and therefore the consequent
intensity is distributed but reaches a maximum for atom
positions satisfying the condition

|S| = 1

d
, (41.2)

where d is the separation of the atomic planes. Any
position in diffraction space S can be probed by manip-
ulating the incoming (k0) and the outgoing (kH) x-ray
beam paths, where |k0| = |kH| = 1/λ, such that

S = kH −k0 , (41.3)

which is Bragg’s relation in vector form. It can be seen
from the geometry of Fig. 41.1 that

S = 1

d
= 2 sin θ

λ
. (41.4)

Therefore, to probe different regions of diffraction
space, the incident beam direction with respect to the
sample and the detector acceptance direction are manip-

Sz

Sx

S

S

kH

k0

ω

2/λ

Δλ
Δω

2θ

Δ(2θ)

Fig. 41.1 The geometry of reciprocal space, indicating the incident
and scattered beam vectors k0 and kH and the resultant position
probed S. The regular array of reciprocal lattice points represents
the atomic plane spacings, and the limiting sphere for their ob-
servation is defined by the wavelength λ. The two smaller darker
grey spheres are inaccessible regions to data collection in conven-
tional reflection mode. The inset gives the detail of the size of the
reciprocal space probe
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ulated to map the distribution of intensity (Fig. 41.1). If
the incident and scattered beam directions are very well
defined, as with a high-angular-resolution diffractome-
ter, then the length d can be measured very precisely as
well as small differences in d. High resolution is very
useful for studying closely lattice-matched semiconduc-
tor multilayers, for example.

The scattering amplitude FS is complex, includes
aspects of absorption, and is directly related to the re-
fractive index. For most materials the refractive index
for x-rays is less than one, and therefore x-rays total-
externally reflect, and the actual Bragg scattering peaks
are displaced to larger angles. The refractive index is
≈ (1–10−5), which has advantages in that for most
measurements only small uncertainties are introduced,
e.g., in thickness measurement from fringe spacings or
lattice parameter determination. On the other hand the
difference in refractive indices of layers from different
materials creates modulations in the specular scattering
(total external scattering), which offers another method
for determining thickness and composition.

So the simplest information that can be extracted
from an x-ray scattering experiment is the location of
the peaks; this gives the crystal plane spacing, and their
intensity relates to the atomic arrangement. The width
of the peak relates to the number of contributing atomic
planes, so in general for thin films the peaks become
broadened normal to the surface direction, but very
narrow parallel to the surface direction, so the term re-
ciprocal space describes it all. This is the general guide
relevant to the early stages of analyzing x-ray diffraction
profiles.

Consider the early stages of crystal growth of a new
material when little is known. Suppose that it consists

a) b)Tilts
Lateral dimensions

Defects

Thickness composition

Relaxation

Twist

Sz

Sx

Substrate

Layer

δω Fig. 41.2a,b The typical informa-
tion that can be extracted from an
x-ray scattering experiment (a), and
a schematic of a reciprocal space
map of an imperfect layer on a nearly
perfect substrate (b)

of some layers and the intention is to grow some-
thing epitaxially related to the thick substrate wafer.
The structure could appear as in Fig. 41.2a, where some
of the likely measurable features are illustrated. A re-
ciprocal space map for a single-layer structure around
a reflection close to sx = 0 may appear as in Fig. 41.2b.
If the substrate is a reasonable quality single crys-
tal, then the scattering from this will be represented
by a narrow peak, and if the layers are not too thick
(< 2 μm), then this could be the highest peak and can
be easily identified. Its position will give a value for
the interplanar spacing, and the associated lattice pa-
rameter can be obtained if the reflection index H is
known, since this relates the length scale d probed to
that of the material lattice parameter. The layer peak
is broader and wider and is not in line with the sub-
strate peak. If the choice of reflection is from planes
parallel to the surface (i. e., ω ≈ θ, sx = 0; Fig. 41.1),
then this difference in angle δω is indicative of layer
planes being tilted with respect to the substrate planes
by δω. The width of the layer peak in the direction
normal to the surface (sz) will be related to the layer
thickness Lz or some variation of strain in the layer,
the microstrain ε⊥, or a combination of both. This
width is obtained by scanning in ω and 2θ, coupled
in a 1 : 2 ratio. If this width is purely due to the layer
thickness then Lz ≡ 1/Δsz, and from the geometry
of Fig. 41.1

1

Δsz

= λ

[sin ω1+ sin(2θ1−ω1)]−[sin ω2+ sin(2θ2−ω2)]
.

(41.5)
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In this case 2θ1 ≈ 2ω1 and 2θ2 ≈ 2ω2, Δ2θ = (2θ1 −
2θ2), and the chosen positions described by the sub-
scripts correspond to the full-width at half-maximum
(FWHM), hence

Lz ≈ λ

2Δθ cos θ
, (41.6)

which is the Scherrer equation [41.3]. If the peak is
related to the microstrain then, from (41.2),

Δd

d
= −ΔS

S
. (41.7)

Hence for the scattering peak considered here

Δd

d
= −Δsz

sz
= − λ/(2 sin θ)

λ/(2Δθ cos θ)
= − cot θΔθ .

(41.8)

Separating these two influences on the peak width can
either be judged by the acceptable ranges for the mi-
crostrain or layer thickness, or by combining several
reflections (preferably along the same zone axis, i. e.,
001, 002, 003, etc.), to separate the different depen-
dency on θ [41.4].

The broadening normal to this also has two com-
ponents. These two components are composed of local
tilts and some lateral dimension: for mosaic layers these
can be related to the Burgers vectors of the dislocations
forming the mosaic blocks. If the layer is dominated
by threading dislocations then the component of tilt is
small and the width will give a good estimate of the
mosaic block dimension, Lx ≡ 1/Δsx , given by

1

Δsx

= λ

[cos ω1− cos(2θ1−ω1)]−[cos ω2− cos(2θ2−ω2)]
,

(41.9)

where in this case 2θ1 ≈ 2θ2 and the peak width Δω =
(ω1 −ω2), thus

Lx ≈ λ

2Δω sin ω
. (41.10)

If there is a high density of misfit dislocations that
have Burgers vectors out of the plane of the in-
terface, e.g., 60◦ dislocations in Si, then these will
have a tilt component. The distribution of tilted re-
gions and the size of these regions start to produce
a more complex picture. However if the contribution
is purely due to tilted regions of large dimensions
then the spread of microscopic tilts is simply given
by Δω.

41.2.2 Interpretation of Data Collected
from Planes Parallel to the Surface
– the ω–2θ Scan – an Example

Consider the example of a GaN structure given in
Fig. 41.3a and the reciprocal space map around the
0002 reflection (Fig. 41.3b). The reciprocal space map
has many satellites associated with this periodic layer
structure and two strong peaks having two very dif-
ferent widths along sz and similar widths along sx
(Fig. 41.3c,d). A considerable amount of information
can be extracted from this data. Firstly, the separation of
the two peaks (Fig. 41.3c) relates to the difference in lat-
tice parameter along sz . The individual lattice parameter
value along this direction is given by

az = dz Hz = Hz

sz
, (41.11)

where Hz is the index of the reflection along the sur-
face normal direction, simply equal to 2 here. Therefore
the most precise measure of the lattice parameter is ob-
tained for larger values of sz , as is also clear from (41.8).
Referring to Fig. 41.3c, we could in the first instance
assume that the underlying substrate, or a thick GaN
buffer in this case, has a known lattice parameter (some
database value) and therefore the layer lattice parameter
Laz is simply given by combining (41.11) and (41.8) as

Laz = Saz

S Hz

(
1+ Δd

d

)
L Hz

≈ Saz

S Hz
(1− cot θΔθ) L Hz , (41.12)

where Δθ is the difference in Bragg angle and L Hz
is the reflection index in the direction normal to the
surface for the layer and S Hz for the substrate. For
the example L Hz = S Hz = 2, Saz = 0.51851 nm for the
0002 reflection from GaN, θS = 17.284◦ for an x-ray
wavelength of λ = 0.1540593 nm, using (41.4). Since
the measurement gives Δθ = 0.0777◦, and if we as-
sume that the layer has a good epitaxial relationship to
the substrate or layer below, the lateral lattice parame-
ter of the layer Lax is identical to Sax (0.31893 nm), so
Laz = 0.52076 nm.

Now the layer material would have a characteristic
and usually unique set of lattice parameters, but in the
undistorted state. The unstrained lattice parameters can
be determined from taking the distorted unit cell (de-
fined by the lattice parameters) and allowing it to relax
to the expected shape. In this case InN and GaN and
the phase mixture are hexagonal, such that certain unit
cell parameters (a, b, c, α, β, γ ) are defined, i. e., a = b,
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α = β = 90◦, and γ = 120◦. The layer structure in the
unstrained state is then just defined by the ratio c/a,
which is 1.640 for InN and 1.626 for GaN. The way in
which the distorted unit cell is transformed into the un-
strained unit cell depends on the elastic coefficients that
relate the stress and strains. The strain normal to the sur-
face εzz is related to strains parallel to the surface, εxx
and εyy, such that they can be related to a Poisson ratio ν

(
Δdz

dz

)
L

= Ldz − Ldz0

Ldz0
= εzz = −ν

1−ν

(
εxx + εyy

)

= −ν

1−ν

(
Ldx − Ldx0

Ldx0
+ Ldy − Ldy0

Ldy0

)
,

(41.13)

where Ldx0, Ldy0 and Ldz0 are the lattice plane spacing
for the layer parallel and normal to the surface in the un-
strained state; these are parameters needed to identify
the alloy composition. The Poisson ratio used in this
way is dependent on the orientation, however this can
be determined from the elastic coefficients or from tab-
ulated values. Many typical semiconductors have values
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Fig. 41.3a–d The structure of an InGaN/GaN multilayer on a thick GaN buffer layer is given in (a), along with the reciprocal
space map (b) and some extracted profiles along sz (c) and along sx (d). The intensities in (d) correspond to the GaN buffer (grey)
and the superlattice (brown), indicating that they have similar microstructure, although the superlattice may be of better quality;
the intensities are normalized for comparison

ν ≈ 0.3, whereas maintaining constant volume ν ≈ 0.5.
In our example in the first instance we are assuming
ε‖ = εxx = εyy, i. e., that the strain is isotropic in the
interface plane. Combining (41.13) with the c/a ratio
(= K ) of the expected unstrained state for the layer, we
can isolate cL (= HzLdz0) in terms of the measurable
(Ldz or Δdz) and known or tabulated values (Hz , K , ν,
cS, aS) as

cL =
(

2ν

1−ν

)
(KaS − Ldz Hz)+ Ldz Hz , (41.14)

where Ldz Hz = cS +Δdz Hz , cS is the lattice parameter
of the underlayer or substrate normal to the surface, and
aS is the lattice parameter in the plane of the interface.
Within the approximations in this example, the values
of K and ν can be estimated, which can be iterated
since they are composition dependent. It is assumed that
aS is a known or database value, then cL can be de-
rived and the phase composition can be obtained by the
interpolation [41.5]

x = cL − cGaN

cInN − cGaN
. (41.15)
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In the example discussed, x = 2.2%. The purpose of
the above derivations is to indicate some of the ap-
proximations required for a direct interpretation of the
intensity distribution in reciprocal space. Before dis-
cussing a more rigorous approach, the influence of layer
strain relaxation should be considered, since similar ap-
proaches are applicable.

41.2.3 Interpretation of Data Collected
from Several Reflections
– The Reciprocal Space Map –
An Example

If the atom positions do not align from layer to
substrate across the interface, then Ldx �= Sdx and
aL �= aS, and hence aL should be substituted for aS
in (41.14). This dimension can be obtained from
a reciprocal space map of a reflection having a compo-
nent of this in-plane spacing (Fig. 41.4, compare with
Fig. 41.2b). The distance in sx between the layer peak
of Fig. 41.4 and that of Fig. 41.2 gives the lateral plane
spacings in the layer Ldx by applying (41.9) and sim-
ilarly for the substrate reflection Sdx , so that aL =
LdxΔHx . For example, when combining the hkil reflec-
tions 0002 and 21̄1̄4, ΔHx = √{4[h2 + k2 + hk]/3} =√{4[22 +12 −2]/3} for the hexagonal system with
a (0001) surface plane. For the cubic system with
a (001) surface, ΔHx = √{[h2 + k2]}. Alternatively if
the substrate is unstrained and has known lattice param-
eters aL = aS +Δdx Hx , where Δdx ≡ 1/Δsx , (41.9) the
layer lattice parameter can be measured directly from
the reciprocal space map of Fig. 41.4 (after accounting
for any tilt). The tilt observed in the map of Fig. 41.2b
changes ω1 → ω1 +δω for the layer, and ω2 for the sub-
strate is unchanged. This approach has been extended to
the more general case, i. e., any space group, anisotropic
relaxation or orientation [41.6].

From the discussion above a series of reciprocal
space maps can yield a considerable wealth of in-
formation about the sample: the unit cell dimensions,

Sx

Sz

Substrate

Layer

ΔSx

Fig. 41.4 A schematic of a reciprocal space map for a re-
flection from planes inclined to the surface plane. The
lateral misalignment of the layer and substrate peak is in-
dicative of differing lateral lattice parameters (layer strain
relaxation) and/or relative lattice plane tilts

the distortion, and some characteristic dimensions (of
mosaic blocks and thickness, for example) and their
relationship to other layers or the substrate. The com-
bination of several reflections or the shape of the peaks
in reciprocal space can be used to isolate the contri-
bution of the tilts, sizes, and strains [41.4, 6], using
data as illustrated in Fig. 41.3b,d for the 0002 and
0004 reflections of GaN, for example. These direct
approaches are very suitable for feedback during the
early stages of crystal growth or for monitoring es-
tablished growth procedures. However when there are
several layers, and the material exhibits good crystal
quality, the assumptions concerning the peak positions
and the peak shapes become very approximate. This
is because the simple interpretation assumes that each
layer scatters independently, i. e., the scattering the-
ory is represented very simply and it is assumed that
the instrument and method of data collection create no
artefacts.
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41.3 Instrumental and Theoretical Considerations

The basics of the instrument for data collection and the
appropriate scattering theories to use are discussed in
this section. Many of these aspects will become clear in
the examples.

41.3.1 The Instrument for Collecting X-Ray
Diffraction Patterns

The reciprocal space maps of Figs. 41.2, 41.3, 41.4, etc.,
are a very small subset of Fig. 41.1. Referring to the
expanded detail in the inset of Fig. 41.1, the represen-
tation of the angular divergence of the incident beam
Δω, the angular acceptance of the scattered beam Δ2θ,
and the spread in wavelength of the source Δλ all add
to smearing of the x-ray probe [41.6]. The divergence
Δω, the acceptance Δ2θ, and the wavelength dispersion
Δλ vary throughout reciprocal space. If this capture vol-
ume is reduced too far, the intensity will be reduced
significantly; however with recent advances in x-ray
mirrors and lenses, and more significantly the avail-
ability of synchrotron sources, the expanding scope of
x-ray scattering has not been diminished by insufficient
intensity. The equipment is not significantly different
from laboratory sources to synchrotron sources, but in
terms of intensity differences the more exotic experi-
ments only become feasible for synchrotron sources,
especially if combinations of wavelengths are needed.
However the long-term stability and convenience of lab-
oratory sources make them the best choice for detailed
analyses for most problems, and certainly for screening
experiments prior to using a synchrotron source.

Monochromator
Sample

Analyzer
Detector

X-ray-source

2θ

ω

Fig. 41.5 The schematic of the high-resolution multiple-crystal
diffractometer, which gives a small and well-defined reciprocal
space probe over much of reciprocal space

A good basic workhorse for many crystal growth
studies is the instrument shown in Fig. 41.5 [41.7]. The
monochromator and analyzer combination gives a very
small reciprocal space probe over most of the accessi-
ble region available (defined by the wavelength used:
the smaller the wavelength, the greater the accessible
sphere). The intensity for laboratory sources is kept high
by maintaining a reasonably large beam, ≈ 1 × 10 mm.
The angular spread in the beam normal to Fig. 41.1 is
the axial divergence, which is only restricted to ≈ 0.5◦,
compared with ≈ 0.001◦ for Δω and Δ2θ, thus the
measured reciprocal space map is a projection. Restrict-
ing the axial divergence creates a three-dimensional
(3-D) reciprocal space map [41.8], yielding further
information, but this approach will not be discussed
further in this chapter. The resolution is a complex in-
terplay between the instrument, the sample, the choice
of reflection, the wavelength, and the alignment of the
instrument and sample. Generally though, the sample is
the determining factor and the probe is small compared
with the structural features that influence the pattern, al-
though the influence of the instrument should also be
modeled.

These are only general comments on the resolution;
methods of maintaining resolution and enhancing inten-
sity will be addressed in Sect. 41.5.

41.3.2 Interpreting the Scattering
by Simulation

The kinematical theory permits the basic interpretation
summarized in Sect. 41.2 but is only valid for structures
that are ideally imperfect. However, the majority of
structures grown by highly controlled growth methods,
e.g., molecular-beam epitaxy and metalorganic vapor-
phase deposition, will result in crystal structures that
are highly perfect. Also the substrate material is of-
ten Si, sapphire, MgO, GaAs, InP or SrTiO3, which
are nearly perfect. This level of perfection necessitates
the application of dynamical theory [41.9], which in-
cludes extinction effects, the loss of incident intensity
through scattering, interference with the multiply scat-
tered wave, etc. [41.10, 11]. This can have a much
more dramatic effect on the penetration depth than nor-
mal photoelectric absorption [41.12]. Also the peak
positions, even for very simple structures, vary with
layer thickness, creating uncertainties in the composi-
tion, thickness, and simple interpretation of periodic
structures [41.13]. Perhaps the most important reason
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for using dynamical theory is that, due to the increas-
ing complexity of today’s layer structures, the pattern
is not a simple superposition of all the contributing
layers, but a complex interference with peak shifts,
beat frequencies, etc. Simulation also removes a few
myths about direct interpretation, especially concerning
superlattices, e.g., interfacial layers (roughening) that
might appear as a loss of perfection can under some
circumstances increase the satellite intensities [41.14].
Simulation has significant advantages in that the whole
structure, thickness, and composition of each layer can
now be analyzed simultaneously, and also all the itera-
tive assumptions concerning the changing c/a ratio and
Poisson ratio with composition, etc., are all included.
The simulation of the profiles, or the reciprocal space
maps, rely on the scattering amplitude (41.1), the unit
cell parameters, and the elastic parameters, many of
which are established database values, and of course
some estimate of the structure to be simulated. The sen-
sitivity to structural details is very high, so the need to
have a good procedure for fitting the calculated to meas-
ured profiles by adjusting the model is evident. These
procedures are becoming very sophisticated.

The simulation of more imperfect structures, for
example, quantum dots within a perfect crystal ma-
trix or rough interfaces in a period structure, is best
achieved with the distorted-wave Born approximation
(DWBA) [41.15]. This considers multiple scattering
and is therefore dynamical and takes into account ef-
fects associated with the transmission of the beams.
It is based on solving the scattering from a perfect

structure by the incident wave. This average scattered
wave defines the local electric field of the wave, which
is used to calculate the disturbed wave that results
from quantum dots, precipitates, interfaces, and other
disturbances. The combination of the undisturbed and
disturbed waves gives the resultant scattering pattern. If
the disturbance becomes too large then this perturbation
method is not applicable and kinematical theory be-
comes more appropriate and can then be considered as
a single scattering theory, i. e., the Born approximation
(BA) [41.16].

The analytical approaches available and discussed
in the following sections therefore have theoretical
models that cover: perfect to nearly perfect structures
(dynamical theory), imperfections giving rise to diffuse
scattering (distorted-wave Born approximation), and
highly imperfect or very small perfect regions (kine-
matical theory). If however an experiment is carried out
when S ≈ 0, i. e., with very small incident and scatter-
ing angles (specular scattering), then we see from (41.1)
that the scattering amplitude is purely the sum of the
scattering strength of individual atoms, independent of
their position r in the unit cell. It is then possible to
consider the layers in a structure as consisting of a con-
stant electron density, and therefore the interaction is
analogous to light scattering from regions of constant
refractive index; hence a much simpler, optical theory
is valid [41.17]. Consequently specular reflectometry
(close to the total external reflection condition) within
a few degrees of the 000 reflection, is usually simulated
with this optical theory.

41.4 Examples of Analysis from Low to High Complexity

The advances in x-ray scattering have been very rapid
in recent years so this section will give a snapshot of
the state of the art as well as the more established
methods. Eventually the useful state-of-the-art analyses
that are proven to be successful in revealing structural
parameters, within a broad range of applications, will
become established methods that are more accessible to
more scientists. However, in the interim, these state-of-
the-art methods are generally only accessible through
collaboration with scientists in these fields, or through
significant self-endeavor.

41.4.1 Established Methods

The interpretation of scattering profiles through simu-
lation is now widely available for perfect and nearly

perfect structures, based on dynamical theory. A typi-
cal analysis is illustrated in Fig. 41.6a, for a GaAs-based
structure. The approximate thickness and composition
of each layer was known from the growth and this
gave the starting model for its refinement through com-
parison of measured and simulated profiles. This is
a two-layer sample so from the start we have to de-
termine the composition and thickness for the InGaAs
and the AlGaAs layers. The peak positions give some
rough starting values, however with the limited number
of parameters the fitting process can cope easily with
the estimated values, which were within ≈ 20% of the
final fit values. The fit to the data was good with just this
information included, i. e., two layers; however, the in-
tensity of the fringes between −5000 and −4000 arcsec
was significantly overestimated. The inclusion of some

Part
G

4
1
.4



1414 Part G Defects Characterization and Techniques

107

105

103

101

–4000 –2000 0 2000

Intensity (count/s)

104

103

102

101

100

10–1

–4000 –2000 0

Intensity (count/s)

Δω (s) Δ2θ (s)

a) b)

Fig. 41.6a,b The diffraction profile from an AlGaAs/ InGaAs/GaAs structure obtained with the beam-selection diffrac-
tometer (brown) and simulated best fit profile (light brown) (a), and the static diffractometer, discussed in Sect. 41.5 (b).
The data collected in (a) and (b) were collected in 7.3 min and 1 s, respectively

grading at the InGaAs to AlGaAs interface had a strong
influence on this broad InGaAs layer fringe (with the
AlGaAs thickness fringes superimposed). This grad-
ing reduced the intensity to achieve an improved fit
(Fig. 41.6a). This additional graded layer is only observ-
able with very high intensities or longer data collection
times. This data was obtained with the beam-selection
diffractometer, which is composed of an x-ray mir-
ror, scattering from the 004 reflection of the sample
to a 004 Ge analyzer in front of the detector [41.18].
This gives a substrate peak intensity of ≈ 30 Mcps, so
the ω–2θ scan data was collected in just over 7 min
with a 0.005◦ step size. The final parameters were
0.0130 μm of In0.145Ga0.855As, a 0.0059 μm graded
layer of InAlGaAs, and 0.0773 μm of Al0.258Ga0.742As.
These values compare with the best fit of 0.0157 μm
of In0.145Ga0.855As and 0.0808 μm of Al0.258Ga0.742As
when no interfacial grading was included, which would
be the case if the broad InGaAs layer fringes were not
observed.

For very complex samples the fitting process re-
quires more persistence and time, mainly because of the
high degree of correlation between parameters and the
complicated interference in the scattering from individ-

ual layers. Typical structures that fall into this category
are vertical-cavity surface-emitting lasers (VCSEL).
This example is composed of quaternary AlGaInP lay-
ers flanking a ternary GaInP quantum well, which are
surrounded by Bragg stacks of AlGaAs/AlGaAs pe-
riodic layers; the laser wavelength of the radiation
generated in the quantum well is defined by its thick-
ness and composition, and the efficiency of the cavity
relies on the Bragg-stack composition modulation and
thickness. There will be some interfacial grading and
further layers making a total in excess of 450. This
is quite a challenge, but possible to solve [41.19]. To
add to the difficulty the surface is offset from the (001)
crystal plane by 10◦. Careful control of the fitting pro-
cess and appropriate choice of reflections gives a very
good indication of the sensitivity of certain parameters
and some clear bounds that fit the x-ray data. The final
fit compared with the experimental profile for the 006
reflection is shown in Fig. 41.7.

The sensitivity to composition and thickness is
a clear advantage of x-ray scattering, and this is en-
hanced at increasing scattering angles (41.8). When the
scattering angle is very small, the composition sensitiv-
ity from strain is negligible, but the scattering is still
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Fig. 41.7 The complex scattering from a VCSEL structure
(brown) is shown along with the final fit to this profile
(grey) (data courtesy of P. Kidd). The result gave bounds
for the layer composition and thickness throughout this
structure consisting of > 450 layers

sensitive to the composition because of the differences
in scattering strength (41.1). This can be very useful for
isolating the influence of compensating strain in struc-
tures such as Si1−x−yGexCy [41.20]. C has a very small
covalent radius, but scatters very weakly, whereas Ge
has a covalent radius closer to Si and scatters strongly.
Since in this case Ge scatters strongly, the composition
can be obtained from the reflectometry profile to within
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Fig. 41.8a,b The two profiles, close to the 000 (a) and the 004 (b) reflections, for a SiGeC structure used to break the
correlation between parameters. By fitting the two profiles the composition of the Ge and C could be determined, because
of their different influences on the two profiles

≈ 0.1% in x, provided the C concentration is estimated
to within ≈ 1% in y. Since the typical C concentration is
< 1%, the Ge concentration can be determined to good
precision; the reflectometry curve is given in Fig. 41.8a.
The C concentration is then extracted from the 004
profile (Fig. 41.8b); however, this relies heavily on the
assumptions concerning the C covalent radius. For the
result to be consistent with secondary-ion mass spec-
trometry (SIMS), the covalent radius probably matches
that in cubic SiC or the relationship between the lattice
parameter and composition is far from linear.

From the above analyses it is clear that composi-
tion, thickness, and grading due to interdiffusion can
be obtained quite directly. The interface roughness in
the plane can also be estimated, although the theory
does become a little more problematic. As with all
the examples above, the structural model is derived
via an iterative procedure by comparing simulated with
measured profiles. Thickness, composition, and even in-
terfacial grading are reasonably predictable, but lateral
roughness is less clearly described. There are several
models of interfaces, ranging from a truncated frac-
tal [41.21], staircase for vicinal surfaces [41.22], and
castellated surfaces, Holý within [41.6]. The resulting
profiles are quite different and require estimates of the
extent of the roughness replication layer to layer, i. e.,
none, partial, and full replication. The truncated fractal
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Fig. 41.9a,b The change in diffuse scattering close to the specular profile for various interface types: (1) castellated fully repli-
cated and (2) unreplicated layer to layer for a periodic superlattice. The structure simulated is composed of (AlAs 50 nm +
GaAs 50 nm) × 10 on GaAs, all with raised regions of width 50±50 nm and height 1±0.2 nm

description has a maximum length that is often termed
the lateral correlation length; however, this is not an
easy parameter to visualize. The nature of the jagged-
ness is also described by a single parameter and the
scattering is derived from the correlation between dif-
ferent heights across the interface. The staircase and
castellated surfaces require a distribution of heights and
widths, with the former having an inclination angle. The
castellated surface will almost equate to a fractal sur-
face at one extreme. It should be clear from this that
a good physical model for the likely interface shape
is required to obtain some significance in the results.
If the roughness is not replicated from layer to layer
then the distributed intensity around the specular profile
is rather uniform and weak, whereas replicated rough-
ness brings the diffuse scattering into bands (Fig. 41.9).
The most appropriate theory for modeling the scatter-

ing is DWBA, but this is only applicable for small
roughness and a limited sz range. If the roughness be-
comes significant or the simulation is taken to large sz,
then the kinematic approach (BA) is more applicable.
Making a decision on the cross-over of DWBA to BA
depends on several aspects [41.23], but certainly inter-
faces that are comparable in width to the layer thickness
itself should use the BA, although this will not repro-
duce the region close to the critical angle or Yoneda
wings [41.24] associated with surface roughness and
transmission factors.

41.4.2 New Methods and New Analyses

All the methods and analyses described above are gen-
erally available. However, because the science in this
field is progressing rapidly, some of the most exciting
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work requires considerable effort to reproduce. In many
instances though, the equipment to undertake the work
is either available commercially or for highly special-
ized experiments a synchrotron may be the only route.
This section will consider some methods that extend the
analysis beyond those discussed above; it does not pre-
tend to be comprehensive, but rather picks out a few
advances.

Dislocations are one of the significant defects that
can destroy devices, and they influence the scattering,
as will be clear from Chap. 42 on x-ray topography.
Their influence is clear in reciprocal space maps, even
at the very early stages of layer relaxation [41.25].
These misfit dislocations have a clear influence since
they cause lattice plane rotation and strain that can be
modeled [41.26]. The influence of threading disloca-
tions is less clear since the Burgers vectors are not
necessarily additive, but do contribute to a twist that is
often interpreted purely in terms of peak broadening,
although the influence of strain must also be consid-
ered [41.27]. Generally misfit dislocations, in GaN for
example, are accompanied with threading dislocations,
and obtaining the proportions of each requires anal-
ysis of the diffraction peak tails as well as the peak
widths. A crucial aspect in this analysis is the correla-
tion between dislocations, as this can have a profound
influence on the FWHM [41.27, 28]. Holý et al. [41.29]
are now taking this to the next stage, by reducing the
probe volume to 1 μm or less, such that it is closer to
the dislocation separation. It may then be possible to
determine the threading dislocation densities in GaN
epitaxial-lateral-overgrown structures, by averaging the
diffraction profiles over several positions. However the
simulation of these structures is not yet fully resolved.

The development in the analysis of quantum dots
gives a good indication of what can be achieved by
x-ray scattering experiments. The interpretation of scat-
tering of buried dots can be based on DWBA. This is
most appropriate in semiconductor systems where the
dots form a region with a different lattice parameter and
scattering strength. The distortion will then extend to
the surface where the stress is relieved. The distribu-
tion of the dots can be measured by the lateral satellites
associated with the Bragg peaks. For ordered arrays of
dots these produce very strong effects [41.30]. However,
for the more typical self-assembled dots, there may be
only one broad satellite. This lateral spacing (41.9) be-
tween the satellite and the layer peak will give some
measure of the dot spacing and its variation [41.31].
Combining spacings from planes inclined to the surface
at several azimuths will give the average arrangement in

the plane. For dots on the surface, the best approach is
to use grazing-incidence small-angle scattering [41.32]
to give satellites either side of the specular scattered
beam. To extract details of the shape of buried dots, in-
plane scattering appears to be the most unambiguous
route [41.33], by modeling the strain, which must be
anisotropic [41.34]. Generally though, these approaches
have been entirely concentrated at synchrotron sources,
although the analysis of buried dots [41.34] was carried
out with a standard laboratory instrument with a sealed
x-ray source (Fig. 41.5) and has even been extended to
the analysis of a single layer of quantum dots buried
100 nm below the surface [41.35].

As discussed in Sect. 41.4.1, the shape (thickness)
and not the strain is obtained from scattering close to
the 000 reflection condition, and therefore the grazing-
incidence small-angle scattering configuration will only
give the shape of the dots. However to obtain the strain
state of surface dots one uses in-plane scattering, i. e.,
grazing-incidence and grazing-exit scattering close to
Bragg peaks, as in the analysis of buried dots. If the
dots are known to have a regular shape or the shape
can be deduced, some estimate of the strain state (com-
position or strain relaxation) can be obtained [41.36],
although this can lead to complications with uncertain-
ties about the shape [41.37]. Extracting the dot shape is
clearly an iterative method based on some initial guess,
and this averaging of the diffraction process will result
in a weighted average of the information. If the x-ray
source is coherent and an individual dot can be isolated,
then the resulting diffraction pattern can be directly in-
verted to reconstruct the dot shape [41.38]. In practice
isolating one dot is difficult, as is having perfect coher-
ence, however incorporating a few dots with a partially
coherent beam gives adequate data to reconstruct the
dot shapes [41.39]. The procedure uses the measured
amplitudes and iteratively solves for the phase informa-
tion using methods developed in optics. The scattering
volume is so small that the kinematical (BA) scattering
theory is sufficient. The typical data collected from an
experiment with a sealed laboratory source, averaging
over ≈ 107 dots [41.35], compared with that collected
from a coherent synchrotron source for a line of ≈ 101

dots [41.39], is presented in Fig. 41.10. The former ob-
tains the dot shape and composition indirectly from
the strain distribution created by the dots, whereas the
coherent diffraction experiment gives the scattered am-
plitudes, i. e., the Fourier coefficients for the shape of
surface dots.

The arrangements of quantum dots can be either
regular or self-assembled, and both can be studied
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Fig. 41.10a,b Different experiments revealing different levels of information about dots: (a) buried dots using a sealed
laboratory source, in-plane reciprocal space maps obtained just above the critical angle, for various reflections with their
best-fit simulations, (b) the forward scattering, close to 000, from surface dots obtained with a coherent synchrotron
source where the incident beam is below the critical angle for the substrate and the resultant scattering is purely from the
dots (data courtesy of I. Vartanyants)

with x-ray scattering to yield useful information. Quan-
tum wires on the other hand are nearly always regular

3 × 10–3 nm–1

sx

sz

since their growth is governed by vicinal wafers or
patterning. These structures give impressive scattering
patterns (Fig. 41.11) that are easily observable with lab-
oratory sources [41.40]. They also change depending
on whether the quantum wires or Bragg gratings are
parallel or perpendicular to the incident x-ray beam.
A rather pragmatic approach to the analysis can be ap-
plied. Effectively the Fourier transform based on the BA
(kinematical) theory of a trial model shape and period
can be used to obtain some very useful shape parame-
ters. This will not give reliable intensities or account for

Fig. 41.11 The scattering close to the 004 reflection for
a laterally periodic grating on a GaAs substrate. The data
was obtained with a high-resolution diffractometer (data
courtesy of M. Gailhanou). The long streak comes from
the analyzer that had insufficient channel bounces before
reaching the detector �
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the true shapes of the scattering peaks for detailed in-
terpretation. All combinations of the beam paths need
to be considered [those scattered directly from the grat-
ing, those transmitted (refracted) through the grating,
etc.] and are coherently brought together to account
for all the cross-hatching of intensity, etc. based on the
DWBA [41.41]. Surface features, dots or wires, do have
an added complication to the analysis in that the strain

influence is unlikely to be homogeneous and requires
finite-element analysis to predict the strain distribution.
However obtaining a good strain model can result in
a high level of detail. Surface quantum wires studied
with a detailed strain model suggest that SiGe/Si super-
lattice wires have an oxide coating [41.42]. For buried
gratings the strains dominate the scattering [41.43], as
with buried quantum dots.

41.5 Rapid Analysis

The methods discussed so far in this chapter have
concentrated on analysis, both direct and simulation,
and some specialized applications, with some discus-
sion on the instrumentation. However it is largely the
development in instrumentation that has made x-ray
scattering so much more accessible. The instrumen-
tation at synchrotron x-ray sources is very similar to
how x-ray laboratories used to be, i. e., components
are built specifically for the type of analysis required,
so the set up time can be a significant factor. This
does have the advantage in that some of the latest
technology can be incorporated very rapidly, but the
instruments do require highly trained specialists to set
up the experiments, and it all becomes a significant
team effort. Commercial laboratory machines are, on
the other hand, rather versatile, with x-ray mirrors,
lenses, and a plethora of monochromators, analyzers,
and detectors. State-of-the-art laboratory equipment has
exchangeable components that are precision-aligned so
that several experimental configurations can be used
without removing the sample. So in many ways the
components, through significant cross-fertilization of
ideas, are rather similar, although the intensity and
wavelength choice at synchrotrons outstrips the labo-
ratory source. However, with the use of mirrors, lenses,
etc., the laboratory source gives sufficient intensity for
the majority of applications. Some of the most interest-
ing advances have been made in detector technology,
which until recently were saturated by the high count
rates. New developments in solid-state detectors, which
are pixel-array single-photon counting detectors, will
be a fascinating area to watch to create new opportu-
nities.

Since the push is for increased speed and feedback
in crystal growth there have been some interesting de-
velopments. In the quest for higher speed the intensity
needs to be increased, or the data can be collected in
parallel. Higher intensity usually comes at a cost to the

resolution, although this can be overcome by making
the experiment much more specific to the analysis. The
first example of this was given in Sect. 41.4.1, where the
more specific beam-selection diffractometer gives a 30×
increase in intensity compared with conventional instru-
mentation with an x-ray mirror (Fig. 41.5). This is still
a scanning method, which cannot compete with paral-
lel data collection. The discussion (Sect. 41.3.1) on the
influence of the instrument considered only resolution
in diffraction space. However, when this is combined
with the real space resolution, it is possible to achieve
high-resolution profiles instantaneously [41.44]. Con-
sider the profile in Fig. 41.6a, which already has 30×
the intensity of a conventional instrument (Fig. 41.5);
it took ≈ 7 min to collect. However the profile given
in Fig. 41.6b was collected in 1 s. This static diffrac-
tometer has rather simple components: an x-ray source,
slit, and a linear position-sensitive detector. The sim-
ulation of the scattering profile requires modeling
of the beam paths to account accurately for all the
features. This method can be applied to all wafer-
based samples, by finding a suitable reflection, or if
that is not possible by choosing an alternative wave-
length. The highest resolution relies on a high-quality
sample; however, useful information can still be ex-
tracted from imperfect materials, as will be shown in
Sect. 41.6.

There are several growth chambers at synchrotrons
for in situ characterization. Some of the early work
concentrated on analyzing the surface reconstruc-
tion [41.45], and the investigation of dislocations by
topography [41.46]. Some of the methods discussed in
Sect. 41.4.2 have been applied in situ at synchrotrons
to study the evolving crystal growth, and it is pos-
sible to see features even when 0.5 monolayer has
been deposited [41.47]. A laboratory source, with the
advantage of bringing the x-ray experiment to the met-
alorganic chemical vapor deposition (MOCVD) growth
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chamber, has been used for studying the growth of
InGaN on GaN [41.48]. The source is used in combi-
nation with a Johansson monochromator to focus the
beam onto the rotating sample, and despite the com-
plications associated with rotation and wobbling, the
evolution of the InGaAs on a GaN buffer layer is very
clear. The integration time is ≈ 17% of the rotation
period. This is not high-resolution data, but perfectly
sufficient to monitor the growing layer. This instrument
is again relatively simple with a source and focus-
ing Johansson crystal (which captures the divergent
beam from the source and focuses it onto the sample);

the scattered wave is collected by a position-sensitive
detector.

These rapid analyses could be very useful for ei-
ther quick feedback during the initial stages of crystal
growth or controlling an established process. However,
there are some interesting possibilities associated with
rapid data collection and high intensity that will be ad-
dressed in the next section. Although these examples
are specific for the material of interest, they are easily
adapted; the concentration at this stage is on composi-
tion and thickness measurement and some estimate of
quality.

41.6 Wafer Micromapping

Lateral changes in the composition, thickness, and
quality across a wafer can be very revealing to the
crystal grower. Generally the x-ray probing beam is
of the order of mm, and therefore can suffer from
significant averaging, adding uncertainty to the inter-
pretation. As an example, the influence of peak widths
and peak shifts contribute to the measured peak widths.
The benefit of rapid data collection is that the prob-
ing beam can be reduced and still achieve reasonable
measurement times. The typical sizes of the beam of
the beam-selection diffractometer and the static diffrac-
tometer are 100 μm × 10 mm to achieve these high data
collection rates, so reducing this to 100 μm double-
pinholes reduces the intensity considerably (> 100×).
The intensity achieved is still very usable, although
requiring longer count times or a compromise on
counting statistics. As an example consider this far-
from-perfect GaN sample, which is first probed with
the beam-selection diffractometer using the 100 μm
double-pinholes, to obtain an estimate of quality; this
is achieved by centering on the 0002 GaN peak and
scanning in ω (Fig. 41.12a). The width of this peak
is related to small tilted regions or some finite lateral
dimension, e.g., the distance between defects or mo-
saic block size. The resulting map over the 2.5 × 5 mm
sample at 50 μm intervals is given in Figs. 41.12b,c,
where the peak positions and peak widths across
the wafer are shown. Clearly the peak width varies
on this 100 μm scale (Fig. 41.12b) and is most pro-
nounced in one region that is between two areas that
have quite different peak positions (Fig. 41.12c). These
may be large mosaic blocks or regions of large cur-
vature. If the measurement of the peak width was
obtained on the mm scale then all these contributions

would be combined and may have led to a different
interpretation.

A similar analysis has been performed with the
static diffractometer, but for speed obtained with
a 200 μm probe and stepping at 100 μm intervals. This
analysis gave the variation in composition and pe-
riod across the wafer. The satellites are very weak
(Fig. 41.12d) from this structure (the In concentration
was rather low), but still an indication of the period
variations could be obtained and did not indicate any
significant fluctuations. The composition, though, does
vary significantly over the wafer, with the center-right
region being 10% below that of the lower region of the
wafer.

The variation in the composition and the period
can probably be linked quite clearly to the growth of
the structure. However, the material quality can help
in screening wafers. Reducing the probe clearly begins
to separate the peak width and the peak position, and
since the width, rather than the position, is generally
related to distorted regions this may correlate with the
local defect density and hence optical emission in GaN
lasers and light-emitting diodes (LEDs), for example.
The reduction in the probe size has two effects, not only
the isolation of small regions but also the variation in
peak broadening effects is likely to become larger as
the averaging effects are reduced [41.49]. In the extreme
case when the probe is close to a micron, the effects of
individual dislocations will be observed, as discussed
in Sect. 41.4.2. Baumbach et al. [41.50] have extended
micromapping towards this extreme, using an exten-
sion of their rocking-curve imaging technique [41.51],
which requires a well-collimated monochromatic beam
from a synchrotron source; the spatial resolution is
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Fig. 41.12a–e Examples of wafer mapping on the 100 μm scale on a GaN wafer with a InGaN/GaN superlattice. Data collected
with the beam-selection diffractometer: (a) a typical profile, (b) the distribution of the FWHM Δω, (c) the distribution of the peak
position ω. The data collected with the static diffractometer; (d) a typical profile; and (e) the variation in composition across the
wafer

defined by the pixel size of an area detector. By rock-
ing the sample an array of profiles is achieved. An
interesting aspect with this is the cross-over between
topography and conventional high-resolution scatter-
ing, where the latter will not only break the averaging
effect of larger probes but could provide ways of in-

terpreting the contrast in topography that can arise
from several complicating aspects. This combination
of microdiffraction or topography (real space) and re-
ciprocal space has many advantages in unraveling the
structural information that is not revealed on the mm
scale.

41.7 The Future

There is little doubt that x-ray scattering is very sensi-
tive to structural details, and these methods are pushing
the technological, theoretical, and instrumental devel-
opments. The intensity and quality of x-ray sources is
no longer a restriction, with many synchrotrons existing
around the world. The possibilities from coherent x-ray
sources will become clearer as these facilities become
more widely available, e.g., not only at synchrotrons
but at x-ray free-electron laser facilities. The improve-
ments in detectors will also create many opportunities,

and are very necessary to cater for the large intensities
now available.

Instrument development is benefiting from the
cross-fertilization of laboratory and synchrotron-based
work, with sophisticated optics being of use for both
types of x-ray sources. Theoretical developments will
also be a challenge as more scientists struggle to in-
terpret the scattering from ever more exotic materials
and structures. Enhanced computing power will benefit
this field, for example, when modeling the diffuse scat-
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tering or optimization for extracting parameters of very
complex materials.

It is very difficult to pinpoint specific areas where
the most significant method developments will occur,
since there is a large range of possibilities: coherent

scattering, microtomography, micromapping, etc., but
the most significant will be determined by the mater-
ials requiring analysis. The main aspect though, is that
this whole field is moving very rapidly, creating an im-
pressive toolset for materials characterization.
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41.15 V. Holý, U. Pietsch, T. Baumbach: High-Resolution
X-ray Scattering from Thin Films and Multilayers
(Springer, Berlin, Heidelberg 1999)

41.16 M. Born, E. Wolf: Principles of Optics, 6th edn.
(Cambridge Univ. Press, Cambridge 1980)

41.17 L.G. Parrat: Surface studies of solids by total reflec-
tion of x-rays, Phys. Rev. 95, 359–369 (1954)

41.18 P.F. Fewster: A ‘beam-selection’ high-resolution
x-ray diffractometer, J. Appl. Cryst. 37, 565–574
(2004)

41.19 P. Kidd: Investigation of the precision in x-ray
diffraction analysis of VCSEL structures, J. Mater.
Sci. Mater. Electron. 14, 541–550 (2003)

41.20 J. Zhang, J.H. Neave, X.B. Li, P.F. Fewster, H.A.W. El
Mubarek, P. Ashburn, I.Z. Mitrovic, O. Buiu, S. Hall:
Growth of SiGeC layers by GSMBE and their char-
acterization by x-ray techniques, J. Cryst. Growth
278, 505–511 (2005)

41.21 S.K. Sinha, E.B. Sirota, S. Garoff, H.B. Stanley: X-ray
and neutron scattering from rough surfaces, Phys.
Rev. B 38, 2297–2311 (1988)

41.22 E.A. Kondrashkina, S.A. Stepanov, R. Opitz,
M. Schmidbauer, R. Köhler, R. Hey, M. Wasser-
meier, D.V. Novikov: Grazing-incidence x-ray
scattering from stepped interfaces in AlAs/GaAs su-
perlattices, Phys. Rev. B 56, 10469–10482 (1997)

41.23 I.D. Feranchuk, S.I. Feranchuk, A.P. Ulyanenkov:
Self-consitent description of x-ray reflection and
diffuse scattering from rough surfaces, unpub-
lished work presented at XTOP 2006, Baden-Baden
(2006)

41.24 Y. Yoneda: Anomalous surface reflection of x-rays,
Phys. Rev. 131, 2010–2013 (1963)

41.25 P. Kidd, P.F. Fewster, N.L. Andrew: Interpretation
of the diffraction profile resulting from strain re-
laxation in epilayers, J. Phys. D Appl. Phys. 28,
A133–A138 (1995)

41.26 V. Kaganer, R. Köhler, M. Schmidbauer, R. Opitz,
B. Jenichen: X-ray diffraction peaks due to mis-
fit dislocations in heteroepitaxial structures, Phys.
Rev. B 55, 1793–1810 (1997)

41.27 V. Kaganer, O. Brandt, A. Trampert, K.H. Ploog:
X-ray diffraction peak profiles from threading dis-
locations in GaN epitaxial films, Phys. Rev. B 72,
045423–045434 (2005)
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X-Ray Topogr42. X-Ray Topography Techniques
for Defect Characterization of Crystals

Balaji Raghothamachar, Michael Dudley, Govindhan Dhanaraj

X-ray topography is the general term for a family
of x-ray diffraction imaging techniques capa-
ble of providing information on the nature and
distribution of structural defects such as dislo-
cations, inclusions/precipitates, stacking faults,
growth sector boundaries, twins, and low-angle
grain boundaries in single-crystal materials. From
the first x-ray diffraction image, recorded by
Berg in 1931, to the double-crystal technique de-
veloped by Bond and Andrus in 1952 and the
transmission technique developed by Lang in 1958
through to present-day synchrotron-radiation-
based techniques, x-ray topography has evolved
into a powerful, nondestructive method for the
rapid characterization of large single crystals
of a wide range of chemical compositions and
physical properties, such as semiconductors, ox-
ides, metals, and organic materials. Different
defects are readily identified through interpreta-
tion of contrast using well-established kinematical
and dynamical theories of x-ray diffraction. This
method is capable of imaging extended defects in
the entire volume of the crystal and in some cases
in wafers with devices fabricated on them. It is
well established as an indispensable tool for the
development of growth techniques for highly per-
fect crystals (for, e.g., Czochralski growth of silicon)
for semiconductor and electronic applications. The
capability of in situ characterization during crys-
tal growth, heat treatment, stress application,
device operation, etc. to study the generation,
interaction, and propagation of defects makes
it a versatile technique to study many materials
processes.
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The industrial demand for high-quality single crystals
has increased manyfold following the inventions of the
transistor and the laser, which led to a wide range of

applications [42.1]. In semiconductor technology the
increasing density of devices on individual integrated
circuits requires a high level of homogeneity in terms of
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the chemical composition and structural perfection of
crystals [42.2]. The presence of imperfections in crys-
tals used in solid-state lasers, including semiconductor
lasers, and nonlinear and electrooptical devices, neg-
atively impacts on their reliable operation [42.3]. The
study of such imperfections or defects is also important
from the point of view of understanding the influence
of imperfections on crystal growth processes, and con-
versely feedback can be used to develop higher-quality
crystals [42.4]. Hence it is essential for process en-
gineers and crystal growers to characterize and have
knowledge of the amount, distribution, and nature of
defects present in crystals. Even though there are sev-
eral techniques based on optical, electron, and atomic
force microscopy or x-ray imaging to reveal disloca-
tions and other defects, none of these methods are ideal.
These characterization methods have different ranges of
capabilities and limitations, and hence should normally
be used complementarily. However, compared with all
other techniques, x-ray topography is powerful enough
to image extended defects in the entire volume of the
crystal and in some cases in wafers with devices fab-
ricated on them. The capability of this technique to
image both defects intersecting the wafer surface as
well as those located in the bulk combines features
specific to chemical etching and transmission electron
microscopy (TEM), respectively. Using synchrotron ra-
diation, the x-ray topography technique can be applied
to study large wafers up to 300 mm diameter [42.5],
crystal plates, and even as-grown boules weighing sev-
eral kilograms [42.6]. Presently, x-ray topography has
become a very important tool in fundamental research
as well as in industrial applications, as described in
detail in recent literature [42.7, 8].

X-ray topography is the general term for a fam-
ily of x-ray diffraction imaging techniques capable of
providing information on the nature and distribution
of structural defects in single crystal materials. The
complete name x-ray diffraction topography is slightly
more informative, indicating that the technique is con-
cerned with the topography of the internal diffracting

planes, i. e., local changes in the spacing and rotations
of these planes, rather than with external surface topog-
raphy. Even though the name x-ray topography does
not articulate the correct meaning of the technique, it
is commonly used by researchers, perhaps for conve-
nience or as a continuation from its first usage in early
literature [42.9]. This technique is usually nondestruc-
tive and suitable for studying single crystals of large
cross-section with thickness ranging from hundreds of
micrometers to several millimeters. It is superior to
the complementary TEM technique in that it enables
imaging of the entire crystal and displaying defects par-
ticularly at dislocation densities lower than 104 mm−2.
In x-ray diffraction topography, a collimated area-filling
ribbon of x-rays is incident on the single-crystal sample,
at a set Bragg angle, and the corresponding area-filling
diffracted beam is projected onto a high-resolution x-
ray film or detector. The two-dimensional diffraction
spot thus obtained constitutes an x-ray topograph and
precisely displays the variation of the diffracted in-
tensity as a function of position depending upon the
local diffracting power as well as the prevailing over-
all diffraction conditions. Local diffracting power is
affected by the distorted regions surrounding a defect,
leading to differences in intensities between these re-
gions and the surrounding more perfect regions. This
intensity variation gives rise to contrast, and different
defect types can be characterized from the specific con-
trast produced by the way they distort the local crystal
lattice and thereby the local diffracting power. The ab-
sence of magnification enables the correlation of the
relative position of the image of a defect with its lo-
cation inside the crystal. Quantitative information such
as the line direction and Burgers vector of a dislocation
can be obtained by detailed interpretation of the vari-
ations in contrast obtained under different diffraction
conditions. Such interpretation requires an understand-
ing of the mechanisms of contrast formation. These
mechanisms are sensitive functions of the diffraction
conditions and are derived from the kinematical and
dynamical theories of x-ray diffraction [42.10].

42.1 Basic Principles of X-Ray Topography

42.1.1 Contrast

In general, the individual spots obtained from Laue
diffraction patterns from crystals do not have uniform
contrast. The localized variations in the intensity within

any individual diffracted spot arise from the deviation
in structural uniformity in the lattice planes causing the
spot, and this forms the basis for the x-ray topographic
technique. The real information available in an x-ray
topograph is manifested in the form of contrast within
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the projected diffraction spot. This topographic contrast
arises from differences in the intensity of the diffracted
beam as a function of spatial coordinate inside the crys-
tal. The diffracted intensity is a sensitive function of
local crystal perfection. For example, under the cor-
rect diffraction conditions, highly mosaic regions of
a crystal (i. e., those regions comprising small subgrains
which are slightly tilted with respect to the perfect crys-
tal) will diffract kinematically, whereas nearly perfect
regions of the crystal will diffract dynamically. Kine-
matical diffraction is characterized by an absence of
the primary extinction effects, which are the essence
of dynamical diffraction. These primary extinction ef-
fects, created by the interference between diffracted
waves and incident waves inside the crystal, lead to
an overall reduction in diffracted intensity for a per-
fect crystal over the mosaic crystal. Conversely, there
is an increase in diffracted intensity as the degree of
mosaicity increases, eventually reaching the limit of
the ideally imperfect crystal [42.11]. The difference be-
tween the intensities diffracted from one region of the
crystal which diffracts kinematically and another which
diffracts dynamically is one of the ways in which dislo-
cations can be rendered visible in topography. However,
the situation is not as simple as stated here. Even for
a crystal which diffracts dynamically, the diffracted in-
tensity is a sensitive function of the local distortion in
the crystal. In addition, the type of contrast that arises
from a particular type of distortion is also a function
of the absorption conditions in the crystal. The ef-
fects of such conditions on contrast mechanism will be
discussed in Sect. 42.5 with emphasis on mechanisms
which give rise to dislocation images.

42.1.2 Resolution

The contrast from individual defects will only be clearly
discernible if the spatial resolution is adequate. There
is no magnification involved in topography and spatial
resolution is controlled solely by geometrical factors.
The Bragg law is defined as

λ = 2d sin θB , (42.1)

where λ is the x-ray wavelength, d is the spacing be-
tween the diffracting planes, and θB is the Bragg angle,
which is the angle between the incident rays and the
diffracting planes. When the Bragg condition is satis-
fied, possible incident and diffracted beam directions
lie, diametrically opposed, on the surface of a cone with
semi-apex angle 90◦ − θB, the axis of which is the ac-
tive reciprocal lattice vector g (i. e., the normal to the

diffracting planes). Therefore if an x-ray source has fi-
nite size, which it always does, the possibility arises that
at a given point in the crystal the diffracting planes will
receive radiation, at the correct Bragg angle, from sev-
eral different points located at different positions on the
source (which produce rays lying on the surface of the
Bragg cone). The locus of these points on the source is
the arc defined by the intersection between the opera-
tive Bragg cone and the source surface. This acceptance
of rays with a finite vertical divergence imparts a fi-
nite vertical divergence to the diffracted beam, which
emanates from the point of interest in the crystal, and
hence gives rise to a blurring effect in the resultant im-
age of the point. In fact the diffracted rays emanating
from the point of interest in the crystal will lie on the
arc defined by the intersection between the same Bragg
cone and the detector plane (the length of this arc will,
of course, be defined by the divergence angle of the
accepted rays from the arc on the source). This is il-
lustrated in Fig. 42.1, which shows how an image of
a point P in the crystal, recorded with rays which em-
anate from points lying on the arc abc on the source, is
spread over the arc a′b′c′ on the detector. Therefore, the
angle subtended by the longest dimension of the source
in the direction perpendicular to the plane of incidence
(defined by the incident and diffracted beam directions,
and the active reciprocal lattice vector) is the crucial
parameter, which should be minimized. The amount
of blurring is proportional to the distance between the
crystal and detector, and can be approximately written
as

R = SD

C
, (42.2)

where R is the blurring (or the effective resolution), S is
the maximum source dimension in the direction perpen-
dicular to the plane of incidence, D is the specimen–film
distance, and C is the source–specimen distance. In the
plane of incidence, diffraction occurs over a finite range
of angles determined by the acceptance angle of the
crystal in that plane or the rocking curve width. This fi-
nite acceptance angle means that a given point in the
crystal receives radiation from a finite width on the
source (for the case of a horizontal plane of incidence).
This width can be determined by back-projecting the
fan of incident rays accepted at a point in the crys-
tal to the source itself. Again a finite divergence, this
time in the horizontal plane, can be attributed to the
diffracted beam, and again a blurring effect will be evi-
dent. However, as can be verified by simple calculation,
the limiting factor in determining spatial resolution is
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Fig. 42.1 Schematic dia-
gram showing the effect
of finite source dimension
on resolution; g is the
active reciprocal lattice
vector. The angle bPg,
which is the semi-apex
angle of the Bragg cone,
is 90◦ − θB, where θB is
the Bragg angle

the finite source height (i. e., the source dimension per-
pendicular to the incidence plane), rather than the finite
effective source width (i. e., the dimension parallel to
the incidence plane).

Since the spatial resolution is proportional to the
distance between the crystal and detector, this distance
should be minimized. However, the optimum spatial
resolution of the photographic detectors typically uti-

lized in topography is limited, by photoelectron tracking
between adjacent grains in the emulsion of the film, to
around 1 μm. The specimen–film distance is usually set
to yield a calculated spatial resolution which approx-
imately coincides with this. It should be noted that,
while this spatial resolution is greatly inferior to that of
electron microscopy, it is more than sufficient for high-
quality crystals of many materials currently grown.

42.2 Historical Development of the X-Ray Topography Technique

Even though the first topographic image of a sin-
gle crystal was recorded as early as 1931 [42.12],
the real potential of the technique was understood
only in 1958 when Lang [42.13] demonstrated the
imaging of individual dislocations in a silicon crystal.
Different topographic geometries were developed inde-
pendently during this period, namely, the Berg–Barrett
reflection technique [42.12,14], the double-crystal tech-
nique [42.15], and the Lang technique [42.13] and its
variant, the scanning oscillator technique [42.16].

In 1931, Berg carried out x-ray diffraction imag-
ing on crystal surfaces using characteristic radiation
falling at a very low angle to the crystal surface and
obtained point-to-point variation of the reflected inten-
sity resulting in a striated image on a photographic
plate placed near the crystal. The striated images pro-
duced were attributed to plastic deformation in the
crystals. Even though it was realized that x-rays could

be used as a powerful tool for studying inhomogeneities
in crystals, no further attempt was made to use this
tool until Barrett [42.14] recorded defect structure im-
ages from single crystals of silicon ferrite. Barrett
improved Berg’s reflection technique by minimizing the
distance between the crystal and the photographic emul-
sion plate and also by using fine-grain high-resolution
x-ray film. This technique is commonly known as
Berg–Barrett reflection topography and is used to study
large-size crystals. Wooster and Wooster [42.17] ob-
tained topographic images revealing the defect structure
from diamond surfaces using characteristic copper ra-
diation. With further improvement in this technique,
Newkirk [42.18] showed that individual dislocations
could be resolved and their Burgers vectors could be ex-
perimentally determined. The Schulz technique [42.19]
is another reflection topographic technique that uses
white radiation from a point-focus x-ray generator.
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The divergent x-ray beam diffracted by the crystal is
recorded on a film. The white beam ensures diffrac-
tion from all the misoriented regions in the crystal. This
simple technique can be used to reveal misorientations
quickly in the form of separations and overlaps in the
image.

Bond and Andrus [42.15] developed a high-
resolution double-crystal technique for studying struc-
tural imperfections on the habit faces of natural
quartz crystals. In this technique, x-rays from a line-
focus source are Bragg-reflected from a highly perfect
monochromator crystal and then diffracted from the
specimen crystal in either reflection or transmission
mode. High sensitivity is achieved in this technique be-
cause the first crystal further narrows the divergence
of the slit-collimated beam, which subsequently probes
the specimen crystal. This technique is highly sensi-
tive to lattice misorientations: lattice tilts and lattice
parameter changes down to 10−8 can be detected. The
sensitivity can be increased further by introducing an-
other monochromator or beam-conditioner crystal, and
rocking curve measurements can also be carried out to
assess the crystal quality.

Ramachandran [42.9] studied cleaved plates of dia-
mond crystals using a white x-ray beam from a tungsten
target in the transmission Laue geometry. He was the
first to use the term x-ray topograph to describe the
image contrast of full-size diffracted spots. The Laue
spots were recognized as a topographic map of the
crystal plate exhibiting variations in structure. He felt
that the x-ray topographic technique might provide
information on lattice perfection and compared the to-
pographs with luminescence images. The term x-ray
topograph became established in the literature when
Wooster and Wooster [42.17] used the same term in
describing diffraction images obtained from diamond
surfaces revealing the defect structure. Guinier and Ten-
nevin [42.20] studied both orientation and extinction
contrast effects in aluminum in transmission mode us-
ing a polychromatic x-ray beam. Tuomi et al. [42.21]
used a similar geometry and performed the first x-ray
topography experiments using synchrotron radiation on
silicon samples.

Important developments in x-ray topography took
place in 1957–1958 when Lang developed a transmis-
sion technique to image the defects in crystals [42.13,
22]. He examined crystal sections using a narrow
collimated characteristic radiation beam, a technique
referred to as section topography. Linear and planar
defects could be mapped with this technique by trans-

lating the specimen to known positions and taking
a series of section topographs. Using this technique,
low-angle boundaries in melt-grown metallic crystals
were imaged [42.22]. By incorporating a linear tra-
verse mechanism to translate the crystal plate and film
cassette synchronously, Lang was able to image indi-
vidual dislocations in an entire silicon crystal sample
using projection topography, a milestone in the field of
x-ray topography. In the Lang technique, an incident
beam of narrow width and low horizontal divergence
(about 4–5 arcmin) is obtained using a slit. The sec-
ondary slit placed on the other side of the sample blocks
the direct beam while allowing the diffracted beam to
pass through. It is possible to obtain an image on the
film using Kα1 only. This technique can permit up to
1 μm resolution under optimized conditions. Coinciden-
tally, during the same year, individual dislocations in
silicon as well as germanium crystals were imaged by
Newkirk [42.18] using the Berg–Barrett technique, and
by Bonse and Kappler [42.23] using double-crystal to-
pography, respectively. The tremendous development
in x-ray topography during this period leading to re-
solving individual dislocations was also due to the
fact that better-quality semiconductor crystals such as
silicon and germanium were becoming available due
to improved crystal growth technology. After Lang’s
work [42.13, 22] on imaging of individual dislocations,
x-ray topography has become an important quality con-
trol tool for assessment of semiconductor wafers before
and after device fabrication. However, using this tech-
nique it is difficult to record topographs of crystals
having elastic strains. Using the scanning oscillator
technique developed by Schwuttke [42.16], it is pos-
sible to record transmission topographs of large-size
wafers up to 150 mm in diameter, containing appre-
ciable amount of elastic and/or frozen-in strain. This
technique is based on the Lang technique with pro-
vision to oscillate the crystal and film simultaneously
when the crystal is scanned. The oscillation is chosen
to cover the whole reflecting range of the crystal to ob-
tain a complete image of the crystal. This technique was
widely used to image dislocations in transmission mode
in large-size silicon wafers.

While laboratory-based x-ray topography tech-
niques continue to be used, in recent decades the
availability of numerous synchrotron radiation facilities
providing intense, low-divergence x-ray beams of wide
spectral range has allowed the development of syn-
chrotron x-ray topography techniques. This is discussed
in detail in Sect. 42.3.2.
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42.3 X-Ray Topography Techniques and Geometry

X-ray topographic techniques can be broadly classi-
fied into two types: conventional x-ray topographic
techniques based on laboratory x-ray sources such as
target tubes, rotating anodes, and similar sources; and
synchrotron x-ray topographic techniques based on syn-
chrotron radiation.

42.3.1 Conventional X-Ray Topography
Techniques

Berg–Barrett Topography
This is one of the oldest x-ray topography technique
and is usually based on Bragg (reflection) geometry.
The basic experimental setup (Fig. 42.2a) uses an ex-
tended x-ray source and the crystal is aligned such
that the diffracting conditions are satisfied for the
characteristic Kα lines from a set of Bragg planes.
The crystal is cut such that the incident beam makes
a small angle to the specimen surface and the diffracted
beam emerges almost normal to the specimen surface.
The photographic film can be placed very close to
the specimen surface (as near as 1 mm). This tech-

X-ray
source

X-ray
source

Crystal Crystal

Film
a) b)

Fig. 42.2a,b Schematic diagrams of (a) reflection and (b) transmis-
sion Berg–Barrett techniques of topography

Crystal

Film

Slit

Scan

Collimator

X-ray

Fig. 42.3 Schematic diagram of the Lang projection technique. The
topograph image due to Kα1 alone is recorded on the film. The sec-
ondary slit blocks the direct beam while allowing the diffracted
beam to pass through. The crystal and film are translated syn-
chronously and the whole image of the crystal is recorded

nique is simple and uses low-cost equipment. The
use of reflection geometry permits only imaging up
to the x-ray penetration depth below the surface of
the crystal, as determined by the extinction distance
or absorption distance. This allows for the study of
high-dislocation-density materials (≈ 106 cm−2). Lim-
itations of this technique include image doubling due
to the Kα doublet as well as significant loss of spa-
tial resolution with increasing specimen–film distance.
These limitations can be overcome by appropriate ad-
justments to the recording geometry. This technique
is often used for initial assessment of crystals of
new materials [42.24]. The transmission Berg–Barrett
method [42.12,14] (Fig. 42.2b) (also know as the Barth–
Hosemann geometry) is similar to the Lang technique
except that it suffers from high background scattered
radiation that limits its use for studying dynamical
images.

Lang X-Ray Topography
The Lang x-ray topography technique [42.13, 22] is the
most widely used laboratory technique and is based
on the transmission geometry. Figure 42.3 shows the
basic experimental setup, where the x-ray source is col-
limated to allow diffraction from one Kα line (usually
Kα1 ). The diffracting planes are typically nearly per-
pendicular to the crystal surface and the diffracted beam
passes through a secondary slit that blocks the direct
beam before striking the photographic plate. When the
incident beam width is small compared with the base
of the Borrmann fan formed by the extremes of the
diffracted and transmitted beams with the crystal sur-
face (typically about 10 μm), an image of a section
through the crystal is obtained. This is the section topo-
graph which allows the study of the three-dimensional
defect distribution of defects. By translating both the
crystal and film across the stationary beam, an im-
age of the whole crystal can be obtained and this
is the projection topograph. However, this results in
loss of information available in the section topograph.
The section topograph is therefore considered to be
more fundamental. Usually, a much wider slit than that
used in section topography is used when recording
the projection topograph. Commercial Lang cameras
consisting of a two-circle goniometer with precision
translation stage and adjustable beam slits are available
and widely used for laboratory-based x-ray topogra-
phy [42.24].
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42.3.2 Synchrotron-Radiation-Based X-Ray
Topography Techniques

The advent of dedicated sources of synchrotron ra-
diation has enabled the development of a new realm
of topography known as synchrotron topography. It
has numerous advantages over conventional radiation
techniques. These advantages derive from the high
brightness, tunability, and natural collimation of syn-
chrotron radiation.

White-Beam X-Ray Topography
One of the most important synchrotron topographic
techniques developed is white-radiation topography
[42.21, 25]. This technique is basically analogous to
the Laue transmission technique, except with greatly
enhanced capabilities which derive from the aforemen-
tioned natural collimation and high intensity of the
synchrotron beam. The natural collimation (typically
≈ 2 × 10−4 rad in the vertical plane coupled with an ac-
ceptance angle of typically a few milliradians in the
horizontal plane) allows the use of very long beamlines
(≈ 25 m) to maximize the area of the beam delivered
at the sample without incurring significant losses in the
total intensity originally available at the tangent point.
This situation contrasts with that which would hold
for isotropic emission from a conventional source. The
large beam area delivered at the sample location allows
studies to be carried out on relatively large-scale sin-
gle crystals, and crystals as large as 150 mm or even
300 mm in diameter can be imaged by using preci-
sion translation stages similar to those used in the Lang
technique (although exposure times are much shorter).
Long beamlines also lead to small angles subtended
by the source at points in the specimen, which in turn
leads to excellent geometrical resolution capabilities.
For example at the Stony Brook Topography Station,
on beamline X-19C at the National Synchrotron Light
Source (NSLS), the optimum theoretically attainable
spatial resolution is ≈ 0.04 μm/cm of specimen–film
distance.

If a single crystal is oriented in the beam, and the
diffracted beams are recorded on a photographic detec-
tor, each diffraction spot on the resultant Laue pattern
will constitute a map of the diffracting power from
a particular set of planes as a function of position
in the crystal with excellent point-to-point resolution
(typically on the order of less than 1 μm). In other
words each diffraction spot will be an x-ray topograph
(Fig. 42.4a,b). The excellent geometrical resolution ca-
pability has another important consequence since it

relaxes to a certain extent the requirement of having
very small specimen–film distances (< 1 cm) in or-
der to achieve good resolution. Thus, crystals can be
surrounded with elaborate environmental chambers, ne-
cessitating considerable increases in specimen–detector
distances (which would lead to intolerable resolution
losses in conventional systems) without significant loss
of resolution. The high intensity over the wide spectral
range of the radiation emitted has several important ad-
vantages. Not only are the exposure times necessary to
record a topograph drastically reduced from the order
of days on conventional systems to seconds on a syn-
chrotron, but since we have a white beam, a multiplicity
of images is recorded simultaneously (Fig. 42.4c). This
leads to great enhancement in the rate of data acquisi-
tion. The multiplicity of images also enables extensive
characterization of strain fields present in the crystal.
For example, instantaneous dislocation Burgers vector
analysis can become possible by comparison of dis-
location images obtained from several different Laue
spots. Similarly, lattice rotation in the specimen can be
characterized by analysis of the asterism (the spreading
of a Laue spot) observed from several different Laue
spots. In addition the good signal-to-noise ratios ob-
tained associated with the high intensity also open up
the possibility of direct imaging of topographs. Thus
it becomes possible to conduct truly dynamic, quasi-
real-time studies of crystals subjected to some kind of
external stimulus such as applied fields, applied stress,
heating, cooling, etc.

Synchrotron topography can also be used to image
the surfaces of as-grown boules or large-size crys-
tal plates in reflection geometry. This can reveal the
overall distribution of defects and distortion around
the cylindrical surface of these crystals. Investigating
as-grown boules enables observation of the true mi-
crostructures and striations developed during growth
and can substantially reduce the time and processing
costs in cutting and polishing. Figure 42.5 shows re-
flection topographic images recorded from an as-grown
boule grown by the Bridgman–Stockbarger method in
microgravity. Topographs could be recorded covering
the entire length of the boule in strips using the syn-
chrotron beam. This boule revealed different defect
structures depending on the amount of contact with the
crucible wall.

Synchrotron x-ray topography in the reflection ge-
ometry can also be used to examine substrate/epilayer
systems that have devices fabricated upon them. The
features that make up the device topology typically pro-
vide contrast on x-ray topographs. The contrast usually
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originates from the strain experienced by the crystal
at the edges of growth mesas, or metallization lay-
ers, although some absorption contrast may also be
superimposed on this. Topographs recorded from such
structures provide an image of the defect microstructure
superimposed on the backdrop of the device topology.
Direct comparisons can be drawn between the per-
formance of specific devices and the distribution of

a) b)

c)

Single crystal 

Synchrotron white beam 

Photographic film 

Diffracted  beams 

Single crystal

Synchrotron white beam 

Photographic film 

Diffracted beams 

2201¯

2021¯

0221¯

2201¯

2021¯

0221¯

Fig. 42.4a–c Schematic diagram of the white-beam diffraction pattern recorded in (a) transmission geometry and
(b) back-reflection geometry. (c) Actual transmission x-ray diffraction pattern recorded from an (0001) AlN single crystal
on a SR-45 8 ′′ × 10 ′′ x-ray film

defects within their active regions. This has made it
possible to determine the influence of threading screw
dislocations (closed and hollow core) on device per-
formance [42.26, 27]. The back-reflection geometry is
particularly useful here, since it gives a clear image of
the distribution of screw dislocations on the background
device topology that is imaged with sufficient clarity
to unambiguously identify the device. An example of
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a back-reflection image recorded from a crystal with
devices fabricated on it is shown in Fig. 42.6.

Another important advantage of the white-beam
topographic technique over conventional topographic
techniques is its enhanced tolerance of lattice distor-
tion. The wide spectrum available in the synchrotron
beam allows crystals which either exhibit a uniform
range of lattice orientation (for example, uniformly bent
by a small amount) or which contain several regions of
distinctly different orientation (for example, containing
subgrains, grains or twinned regions) or regions of dif-
ferent lattice parameter (for example, containing more
than one phase or polytype) to be imaged in a single
exposure. Analysis of Laue spot shape or Laue spot
asterism (the deviation from the shape expected from
an undistorted crystal) enables quantitative analysis of
lattice rotation. Simultaneous measurement of the vari-
ation in diffracted wavelength as a function of position
in the Laue spot, for example, using a solid-state de-
tector, also enables determination of any variation in
the spacing d of the particular diffracting planes. For
those crystals that contain several regions of distinctly
different orientations, so-called orientation contrast be-
comes evident whereby the two neighboring regions

a)

b)

S
T

1 mm 1 mm
g

c)

Fig. 42.5 (a) Optical picture of an as-grown CdZnTe boule grown in microgravity showing regions with different extent
of wall contact. Reflection topographs recorded from the surface of as-grown CdZnTe boule grown in microgravity
showing the defect structures. (b) Wall-contact region showing dense slip band networks and twins (S: slip bands, T:
twin); (c) free-surface region showing a lower defect density and no twins

of crystal separated by the boundary (a twin bound-
ary or grain boundary, for example) each give rise to
diffracted beams which travel in different directions in
space, leading to image shifts on the detector. Anal-
ysis of the directions of these diffracted beams from
the measured image shifts can enable the orientation
relationships between the two regions of crystal to be
established, leading to, for example, determination of
twin laws. An example of a diffraction pattern recorded
from a nominally (111) CdZnTe single crystal contain-
ing twins is shown in Fig. 42.7. Detailed analysis of the
orientation relationships between the segments of the
various diffraction spots enables the twin operation to
be defined as a 180◦ rotation about [111].

By comparison, in the conventional topographic
case, the maximum tolerable range of misorientation
is defined by the convolution of the characteristic line
width with the beam divergence. Since both of these
quantities are small (typical line widths are of the or-
der of 10−3 Å, equivalent to an angular divergence of
≈ 100 arcsec, and typically, beam divergences must be
less than ≈ 20 arcsec in order to obtain the necessary
angular resolution in the plane of incidence), misorien-
tations greater than a few arcsec lead to the situation
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Fig. 42.6 Back-reflection white-beam x-ray topograph
recorded from a 6H-SiC single crystal with thyristors fab-
ricated upon it. The small white spots distributed over the
image are 1c and larger screw dislocations. The location of
these dislocations with respect to the device topology can
be clearly discerned, enabling the influence of the defects
on device performance to be determined. The large white
feature corresponds to damage inflicted by a probe

where only part of the crystal fulfills the diffracting con-
dition at a given time. In other words, Bragg contours
are produced. These contours delineate those regions of
the crystal which are in the diffracting condition from
those which are not. Since their presence means that
there are regions not set for diffraction, effectively there
are blind spots in the crystal. Clearly this is a very
undesirable situation if dynamic-type studies in large
single crystals are to be conducted. Similar problems are
encountered in monochromatic synchrotron-radiation
topography.

Contrast mechanisms operative in white-beam to-
pography are largely similar to those which are
operative in Lang topography, with some notable
subtle differences [42.28]. However, it has recently
been demonstrated that many of these differences are
attributable to the large difference in typical specimen–
film distances for the two techniques (tens of centime-
ters for white-beam topography and ≈ 1 cm for Lang
topography, see [42.29] for details). Some differences
are also attributable to the added complication of har-
monic contamination (the presence of several orders of
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Fig. 42.7 Transmission x-ray diffraction pattern recorded
from a CdZnTe crystal showing the presence of a twin. De-
tailed analysis of the orientation relationships between the
segments of the various diffraction spots enables the twin
operation to be defined as a 180◦ rotation about [111]

diffraction in a single diffraction spot), which becomes
apparent in white-beam topography, potentially leading
to a situation where more than one contrast mechanism
operates in a single topograph. Harmonic contamination
can, however, be avoided by judicious choice of diffrac-
tion geometry. In Sect. 42.5, a review of basic contrast
mechanisms, pertinent to both Lang and white-beam
topography, is presented.

Monochromatic-Beam X-Ray Topography
When a white synchrotron beam is passed through
a monochromator, an x-ray topograph is obtained when
the crystal is set to the Bragg angle for a specific set of
lattice planes for the selected x-ray energy. Images from
different atomic planes are acquired by orienting the
sample to satisfy the Bragg condition for those planes
and orienting the detector to the new scattering angle
(2θB) to record the image. With monochromatic radia-
tion [42.30] only one topograph is recorded at a time,
but the experimenter controls the energy or wavelength
of the x-ray beam, the x-ray collimation, the energy
or wavelength spread of the x-ray beam, and the size
of the incident beam on the sample crystal. The syn-
chrotron beam suffers significant loss of intensity on
passing through the monochromator setup. This reduces
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500 μm

Fig. 42.8 Transmission x-ray topograph recorded from
a CdZnTe crystal using a monochromatic synchrotron
beam

the probability of radiation damage to the crystal. In
addition to wavelength selection, the monochromator
also improves angular collimation, and the plane-wave
approximation is applicable. Monochromators used at
synchrotron-radiation facilities can be either single- or
multiple-crystal designs which can condition the x-ray
beam to achieve optimal spatial and angular resolutions.
An x-ray topograph (Fig. 42.8) recorded in transmission
geometry from a CdZnTe single crystal shows disloca-
tions, inclusions, and twinned regions.

42.3.3 Recording Geometries

X-ray topographs are acquired utilizing recording ge-
ometries based on either reflection (Bragg) from the
surface, or transmission (Laue) through the bulk, of
the sample crystal. In general, the reflection topograph
geometry is employed for thick crystals or when ab-
sorption conditions and/or defect densities are too high

to permit the use of transmission geometry. Owing to
its surface sensitivity, topography in reflection geome-
try is also useful for characterization of surface defect
structures within semiconductor heterostructures and
epitaxial thin films. In all reflection-type geometries,
defect information can be obtained from the volume de-
fined by the effective area of the incident beam on the
crystal and the penetration depth of the x-ray beam. The
penetration depth of x-rays is determined either by the
kinematical penetration depth (in imperfect crystals) or
by the dynamical penetration depth (in highly perfect
single crystals). The kinematical penetration depth (tk

p )
can be determined simply by geometrical relations be-
tween the incident and diffracted beams and the sample
surface, and is given by

tk
p = μ0(λ)

(cosecΦ0 + cosecΦH)
, (42.3)

where μ0(λ) is the linear absorption coefficient and Φ0
and ΦH are the angles of the incident and diffracted
beams with respect to the surface, respectively. The dy-
namical penetration depth (td

p ) is defined to be equal
to half the extinction distance ξg (42.15). In trans-
mission topography, all the defects within the crystal
volume are recorded, provided that the absorption is
low enough to permit sufficient transmission through
the crystal. Since the x-rays pass through the entire
thickness of the sample, this technique is used to char-
acterize the overall bulk defect content of a crystal,
such as dislocation networks and inclusions. The high
intensities from the synchrotron source enable one to
record images from relatively thick specimens using
this technique. Laue transmission technique finds lim-
ited application in studying crystals of low perfection
and high absorption coefficients. The back-reflection
technique, commonly used for orienting single crys-
tals, can also be used to record x-ray topographs
of crystals containing specific defects such as super-
screw dislocations (micropipes) in SiC [42.31]. The
grazing Bragg–Laue [42.32] and the grazing-incidence
reflection geometries allow precise tuning of the pene-
tration depth for depth profiling studies of epitaxial thin
films.

42.4 Theoretical Background for X-Ray Topography

X-ray topography is an imaging technique based on
x-ray diffraction. Understanding contrast formation on

x-ray topographs requires knowledge of the theory of
x-ray diffraction in solids. In this section, the princi-
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ples of the kinematical and dynamical theories of x-ray
diffraction are briefly discussed with their implications
for x-ray topography.

42.4.1 Limitation of Kinematical Theory
of X-Ray Diffraction

In the kinematical theory of x-ray diffraction, initially
developed to account for the intensities observed in
x-ray diffraction studies, the amplitudes of the scattered
waves are considered to be at all times small compared
with the incident wave amplitude, and scattering from
each volume element in the sample is treated as be-
ing independent of that from other volume elements.
For small crystals, of dimensions less than a microme-
ter in diameter, and in heavily deformed crystals where
the dislocations act to divide the crystal into a mosaic
structure of independently diffracting cells, the kine-
matical theory may be employed satisfactorily to predict
diffracted intensities. However, for large single crystals
that are also highly perfect, significant discrepancies are
found to exist between the measured and theoretically
predicted intensities of diffracted beams. The diffracted
intensity is predicted to increase continuously with in-
creasing size of crystals and the diffracted intensity
is actually predicted to become larger than the inci-
dent intensity beyond a certain size (about 1 μm). This
is evidently incorrect since it violates the principle of
conservation of energy. Under such conditions, the kine-
matical theory breaks down and the volume elements
can no longer be treated as independent of one another.
As one can recall from wave theory, x-rays diffracted

Diffracted beamIncident beam

Secondary
scattered beam
(out of phase)

Fig. 42.9 Schematic diagram demonstrating the phe-
nomenon of primary extinction in a perfect crystal.
Diffracted beam (90◦ out of phase) is scattered by the
backside of the diffracting planes to produce secondary
scattered beam that is 180◦ out of phase with the incident
beam, resulting in attenuation of the intensity of the inci-
dent beam, which in turn reduces the total diffracted beam
intensity

once from an atomic plane experience a phase change
of π

2 . When these waves are scattered again by the back-
side of the diffracting planes, they propagate in the same
direction as the incident beam but are 180◦ out of phase.
This gives rise to an attenuation of the incident inten-
sity due to destructive interference between the primary
incident and the secondary scattered beams, which in
turn leads to a reduction in the total diffracted beam in-
tensity. This is the so-called primary extinction effect,
shown schematically in Fig. 42.9.

42.4.2 Dynamical Theory
of X-Ray Diffraction

Breakdown of the kinematical theory in large, nearly
perfect, single crystals is clearly demonstrated by the
phenomenon of primary extinction. For a better under-
standing, it is necessary to take into account all the wave
interactions within the crystal. The dynamical theory
of x-ray diffraction considers the total wavefield inside
a crystal while diffraction is taking place as a single
entity.

The fundamental problem in the dynamical theory
is to find solutions to Maxwell’s equations in a periodic
medium (i. e., the crystal) matched to solutions which
are plane waves (the incident k0 and diffracted kh x-ray
beams). These solutions must reflect the periodicity of
the crystal, and such functions are knows as Bloch or
lattice functions and may be represented by a Fourier
series with appropriate Fourier coefficients.

Maxwell’s equations are

∇ × E = −1

c

∂B
∂t

and ∇ × H = −1

c

∂D
∂t

, (42.4)

where E is the electric field, B the magnetic induction,
D the electric displacement, H the magnetic field, and c
the velocity of light in vacuum, assuming that the elec-
tric conductivity is zero at x-ray frequencies. Properties
of the crystal are introduced by representing the crystal
as a medium with a periodic, anisotropic, complex di-
electric susceptibility χ. Since χ is a Bloch function, it
can be expressed as a Fourier sum over all the reciprocal
lattice vectors Rh as

χ(r) =
∑

h

χh exp[−2πi(Rh · r)] , (42.5)

where the Fourier coefficients are given by

χh = −r eλ
2

πV
Fh ,

where re is the classical electron radius, λ is the wave-
length of the x-rays, V is the volume of the unit cell,
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Rh is the reciprocal lattice vector, and Fh is the structure
factor of the unit cell.

Inside the crystal, the allowed wavevectors should
satisfy the Laue equation

K 0 + Rh = K h , (42.6)

where K0 and K h are the incident and diffracted
wavevectors inside the crystal.

Solutions for the electric displacement D are Bloch
or lattice functions of the type

D =
∑

Dn exp[2πi(νt − Kh · r)] . (42.7)

Using the expressions for D (42.7) and χ (42.5) in
Maxwell’s equations, we obtain the fundamental equa-
tions of the dynamical theory that give the amplitudes
of an infinite set of plane waves which together con-
stitute a wavefield that satisfies the wave equation. In
x-ray diffraction, only very rarely does more than one
reciprocal lattice point provide a diffracted wave of ap-
preciable amplitude. Thus, we need only consider two
waves to have appreciable amplitude in the crystal: that
associated with the incident wave and that associated
with the diffracted wave from a reciprocal lattice vector
h. The solution of Maxwell’s equations inside the crys-
tal is then expressed in terms of the amplitudes D0 and
Dh of these two waves by

[
k2(1+χ0)− K0 · K 0

]
D0 + k2Cχh̄ Dh = 0

k2Cχh D0 + [
k2(1+χ0)− Kh · K h

]
D0 = 0

}
,

(42.8)

where C is the polarization factor and is unity for σ po-
larization (where vectors D0 and Dh are perpendicular
to the plane containing K0 and Kh, and so are paral-
lel) and cos(2θB) for π polarization (where vectors D0
and Dh lie in the plane containing K0 and Kh, perpen-
dicular to K0 and K h, respectively, but are not parallel
to one another). Introducing the deviation parameters
α0 and αh that express the deviation of the incident and
diffracted wavevectors from the kinematic assumption

α0 = 1/2k
[
K0 · K 0 − k2(1+χ0)

]
αh = 1/2k

[
Kh · K h − k2(1+χ0)

]
}

. (42.9)

We can write the solution as

α0αh = k2C2χhχh̄ . (42.10)

The amplitude ratio R can be written as

R = Dh

D0
= 2α0

Cχh̄k
= Cχhk

2αh
=

(
α0χh

αhχh̄

)1/2

. (42.11)

Equations (42.10) and (42.11) are the fundamental
equations of the two-beam dynamical theory that allow
us to predict the wavefields and their intensities inside
(and outside) the crystal.

Dispersion Surface
The wave equations satisfying Maxwell’s equations can
be represented geometrically by a construction known
as the dispersion surface, illustrated in Fig. 42.10. In the
kinematical condition, the center of the Ewald sphere
is at the Laue point L which is at the intersection of
spheres of radius k about the origin O and reciprocal
lattice point H in the dispersion plane. In the dynamical
condition, the wavevector inside the crystal is corrected
for the mean refractive index resulting in a shorter
wavevector and therefore the loci of these wavevec-
tors are represented by spheres of diameter k(1+χ/2)
about O and H. This results in a shift of the inter-
section of these spheres and the dispersion plane from
the Laue point L to the Lorentz point L0 (Fig. 42.10a).
Figure 42.10b shows the region around the Laue point
at very high magnification (≈ 106). On the scale of
the picture, the spherical sections O′O′′ and H′H′′ of
the projections of the spheres can be approximated as
planes. The deviation parameters α0 and αh are meas-
ured perpendicularly from the planes O′O′′ and H′H′′,
respectively, and denote the tie point A at which the tails
of wavevectors K0 from O and Kh from H intersect and
diffraction occurs.

Thus, the dispersion equation is the loci of all such
tie points and is an equation of a hyperboloid of revolu-
tion with OH as its axis. At the diameter points α0 = αh
so that the semidiameter of the hyperbola is given by

dh = 1

2
kC

(
χhχh̄

)1/2
sec θ . (42.12)

There are two independent dispersion surfaces for
the two polarizations σ and π. The dispersion surface
has two branches, the upper one denoted as branch 1
and the lower one as branch 2. Waves from the two
branches are in antiphase. The direction of energy flow
is described by the Poynting vector, parallel to E × H,
and it has been shown that this is perpendicular to the
dispersion surface at the tie point [42.33, 34].

The boundary conditions at the crystal surface re-
quire that the tangential components of both E and H
of the wavevectors should be continuous across the sur-
face. The waves must be matched in amplitude at the
crystal surface and in phase velocity parallel to the sur-
face. The wavevectors inside the crystal differ from that
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Fig. 42.10a,b Construction of the dispersion surface:
(a) spheres of radius k and k(1+χ/2) about the origin
O and reciprocal lattice point H in reciprocal space show-
ing the position of the Laue point L and Lorentz point L0;
(b) dispersion surface for σ and π polarization states

outside only by a vector normal to the crystal surface

K0 −k0 = δn , (42.13)

where n is a unit vector normal to the surface and δ is
a scalar variable. A normal drawn line from the tip of
the incident wavevector k0 intersects the dispersion sur-
face at the excited tie point and determines the tail of the
wavevector K0. In the Laue case (Fig. 42.11a), there are
two points excited, one on each branch, labeled A and
B. From each tie point, wavevectors directed towards O
and H can be generated. There are thus four wavevec-
tors generated in the crystal for each polarization, eight
in all. At the exit surface of the crystal, the waves split
up into diffracted and forward-diffracted beam and the
boundary condition can be similarly determined. In the
Bragg case (Fig. 42.11b), the normal from the surface
intersects either two tie points on the same branch of
the dispersion surface or none at all. The Poynting vec-
tors associated with the two tie points are different; the
energy flow from one point is directed into the crystal,
but that from the other is directed outwards. The latter
therefore does not generate any wavefields inside the
crystal and can be ignored. Thus a single wavefield is
generated for each polarization. When no tie points are
selected, no wavefields are generated inside the crystal
and total reflection occurs.

Borrmann Effect
The amplitudes of the wavefields are Bloch functions
and modulated with the periodicity corresponding to the
Bragg planes. The intensity I of each of this wavefields
can be shown to be

I = D2 = D2
0[1+ R2 +2RC cos(2πh · r)] . (42.14)

The intensity is modulated by the factor cos(2πh ·
r) cos(2πh · r), which has a maxima at h · r = n and
minima at h · r = (2n + 1)/2 for integer n (h is the
diffraction vector). That is, maxima and minima of
the standing wavefield occur either at, or halfway be-
tween, atomic planes (Fig. 42.12). Analysis of (42.14)
reveals that the sign of R is opposite for wavefields
with tie points on opposite branches of the dispersion
surface, and intensity maxima occurs at the atomic
plane when R is positive and minima at the atomic
plane when R is negative. Maximum modulation occurs
when both R and C equal unity, i. e., in centrosym-
metric crystal (χh = χh̄) for the σ polarized wave at
the exact Bragg condition; i. e., when tie points ex-
cited on the two branches are at the diameter of the
dispersion surface. Under such conditions, the wave-
field with intensity maxima at the atomic planes (say
branch 2) will suffer greater photoelectric absorption
because the electron density is maximum at the atomic
planes whereas the branch 1 wavefield, with intensity
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Fig. 42.11a,b Dispersion surface construction showing the tie points excited by an incident wave in (a) the Laue geom-
etry: one tie point in each branch (A on branch 1 and B on branch 2) is excited (b) the Bragg geometry: two tie points
(A and B) on the same branch are excited

maxima between the atomic planes, suffers minimum
absorption. This effect is known as anomalous trans-
mission or the Borrmann effect and was discovered by
Borrmann in calcite [42.35, 36]. Presence of the Bor-
rmann effect is indicative of crystal perfection.

Pendellösung Effect
An incident plane wave excites two tie points on the
dispersion surface and generates two Bloch wavefields.
The wavevectors associated with these tie points dif-
fer. The difference in wavevector leads to a difference

in the propagation velocity, and interference effects
can occur between the Bloch waves. This gives rise to
the production of beats, a phenomenon referred to as
Pendellösung. The period of the beats is given by the
extinction distance ξg, which is the reciprocal of the
dispersion surface diameter dh, for the case of exact
fulfillment of the Bragg condition

ξg = d−1
h = cos θB

Ck(χhχh̄)1/2
= πV cos θB

r eλC(Fh Fh̄)1/2
,

(42.15)
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Branch 1 Branch 2

Fig. 42.12 Standing wavefields with a period correspond-
ing to the spacing between the Bragg planes produced
at the exact Bragg condition. Branch 1 waves, which
have a minimum intensity at the atomic positions, suf-
fer minimal absorption while branch 2 waves, which have
a maximum intensity at the atomic positions, are strongly
absorbed because of maximum electron density at the
atomic planes

where Fh and Fh̄ are the structure factors of (hkl) and
(h̄k̄l̄), respectively. When the Bragg condition is not
exactly met, the extinction distance is given by

ξ ′
g = ξg

(1+η2)1/2
, (42.16)

where η = sin 2θB/(C|χhχh̄|)1/2Δθ is the deviation pa-
rameter expressing the departure Δθ of the tie points
from the exact Bragg condition.

The above results can be extended to cover asym-
metric reflections by the introduction of the terms γ0
and γh, the cosines of the angles between the surface

A

B C

Fig. 42.13 Borrmann fan bounded by the incident (AB)
and diffracted (AC) beams showing the distribution of en-
ergy for an incident spherical wave that excites all tie points
along the dispersion surface

normal and the incident and diffracted beams, respec-
tively, in the appropriate places.

The above analysis applies to an incident plane
wave. However, in practice, laboratory sources used
have a significant angular divergence because of which
the entire dispersion surface is excited simultaneously.
This gives rise to energy flow within the Borrmann fan
bounded by the incident and diffracted beam directions
(Fig. 42.13). Defects at any point within the Borrmann
fan may contribute to the change of diffracted intensity
at the exit surface of the crystal, and hence to image
contrast.

42.5 Mechanisms for Contrast on X-Ray Topographs

Information from an x-ray diffraction topograph is ob-
tained in the form of topographic contrast. As described
earlier, local changes in orientation and spacing of crys-
tal lattice planes give rise to local differences in either
diffracted beam direction or intensity, which under the
appropriate experimental conditions, are manifested as
observable contrast on an x-ray topograph. There are
two fundamental mechanisms for contrast in x-ray to-
pographs:

1. Orientation contrast
2. Extinction contrast.

Extinction contrast can be further classified into
three types:

1. Direct image contrast
2. Dynamical contrast
3. Intermediary contrast.

42.5.1 Orientation Contrast from Subgrains
and Twins

Orientation contrast is explicitly defined as result-
ing from inhomogeneous intensity distributions arising
purely from the overlap and/or separation of diffracted
x-rays with varying directions. Orientation contrast is
observed in crystals containing regions of different
orientations such as grains, subgrains, and twins. Mis-
orientations caused by dilations as well as rotations of
the lattice can also lead to orientation contrast. Occur-
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a) b)

c) d)

Fig. 42.14a–d Orientation contrast
arising from misoriented regions:
(a) monochromatic radiation (beam
divergence < misorientation);
(b) monochromatic radiation (beam
divergence > misorientation); and
(c) continuous radiation. (d) Reflec-
tion topograph from an HgCdTe
single crystal. The white bands corre-
spond to separation between images
of adjacent subgrains, while the dark
bands correspond to image over-
lap. The tilt angle is estimated at
1–4 arcsec

rence of orientation contrast depends on the nature of
x-rays as well as on the nature of the misorientation, as
illustrated in Fig. 42.14. If either the incident beam di-
vergence or the range of wavelengths available in the
incident x-ray spectrum is smaller than the misorien-
tation between the blocks projected onto the incidence
plane (Fig. 42.14a), then only one of the blocks can
diffract at a given time. This produces one form of
orientation contrast, i. e., the presence or absence of
diffracted intensity. Under such conditions, one can ad-
just the diffraction geometry to bring the other block
into the diffraction condition and thus obtain informa-
tion on the mutual misorientation. However, if either the
incident beam divergence or the range of wavelengths
available in the incident spectrum allows each block
to diffract independently (Fig. 42.14b or c), then the
diffracted beams emanating from the individual blocks
will travel in slightly different directions and give rise
to image overlap if they converge, or separation if they
diverge. This produces another form of orientation con-
trast. The degree of misorientation can be determined
by measuring the image shifts (the amount of overlap or
separation) as a function of specimen–detector distance
on several different reflections. A white-beam x-ray to-
pograph (Fig. 42.14d), recorded from a HgCdTe crystal
that shows the overlap and separation of the subgrain
images, clearly demonstrates orientation contrast.

42.5.2 Extinction Contrast

Extinction contrast arises when the scattering power
around the defects differs from that in the rest of
the crystal. Interpretation of this contrast requires un-
derstanding of the dynamical diffraction effects as
discussed in the previous section (see also [42.37]). In
this chapter, extinction contrast formation mechanisms
are addressed with respect to images of dislocations
on topographs since dislocations are among the most
common defects studied by x-ray topography. To-
pographic contrast of dislocations (as well as other
defects) consists of direct, dynamic, and intermediary
images corresponding to the three different types of ex-
tinction contrast. In transmission geometry, which of
the three types of image can be observed is determined
by the absorption conditions. Absorption conditions are
usually defined by the product of the linear absorp-
tion coefficient μ and the thickness of the crystal, t,
traversed by the x-ray beam, i. e., μt. For topographs
recorded under low absorption conditions (μt < 1), the
dislocation image is dominated by the direct image
contribution. Under intermediate absorption conditions,
i. e., 5 > μt > 1, all three components can contribute,
while for high absorption cases (μt > 6), the dynami-
cal contribution (in this case known as the Borrmann
image) dominates.
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The Direct Dislocation Image
The direct dislocation image is formed when the angu-
lar divergence or wavelength bandwidth of the incident
beam is larger than the angular or wavelength ac-
ceptance of the perfect crystal [42.38]. Under this
condition, only a small proportion of the given inci-
dent beam will actually undergo diffraction, with most
of the incident beam passing straight through the crystal
and simply undergoing normal photoelectric absorp-
tion. However, it is possible that the deformed regions
around structural defects, such as dislocations and pre-
cipitates, present inside the crystal are set at the correct
orientation for diffraction provided that their misorien-
tation is larger than the perfect crystal rocking curve
width and not greater than the incident beam diver-
gence. The effective misorientation δθ around a defect
is the sum of the tilt component in the incidence plane
δϕ and the change in the Bragg angle θB due to dilation
δd and is given by

δθ = − tan θB
δd

d
± δϕ . (42.17)

Therefore, the distorted region will give rise to a new
diffracted beam. Further, if the distorted region is small
in size then this region will diffract kinematically and
will not suffer the effective enhanced absorption asso-
ciated with extinction effects to which the diffracted
beams from the perfect regions of the crystal are
subjected. The enhanced diffracted intensity from the
distorted regions compared with the rest of the crys-
tal gives rise to topographic contrast. This is known
as direct or kinematical image formation. This form
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Fig. 42.15 (a) Synchrotron trans-
mission topograph of superscrew
dislocations in 6H-SiC (g = 0006,
θB = 8.5◦, sample–film distance
d = 20 cm); (b) simulation of pure ori-
entation contrast of a 5c superscrew
dislocation. The simulation parame-
ters are chosen to coincide with the
experimental conditions of (a)

of contrast dominates under low absorption conditions
(μt < 1–2). Generally, the direct dislocation image
formed by this extinction contrast model has been used
to explain observed contrast features. Although the in-
tensity increase for the direct image was in most cases
qualitatively interpreted in a correct way [42.38], de-
tailed measurements of dislocation image width made
previously sometimes do not strictly coincide with the
predictions of this theory [42.39].

From studies of the direct dislocation images of
growth dislocations with large Burgers vectors (super-
screw dislocations or micropipes) in x-ray topographs
recorded from SiC single crystals, it was recently shown
by Huang et al. [42.31, 40–42] that the extinction con-
trast theory alone is incapable of explaining the contrast
features associated with superscrew dislocations on
synchrotron topographs. By using a simple ray-tracing
simulation method, it was demonstrated that the direct
images of superscrew dislocations consist mainly of
orientation contrast. Moreover, it was shown that this
method is also applicable to elementary dislocations, in-
dicating that it is a general phenomenon that orientation
contrast makes a significant contribution to the direct
dislocation image.

In the orientation contrast model, the mosaic region
around the dislocation is divided into a large number
of cubic diffraction units with their local misorienta-
tions coinciding with the long-range displacement field
of the dislocation. These units diffract x-rays kine-
matically according to their local lattice orientation.
Traces of the inhomogeneously diffracted x-rays are
projected onto the recording plate to obtain the direct
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image. Thus the direct image here is due to orienta-
tion contrast arising from the overlap and separation of
inhomogeneously diffracted x-rays with continuously
varying directions. Figure 42.15a shows several images
of giant screw dislocations in SiC recorded in transmis-
sion geometry. The Burgers vector of dislocation 1 was
independently measured [using optical phase-contrast
microscopy, atomic force microscopy (AFM), and other
x-ray topography techniques] to be 5c (|b| = 75.85 Å).
The full-width w of the image is around 40 μm, and
the separation between the maximum intensity peaks
L0 is around 24 μm. The conventional misorientation
contour model predicts an image width of several hun-
dred micrometers, which is clearly not the case. On
the other hand, a good correlation is clearly evident
between the observed image and the image simulated
using the orientation contrast model (Fig. 42.15b). The
simulated image consists of pure orientation contrast
resulting from the separation or overlap of the in-
homogeneously diffracted x-rays. In a similar way,
images of superscrew dislocations recorded in back-
reflection geometry can be successfully simulated, as
shown in Fig. 42.16. It has also been shown that, un-
der low absorption conditions, the above orientation

g
g

g

100 μm

0.5 mm 25 μm

a) b)

c) d)

Fig. 42.16 (a) Back-reflection syn-
chrotron topograph of a (0001)
4H-SiC wafer showing the circular
images of superscrew dislocations
(g = 00016, λ = 1.25 Å, sample–film
distance d = 20 cm); (b) enlargement
of one of the circular images in (a);
(c) computer-simulated white-beam
back-reflection x-ray section topo-
graph of a screw dislocation (Burgers
vector magnitude b = 3c) simulated
under the diffraction conditions of
(a); (d) back-reflection x-ray sec-
tion topograph of a screw dislocation
(b = 3c)

contrast formation mechanism also applies to ordinary
dislocations with Burgers vectors smaller than that of
micropipes [42.7].

Origins of Dynamical Contrast
from Dislocations

As discussed in Sect. 42.4, the dynamical theory of
x-ray diffraction obtains solutions to Maxwell’s equa-
tions in a periodic medium (i. e., the crystal) matched
to solutions that are plane waves (the incident and
diffracted x-ray beams). The wave equations satisfying
Maxwell’s equations can be represented geometrically
by the dispersion surface [42.43], and a wavefield prop-
agating in the crystal is represented by a tie point on
the dispersion surface and comprises two waves cor-
responding to the incident and diffracted x-ray beams
(Figs. 42.9 and 42.10). Dynamical contrast arises from
the interaction of this wavefield with the dislocation
distortion field (for a review see [42.37]). Under low
absorption conditions this dynamical contribution to
the dislocation contrast is mostly unobservable due to
the fact that the image is dominated by the direct im-
age contribution. Dynamical contrast becomes more
observable as absorption increases, thereby attenuat-
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1 mm

Fig. 42.17 SWBXT transmission topograph (g = 101̄0,
λ = 0.75 Å) recorded from an AlN single crystal under
intermediate absorption conditions (μt = 8) showing the
direct (1), dynamical (2), and intermediary (3) images of
a dislocation

ing the direct image contribution (the kinematically
diffracted rays contributing to this image do not survive
the absorption). Under these conditions, only wavefields
associated with one branch of the dispersion surface
(usually branch 1) which are close to the exact Bragg
condition survive due to the Borrmann effect [42.35].
These wavefields can survive absorption even when the
value of μt is significantly greater than unity.

For a perfect crystal, the incident boundary con-
ditions determine the position of the tie point on the
dispersion surface. However for an imperfect crystal,
the local lattice distortion can modify the position of the
tie point of a wavefield as it passes through the crystal.
This can occur by two mechanisms depending on the
nature of the distortion field. Tie point migration along
the dispersion surface occurs when the wavefield en-
counters a shallow misorientation gradient upon passing
through the crystal (e.g., regions away from the dislo-
cation line). The variation of the misorientation should
be less than the rocking curve width over an extinction
distance, i. e.,

Rc ≤ gξ2
g , (42.18)

where Rc is the radius of the curvature of the reflect-
ing plane and ξg is the extinction distance. Under these
conditions, both the direction of propagation of the
wavefield and the ratio of the amplitudes of its com-
ponents are changed. This phenomenon can be treated
using the so-called eikonal theory [42.44], analogous
to its counterpart in geometrical optics, formulated for
the case of light traveling through a region of varying

refractive index. As a wavefield approaches the long-
range distortion field of a dislocation, rays will bend in
opposite directions on either side of the core, potentially
producing opposite contrast. However, if the dislocation
is not located close to the crystal surface, the ray bend-
ing experienced above the defect may be compensated
for by that experienced below the defect, suggesting that
the contrast effects should cancel out. Net contrast is
nevertheless observed, since any deviation of the wave-
fields from the direction of propagation corresponding
to the perfect crystal region forces them to experience
enhanced absorption, thereby producing a loss of inten-
sity. Under these conditions, the dislocation image will
appear white and diffuse. In cases where the dislocation
is close to the exit surface of the crystal, the lattice cur-
vature above and below the defect is asymmetric due
to the requirements of surface relaxation. This means
that the ray bending experienced above the defect is no
longer compensated by that experienced below, with the
result that opposite contrast is observed from regions
either side of the defect.

On the other hand, when the wavefield encounters
a sharp misorientation gradient upon passing through
the crystal (e.g., regions close to a dislocation core), the
strain field would completely destroy the conditions for
propagation and force the wavefield to decouple into
its component waves. When these component waves
reach the perfect crystal on the other side of the de-
fect, they will excite new wavefields (the so-called
phenomenon of interbranch scattering). These newly
created wavefields will have tie points which are dis-
tributed across the dispersion surface, and since only
those wavefields with tie points close to the exact Bragg
condition survive, they will be heavily attenuated, lead-
ing to a loss of intensity from the region surrounding
the dislocation. Such images, known as Borrmann im-
ages, appear white on a dark background. An example
is shown in Fig. 42.17, which is a detail from a white-
beam x-ray topograph recorded from an AlN single
crystal.

The Intermediary Image
The intermediary image arises from interference effects
at the exit surface between the new wavefields created
below the defect (as described in Sect. 42.4.2) and the
undeviated original wavefield propagating in the perfect
regions of crystal. Usually, these images often appear
as a bead-like contrast along direct dislocation images
on projection topographs. Under moderate absorption
conditions when the defect (e.g., dislocation line) is in-
clined to the surface, the intermediary image forms a fan
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within the intersections of the exit and entrance surface
of the dislocation and has an oscillatory contrast with

depth periodicity over an extinction distance ξg. Again,
this is illustrated in Fig. 42.17.

42.6 Analysis of Defects on X-Ray Topographs

Topography, both synchrotron and conventional, is well
suited for analysis of low densities (< 106 cm−2) of dis-
locations in crystals. The restriction to low densities
arises from the fact that topographic dislocation images
can be anywhere from around 5 to around 15 μm wide,
so that greater densities would lead to image overlap
and therefore loss of information.

42.6.1 Basic Dislocation Analysis

Determination of Line Direction
For dislocations created by slip processes, knowledge of
the line direction as well as detailed information on the
Burgers vector of the dislocations is required to fully
assign the active slip system. Knowledge of both line
direction and Burgers vector of crystal-growth-induced
dislocations is also very important in understanding
their origin and for the development of strategies to
reduce the density of such dislocations. The projected
directions of direct images of growth dislocations have
also been used very successfully to compare with line
energy calculations designed to determine why partic-
ular line directions are preferred by such dislocations

g g g

a) b) c)

Fig. 42.18a–c Synchrotron white-beam topographs recorded in transmission geometry from a ZnO single crystal con-
taining slip dislocations: (a) g = 112̄0; (b) g = 11̄00; (c) g = 22̄01. Note the disappearance of dislocation segments
(indicated by arrows on (a)) on (b) and the weak contrast on (c). The Burgers vector of these dislocations is determined
to be 1

3 [112̄0] and, from the line directions, it is determined that these are screw dislocations

in crystals (for a review see [42.45]). The line di-
rection of a dislocation can be obtained by analyzing
its direction of projection on two or more topographs
recorded with different reciprocal lattice vectors. The
use of analytical geometry enables the line direction to
be determined either directly from the measured direc-
tion of projection [42.46] or indirectly by comparing
calculated projected directions of expected dislocation
line directions for the material of interest with the meas-
ured projection directions [42.47]. Such analysis is most
readily carried out on direct images of dislocations since
they are the most well defined, although similar analysis
can be performed on dynamical or intermediary images.

Determination of Burgers Vector Direction
For sufficiently low dislocation densities, standard
Burgers vector analysis, which enables the determina-
tion of the direction of the Burgers vector, is readily
carried out in the low absorption regime, using the g ·
b = 0 criterion for invisibility of screw dislocations, and
the combination of g ·b = 0 and g ·b× l = 0 criterion for
invisibility of edge or mixed dislocations (where b is the
dislocation Burgers vector and l is the dislocation line
direction). These criteria are also used in the analysis
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of TEM images of dislocations. An example of disloca-
tion analysis in a single crystal of zinc oxide (ZnO) is
presented in Fig. 42.18. These dislocations were likely
formed by deformation process during postgrowth cool-
ing. These dislocations lie in the basal plane of the 2H
crystal structure of ZnO and are visible in Fig. 42.18a
(g = 112̄0) and invisible on the 11̄00 (Fig. 42.18b) and
the 22̄01 (Fig. 42.18c) reflections, although weak con-
trast is observed. Application of the g ·b = 0 criterion to
possible 1

3 〈112̄0〉 Burgers vectors which lie in the basal
plane shows that the dislocations have Burgers vector
1
3 [112̄0].

Determination of Burgers Vector Sense
and Magnitude

The determination of the actual sense and magnitude of
the Burgers vector of a dislocation, once the Burgers
vector direction has been determined by g ·b analysis,
requires more detailed analysis. Chikawa [42.48] devel-
oped conventional-radiation divergent-beam techniques
for the determination of the sense of both edge and
screw dislocations through measurement of the sense
of tilt of lattice planes surrounding the dislocation core.
For the case of screw dislocations, Mardix et al. [42.49]
subsequently further developed Chikawa’s divergent-
beam technique to enable the magnitude of this tilt to be
measured as a function of distance from the core. This
could then be fitted to the corresponding theoretical ex-
pression, enabling the Burgers vector magnitude to be
determined. Si et al. [42.50] developed two methods,
one section and one projection, which are analogous to
those of Chikawa [42.48], and Mardix et al. [42.49], but
which make use of synchrotron white radiation. In these
techniques the lattice tilt surrounding dislocations of
mainly screw character was measured with an accuracy
that was significantly improved due to the relaxation
of the requirement for short specimen–film distances
which is inevitable in conventional radiation techniques.
Chen, Dudley, and co-workers [42.51, 52] have simi-
larly determined the dislocation sense of micropipes and
closed-core threading screw dislocations in 4H-SiC by
comparing grazing-incidence synchrotron white-beam
x-ray topographic images of the dislocations with corre-
sponding images simulated by the ray-tracing method.

42.6.2 Contrast from Inclusions

Individual point defects are not visible on x-ray to-
pographs, but when such defects cluster to form
a precipitate or inclusion, contrast can be observed.
Under low absorption conditions, direct or kinematical

images of precipitates are formed on x-ray topographs
and these typically consist of two dark half-circles sep-
arated by a line of no contrast perpendicular to the
projection of the diffracted vector. This is simply due
to the fact that distortions parallel to a given set of
atomic planes are not discernible. An example is shown
in Fig. 42.19, which is a transmission synchrotron white
beam x-ray topography (SWBXT) image recorded from
an AlN crystal. Under higher absorption conditions, dy-
namical contrast can be observed. When the precipitate
is close to the x-ray exit surface, opposite contrast ei-
ther side of the defect can usually be observed. This
contrast will usually reverse with reversal of the sign
of the reflection vector. The contrast is produced by tie
point migration in the region above the defect. Since
the defect is close to the exit surface, the reflecting
planes rotate very sharply in order to meet the surface
at the preferred angle, and so the curvature becomes too
large for the eikonal theory to handle. Consequently, the
contrast developed above the defect is frozen-in. The
black–white contrast not only reverses with the sense
of the reflection vector but also with the sense of the
strain in the lattice. This can be used to determine the
nature of the precipitate. If the contrast is enhanced on
the side of positive g, then the lattice is under compres-
sion, and if reduced it is under tension. This empirical
rule was first determined by Meieran and Blech [42.53].

500 μmg

P

P

P

Fig. 42.19 Detail from a synchrotron white-beam topo-
graph recorded in transmission from a AlN single crystal
showing precipitate contrast (P) under low absorption con-
ditions
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Precipitates/inclusions may also be imaged using
the back-reflection geometry, as shown in Fig. 42.20a
for a 3C-SiC platelet containing inclusions near the sur-
face [42.54]. The circular spots of inclusions are similar
to the images of superscrew (micropipes) in 4H-SiC
(Fig. 42.16) except the screw dislocation images have
more distinct white contrast than the inclusion images,
there being some diffracted intensity inside the inclu-
sion spots making them appear gray rather than white.

Images of inclusions in back-reflection topographs
can be understood by considering ray-tracing computer
simulations based on the displacement field of a spher-
ical inclusion. The ray-tracing concept is the same
as the orientation contrast model (see Sect. 42.5.2).
Figure 42.20b shows a simulated image of an inclu-
sion with a diameter comparable to the white spots in
Fig. 42.20a. The simulation a 3c axial screw dislocation
in Fig. 42.16b and that of an inclusion in Fig. 42.20b are
similar, in that intensity reflected from the area centered
on their defects is concentrated into a dark ring. This
effect is complete for the case of the screw dislocation
of Fig. 42.16b with intensity being absent from the ring,
whereas for the case of the inclusion the intensity within
its dark ring is merely depleted.

The difference between the mechanisms of image
formation in the back-reflection topography of ax-
ial screw dislocations and inclusions can be analyzed
more intimately with section topographs. Simulated
section topographs may be obtained by utilizing only
the diffracting elements of the crystal that fall within
the projected path of a narrow strip of incident rays.
For a screw dislocation (Fig. 42.15c), on the section to-
pograph, the strip of diffracted intensity is displaced
downward and upward at either side of the white cir-
cular center of the simulated screw dislocation image
to break into two tails. The upper tail originates from
the left half of the illuminated dislocation core, while
the lower tail corresponds to the right half. The pres-
ence of the tails stretching in directions out of their
illuminated sides indicates that the diffracted rays are

Fig. 42.20 (a) Synchrotron white-beam back-reflection
x-ray topographs from a 3C-SiC platelet (g = 121212,
λ = 1.24 Å) showing inclusions; (b) computer-simulated
back-reflection white-beam x-ray topograph (θB = 80◦) of
an inclusion 14 μm beneath the surface of a 3C-SiC sam-
ple; (c) computer-simulated white-beam back-reflection
x-ray section topograph of an inclusion; (d) recorded
synchrotron white-beam back-reflection x-ray section to-
pograph of an inclusion 14 μm beneath the surface
(g = 12 12 12, λ = 1.24 Å) �
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twisted from the incident beam direction. The twisting
direction of the rays is opposite to the dislocation sense.
Back-reflection section topography is then capable of
discerning the senses of axial screw dislocations. The
section topograph of an inclusion (Fig. 42.20d) lacks
this two-tailedness.

Like the traverse topograph of Fig. 42.20a, the de-
fect image again shows a gray center of depleted
intensity bracketed by a dark perimeter. The diffract-
ing planes in the vicinity of a spherical inclusion lack
the helical twist that those in the core of a screw dislo-
cation have. A spherical inclusion’s strain field bulges
the diffracting planes above it into convex curvatures,
tilting them radially outward from the defect’s center.
In the simulated section topograph of an inclusion in
Fig. 42.20c, the absence of twist is evident as the image
is symmetrical about a line drawn through the center of
the defect parallel to the g vector. Diffracted intensity is
depleted from the central area of the defect image and
concentrated at its edges, forming two curved bars of
dark contrast. This is roughly what is seen in the section
topograph of an inclusion in Fig. 42.20b.

42.6.3 Contrast Associated with Cracks

X-ray topography is also capable of discerning the
deformation fields associated with cracks in single crys-
tals. George et al. [42.55] have used x-ray topography
to measure the extent of the plastic zone associated

A

g

B

g g

a) b) c)

Fig. 42.21a–c SWBXT images recorded from a SiC substrate with GaN epilayers. (a) g = 2̄110, d = 10 cm; (b) g = 1̄21̄0,
d = 10 cm; (c) g = 1̄21̄0, d = 24.7 cm. The pairs of dark parallel lines arise from the elastic deformation associated with
mud cracks in the GaN film which penetrate into the SiC substrate (intensity from the GaN film is too low to be visible
on this image). Crack images A are visible in (a) but invisible in (b), while the reverse is true for crack images B. This
demonstrates the applicability of the g ·u = 0 and g ·u × l = 0 criteria. The arrows on (b) and (c) highlight the increase in
the separation between the two parallel components of the crack images as the specimen–film distance is increased

with the stress concentrations that can arise at the tip
of a crack. Raghothamachar et al. [42.56] reported on
deformation initiated at cracks in AlN crystals. This
was achieved both in static mode using Lang topogra-
phy [42.55] and synchrotron white-beam x-ray topogra-
phy [42.56] and in dynamic mode using monochromatic
synchrotron-radiation topography [42.57]. In a similar
way, the elastic deformation field associated with crack
tips can also be characterized. For example, for the
case of mud cracks, which are often observed in GaN
films grown on either SiC or sapphire substrates, the
elastic field of the cracks can penetrate down into the
substrate and be observable by x-ray topography. Itoh
et al. [42.58] published an early report of such topo-
graphic observations in GaN films grown on sapphire.
The presence of these mud cracks is evidence for the
existence of tensile stresses in the films. For the case
of SiC substrates, these tensile stresses may arise from
thermal expansion mismatch, although this cannot ex-
plain their existence for the case of sapphire substrates.
For the latter case, the tensile stresses are believed to
be associated with grain coalescence [42.59]. TEM ob-
servation of the interface regions in the GaN/sapphire
system indicates the absence of plastic deformation as-
sociated with the crack tips, rather just the presence of
an elastic deformation field. This elastic deformation
field (for both SiC and sapphire cases) behaves with
respect to x-ray topographic observation like an edge
dislocation, i. e., one can define a displacement vec-
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tor (u) associated with the crack which is oriented in
the plane of the interface and normal to the long axis
(l) of the crack. This means that the crack image dis-
appears when the conditions g ·u = 0 and g ·u × l = 0
are simultaneously satisfied. Figure 42.21 shows to-
pographs of a cracked GaN/SiC sample recorded under
various diffraction conditions: g = 2̄110 and d = 10 cm,
where d is the sample–film distance (Fig. 42.21a),
g = 1̄21̄0 and d = 10 cm (Fig. 42.21b), and g = 1̄21̄0
and d = 24.7 cm (Fig. 42.21c). All the topographs were
taken with the GaN film on the x-ray exit surface. From
these figures we can see that all the cracks running
along [2̄110] which have u along [011̄0] are invisible in
Fig. 42.21a while all the cracks along [1̄21̄0] which have
u along [1̄010] are invisible in Fig. 42.21b, due to the

aforementioned invisibility criteria. Ray tracing, carried
out by recording SWBXT images of the crack deforma-
tion fields at different specimen–film distances, enables
determination of the sense of the lattice rotation (i. e., on
which side of the interface the extra half-plane would
lie) as well as the exact location of the misoriented
volume with respect to the core of the crack. This is
demonstrated in Fig. 42.21b,c. The separation between
the parallel components of the images in Fig. 42.21c is
larger than that in Fig. 42.21b, indicating that the cracks
open up towards the GaN film surface. Further quanti-
tative ray-tracing analysis reveals that the misoriented
volumes are located at a distance of 30 μm from the
crack core and that the lattice rotations are of the order
of 20 arcsec.

42.7 Current Application Status and Development

Photographic films continue to be the detectors of
choice for recording x-ray topographs, although large-
area charge-coupled device (CCD) detectors can be
used when high resolution is not paramount. Currently,
holographic films are capable of recording x-ray to-
pographs with submicrometer resolution but require
long exposure times even for an intense synchrotron
beam. Nuclear emulsions (Ilford plates) which have
a grain size below 1 μm are also suitable to record
high-resolution x-ray topographs but they are expensive
and require special handling and developing proce-
dures. Single-side-coated high-resolution x-ray films
(Agfa D3-SC, Kodak SR-45, Fuji IX20, etc.) which
have a grain size on the order of 1 μm are usually ad-
equate for recording most x-ray topographs. These have
sufficient contrast and resolution and can be developed
fast enough to allow real-time observation and feedback
for recording multiple topographs. CCD detectors are
used instead of films when quick imaging is needed in
some dynamic studies; however, the results are some-
what limited due to the poor resolution (25–40 μm).

As an efficient technique to explore the microstruc-
ture of various materials, x-ray topography has been
extensively applied in both the research and industrial
fields. Through observation and analysis of structural
features and defects, it plays a key role in the evaluation
of materials quality, the investigation of defect forma-

tion mechanisms, and the processing–microstructure–
properties correlation. For the development of the
crystal growth process of any material, x-ray topogra-
phy is a critical tool that goes hand in hand with the
crystal growth technique employed. X-ray topography
has also been used to characterize thin films and het-
erostructures. While conventional x-ray topography can
be used as a laboratory tool for quick evaluation of
materials, synchrotron-based techniques have the capa-
bility for a wide range of experimental modifications,
including in situ studies of crystal growth, phase trans-
formations, device performance, etc. Further advances
in digitization and processing of images can allow for
rapid and automated analysis of x-ray topographs.

Modifications to the x-ray topography technique
have also been developed in recent years. One exam-
ple is the technique of x-ray reticulography [42.60].
Based on this technique, a novel stress measurement
procedure has been developed that is capable of non-
invasively measuring the complete stress tensor of any
single-crystal material. This technique can be applied
to a wide range of materials, such as those used in
the semiconductor industry for developing or improving
the packaging processes for the ever-reducing dimen-
sions of microprocessors, or to measure stresses in
as-grown single-crystal materials for comparison with
performance and simulations.
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Defect-Selecti43. Defect-Selective Etching of Semiconductors

Jan L. Weyher, John J. Kelly

In the present chapter we first briefly
consider mechanisms for the etching of
semiconductors (Sect. 43.1) and relate these
principles to methods for controlling sur-
face morphology and revealing defects
(Sect. 43.2). Section 43.3 describes in some
detail defect-sensitive etching methods. Re-
sults are presented for the classical (orthodox)
method used for revealing dislocations in
Sect. 43.3.1. More recently developed open-
circuit (photo)etching approaches, sensitive
to both crystallographic and electrically ac-
tive inhomogeneities in semiconductors, are
reviewed in Sect. 43.3.2. In particular, atten-
tion will focus on newly introduced etchants
and etching procedures for wide-bandgap
semiconductors.
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Wet etching processes are widely used in the fabrication
of semiconductors. There are three main application
fields for this technique: device pattern formation,
polishing, and visualization of damage or defects.
This chapter is restricted to the description of defect-
selective etching (DSE). Among the methods used
for revealing and analyzing defects in semiconductors,
such as x-ray topography and diffraction, transmis-
sion electron microscopy (TEM), cathodoluminescence
(CL), electron-beam-induced current (EBIC), and laser
scattering tomography (LST), etching has several fa-
vorable features that make the technique attractive for
assessment of the quality of single crystals and device
structures. These are: simple and relatively low-cost
equipment, no limits to the size of samples to be exam-
ined, very quick data acquisition, and the broad range
of defects that can be revealed and analyzed.

The rapid development of various etching systems
and methods for different semiconductors began after

the discovery in the 1950s of a direct correspondence
between the outcrops of dislocations and etch pits. Nu-
merous review papers appeared in regular journals and
books summarizing the current developments in this
field [43.1–12]. Although for elemental and classical
compound semiconductors different etching systems
are well known, challenging problems arise due to
the technological developments of the new generation
of wide-bandgap compound semiconductors (group III
nitrides and SiC). These materials are characterized
by very high chemical resistance to the majority of
the known acid-based etching systems, show strong
polarity-related anisotropy of properties, and contain
a very high density and diversity of defects, not oc-
curring in classical compound semiconductors (e.g.,
inversion domains, macro- and nanopipes, pinholes, and
extended stacking faults). New etching systems and
more sophisticated etching methods as well as their cal-
ibration are therefore essential.
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43.1 Wet Etching of Semiconductors: Mechanisms

For etching of semiconductors in solution (or in a melt)
one can distinguish two mechanisms [43.7, 13]. In
chemical etching valence electrons are exchanged lo-
cally between surface bonds of the semiconductor and
an active agent in the etchant. When all back bonds
are broken, the surface atom passes into solution. The
other type of mechanism involves free charge carri-
ers (valence-band holes or conduction-band electrons)
which, when localized at the surface, cause rupture of
surface bonds. If an electrochemical cell, with a voltage
source and a counterelectrode, is used to supply charge
carriers to the semiconductor, we speak of electro-
chemical etching. Both electrons and holes may cause
decomposition of the solid. Alternatively, free charge
carriers can be supplied from a chemical species in
solution under open-circuit conditions: this is referred
to as electroless etching. In addition, if minority car-
riers are required for etching, the semiconductor may
be illuminated. In this case we can distinguish photo-
electrochemical etching and electroless photoetching.
Finally, there is a hybrid form of photoetching that re-
quires a counterelectrode but no voltage source. This
photogalvanic etching method has been used exten-
sively for wide-bandgap semiconductors.

In this section we first briefly review the various
etching mechanisms. This forms the basis for a consid-
eration of defect-selective etching in Sect. 43.2, a theme
that will be further developed in Sect. 43.3.

43.1.1 Chemical Etching

A typical example of a chemical etching reaction is that
of InP in concentrated HCl solution [43.14]. By electron
exchange In-P and H-Cl bonds are broken and InCl3 and
PH3 are formed as products

InP+3HCl → InCl3 +PH3 . (43.1)

The products are subsequently hydrolyzed in the aque-
ous solution. Etching of InP in HBr follows a similar
mechanism [43.7]. The chemical etching of silicon in
alkaline solution is another important reaction [43.15,
16]. These are complex, multistep processes. A general
feature is that their rate is controlled by surface kinetics
and, as a consequence, etching is strongly anisotropic.
For example, the etch rate of the Si (111) face in KOH
solution and of the (111) In face of InP in concentrated
HCl solution is much lower than that of other crystal-
lographic faces. Unlike electrochemical or electroless

etching, the kinetics of chemical etching is not depen-
dent on the electrochemical potential of the sample.

For revealing defects in many semiconductors (Si,
SiC, GaN) a NaOH/KOH eutectic is often used [43.12].
Despite the long and widespread application of this
system, surprisingly little is known about the etching
mechanism. In all these cases the semiconductor is ox-
idized, i. e., loses valence electrons, during etching. For
example, GaN will be converted to Ga3+ (Ga(OH)3 or
Ga2O3) in the melt. OH− ions cannot act as a reduc-
ing agent, i. e., electron acceptor. We suggest that trace
water in the eutectic is responsible for bond rupture and
enhanced etching at defects. For example, in the case of
GaN a possible reaction could be

GaN+3H2O → Ga(OH)3 +NH3 . (43.2)

Water, strongly bound in the solvation shell of the
cations and anions, is available for bond rupture. The
product Ga(OH)3 will dissolve in the melt.

43.1.2 Electrochemical Etching

For the kinetics of electrochemical etching one has to
distinguish between reactions based on majority and
minority carriers [43.7, 13]. In this section we first con-
sider majority-carrier (holes in a p-type or electrons
in an n-type semiconductor) and then minority-carrier
reactions. To guide the reader we show in Fig. 43.1
a simple electrochemical cell with three electrodes:
the semiconductor working electrode (WE), a platinum
counterelectrode (CE), and a reference electrode (RE).
With the aid of a voltage source (e.g., a potentiostat)
the electrochemical potential V of the semiconductor
can be varied with respect to that of the reference elec-
trode. As a result, a current flows between the working
electrode and the counterelectrode. This current j is
measured as a function of V . The semiconductor can
be illuminated to give photocurrent.

Majority-Carrier Reactions
If, in a p-type semiconductor, holes are localized at the
surface (i. e., the bonding electrons are removed) the
surface bonds will be broken. In the case of GaN, three
holes are required to dissolve one formula unit of the
solid in acidic solution [43.17].

GaN+3h+ → Ga3+ + 1
2 N2 . (43.3)

The solid is oxidized; the Ga3+ ions dissolve and mo-
lecular nitrogen escapes to the gas phase. From (43.3)
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Fig. 43.1 A schematic view of a three-electrode elec-
trochemical cell. The potential V of the semiconductor
working electrode (WE) is regulated with respect to that
of the reference electrode (RE) using a voltage source. As
a result, a current j can flow between the working elec-
trode and a counterelectrode (CE). In a typical experiment
j is measured as a function of V either in the dark or under
illumination. If electrons flow from WE to CE the current
is anodic ( ja); an oxidation reaction occurs at the semicon-
ductor. If electrons flow in the opposite direction (from CE
to WE) the current is cathodic ( jc) and a reduction reaction
occurs at the semiconductor

it follows that the rate of the reaction should depend on
the surface hole concentration ps, which is related to the
hole concentration in the bulk pb by

ps = pb exp

(
eVsc

kBT

)
, (43.4)

where eVsc is the band bending in the semiconductor
at the interface with the solution. In an electrochemi-
cal experiment the band bending, and thus the reaction
rate, can be varied by means of the applied potential V .
A change in the applied potential can lead to a potential
drop across the space-charge layer of the semiconduc-
tor (Fig. 43.2) and across the double layer (Helmholtz
layer) in solution. For simplicity, we neglect the latter;
this will not markedly affect the argument in this sec-
tion [43.7, 13]. In that case the band bending is given
by

eVsc = e(V − Vfb) , (43.5)

where Vfb is the flat-band potential. At this potential,
an important reference point in semiconductor electro-
chemistry, there is no space-charge layer or electric field
present at the semiconductor surface (see the center

– – ––

V < Vfb V > VfbVfb

+ + ++

V < Vfb V > VfbVfb

ja

jc

Vfb(p)

V (versus ref)

a) p-type

ja

jc V (versus ref)

Vfb(p)Vfb(n)

b) n-type

Fig. 43.2a,b Current–potential characteristics for majority-carrier
reactions at (a) a p-type and (b) an n-type semiconductor. In case
(a) accumulation of valence-band holes at the surface leads to oxi-
dation of the electrode and an anodic current in the external circuit.
The flat-band potential (Vfb(p)) is denoted, as well as energy-band
schemes of the semiconductor at the interface with solution. In case
(b) accumulation of electrons at the surface causes the reduction
of H+ ions or H2O to hydrogen or, in some cases, the reduction
of the semiconductor. Note: the difference in flat-band potential for
n- and p-type forms of the same semiconductor corresponds to the
difference in Fermi levels of the two types

picture at the bottom of Fig. 43.2a). At potentials con-
siderably negative with respect to the flat-band potential
of a p-type semiconductor (V < Vfb(p)) the surface hole
concentration is very low (ps � pb): this corresponds
to depletion. Oxidation reactions requiring holes cannot
take place and no current flows in the external circuit.
At potentials approaching Vfb(p) an anodic current is
measured which increases exponentially with increas-
ing potential (Fig. 43.2a). For almost all semiconductors
this process involves oxidation and dissolution of the
solid: anodic etching (as in (43.3)). A reduction reac-
tion at the counterelectrode (e.g., hydrogen evolution)
provides the charge carriers required to oxidize the
semiconductor. The anodic current density can be con-
verted to an etch rate by applying Faraday’s law [43.7].
It is clear that the etch rate can be simply regulated via
the applied potential.

Because of the absence of holes in the valence
band, anodic oxidation is not possible with an n-type
semiconductor (in the dark). Instead reactions involv-
ing electrons via the conduction band can be expected.
In aqueous solution this is generally the reduction of
protons at low pH [43.18]

2H+ +2e− → H2 , (43.6a)
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or of water at higher pH

2H2O+2e− → H2 +2OH− , (43.6b)

giving hydrogen evolution. Since the surface electron
concentration increases exponentially with decreasing
potential, i.e., ns = nb exp(−eVsc/kBT ), the rate of the
cathodic current associated with these reactions also in-
creases markedly (Fig. 43.2b). (In this case oxidation
of water at the counterelectrode provides the electrons
required at the semiconductor working electrode.) For
a few semiconductors the presence of electrons at the
surface can give rise to decomposition of the solid. For
example, at negative potential the n-type semiconductor
ZnO is electrochemically reduced

ZnO+2H+ +2e− → Zn+H2O , (43.7)

a reaction that competes with hydrogen evolu-
tion [43.18]. Another example is n-type InP [43.19]

InP+3H+ +3e− → In+PH3 . (43.8)

Zinc and indium are reactive metals that dissolve readily
in acidic and alkaline solution.

Minority-Carrier Reactions
Reactions requiring minority carriers (electrons in
a p-type or holes in an n-type semiconductor) can
be observed when the electrode is illuminated with

––

+ +

–

+

–

+

ja

jc

Vfb

V (versus ref)

ja

jc

V (versus ref)

Vfb

a) p-type (illum) b) n-type (illum)

Fig. 43.3a,b The influence of suprabandgap illumination (illum)
on the current–potential characteristics of (a) a p-type and (b) an
n-type semiconductor. In case (a) the electric field of the space-
charge layer drives the photogenerated minority carriers (electrons)
to the surface, where a reduction reaction takes place. The holes
are registered as a cathodic photocurrent in the external circuit. At
positive potentials, electrons and holes recombine. In case (b) holes
migrate to the surface, causing oxidation of the semiconductor: an
anodic photocurrent is measured. In both cases the majority-carrier
processes (Fig. 43.2) are shown as dashed lines

suprabandgap light. What is important for etching is
the effective spatial separation of the photogenerated
electrons and holes (the prevention of recombination)
allowing the minority carriers to react at the surface.

In a p-type semiconductor electrons and holes gen-
erated by light are separated by the electric field of the
space-charge layer at negative potentials (see inset in
Fig. 43.3a). At the surface the electrons are used for the
reduction of H+ ions or H2O (43.6a,b). In the case of
p-type InP the semiconductor itself is decomposed un-
der illumination (43.8). The photogenerated holes are
swept to the back contact and registered as a cathodic
photocurrent in the external circuit. The constant limit-
ing photocurrent at negative potential generally depends
on the light intensity. At more positive potentials go-
ing towards the flat-band condition the electric field
at the surface decreases and electron–hole recombina-
tion competes with the electrochemical reaction of the
electrons. Because of the importance of surface recom-
bination at semiconductor electrodes in solution and the
poor kinetics of reactions such as hydrogen evolution,
the onset of photocurrent is generally at a potential con-
siderably negative with respect to the flat-band value (up
to 0.6 V), in contrast to a Schottky diode.

Holes created by suprabandgap light in an n-type
semiconductor can give rise to photoelectrochemical
oxidation of the solid (43.3). As in the case of the p-type
electrode, electron–hole recombination generally dom-
inates at potentials close to Vfb (Fig. 43.3b). The onset
of photocurrent, anodic in this case, is at positive po-
tentials where the electric field moves the holes to the
surface and the electrons to the back contact. For both
cases, n- and p-type, the etch rate depends not only on
the applied potential but also on the light intensity.

43.1.3 Electroless Etching

In electrochemical etching, the charge carriers are sup-
plied to the semiconductor–solution interface via an
external circuit. The disadvantage of this approach
is the need for a counterelectrode, a voltage source,
and, in well-defined experiments, a reference electrode
(Fig. 43.1). Etching of semiconductors under open-
circuit conditions is possible, in principle, if the charge
carriers can be supplied from a redox species in so-
lution [43.13]. While electron injection from solution
into the conduction band of semiconductors can oc-
cur, this generally does not lead to decomposition. On
the other hand, extraction of electrons from the valence
band (i. e., injection of holes into the band) can be used
for etching many semiconductors of both p- and n-type
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(see the next paragraph). There is another form of elec-
troless etching in which minority carriers are generated
by suprabandgap light. This will be dealt with in the
paragraph Electroless Photoetching.

Electroless Etching in the Dark
The principle of electroless etching is shown in Fig. 43.4
for a p-type semiconductor, e.g., GaAs, in an alkaline
solution containing an oxidizing agent (a strong elec-
tron acceptor) such as the Fe(CN)3−

6 ion [43.20]. Two
electrochemical reactions occur: the oxidation of the
semiconductor which, in the case of GaAs, requires six
valence-band holes

GaAs+10OH− +6h+→ GaO−
2 +AsO3−

3 +5H2O ,

(43.9)

and the reduction of the oxidizing agent by hole injec-
tion into the valence band (VB)

Fe(CN)3−
6 → Fe(CN)4−

6 +h+(VB) . (43.10)

The potential dependence of the rates of these two re-
actions is shown in Fig. 43.4. The form of the anodic
current–potential curve (a) for reaction (43.9) has been
introduced before. Reduction of the oxidizing agent
(43.10) starts at the equilibrium (Nernst) potential of the

p-type (dark)

+

Voc

V
red /ox

V (versus ref)

(b)
(c)

(a)

j
a

jc

Fig. 43.4 The principle of electroless etching of a p-type
semiconductor. Curve a is the anodic current–potential
curve for oxidation/dissolution of the electrode. Curve b
shows the cathodic current–potential curve for reduction of
the oxidizing agent by hole injection into the valence band.
This reaction starts at the equilibrium potential Vred/ox and
its rate becomes diffusion limited at negative potentials.
The current measured with such a system, i. e., the sum of
the anodic and cathodic contributions, is shown as a dot-
ted line. At the open-circuit potential Voc the two partial
currents are equal ( ja = jc). This is shown in the schematic
diagram on the right. It is clear that at Voc the semiconduc-
tor is etched

Fe(CN)3−
6 /Fe(CN)4−

6 redox couple. The rate increases
as the potential is made negative (curve b, Fig. 43.4). In
the present case, the rate finally becomes diffusion con-
trolled, i. e., the cathodic current is independent of the
applied potential. In an electrochemical experiment, the
measured current–potential curve (c) is the sum of the
two partial curves a and b.

From Fig. 43.4 it is clear that at the open-circuit
potential, indicated by Voc, the two electrochemical re-
actions (43.9) and (43.10) occur at a significant rate;
the anodic and cathodic currents are equal ( ja = jc).
For this system the electroless etch rate is determined
by mass-transport-controlled hole injection (curve b).
From this it follows that the etch rate can be enhanced
by either increasing the concentration of the oxidizing
agent in solution or by improving the hydrodynamics of
the system.

In a similar way holes injected by Fe(CN)3−
6 into

the valence band of n-type GaAs will give rise to etch-
ing at open-circuit potential. From this discussion it is
clear that, for electroless etching of n-type and p-type
materials, the oxidizing agent must be capable of ex-
tracting electrons from the valence band of the solid;
the electron acceptor levels of the oxidizing agent must
correspond in energy to the valence band of the solid.
For wide-bandgap semiconductors such as GaN and SiC
with an energetically low-lying valence band this is no
longer possible. Even the strongest oxidizing agents fail
to inject holes under normal conditions. Consequently,
electroless etching is not possible for these materials.

Electroless Photoetching
As for photoelectrochemical etching that depends on
minority carriers, electroless etching may also be pro-
moted by illumination with suprabandgap light [43.21–
23]. The principle is shown schematically in Fig. 43.5a.
At open-circuit potential a photon generates an
electron–hole pair. An electron acceptor in solution
(Ox+) captures the electrons very effectively from the
conduction band, allowing the holes to break surface
bonds and thus cause etching. The electron acceptor in
this case is different from that required for electroless
etching in the dark: its acceptor levels must correspond
to the conduction band of the solid and thus be higher
in energy. For electroless photoetching the rates of reac-
tion of electrons and holes at the surface are equal and
must be higher than the rate of electron–hole recombi-
nation.

Electroless photoetching can be understood in elec-
trochemical terms on the basis of Fig. 43.5b for an
n-type semiconductor. As in Fig. 43.4, the two partial
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b) n-type (illum)a)

ja

jc+

– Ox+ Red

Oxidation

Voc

Fig. 43.5a,b The principle of electroless photoetching of
an n-type semiconductor. Light generates electron–hole
pairs (a). The electrons are captured by an electron ac-
ceptor (Ox+) in solution. The holes cause oxidation and
dissolution of the semiconductor. These reactions compete
with electron–hole recombination. (b) Shows the current–
potential characteristics of the two processes: photoanodic
oxidation of the semiconductor (by minority carriers) and
cathodic reduction of the oxidizing agent (by majority
carriers). At the open-circuit potential under illumination
(illum) V �

oc both reactions occur at the same rate ( ja = jc)
and the semiconductor is photoetched

current–potential curves are shown: (a) for the photoan-
odic oxidation of the semiconductor via the valence

+

––

j

EF
ja

jc

(a)

(b) (c)

Voc1

Voc2

V (versus ref)

a) b)

Fig. 43.6a,b The principle of photogalvanic etching. An n-type
semiconductor is short-circuited to a metal in solution (without
a voltage source). Electrons and holes generated by light (a) are sep-
arated by the electric field at the semiconductor surface. The holes
cause etching. The electrons pass to the metal, where an oxidiz-
ing agent is reduced. Since the two electrodes are short-circuited,
the Fermi level EF is constant in the system. (b) shows the corre-
sponding electrochemistry. Curve a gives the potential dependence
of the minority-carrier reaction (photoanodic oxidation). Curve b
describes reduction of the oxidizing agent (via majority carriers).
The open-circuit potential is V �

oc1. If the surface area or the catalytic
activity of the metal is increased (curve c) the open-circuit potential
shifts to V �

oc2 and the photoetch rate is significantly increased

band and (b) for the reduction of the electron acceptor
via the conduction band (this reaction, involving major-
ity carriers, can occur in the dark). At the open-circuit
potential under illumination V �

oc both reactions occur
and the semiconductor is photoetched. From this de-
scription it is clear that the systems shown in Fig. 43.3
will not give rise to photoetching. For example, the pho-
tocathodic reduction reaction at the p-type electrode
(Fig. 43.3a) is only observed at negative potentials,
a range in which the semiconductor cannot be oxidized
(see anodic curve). In these cases the kinetics of the
minority-carrier reaction is poor and electron–hole re-
combination dominates in the vicinity of the flat-band
potential.

43.1.4 Photogalvanic Etching

For the case in which the rate of the majority-carrier
reaction (e.g., electron transfer in the example of
Fig. 43.5) is hindered by unfavorable kinetics, pho-
toetching under open-circuit conditions may be pro-
moted by short-circuiting the semiconductor to a noble
metal in solution [43.24, 25]. A metal can be chosen
that catalyzes the majority-carrier reaction (this may be
the reduction of oxygen, naturally present in solution,
or an added oxidizing agent). The principle is shown
in Fig. 43.6a. Illumination creates in the semiconduc-
tor electrons and holes that are separated by the electric
field of the space-charge layer. The holes react at the
surface, causing oxidation and etching. The electrons,
instead of having to react at the semiconductor–solution
interface, now pass to the metal via the external circuit.
Reduction of the oxidizing agent from solution occurs
at the metal.

The corresponding electrochemical picture is shown
in Fig. 43.6b. Curve a represents the potential de-
pendence of the current of the illuminated n-type
semiconductor electrode, while curve b is the cathodic
current–potential curve measured in a separate experi-
ment at the metal. Under open-circuit conditions (V �

oc1)
the two currents must be equal ( ja = jc). From Fig. 43.6
it is clear that photoetching will occur in this case. The
ratio of the surface areas of semiconductor and metal
exposed to solution is important for the photoetch rate.
An increase in the area of the metal leads to an in-
crease in the rate of reduction of the oxidizing agent
(curve c). This causes a shift in the open-circuit poten-
tial to V �

oc2 (> V �
oc1) and an increase in the photoetch

rate [43.25].
The principle shown in Fig. 43.6 is that of a gal-

vanic cell (the semiconductor is the anode, the metal the
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cathode) that operates under illumination. It is, in fact,
a solar cell that could supply electrical energy. This type
of etching we refer to as photogalvanic.

Photogalvanic etching has an advantage over photo-
electrochemical etching in that a voltage source is not
required. However, the experiment is less well defined.

The open-circuit potential, and thus the photoetch rate,
depend on what is happening at the metal, i. e., its ac-
tive area, (catalytic) activity etc. An Ohmic resistance
in the system, e.g., a poor contact to the semiconduc-
tor, complicates the picture [43.25] and can give rise to
a considerable reduction in etch rate.

43.2 Wet Etching of Semiconductors: Morphology and Defect Selectivity

In the kinetics of wet etching of solids two types of
limitation of the etch rate can be distinguished:

• Surface kinetics: an interfacial chemical step is rate
limiting. In this case the crystallographic orienta-
tion of the surface is generally important (etching
may be anisotropic). The activation energy, due to
a chemical process, is high (> 40 kJ/mol). These are
clearly conditions which may favor defect revealing.• Mass transport: the rate-limiting step is convective
diffusion of active etching species from solution
to the surface, or of etching products away from
the surface. The activation energy is considerably
lower (< 20 kJ/mol), being due to the temperature
dependence of the diffusion coefficient (i. e., of the
solution viscosity). Etching in this case has a pol-
ishing effect: the concentration gradient responsible
for dissolution is higher at protrusions and lower at
recessed areas of the surface, thereby giving rise to
surface leveling. This effect is enhanced if a soluble
surface film is involved in the etching process.

In this section we consider briefly the surface morphol-
ogy and the basis for defect selectivity in the etching
systems described above.

43.2.1 Chemical Etching

The chemical etchants considered in Sect. 43.1.1 (con-
centrated HCl or HBr for InP, concentrated alkaline
solution for Si) are kinetically controlled systems: they
show strong anisotropy. The atomic structure of the
surface is important in determining etching morphol-
ogy; this is very clear in the Si case [43.15, 16]. Such
etchants may be highly defect selective, e.g., HBr for
InP [43.26]. Eutectic etching corresponds to this class.
Since the etch rate at disturbed areas of the surface (e.g.,
at dislocations) is high, etch pits result in this case. In
Sect. 43.3.1 defect revealing in these chemical etchants
is considered in more detail.

Chemical etching, on the other hand, may also be
mass-transport controlled. Etching of III–V semicon-

ductors (GaAs, InP) in aqueous solutions of halogens
(chlorine, bromine, iodine) follows a chemical mech-
anism. The etch rate may be controlled by either
kinetics or diffusion; this is also the case for etchants
based on hydrogen peroxide [43.7]. Kinetic control
gives defect selectivity [43.26]. Under mass-transport-
controlled conditions these etchants are used for surface
preparation and polishing. In the case of the halogens,
water may be replaced as a solvent by an alcohol;
bromine in methanol is a widely used etchant for GaAs.

43.2.2 Electrochemical Etching

The degree of defect selectivity in electrochemical etch-
ing depends on whether majority or minority carriers
are responsible for etching.

Majority-Carrier Reactions
The kinetics of electrochemical etching of p-type semi-
conductors can be sensitive to surface structure: the rate
constants of reactions such as those given by (43.3) may
depend on surface properties, e.g., on whether the sur-
face is Ga or N terminated. The defect selectivity of
such anodic etching of p-type materials has not been
studied much; it seems, however, in most cases to be in-
ferior to that of other methods described in this chapter.

Anodic etching may be mass-transport limited. For
example, for GaAs in alkaline solution the exponen-
tially increasing current observed at positive potentials
(Fig. 43.2a) levels off, becoming potential independent.
This is due to limitation of the dissolution process by
mass transport of OH− ions in solution (43.9). The
anodic etch rate depends on both the OH− concentra-
tion and the hydrodynamics [43.20]. Another example
is the anodic etching of p-type Si in acidic fluoride
solution [43.27]. In both cases the semiconductor is
electropolished.

Cathodic decomposition of n-type semiconductors
via conduction-band electrons (as in (43.7)) is clearly
not an attractive approach to etching. However, de Wit
et al. [43.18] have shown that electrochemical reduction
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of polycrystalline ZnO films reveals very clearly the
grain boundaries. This indicates that, in certain cases,
this approach could perhaps be interesting for defect
revealing.

Minority-Carrier Reactions
Crystallographic and other defects usually give rise
to electronic states in the bandgap of semiconductors.
Such states can act as centers for very effective re-
combination of electrons and holes. In the onset of the
anodic photocurrent–potential curve (Fig. 43.3b) sur-
face recombination competes with the electrochemical
reaction: holes required for dissolution of the solid
are lost by recombination. This gives a significantly
reduced etch rate at the surface defects, which show
up as hillocks [43.7, 21, 28–31]. At positive potentials
the photocurrent becomes independent of potential: the
band bending at the surface is sufficient to separate ef-
fectively the photogenerated electrons and holes, thus
preventing recombination. The limiting photocurrent
can be determined by the light intensity or by mass
transport in solution [43.25]. In the latter case elec-
tropolishing can be achieved.

43.2.3 Electroless Etching

As in Sect. 43.1.2 we must make a distinction here
between electroless etching in the dark and under
illumination. In this section we also consider an excep-
tional class of electroless system: Sirtl and adapted-Sirtl
etchants.

Electroless Etching in the Dark
Since electroless etching requires strong oxidizing
agents whose acceptor levels show a significant over-
lap with the valence band of the semiconductor, the rate
of hole injection (e.g., (43.10)) is generally high and the
etch rate is mass-transport controlled. In such a case one
would not expect defect selectivity. However, in previ-
ous work [43.7, 20] we have shown that, since defects
represent highly reactive areas on the surface, a galvanic
cell can be formed between such areas and the more
noble perfect surface: holes injected over the whole sur-
face are used to etch preferentially defective areas, thus
revealing defects as etch pits. This effect is expected
when the etch rate is determined by the hole injec-
tion reaction (e.g., (43.10)). If, on the other hand, the
oxidation reaction (43.9) is rate limiting and diffusion
controlled, defects are not revealed. Instead polishing is
observed. This subtle difference between the two cases
can be understood on the basis of the electrochemistry

of the systems [43.20]. In chemical etching systems free
charge carriers (holes in the valence band) are not in-
volved. Consequently, galvanic effects are not observed
with chemical etchants.

Electroless Photoetching
As in the case of photoelectrochemical etching,
electron–hole recombination competes with open-
circuit photoetching. Etchants with H2O2 as electron
acceptor have been used successfully to reveal de-
fects in III–V semiconductors such as GaAs, GaP, and
GaAsP [43.7, 21, 32].

Sirtl-Type Etchants
In 1961 Sirtl and Adler developed an etchant for Si
based on aqueous solutions of CrO3 and HF [43.33].
This Sirtl etchant proved very effective in revealing
crystallographic defects in various orientations of Si. In
addition, the system has been used for the delineation
of junctions between layers of different dopant concen-
tration. Subsequently, a modified form of the Sirtl etch
was proposed for GaAs [43.34]. This system, termed
diluted Sirtl with light (DSL), was highly successful in
the characterization of III–V semiconductors. With the
appropriate choice of solution composition, all crystal-
lographic defects could be revealed in n-type, p-type,
and semi-insulating GaAs with high sensitivity. A spe-
cial feature of this system is the exposure of defects as
hillocks during etching, not only under illumination but
also in the dark.

The electrochemistry of Si in Sirtl and of GaAs in
DSL etchants has been studied thoroughly [43.35–39]
and far-reaching conclusions could be drawn with re-
gard to etching mechanisms. It was shown that, except
at very high HF concentrations, the dissolution of both
semiconductors follows an electroless mechanism: the
holes required for oxidation of the semiconductor are
supplied by a Cr VI complex in solution.

In the case of GaAs [43.35–37] three ranges of
etchant composition could be defined on the basis of
the concentration ratio of HF to CrO3. For [HF]/[CrO3]
ratios below ≈ 10 and [HF] < 10 M, the dissolution pro-
cess is kinetically controlled (range A). In the dark
p- and n-type etching kinetics are the same. Defects
are revealed as hillocks and the defect sensitivity of n-
type GaAs in higher. Illumination with suprabandgap
light enhances both the etch rate and defect sensitiv-
ity of n-type GaAs but has no effect on p-type. For
[HF]/[CrO3] > 20 and [HF] < 10 (range B), etching is
controlled by mass transport of the Cr VI complex in
solution. Defect sensitivity is low for both p- and n-type
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crystals. For solutions containing a HF concentration
above 10 M (range C) a purely chemical attack on Si
by HF species very likely occurs; this is analogous to
the reaction between InP and HCl in (43.1).

An important feature of the electroless system is
the formation of a passivating surface layer that con-
tains both Cr VI and Cr III species. In range A the
coverage by the surface film is high. Etching kinetics
are determined by film formation (due to hole injection
from Cr VI) and film removal (via intermediates of the
semiconductor oxidation reaction with the aid of HF).
In range B at relatively high HF concentration, the sur-
face coverage decreases to low values. Hole injection by
Cr VI, and thus GaAs oxidation/dissolution, are limited
by mass transport of the oxidizing agent.

Defects are revealed as hillocks or ridges on the sur-
face of p- and n-type GaAs crystals, both in the dark
and under illumination. Defect sensitivity in the dark
can be explained by assuming a reduced bond strength
at the defect. This results in a local increase in sur-
face coverage by the passivating film and, consequently,
a reduction in etch rate. For n-type GaAs under illumi-
nation locally enhanced recombination at defects leads
to a further decrease in etch rate and improved defect
sensitivity. Other morphological features of the system
which were explained include surface roughening and
growth striations.

A subsequent study of the Si/Sirtl system [43.38,
39] showed features very similar to those observed
in DSL, including the importance of the formation of
an adsorbed mixed-valence chromium complex during
etching.

43.2.4 Photogalvanic Etching

Photogalvanic dissolution of an n-type semiconductor
is, in many respects, similar to that of photoelectro-
chemical dissolution: in the latter, the photocurrent at
fixed light intensity is regulated via the applied po-
tential; in the former, the photocurrent is determined
by the rate of reaction of the oxidizing agent at the
metal electrode, which depends on concentration, and
the electrode area and (catalytic) activity. In photogal-
vanic etching, conditions can be chosen to correspond
to the rising part of the photocurrent–potential curve
(Fig. 43.3b); in this case competition between disso-
lution and recombination gives defect selectivity in
many systems. Alternatively, a photocurrent limited by
mass transport in solution can be achieved by ensur-
ing that the the hole flux to the surface (dependent
on light intensity) is much higher than the diffu-
sion of a rate-determining species (e.g., OH− ions)
in solution. In this case photogalvanic polishing is
obtained [43.25].

43.3 Defect-Selective Etching Methods

In this section we consider in more detail methods
for defect-selective etching (DSE). We distinguish two
types of system, namely:

• Orthodox, also called classical or preferential,
etchants (strong acids, molten bases); these are, in
fact, the chemical systems described in Sects. 43.1.1
and 43.2.1.• Newer systems based on electroless etching in the
dark and under illumination, including photogal-
vanic etching.

43.3.1 Orthodox Etching
for Revealing Dislocations

In this subsection, factors determining the kinetics of
formation of pits and their morphology are described, as
is the role of thermodynamics, i. e., the elastic energy of
dislocations, as well as the calibration of these orthodox
etchants and special applications.

Kinetics-Related Conditions
The mechanism of pit formation in semiconductors is
governed by kinetically controlled, surface chemical re-
actions in both acidic and molten-salt etches. The details
and some examples of etching systems have been de-
scribed in Sects. 43.1.1 and 43.2.1. This etching method
was discovered and used as early as the 19th century
for disclosing the crystallographic symmetry of natural
crystals, which was read from the shape of etch pits on
the crystal faces. When the association between the pits
and dislocations was found, the etch pit density (EPD)
became a standard parameter describing the structural
quality of semiconductor single crystals and substrates
for device producers. Apart from the density of dis-
locations, much information can be obtained from the
morphology of the etch pits, provided the basic require-
ments for formation of well-developed pits are fulfilled.
These criteria were discussed in detail in earlier re-
views [43.5, 6, 8] and are summarized in the following.
The formation of pits proceeds via repeated nucleation
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N

Fig. 43.7 Schematic drawing of an etch pit originating at
a dislocation (D)

events at the emerging point of a dislocation on the
etched surface, as shown in Fig. 43.7. Once the stable
nucleus (N) is formed it grows further by horizontal step
movement.

For practical applications, i. e., for obtaining clearly
visible etch pits, the rate of formation of nuclei (VN)
must be larger than the step propagation velocity (VS),
while the rate of etching of the perfect surface (VP)
should be as low as possible (preferably zero). These
criteria can be achieved by optimizing the etching tem-
perature and the composition of the etchants, but the
actual morphology of the etch pits, particularly the in-
clination angle of the side walls α, also depends on other
factors such as the degree of decoration of dislocations
(the presence of Cottrell atmospheres) and the type of
dislocation. As an example, Fig. 43.8a shows the re-
sult of DSE of Ga-polar GaN in molten salts: deep pits

1000

0

–1000
0 5.0 10.0 15.0

µm

nm
a) b)

1 µm

Fig. 43.8 (a) SEM image of deep pits formed on the Ga-polar surface of a GaN epitaxial layer during etching in molten
KOH+NaOH eutectic. Sample tilt 45◦. (b) AFM section profile across the pits from (a) (courtesy of G. Nowak)

are formed with α = 25−50◦ as derived from atomic
force microscopy (AFM) section analysis in Fig. 43.8b.
Etching of the same material in hot phosphoric acid
or in a mixture of phosphoric and sulfuric acids (HH
etch) yields very shallow pits with α below 10◦. In
the latter etch large shallow pits sweep away smaller
neighboring pits, which might result in the erroneous
estimation of the total density of dislocations. In or-
der to avoid underestimation of the EPD in these acidic
etches, the temperature and time have to be carefully op-
timized [43.40, 41]. Such optimization may allow edge
and mixed/screw dislocations from the diverse size of
pits to be distinguished [43.41], but from our experi-
ence it can be concluded that the procedure has to be
repeated for samples grown in different conditions.

Factors Influencing Pit Morphology
There are a number of factors which may influence the
morphology and relative size of etch pits formed on
dislocations. These are:

• Crystallographic orientation (symmetry) of the
etched surface• Polarity of surfaces in compound semiconductors• Composition of etching medium• Changes of chemical composition around disloca-
tions (Cottrell atmospheres) and in the matrix• Position of dislocations with respect to the surface• Elastic energy of dislocations represented by their
Burgers vectors.

Symmetry. The correspondence between crystallo-
graphic symmetry and the shape of etch pits in single
crystals is probably one of the best recognized and most
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0.5 µm 0.5 µm 10 µm

a) b) c)

Fig. 43.9 (a,b) SEM and (c) AFM images of GaN single crystals etched on (a) (0001), (b) (101̄0), and (c) (0001̄) surfaces in
molten salts (E-etch) (AFM image courtesy of S. Müller)

used advantages of the preferential etching method.
Numerous etches are known for different semiconduc-
tors that show this characteristic, e.g., Sirtl etch for
Si [43.33], molten KOH for GaAs [43.42], and several
etching systems for InP [43.26, 43, 44]. A similar cor-
relation has recently been shown for GaN in molten
KOH+NaOH eutectic (E-etch after [43.12]) and is
demonstrated in Fig. 43.9a,b: well-defined hexagonal
and rectangular etch pits are formed during etching of
(0001) Ga and (101̄0) surfaces, respectively. It can be
concluded that a properly calibrated etching method
constitutes a fast and unambiguous tool for establishing
the crystallographic orientation of semiconductor bulk
crystals and epitaxial layers.

Polarity. Preferential etching is also sensitive to
the bonding direction between atoms forming com-
pound semiconductors. As a rule, polar surfaces show
markedly different growth and etching behavior. In
zincblende III–V materials (e.g., GaAs and InP) polar
{111}B surfaces are very reactive because the presence
of the group V atom at this face gives a higher electron
density than that of the {111}A face. (In the extreme
case the B face would have an electron pair in the dan-
gling bond while this would be missing at the A face.)
As a result of this difference it is easy to recognize the
polar {111} faces using well-known etches. The sensi-
tivity of etching methods to the atomic configurations
of the etched surfaces has an important practical ap-
plication for recognition of nonequivalent 〈110〉 and
〈1̄10〉 directions on the nonpolar {001} faces of III–V

compound semiconductors. For instance, the etch pits
formed on the (001) surface of GaAs during etching in
molten KOH are elongated in the [01̄1] direction, as was
unequivocally established by calibration with the x-ray
Lang technique [43.45]. Consequently, the definition of
the orientation and identification flats on the zincblende
III–V substrates, given in standard commercial specifi-
cations, is based on the shape of the etch pits, as shown
in Fig. 43.10.

25 µm
Arsenic faces

of KOH etch pit

OF

(100)

[011]¯ ¯

IF

[011]¯

[011]

a

c

b

b

d

a) b)

¯

Fig. 43.10 (a) Example of commercial specification of a GaAs sub-
strate with the description of orientation (OF) and identification flats
(IF) on the basis of the shape of KOH-related etch pits. (b) Pits
formed in molten KOH on the (001) surface of GaAs at dislocations
differently inclined with respect to the surface
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III–V materials with a wurtzite lattice (GaN, AlN)
have very strong polarity-related anisotropy of proper-
ties, which shows up, for example, in markedly different
chemical reactivity of (0001) Ga and (0001̄) N surfaces.
Following standard assignment based on comparative
hemispherically scanned x-ray photoelectron diffrac-
tion (HSXPD), TEM, and etching studies [43.46–48],
it was shown that N-polar surfaces of GaN can be dis-
solved in dilute aqueous solution of KOH/NaOH even
at room temperature, while Ga-polar surfaces remain
intact in such etching conditions. Fast dissolution of
the N-polar surface of GaN in KOH was explained by

0.5 µm 5 µm

N-polar

Ga-polar
a) b)

Fig. 43.11a,b SEM images of (a) GaN epitaxial layer with the
neighboring Ga- and N-polar areas etched in molten E+M
etch [43.45] (courtesy of G. Kamler) and (b) GaN N-polar epitaxial
layer after etching in hot HH [43.46]

H2O

K2Cr2O7

210

310
410
510

401

201

101

HBr

[011]¯ ¯

[011]¯

100 µm

a

b

c

411

Fig. 43.12 HBr-rich corner of the BCA ternary etch system for InP.
The differential interference contrast (DIC) optical images show the
morphology of etch pits as a function of composition of etchants
(with permission from [43.26])

adsorption of hydroxide ions at the negatively charged
dangling bond of each nitrogen atom at this surface and
subsequent formation and dissolution of gallium ox-
ide [43.49]. As a result, numerous pyramids are formed
on the (0001̄) N surface and, once the whole surface
is covered by them, the etching process is terminated.
As for Si (111) surfaces etched in concentrated KOH
solution [43.15, 16], such pyramids are bounded by
chemically stable low-index {11̄01} planes and are not
related to any specific defects (though for GaN this con-
clusion is still tentative). Similar behavior was reported
for the nitrogen-polar surface of AlN [43.11] and this
makes DSE of these surfaces more demanding. Dislo-
cations on the N-polar surface of GaN single crystals
can be revealed in molten eutectic [43.12] at relatively
low temperatures as compared with the Ga-polar sur-
faces. In contrast to the Ga-polar surface, the resultant
etch pits are circular, with a very irregular terraced mor-
phology (Fig. 43.9a,c). The most convincing example of
the difference of the polarity-dependent pit morphology
was obtained by revealing dislocations in the vicinity
of inversion domains (IDs) in Mg-doped homoepitaxial
GaN [43.50]. The upper part of the image in Fig. 43.11a
shows hexagonal pits formed on the Ga-polar surface
while in the lower N-polar area circular pits are visible.

DSE of N-polar heteroepitaxial GaN layers is more
difficult because, in addition to the high reactivity of
this side, a higher density and variety of defects (e.g.,
inversion domains of different diameters, higher level
of impurities, i. e., carrier concentration [43.51–53]) are
inherent to these materials. Etching in molten salts re-
sults in fast dissolution of N-polar heteroepitaxial layers
and overall roughness, without the possibility of at-
tributing the tiny etch features to particular defects. It
seems more promising to etch in hot acids, which re-
veals large and small inversion domains (IDs) in the
form of protruding pyramidal etch features, as shown in
Fig. 43.11b. However, evaluation of dislocation density
in this material using orthodox etching methods does
not seem to be viable.

Etchant Composition. The morphology of etch pits
can be tailored by changing the ratio of constituents
of the etching solution, etching conditions (e.g., tem-
perature) or by adding so-called inhibitors. Theoretical
considerations and rules were discussed and variable pit
morphologies in different etching systems were demon-
strated in earlier reviews [43.5,6]. A very clear example
of the dependence of the pit morphology on the etchant
composition was found in the orthodox HBr-K2Cr2O7
(BCA) etching system developed for InP [43.26]. In
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the HBr-rich corner of the ternary BCA diagram there
are three composition fields, denoted a, b, and c in
Fig. 43.12. Etchants from these fields result in the for-
mation of pits with different morphology: the pits
formed in region b are square, while etchants from re-
gions a and c yield rectangular pits, elongated in the
[01̄1̄] and [01̄1] directions, respectively.

The kinetics of DSE can be influenced by adding
traces of ions (inhibitors) to the solution. Their role
is to poison kinks and ledges inside the pits, which
slows down horizontal movement of steps during etch-
ing (decrease of VS in Fig. 43.7). This effect can have
practical application when kinetics-related conditions
of pit formation are not fulfilled, i. e., when the pits are
too shallow as in etching of GaN in hot acids. It was
recently shown that, by adding Al3+ and Fe3+ ions to
H3PO4, merging of pits on GaN heteroepitaxial layers
can, indeed, be avoided and well-defined deep pits are
formed [43.54].

Effect of Decoration and Composition. In semiconduc-
tors, foreign atoms (dopants, impurities) are attracted
by dislocations due to the presence of a strain field and
charge (Coulomb interaction). The resultant impurity
(Cottrell) atmosphere may have a dual influence on the
formation of etch pits:

1. By releasing the strain, the elastic energy of the dis-
location is diminished, which should decrease the
rate of nucleation (VN in Fig. 43.7).

2. The chemical potential is changed and this may lo-
cally change the chemical reactivity in the given
etching solution.

2 µm 25 µm 50 µm

BPD SF BPD

a) b) c)

Fig. 43.13 (a) SEM image of thick HVPE-grown GaN layer after etching in molten E at 450 ◦C for 5 min. (b,c) DIC
images of SiC substrate after etching in molten E at 520 ◦C for 5 min. The sample in (b) is 8◦ off axis

As was already pointed out by Amelinckx [43.2] it is dif-
ficult to predict which of these two factors will prevail.
GaAs etching in molten KOH resulted in the forma-
tion of larger etch pits on so-called grown-in (i. e.,
strongly decorated) dislocations than on stress-induced
dislocations [43.8]. A similar effect was observed in
bulk GaN single crystals on which the size of pits
formed on grown-in and indentation-induced disloca-
tions was compared [43.55]. Morphology of pits can
also be strongly influenced by heavy doping or alloying,
as was shown for In-doped GaAs: the elongated hexag-
onal pits formed in molten KOH on nondoped GaAs
(similar to these shown in Fig. 43.10b) were gradually
transformed into regular hexagonal pits with increasing
content of In [43.56].

Geometrical Position of Dislocations with Respect to
the Surface. This effect seems to be obvious and was
recognized already in the early 1960s [43.2] and sub-
sequently well substantiated in numerous papers and
reviews, e.g., [43.5, 8, 57, 58]. Most impressive was the
work distinguishing five groups of etch pits and thereby
five directions of dislocation lines in GaAs epitaxial
layers after molten KOH etching [43.59]. These are:
a = 〈001〉, b = 〈011〉 or 〈101〉, c = 〈112〉, d = 〈211〉,
and e = 〈121〉 directions. Similar results were later ob-
tained on bulk liquid-encapsulated Czochralski (LEC)-
grown GaAs crystals and described in a review pa-
per [43.8]. In Fig. 43.10b etch pits are shown in a GaAs
substrate demonstrating the presence of four differently
inclined dislocations (a–d types) in one place.

The majority of dislocations in GaN heteroepitaxial
layers are perpendicular to the (0001) surfaces because

Part
G

4
3
.3



1466 Part G Defects Characterization and Techniques

these are threading dislocations. The etch pits formed
on them are, therefore, center-symmetrical, as shown
in Fig. 43.9a. The same holds for bulk GaN single
crystals and thick hydride vapor phase epitaxy (HVPE)-
grown layers, though some inclined dislocations could
be found (see two the non-center-symmetrical pits
marked by arrows in Fig. 43.13a and the pit on the
N-polar surface in Fig. 43.9c). In bulk and epitaxial
SiC, so-called basal-plane dislocations are easily recog-
nized from the characteristic morphology of shell-like
etch pits. They are frequently observed both in SiC
substrates and in 8◦ off-axis epitaxial layers [43.58,
60, 61]. The characteristic appearance of basal-plane
dislocations (BPDs) and a bounding stacking fault
(SF) in misoriented SiC is shown in Fig. 43.13b. In
Fig. 43.13c, for comparison, pits are shown on an ex-
actly (0001)-oriented SiC surface: hexagonal etch pits
are on dislocations perpendicular to the surface (screw
dislocations (SDs)), and grooves on dislocations almost
parallel to the surface, i.e., basal plane dislocations
(BPDs). In Fig. 43.13c the BPDs form dislocation nodes
with SDs and a three-dimensional (3-D) network in the
bulk of the material.

Thermodynamic Factors:
Elastic Energy of Dislocations

From Cabrera’s theory on the thermodynamics of pit
formation [43.6] it follows that the critical value of the
chemical potential difference (Δμ) of a stable nucleus
of a pit at the outcrop of a dislocation (N in Fig. 43.7)
depends inversely on the elastic energy (Eel) of the dis-

40 µm0.4 µm
E

M

N
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BPD

MPs

TEDs

SDs

a) b)

Fig. 43.14 (a) SEM image of heteroepitaxial GaN layer after etching in molten E+M. (b) Optical image of etch pits
formed on different defects in 6H-SiC wafer during etching in molten KOH (with permission from [43.62])

location

Δμ = 2π2Ω
γ 2

Eel
, (43.11)

where γ is the edge free energy and Ω the molecular
volume.

The elastic energy value differs for different types
of dislocations [43.63]

Es = Gb2α , (43.12)

E e = Gb2α

(
1

1−ν

)
, and (43.13)

Em = Gb2α

(
1−ν cos2 θ

1−ν

)
, (43.14)

for screw, edge, and mixed dislocations, respectively
(where G is the shear modulus, b the Burgers vec-
tor, α a geometrical factor, ν Poisson’s constant, and θ

the angle between screw and edge components of the
Burgers vector of mixed dislocations). Heteroepitax-
ial layers of GaN are the best material for considering
the influence of elastic energy of dislocations on the
formation of pits during orthodox etching: in this mater-
ial all three types of dislocations, including nanopipes,
usually coexist. In addition, numerous TEM studies of
cross-sectional specimens have showed that the vast
majority of dislocations in epitaxial GaN layers are
of the threading type and are perpendicular to the
surface. As a result, the influence of the tilt of a dis-
location line on the size and/or morphology of pits
can be excluded. Figure 43.14a shows the typical sur-
face morphology of a heteroepitaxial GaN sample after
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etching in molten E+M orthodox etch (eutectic of
KOH+NaOH+10%MgO [43.64]). Four size grades
(denoted N, S, M, and E) can be discerned in this ma-
terial, representing nanopipes and screw-, mixed-, and
edge-type dislocations, respectively. The assignment of
the pit size to the type of dislocations was done on the
basis of recent direct calibration of orthodox etching by
TEM [43.64–66].

In the wurtzite lattice of GaN the Burgers vectors of
dislocations are

be = 1

3
〈112̄0〉 , (be = a , b2

e = a2) ,

bm = 1

3
〈112̄3〉 , (bm =

√
c2 +a2 ,

b2
m = 3.66a2) ,

bs = [0001] , (bs = c , b2
s = 2.66a2) ,

bnano = n ×bs where n = 1, 2, . . ., and a, c are the lattice
parameters.

In the ideal lattice structure of an etched GaN sam-
ple, the size of pits should depend on the magnitude of
the Burgers vector of dislocations, i. e., the largest pits
should be formed on nanopipes and the smallest on the
edge dislocations. This pit size sequence is indeed valid,
with the exception of screw dislocations, on which the
pits are usually larger than on the mixed ones. The ar-
guments for explaining this seeming discrepancy have
been discussed in recent work [43.66] and are based
on the fact that both edge and mixed dislocations are
characterized by a larger deformation of the lattice, i.e.,
the contribution of the Poisson-constant-related term in
(43.12–43.14), than the screw dislocations. The resul-
tant higher attractive forces may be responsible for more
effective decoration of edge and mixed dislocations and,

F2 F2

g = (0002)

S

S

2 µm 2 µm

g = (1120)

a) b)

Fig. 43.15a,b Bright-field TEM images taken with different diffraction conditions showing the association of large etch
pits with screw dislocations (with permission from [43.59])

in this way, for a release of strain around these defects.
This, in turn, would result in a less favorable energetic
condition for the formation of etch pits on edge and
mixed dislocations.

The energy of defects has an even more pronounced
effect on the size of pits in SiC. Very large differences
between the size of pits formed on micropipes, screw,
threading, and basal plane dislocations were found after
an optimized etching procedure in molten KOH [43.62],
as is obvious from Fig. 43.14b.

Calibration of Etching
Each new DSE system requires confirmation of its re-
liability in revealing all dislocations. Since the size
and morphology of pits may vary depending on the
type and status of dislocations, as was shown in the
previous section, calibration by a direct method may
allow one to identify the types of dislocation and pro-
vide an unequivocal interpretation of the etch features.
Different approaches are used for this purpose, e.g.,
x-ray topography of etched samples [43.67] (suitable
for dislocation density below 105 cm−2), comparison
with cathodoluminescence (CL) [43.68] or another cal-
ibrated etching method [43.40], sequential etching and
calibration by TEM (e.g., [43.69, 70]). The latter is the
most attractive because, apart from the direct associa-
tion of the etch pit with the underlying defect, it yields
information on the exact type of dislocation and on any
additional characteristic features, such as decoration.
The method became very popular especially after the
introduction of the focused ion beam (FIB) technique,
though the conventional cross-sectional approach is still
used [43.71, 72]. Figure 43.15 shows a typical set of
TEM images (specimen prepared by FIB) of the etch
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20 µm

a) b) c)

Fig. 43.16a–c DIC images of ZnO single crystal after sequential etching in 0.7% aqueous solution of HCl for (a) 30 s,
(b) 60 s, and (c) 90 s

pits and underlying dislocations in thick HVPE-grown
GaN. The method is particularly useful for samples with
a moderate dislocation density, for which the conven-
tional cross-sectional specimen preparation method is
not effective because of the low probability of finding
any defects in the thin foil.

The simplest way to verify the reliability of an
orthodox etch for revealing dislocations is sequential
etching: the pits formed on dislocations develop in size
after each subsequent etching step and always have
a point bottom indicating the position of the outcrop
of the linear defect, as demonstrated by the set of im-
ages (made with the same magnification) in Fig. 43.16.
Equally effective and simple is simultaneous etching of
a two-sided polished sample. This method is, however,

2 µm

MQW

a)
b)

Fig. 43.17a,b SEM images of (a) MQW GaN-based laser structure
after deep molten E+M etching. In (b) an enlarged fragment of im-
age (a) is shown (etching and images: courtesy of G. Kamler)

limited to relatively thin samples (e.g., substrates for
epitaxy) containing threading dislocations.

Special Applications of Orthodox Etching
Well-controlled orthodox etching has frequently been
used for revealing the origin of defects in epitaxial
layers and device structures. For this purpose multi-
ple (sequential) etching and photography are employed,
which allows in-depth tracing of the defects in the sam-
ple. The results presented in [43.73] illustrate well the
potential of this method: the clusters of screw disloca-
tions revealed on the top of thick SiC epitaxial layers
(up to several micrometer) were shown to be formed
as a result of the closing of micropipes from the sub-
strate. A similar approach was used for tracking the
origin of pairs of dislocations in SiC epitaxial lay-
ers [43.74] and conversion of BPDs from the substrates
into threading edge dislocations (TEDs) in SiC epitax-
ial layers [43.75]. Application of orthodox etching for
examination of device structures is also very attrac-
tive since it permits one to establish at which interface
in multilayered samples the dislocations are nucleated.
The principle of the method is based on the fact that
the point-bottomed etch pits formed on dislocations are
transformed into flat-bottomed pits when the interface
at which nucleation occurred is reached [43.76]. The
method was recently used for studying GaN-based laser
structures [43.77] and was calibrated by TEM [43.78].
Figure 43.17a shows the result of etching in molten E
of the laser structure similar to that from [43.78], in
which the dislocations were nucleated at different inter-
faces (the depth of the flat-bottomed pits is different),
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with the exception of a cluster of dislocations propa-
gating from the layers beneath the multiple quantum
well (MQW) (see the enlarged central complex pit in
Fig. 43.17b).

43.3.2 Electroless Etching
for Revealing Defects

In another approach to etching, described in Sects.
43.1.2–43.1.4, free charge carriers (holes) localized at
the surface cause the breaking of bonds. Holes can
be supplied by an external voltage source (electro-
chemical etching), by an electron acceptor in solution
(electroless etching) or by illumination (photoetch-
ing). Electrochemical etching has not been widely used
for defect studies. Electroless etching, which operates
under open-circuit conditions, has proved very success-
ful. One of the most versatile electroless etchants for
GaAs is the CrO3/HF/H2O (DSL) system [43.37, 79].
This can be used for revealing dislocations both in
the dark and under illumination. For wide-bandgap
semiconductors such as GaN and SiC electroless etch-
ing in the dark is not possible (Sect. 43.1.3). In this
case (photo)electrochemical or photogalvanic etching
is an option. The latter is also described in the Photo-
galvanic Etching paragraph for revealing dislocations.
These etching approaches can also be used for studying
electrically active inhomogeneities in semiconductors.
Special applications of electroless etching are dealt with
in the final section.

Dislocations
We first consider the CrO3/HF/H2O system in the dark
and then two open-circuit photoetching approaches.

5 µm

0.03

0

µm

20
µm

0

µm

30

a) b)

Fig. 43.19 (a) SEM and (b) phase-stepping microscopy (courtesy of P. Montgomery) images of dislocations and related
Cottrell atmospheres, revealed by photoetching of n-type GaAs grown from: (a) slightly As-rich and (b) Ga-rich melt.
The arrows indicate the etch features formed on dislocations

θ

D GaAs 0.5 µm

a) b)

Fig. 43.18 (a) Hypothetical section profile of the thickness of the
passivating layer θ formed on GaAs surface with an emerging dis-
location D, immersed in CrO3/HF/H2O etching solution. (b) SEM
image of the protruding etch feature formed on a dislocation in
GaAs during dark etching in the same solution

CrO3/HF/H2O in the Dark. In this DS system (without
light) the holes required for oxidation and dissolution
of the semiconductor are injected into the valence band
by hexavalent chromium ions in solution (Sect. 43.2.3).
It has been shown that defect-selective etching in this
case is determined by a surface passivating layer con-
sisting of a Cr mixed-valence complex. The thickness of
the passivating layer θ (or its coverage) determines the
final morphological characteristics of the dislocation-
related etch features [43.37]. The deformation field
around dislocations reduces the Ga–As bond strength
and, in this way, locally increases the thickness θ of
the passivating layer (Fig. 43.18a). As a result during
dark etching the outcrops of dislocations are revealed
in the form of nanometer-size hillocks (tips), as shown
in Fig. 43.18b. The surrounding Cottrell atmosphere has
only a weak influence on the final shape of the etch
features at the dislocation; it may contribute by dimin-
ishing the dislocation-related deformation field due to
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Table 43.1 Schematic representation of the surface profiles across the etch features formed on dislocations in GaAs
after dark etching (DS) and photoetching (DSL) (with permission from [43.9]) (D: dislocations, dashed line: extent of
electrically active zone with properties different from those of the dislocation-free matrix)

DSL

DS

n-type S.I.

As-rich Ga-rich As-rich Ga-rich

D

D D D D

300 nm 1 µm

a) b)

– 50 0 50

h+
th

Lateral distance (nm)

Hole density

20 – 60 nm

c)

Fig. 43.20a–c SEM images of whisker-like features
formed on dislocations during open-circuit photoetching of
(a) high-dislocation-density MOCVD-grown and (b) low-
dislocation-density HVPE-grown GaN layers. (c) Model of
the formation of a whisker on a single dislocation during
open-circuit photoetching of n-type GaN (with permission
from [43.80]) �

the local increased concentration of foreign atoms or
native point-type defects.

Photoetching
DSL System. When the surface of the semiconductor
is illuminated with suprabandgap light during etching,
complex etch features are formed on the dislocation
sites. The final morphology of the etch features now de-
pends on the electrical properties of both the dislocation
and the surrounding atmosphere. Similar to etching in
the dark, submicron protrusions are formed at the out-
crops of dislocations (Fig. 43.19a), but now they reflect
a cylindrical region depleted of carriers due to the re-
combination of electrons and holes at the dislocation.
The dislocation-related atmospheres are revealed as
either hillocks or depressions depending on their elec-
tronic nature: when the local recombination is stronger
than in the matrix, the etch rate is locally decreased and
large hillocks or ridges are formed [43.81] as can be
recognized in Fig. 43.19a. On the other hand, the atmo-
sphere containing excessive holes (as in GaAs grown
from Ga-rich melt, in which Ga++

As double acceptors are
present) locally increases the etch rate and depressions
are formed around the dislocation-related protrusions
(Fig. 43.19b). Such complex etch features are formed in
As- and Ga-rich GaAs during DSL photoetching and the
electronic nature of defects responsible for the influence
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of atmospheres was disclosed by photoluminescence
and EBIC studies [43.82, 83]. It was also shown that
the section profile across the complex etch features
around dislocations constitutes a fingerprint of the type
of GaAs, as was discussed in [43.9] and demonstrated
by the data in Table 43.1.

Photogalvanic Etching. Electroless etching of wide-
bandgap semiconductors (GaN, SiC) can be performed
only with the help of ultraviolet (UV) light and
a supporting electrode (photogalvanic etching) for the
reasons discussed in Sect. 43.1.4. The only widespread
etching system used to date is based on aqueous so-
lutions of KOH with dissolved oxygen as electron
acceptor [43.24, 25], although more complex etching
solutions containing a strongly oxidizing component
(K2S2O8) are emerging [43.85]. Since dilute KOH so-
lutions (in the range 0.002–0.01 M KOH) are suitable
for revealing dislocations, it is necessary to employ
stirring during photoetching in order to ensure the sup-
ply of OH− ions for the oxidation reaction at the
surface. Other technical details and the limitations of
this method have been discussed in several recent pa-
pers [43.11, 51, 52, 84, 86]. During etching of GaN in
this system the recombination of electrons and holes at
the dislocations is very effective; this leads to forma-
tion of whisker-like etch features with almost unlimited
length (Fig. 43.20a,b). The diameter of the whiskers re-
mains in the tens of nanometer range and represents
a tube of the material from which holes are depleted
due to recombination of photocarriers at the dislocation
(see the model in Fig. 43.20c, in which h+

th describes
the critical number of holes required for dissolution
of a GaN molecule as follows from (43.3)). The fact
that each whisker contains a dislocation was confirmed
by direct TEM calibration of the photoetched sam-
ples [43.51, 53, 87–89].

Photogalvanic etching is also effective for revealing
different defects in SiC. It was shown that dislocations,
stacking faults, macropipes, and chemical inhomo-
geneities could be visualized in aqueous KOH solutions
used with UV light [43.58]. Figure 43.21 shows a char-
acteristic image of protruding features formed on
dislocations parallel to the surface and pinned by two
micropipes.

Electrically Active Inhomogeneities
Electroless photoetching constitutes an attractive tool
for examination of extended electrically active inhomo-
geneities inherent to compound semiconductors, e.g.,
growth striations [43.90]. It was shown that well-

10 µm

M

D

Fig. 43.21 SEM image of etch features formed on micropipes (M)
and pinning dislocations (D) parallel to the (0001) Si surface of SiC
substrate revealed by photoetching

100

50

0

1017 10185
N (cm–3)

4 mm

E (nm)
Fig. 43.22 Plot
of relative etch
depth E versus
carrier concen-
tration N for
n-type GaAs
photoetched
in DSL (with
permission
from [43.84])

controlled photoetching is ultrasensitive to very small
differences in carrier concentration both in n-type and
in semi-insulating (SI) semiconductors and, after cal-
ibration by an appropriate method, can be used for
quantitative evaluation of local differences in carrier
concentration. Figure 43.22 shows a plot of the relative
photoetch depth E of Si-doped GaAs as a function of
the carrier concentration n; the latter was determined
by the EBIC method. This strong inverse dependence
of E on n can be understood on the basis of the illumi-
nated Schottky diode. Electron–hole pairs are generated
by light to a depth determined by the absorption coef-
ficient of the semiconductor. For photoetching to occur,
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the valence-band holes must reach the surface. Two
processes contribute. Holes created within the space-
charge (depletion) layer are driven to the surface by the
electric field. Since the thickness of the depletion is in-
versely proportional to the square root of the electron
density (Wsc ∝ 1/n1/2), this contribution will decrease
as the dopant density increases. Holes may also reach
the edge of the space-charge layer by diffusion and then
migrate to the surface. Photocurrent measurements on
GaP Schottky diodes and p–n junctions [43.91] showed
a strong inverse dependence of the apparent diffusion
length of the minority carriers on the carrier concen-
tration in the range of Fig. 43.22. As a result of these
two effects, diffusion and migration, the hole flux to the
surface of an illuminated SI or n-type semiconductor
may be expected to decreases as the electron density in-
creases. This, of course, will lead to a drop in photoetch
rate, as shown for GaAs in Fig. 43.22.

A similar result was subsequently demonstrated for
n-type GaN [43.92, 93]. The local photoetch rate again
showed an inverse dependence on carrier concentra-
tion, determined in this case by Raman measurements.
Very convincing experimental evidence of the general
validity of this relationship has been found during etch-
ing of the N-polar heteroepitaxial GaN layer containing
Ga-polar inversion domains (IDs). During simultaneous
growth of areas of different polarities more impu-
rities and doping element are incorporated into the
N-polar material; it becomes more heavily doped, say

IDBs

1µm Ga-polar IDs

a) b)

D D

n n+

Fig. 43.23 (a) SEM image of etch features formed during photoetching of N-polar GaN heteroepitaxial layer contain-
ing inversion domains. (b) Schematic representation of a cross-section of the photoetched GaN layer from (a) (with
permission from [43.53])

n+, while Ga-polar IDs have lower carrier concentra-
tion, say n. During photoetching the latter areas are
etched more rapidly, i. e., deep craters are formed at
IDs, as shown in Fig. 43.23a and explained by the model
in Fig. 43.23b. The experimental details of such pe-
culiar etching behavior have been discussed in recent
papers [43.51–53].

Photoelectrochemical measurements on n-type GaN
electrodes in the same KOH solution as used for electro-
less photoetching confirm the explanation given above.
As the dopant density of the electrode is increased the
onset for photocurrent is shifted to positive potential,
i. e., the hole flux to the surface decreases. This trend
can explain why bulk GaN single crystals, unintention-
ally doped (contaminated) with oxygen and carbon to
the level of carrier concentration close to 1020 cm−3,
cannot be photoetched in aqueous KOH solutions.

The relationship between the etch depth and carrier
concentration established for GaAs in the DSL etching
system has recently been confirmed for photogalvanic
etching of GaN in KOH solutions [43.92]. A quantita-
tive correlation of the etch rate and carrier concentration
was obtained by micro-Raman determination of the car-
rier concentration [43.93].

Special Application of Electroless Etching
There are some features of this method which allow
analysis of specific defects occurring in compound
semiconductors. It was shown that the popular Abra-
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Fig. 43.24a,b DIC optical images of n-type GaAs after open-circuit photoetching

hams and Burocchi (AB) etch for GaAs is characterized
by a so-called memory effect: the hillocks and ridges
formed on defects remain intact even after very deep
etching, even though the defects are no longer at the
initial position [43.94]. On the basis of this result
a projective etching method was developed and used
for analysis of dislocations which moved in GaAs
single crystals due to thermal stress during cooling
after growth (G–S dislocations after [43.79]). This
three-step etching procedure permits one to define the
glide/climb system (glide/climb direction and plane) of
any displaced dislocation. Numerous examples of these
types of dislocations were shown and analyzed previ-
ously [43.8–10]. Figure 43.24 shows a set of images
which illustrates the possibility offered by the pho-
toetching method in analyzing the behavior of G–S dis-
locations. In Fig. 43.24a some dislocations moved to the
left (denoted DL) while others moved to the right (de-

noted DR): most probably the strain was of the opposite
sign, as indicated by “+” and “−” on the left and right
side of the dashed line. The fact that in the central part of
the image there are some dislocations that did not move
[so-called grown-in dislocations (G), after [43.79]]
supports this interpretation. In Fig. 43.24b some dis-
locations (denoted DR−L) clearly changed their mind
during the movement: first they moved from the start-
ing position (S) to the right, stopped for some time (this
can be recognized from the presence of the Cottrell at-
mosphere at the turning point (T) where the change of
the direction of glide/climb occurred) and later moved
to the left of the image, where they finally stopped at
position E. Worth noting is the different size of the Cot-
trell atmospheres at positions S, T, and E, which is most
probably the result of slower diffusion of decorating
point defects due to decreasing temperature between the
subsequent stop events of the DR−L dislocations.
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Transmission44. Transmission Electron Microscopy
Characterization of Crystals

Jie Bai, Shixin Wang, Lu-Min Wang, Michael Dudley

Since the first observation of dislocations pub-
lished in 1956, transmission electron microscopy
(TEM) has become an indispensable technique
for materials research. TEM not only provides
very high spatial resolution for the character-
ization of microstructure and microchemistry
but also elucidating the mechanisms controlling
materials properties. The results of TEM anal-
yses can also shed light on possible ways for
improving the crystal quality. With the recent
development of the electron exit wave recon-
struction technique, the resolution of TEM has
exceeded the typical Scherzer point resolution of
≈ 0.18 nm and observation of dislocation cores
with an accuracy of 10 pm has been achieved.
Most TEM studies are carried out in a static
status; however, dynamic studies using in situ
heating, in situ stressing, and even in situ
growth can be conducted to study the de-
velopment, interaction, and multiplication of
defects.
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44.1 Theoretical Basis of TEM Characterization of Defects

Modern TEM has three basic operation modes: imag-
ing, diffraction, and spectroscopy analyses. In a trans-
mission electron microscope, the objective lens takes
the electrons emerging from the exit surface of the spec-
imen, disperses them to create a diffraction pattern in
the back focal plane, and recombines them to form an
image in the image plane. When the lenses of the imag-
ing system are adjusted so that the back focal plane
of the objective lens coincides with the object plane of
the intermediate lens, the diffraction pattern is projected
onto the viewing screen. Alternatively, if the image
plane of the objective lens works as the object plane of
the intermediate lens, an image will be projected onto
the viewing screen.

The contrast in the images recorded in imaging
mode can be formed by several mechanisms:

1. Amplitude contrast (generally called diffraction
contrast). The most commonly used bright field
(BF) and dark field (DF) imaging techniques form
images of dislocations with either the transmitted
or diffracted beam under a two-beam condition. By
excluding other beams, such images are formed by
amplitude contrast.

2. Phase contrast and Z-contrast. When the transmitted
and diffracted beams are made to combine, preserv-
ing both amplitude and phase information, a lattice
image of the planes that are diffracting or even struc-
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1478 Part G Defects Characterization and Techniques

tural images of the individual atom columns may be
resolved directly (high-resolution TEM, HRTEM).

3. Mass thickness contrast. Incoherent (Rutherford)
elastic scatter of electrons can form mass thick-
ness contrast. Such contrast is generally weaker and
overshadowed by the stronger effects of electron
diffraction, except in cases where there are large
differences in atomic number or when diffraction
is weak. The investigation of microstructures of
crystals mainly includes defects and interfaces. The
imaging and analysis of defects are generally car-
ried out with diffraction contrast under two-beam
conditions while studies of interfaces are generally
conducted under multibeam phase-contrast mode
(HRTEM).

In diffraction mode, patterns such as selected-area
diffraction patterns, Kikuchi patterns, and convergent
beam diffraction patterns can provide crystallographic
information such as the orientation, crystallographic
symmetry, phase, strain, etc. When a nearly parallel
electron beam illuminates the specimen and a partic-
ular area in the first image is selected by an aperture,
a selected-area diffraction (SAD) pattern is formed;
otherwise, if the beam converges onto a small area
of the specimen, convergent-beam electron diffraction
(CBED) consisting of diffraction discs will occur. On
the other hand, large-angle convergent-beam diffraction
(LACBED) is a relatively newly established technique
which is extensively applied to the analysis of various
defects. A LACBED image is formed by moving the
specimen out of the object plane of a CBED setting
and forming a combined image from both real space
(the shadowed specimen image) and reciprocal space
(diffracted Bragg lines).

The spectroscopy analyses in a modern analyti-
cal TEM include energy-dispersive x-ray spectroscopy
(EDS) and electron energy-loss spectroscopy (EELS)
that allow quick analysis of material chemistry on the
nanoscale. With the newly developed energy-filtered
TEM (EFTEM), quick elemental mapping not relying
on the scanning technique is possible.

44.1.1 Imaging of Crystal Defects
Using Diffraction Contrast

Defects in crystals can be described in terms of transla-
tional vectors which represent displacements of atoms
from their regular positions in the lattice. Assuming the
general displacement vector is R, the Howie–Whelan
equations describing the change in amplitude of the di-

rect beam φ0 and the amplitude of the diffracted beam
φg can be written as [44.1]

dψ0

dz
= iπ

ξ0
φ0 + iπ

ξg
φg exp(2πisz +2πig · R),

dψg

dz
= iπ

ξg
ψ0 exp(−2πisz −2πig · R)+ iπ

ξg
ψg ,

where ξ0 and ξg are the extinction coefficients for the
direct and diffracted beam, s is the deviation vector, z is
the depth of the defect in the specimen, and g is the
reflecting vector.

When an objective aperture is used to exclude either
the diffracted electrons or transmitted electrons under
a two-beam condition, a bright-field (BF) or dark-field
(DF) image is formed. By excluding other beams, such
images are formed by amplitude contrast. The contrast
can be used to determine the displacement field of the
defect. Diffraction contrast and the appearance of fea-
tures in BF and DF images depend sensitively on the
deviation from the Bragg condition (deviation parame-
ter s). Maximum transmission occurs in BF when s is
small and positive, and it is under these conditions that
most BF images are usually obtained [44.2].

Defects Characterized with Diffraction Contrast
Dislocations. In practical Burgers vector analysis of
dislocations, the sample is tilted to a particular two-
beam position with the deviation parameter s being
set to a positive value. The presence of the dislocation
bends the planes on one side into Bragg orientation and
forms bright–dark line pair contrast in BF or DF im-
ages. A conventional technique to study the Burgers
vector is g ·b analysis (g is the reflecting plane while
b is the Burgers vector of the dislocation) using their
null-contrast properties. For dislocations with differ-
ent nature, the g ·b null-contrast rule works differently.
Pure screw dislocations fully lose their contrast when
the reflection plane satisfies g · b = 0. For pure edge
dislocations, g · b = 0 and g · (b∧u) = 0 should be si-
multaneously satisfied to make the dislocation invisible.
For mixed-type dislocations, g · b, g · be, and g · be

∧u
are all required to be zero to minimize contrast (it is
not possible to make it completely invisible). In prac-
tice, dislocations generally show faint contrast when
g ·b = 0 even if g ·be and g ·be

∧u are not zero. Thus,
the conventional method to determine the Burgers vec-
tor of dislocations is by finding two reflections g1 and
g2 for which the invisibility criterion holds, and the
Burgers vector may be determined using: (g1

∧g2) ‖ b.
It is recommended that at least three consistent cases
of effective invisibility are found with w < 1.0 (where
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w is the parameter describing the deviation from the
Bragg condition w = ξgs) and using low-index reflec-
tions to avoid confusion. A detailed description of
dislocation analysis is presented by Edington [44.3].
For strongly anisotropic materials, computer simulation
must be used to determine both the direction and mag-
nitude of the Burgers vector by employing variation of
g, s, u, b and the foil normal.

Stacking Faults. A stacking fault is a planar defect at
which the regular stacking sequence of the crystal is lo-
cally interrupted and a relative shift R of the top part
of the crystal with respect to the lower part is intro-
duced. For a column passing through the faults, a phase
shift 2πg · R is produced between the waves emitted
by the two parts of the crystal located on each side of
the fault. Therefore, a phase factor α = 2πg · R is in-
troduced into the main and diffracted beam amplitudes.
When the fault is inclined to the specimen surface, con-
trast takes the form of light and dark fringes parallel
to the line of intersection of the fault plane with the
surface. Thus the observation and analysis of fringes
formed by stacking faults inclined to the TEM foil nor-
mal can be used to determine the fault vector. This is
the so-called g · R analysis used to characterize stacking
faults. When g · R is zero or an integer, no contrast is
presented and the fault is invisible. For other values of
g · R, however, the fault produces contrast. The precise
form of the fringe contrast depends on the diffraction
conditions employed, and this enables fault vector and
type to be determined [44.5].

Polarity. Polarity is a consequence of the non-
centrosymmetrical structure frequently encountered
in compound semiconductors. Polarity reversal and
symmetry of both (0001) wurtzite-type and (111)
zincblende-type structures have been studied exten-
sively [44.6]. One of the techniques to characterize
polarity is the multiple dark-field TEM technique.
Serneels et al. [44.7] conducted the theoretical cal-
culations and predicted that, under multiple-beam
conditions along a noncentrosymmetric zone axis, the
inverted region of the crystal should be different in
brightness from the surrounding matrix. The differ-
ence arises from the violation of Friedel’s law. Taking
GaN/AlN as an example, when multiple dark-field im-
ages are taken along a nonsymmetrical zone axis (say,
〈112̄0〉 or 〈101̄0〉) with g = 0002 and g = 0002̄, an
inversion domain will show either brighter or darker
contrast than the matrix material [44.8]. Jasinski et al.
applied this method to characterize the V-like inver-

sion domains in InN films [44.9]. Dark-field images
recorded with (0002) and (0002̄) reflections under
multiple diffraction conditions show a reversal defect-
matrix contrast, as illustrated in Fig. 44.1. This method
does not determine if the domain has Ga or N-polarity,
but it may prove the presence of inversion.

High-Resolution Diffraction Contrast Imaging
For the characterization of crystal defects, the geome-
try and the character of the individual defects are two
critical features of interest. In many studies, such as
those involving the dissociation of dislocations, defects
of high density without strain field overlap, defects with
very small size etc., examination of images with high
resolution is required. Apart from instrumental lim-
its, the resolution is also determined by factors such
as diffraction contrast. Two ways of achieving high-
resolution diffraction contrast are described below.

Weak-Beam Dark-Field (WBDF) Technique. Since its
first report by Cockayne et al. [44.4], the weak-beam
dark-field (WBDF) technique has become a conve-
nient and important method to achieve high-resolution
diffraction contrast images of crystal defects. In par-

100 nm 100 nm

ID ID

g = (0002) g = (0002)–

a) b)

Fig. 44.1a,b Two-beam dark-field TEM images of an inversion do-
main in InN film ((a) recorded with g = 0002; (b) recorded with
g = 0002̄). A domain-matrix contrast reversal can be noticed (af-
ter [44.4], c© AIP 1969)
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ticular, it is widely employed to get sharp images of
dislocation lines, resolving pairs of dislocations, and
in precisely locating the positions of dislocation cores
combined with simulation. The major advantage of
the weak-beam approach over the two-beam dynami-
cal technique lies in its improved resolution and the
high contrast of the image. With the WBDF technique,
only the diffraction contrast from the core of the de-
fect contributes to the image. Consequently, systematic
analysis of a given crystal defect is possible at a resolu-
tion approaching the limit of the microscope. Though
the resolution of WBDF is not as high as the direct
lattice resolution technique, it does have additional ad-
vantages such as allowing thicker specimens, reduced
requirement of lens aberration, better contrast, and the
validity of g · b analysis. In this technique, the TEM
sample is tilted to a large, positive value of s, so that
only the crystal planes close to the dislocation core are
bent into a diffraction condition with s ≈ 0 while neigh-
boring lattice planes are away from the Bragg condition.
By doing this, a sharp image of the near-core region of
the dislocation can be recorded.

High-Order Reflection Method. The image width of
a defect is approximately ζg/3, where ζg is the extinc-
tion distance for the reflection g [44.10]. Thus the image
can be made narrower and the resolution increased by
using high-order reflection with long extinction length.
This technique was introduced by Bell and Thomas and
is especially applicable at high voltages [44.11]. In this
technique the specimen is tilted to put the high-order
reflection into strong diffracting condition and form the
image with transmitted beam. Compared with WBDF,
this technique allows shorter exposure time and hence
minimizes the risk of losing resolution because of me-
chanical or other instabilities. The disadvantage is that
the image resolution is improved at the cost of contrast.
If reflections of too high an order are employed, the
defect will no longer be visible.

Quantitative Determination
of the Indices of Line Features

Determination of the crystallographic direction of linear
defects such as straight dislocation lines, needle-shaped
precipitates, etc. can be very important when trying to
understand their formation mechanisms. In a similar
way, knowing the direction of the lines of intersec-
tion between planar defects or between inclined planar
defects and the sample surface can also help in under-
standing their origins. For the case of a dislocation, in
order to fully characterize this defect, both its line di-

rection and Burgers vector (magnitude and direction)
need to be determined. TEM can be conveniently used
to determine the line direction by tilting the specimen
to at least two different orientations and measuring the
angle, on the given micrograph, between the direction
normal to the dislocation line direction and the trace of
the reflecting plane (normal to g). Stereographic pro-
jection analysis can then be used to deduce the line
direction u from these measurements as described by
Edington [44.12]. This simply involves plotting the two
(or three) normals to the dislocation line direction on
a stereographic projection and the subsequent drawing
of a great circle through these normals. The pole of this
great circle is then the line direction of the dislocation
in the crystal. Figure 44.2 is a schematic showing this
stereographic analysis. The various points are plotted
on a standard projection.

The dashed line shows the great circle correspond-
ing to the trace of the plane perpendicular to the incident
beam direction, B1 · g1 is the g vector used for this par-
ticular image, g1 × B1 is the intersection of the trace
of the reflecting plane on the image plane, and D1 is

×

×

×

D

D1

D2

g2× B2

g1× B1

×

Fig. 44.2 Schematic showing the stereographic analysis.
g1 × B1 and g2 × B2 are the intersections between the traces
of the g vectors utilized with the respective image planes
(planes perpendicular to B1 and B2); D1 and D2 are the
intersections between the traces of the planes perpendic-
ular to the dislocation line direction observed on the two
images. D is the pole of the great circle containing D1

and D2

Part
G

4
4
.1



Transmission Electron Microscopy Characterization of Crystals 44.1 Theoretical Basis of TEM Characterization of Defects 1481

the intersection of the trace on the image plane of the
plane normal with the dislocation line. δ1 is the angle
between g1 × B1 and D1 measured from the TEM image
and plotted on the great circle corresponding to the trace
of the plane normal to B1. The dotted line is the great
circle corresponding to the trace of the plane normal to
another incident beam direction B2, with g2 being the
reference g vector and D2 being another observed di-
rection normal to the dislocation line which is oriented
at the measured angle δ2 from g2 × B2. The solid line is
the great circle that runs through D1 and D2; the pole
of this great circle is the dislocation line direction D.

Unfortunately, such graphical techniques can be
tedious, inconvenient, and imprecise. Bai [44.13] in-
troduced an analytical, vector version of this technique
wherein the trace of the g vector on a given image is
expressed as the vector g × B. With suitably designed
coordinate systems being defined, measurement of the
angle (δ) between (g × B) and the normal to the disloca-
tion line direction enables it to be expressed as a vector
Dn. Repeating this measurement for a second image
with different g vector and beam direction B generates
another vector Dn and the cross-product of two such
vectors enables the line direction of the dislocation in
the crystal to be determined.

The three coordinate systems utilized in the calcula-
tion (shown in Fig. 44.3) are defined as follows [44.14]:

B × ( g × B )

B

b

c

z(k)

a
y(j)

x(i)

g × B

�
α

γ

Fig. 44.3 Coordinate systems for the vector analysis of the
determination of the line direction of a linear feature

1. A Cartesian coordinate system consisting of the
beam direction (B), g × B, and B× (g × B)

2. The crystal coordinate system comprising the three
basis vectors a, b, c and three angular parameters α,
β, γ of the unit cell for the crystal being studied

3. A Cartesian coordinate system x, y, and z, in which
the axis x is along a, b lies in the xy plane, and c is
in the upper half-space (since a, b, c roughly form
a right-handed relationship).

The normal of the line feature which lies at an
angle δ to the trace of the g vector can be repre-
sented as Dn = (g × B/|g × B|) cos δ+[B× (g × B)/|B×
(g × B)|] sin δ. B and g are expressed as vectors in crys-
tal system and therefore are the vectors g × B and B×
(g × B). All of these vectors then have to be expressed as
vectors referred to the Cartesian coordinate system xyz
in order to carry out the necessary vector calculations.

The expressions enabling the basis vectors a, b, c to
be referred to the Cartesian coordinate system xyz are

a = ax i +ay j +azk = ai ,

ax = a , ay = az = 0 ,

b = bx i +by j +bzk = b(cos γ i + sin γ j) ,

bx = b cos γ , by = b sin γ , bz = 0 ,

c = cx i + cy j + czk ,

cx = c cos β , cy = c
(cos α− cos β cos γ )

sin γ
,

cz =
√

c2 − c2
x − c2

y ,

Vc = (a × b) · c = abcz sin γ ,

a∗
x = bycz

Vc
, a∗

y =−bxcz

Vc
, a∗

z = (bxcy −bycx) ,

b∗
y = axcz

Vc
, b∗

z = −axcy

Vc
,

c∗
z = axby

Vc
,

b∗
x = c∗

x = c∗
y = 0 .

B1(U1, V1, W1) and g1(h1, k1, l1) can be expressed
in the xyz system as

B1 = B1
x i + B1

y j + B1
z k ,

B1
x = U1ax + V1bx + W1cx , B1

y = V1by + W1cy ,

B1
z = W1cz ,

g1 = g1
x i + g1

y j + g1
z k ,

g1
x = h1a∗

x , g1
y = h1a∗

y + k1b∗y ,

g1
z = h1a∗

z + k1b∗
z + l1c∗

z .
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Then g1 × B1 and B1 × (g1 × B1) can be written as

(g1 × B1)x = g1
y B1

z − g1
z B1

y ,

(g1 × B1)y = g1
z B1

x − g1
x B1

z ,

(g1 × B1)z = g1
x B1

y − g1
y B1

x ,

[B1 × (g1 × B1)]x = B1
y(g1 × B1)z − B1

z (g1 × B1)y ,

[B1 × (g1 × B1)]y = B1
z (g1 × B1)x − B1

x (g1 × B1)z ,

[B1 × (g1 × B1)]x = B1
x (g1 × B1)y − B1

y(g1 × B1)x .

The normal of the dislocation line D1 in this case can
be written as

D1 = D1
x i + D1

y j + D1
z k ,

D1
x = cos δ1(g1 × B1)x + sin δ1[B1 × (g1 × B1)]x ,

D1
y = cos δ1(g1 × B1)y + sin δ1[B1 × (g1 × B1)]y ,

D1
x = cos δ1(g1 × B1)z + sin δ1[B1 × (g1 × B1)]z .

Similarly, we can get D2 = D2
x i + D2

y j + D2
z k. Then the

dislocation line D = D1 × D2 can be written as

D = Dx i + Dy j + Dzk ,

Dx = D1
y D2

z − D1
z D2

y ,

Dy = D1
z D2

x − D1
x D2

z ,

Dz = D1
x D2

y − D1
y D2

x .

Now the index of D(Dx , Dy, Dz) is in the Cartesian
coordinate system xyz. We can convert this to a vec-
tor referred to the crystal system using the following
relationships

U = Dx p+ Dy p′ + Dz p′′ ,

V = Dyq′ + Dzq′′ ,

W = Dzr′′ ,

where

p = 1

a
,

p′ = − bx

aby
,

p′′ = −1

a

[
−cybx

bycz
+ cy

cz

]
,

q′ = 1

by
,

q′′ = − cy

bycz
,

r ′′ = 1

cz
.

The main source of error in this calculation relates
to the accuracy of the determination of B, the mea-
surement of the angle δ, and the integralization of the
decimal indices.

Generally, a g vector in a low-index selected-area
diffraction pattern with B as zone axis is used in this
process. The error in determination of B and g and
hence δ can be avoided by carefully adjusting the zone
axis B along the electron beam. The 180◦ ambiguity
does not create a problem because the coordinates g × B
and B×(g × B) go with the assigned g. The critical point
is the sense of δ. If Dn is anticlockwise from g × B, care
must be taken regarding the sense of rotation sense of
δ with respect to the trace of the known g. An accurate
calibration of the rotation between the image and the
diffraction pattern is required for the application of this
technique.

44.1.2 Phase-Contrast High-Resolution
Transmission Electron Microscopy
(HRTEM)

For dislocations in semiconductor materials, the indi-
vidual dislocations exhibit significant deviations from
average predictions due to various reasons and exhibit
an unusual large data scattering that is commonly of
unknown origin. Therefore, it is desirable to character-
ize individual dislocations with truly atomic resolution
and to compare the results with theoretical calculations.
Phase-contrast high-resolution TEM to date has broken
the 0.1 nm barrier and it is possible to combine theory
and experiment to accurately identify atomic column
positions with better than 10 pm precision [44.15].

As opposed to the amplitude caused contrast ob-
served in conventional TEM (where the image is
formed by one beam), HRTEM images are formed with
combined transmission and diffracted beams and the
contrast is therefore a composite composed of both
amplitude and phase information. There is no relative
displacement between the location of a defect and the
contrast variation caused by the defect in the HRTEM
image, which is an advantage compared with diffrac-
tion imaging. However, there are limitations in direct
interpretation of the HRTEM image in terms of the
sample structure and composition. Since HRTEM im-
ages are sensitive to factors such as specimen thickness
and orientation, objective lens defocus, spherical and
chromatic aberration, etc., precise interpretation of the
images may require extensive simulations. The effect
of the interference between the beams can be predicted
with the phase contrast transfer function (CTF) of the
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objective lens and therefore a HRTEM image can be
simulated. Since the CTF is focusing dependent, it is
crucial to choose the optimum defocus to fully ex-
ploit the capabilities of electron microscopy in HRTEM
mode. However, there is no simple optimized solu-
tion. Better experimental results can be achieved by
conducting a specimen exit wave reconstruction with
a series of through-focal images [44.16]. In this tech-
nique, a series of about 20 pictures is shot under the
same imaging conditions with the exception of the fo-
cus, which is incremented between each take. Together
with exact knowledge of the CTF the series allows for
computation of the phase change. As mentioned earlier,
amplitude change also contributes to image contrast.
Consequently, sample thickness plays a critical rule in
the appearance of a lattice image. When the sample is
thin enough that amplitude variations do not contribute
to the image, the HRTEM image is formed purely by
phase contrast and it shows directly a two-dimensional
projection (down some low-index direction) of the crys-
tal with defects and all.

A serious limitation to the interpretation of high-
resolution images is the limited signal-to-noise ratio. By
noise we refer to any contribution to image intensity
which is not essentially a part of the signal, e.g., lat-
tice image. Major contributions to noise are disordered
surface layers, due to either contamination or specimen
thinning damage, and shot noise in the electron beam or
recording media. High noise-to-signal ratio could lead
to errors in interpretation of crystal/amorphous inter-
faces.

There are two resolution limits in axial HRTEM
which apply to imaging of the simple weak-phase
object. The point-to-point resolution, attainable near
the Scherzer defocus condition, is dpp ≈ 0.66(Csλ

3)1/4

(where Cs is the spherical aberration coefficient and
λ is the electron wavelength). The information limit
is din ≈ 2

√
E/(CcλΔE), where Cc is the coefficient

of chromatic aberrations. For a totally unknown weak-
phase object one can identify detail to dpp simply and to
din by careful image simulation or reconstruction from
a through-focal series [44.17].

Dislocation Core Observation by HRTEM
Recent developments in electron microscopy have en-
abled microscopists to resolve the dislocation core
structure down to the atomic level. For diamond cu-
bic and zincblende semiconductors resolving dumbbell
atom columns along the dislocation line requires res-
olution better than the typical Scherzer point resolution
of ≈ 0.18 nm of most high-resolution transmission elec-

tron microscopes. By reconstructing an electron exit
wave through-focal series, Xu et al. resolved a 30◦
partial dislocation in GaAs:Be with accuracy of the
atomic position at the dislocation core region within
10 pm [44.18]. A modern aberration-corrected TEM can
easily achieve point-to-point resolution of 0.1 nm.

Interfaces of Epitaxial Systems
HRTEM plays a valuable role in the characterization
of interfaces in epitaxial systems. The investigation
generally includes studies of the misfit dislocations,
measurement of rigid shifts, and identification of the
roughness and extent of the interface. The major re-
quirement for characterization of interfaces is that both
crystals should be well aligned on their appropriate zone
axes and the interface should be aligned so that it is
edge-on to the incident beam. The microscope should
be well aligned and operate near the Scherzer focus and
the thickness on both sides of the interface should be
considerably less than half an extinction thickness (if
possible).

For conventional epitaxial structures, e.g., SiGe
on Si, low-index zones such as [100] and [110] are
typically used, but [111] and [112] can provide fur-
ther useful projections when three-dimensional views
are required in order to specify the interface struc-
tures fully. For heterostructures of III–V compounds
such as GaAs/AlxGa1−xAs, it is extremely difficult to
determine the location of the interface under the imag-
ing conditions traditionally required for high-resolution
imaging, namely, thin crystals and optimum defocus,
and hence impossible to determine the interface sharp-
ness. In order to highlight the compositional variations
it is necessary to find thickness and defocus combina-
tions which accentuate differences in the images from
the two constituent materials. To get distinct inter-
face, dark-field images formed by the 200 diffraction
spot can be used to precisely determine the interface.
This is due to the fact that, in the kinematical ap-
proximation, the intensity in the 200 diffraction beam
is proportional to ( fIII − fV)2, where fIII and fV are
the atomic scattering amplitudes of the group IIIA and
group V elements, respectively. When this diffracted
beam is strongly excited, the AlxGa1−xAs layers ap-
pear much brighter than the GaAs layers. Such images
provide an accurate measure of the layer thickness and
of the flatness of the interface [44.19]. Another method
to get distinct interface is to use the 〈100〉 projection
rather than the 〈110〉 > projection because the former
has four chemically sensitive {002} beams compared
with the latter with two of them [44.20]. The interfaces
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of epitaxial systems can also be well studied by the
high-resolution high-angle annular dark-field scanning
TEM (HAADF-STEM) technique, which is extremely
sensitive to the atomic number of the atoms in the high-
resolution image (Sect. 44.1.4).

Polarity
Liliental-Weber et al. studied the atomic structure of
Mg-rich hexagonal pyramids in GaN film which ex-
hibit opposite polarity from the matrix material [44.21].
By taking a series of HRTEM images in a through-
focal sequence, the electron wave exiting the specimen
was reconstructed and atomic resolution was achieved.
With such a high resolution, the exchange of Ga and
N sublattices inside and outside the defect can be un-
ambiguously determined. In this case a special crystal
projection needs to be chose, e.g., [112̄0], such that two
different atoms with different atomic numbers can be
resolved. Figure 44.4 shows the reconstructed images

A B

B C

A

C

B

B

Fig. 44.4 Reconstructed exit wave phase of inversion domains in
Mg-rich GaN. Note the change of polarity within the defect (BC)
compared with the matrix (AB) (after [44.21], c© Elsevier 2005)

taken from different regions related to the pyramidal
defect. The inversion of the polarity within the defect
(BC) compared with the matrix (AB) can be clearly
observed.

44.1.3 Diffraction Techniques

As mentioned previously, a parallel electron beam gives
rise to diffraction patterns composed of sharp spots.
Generally such a diffraction pattern is achieved by
selecting a small region using an aperture inserted
in the image plane of the objective lens, forming
a selected-area diffraction (SAD) pattern. When the
electron beam converges to image a small area of the
specimen, a CBED pattern comprising diffraction discs
forms. Compared with the limited spatial resolution of
conventional SAD (usually down to a fraction of a mi-
crometer), CBED gives resolution down to nanometer.
Moreover, CBED discs contain more information than
simple diffraction spots in SAD. The application of
CBED includes phase identification, symmetry determi-
nation (point and space group), thickness measurement,
strain and lattice parameter measurement, structure fac-
tor determination, etc.

Selected-Area Diffraction (SAD)
A SAD pattern can be treated as the magnified image
of a planar section through the reciprocal lattice taken
normal to the incident beam direction. It can be used to:

1. Identify the orientation of the specimen
2. Find the proper g vector for defect analysis
3. Identify the structure of defects such as precipitates,

twins, stacking faults, etc.
4. Determine the orientation relationship between

phases
5. Determine the long-range order parameters.

The accuracy of analysis of a diffraction pattern de-
pends upon the accuracy of measurement. Some factors
of importance are:

1. The shape factor of the features, which determines
the shape of the intensity distribution about the rel-
points

2. Instrument alignment and beam divergence
3. Specimen perfection
4. Curvature of the reflecting sphere and relative ori-

entation of the specimen
5. Double diffraction, giving rise to reflections of zero

structure factor.
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Several examples of the application of the SAD
technique are described in the following.

Twins in Diamond Cubic and Zincblende Structure
Semiconductor Crystals. Twinning is a phenomenon
which leads to the existence of domains in a crystal
which have orientation relationships usually described
by a simple symmetry operation. The most commonly
observed type of symmetry operation involves a mirror
image of the structure in the twinning plane, although
the 180◦ (or equivalently 60◦) rotation of the structure
about the normal to the twin plane is also quite common
in semiconductors with diamond cubic and zincblende
structure. Twins can be produced either during growth
or by mechanical deformation. The existence of twins
can be discerned using the SAD technique, which is
sensitive to the differences in orientation between a twin
and matrix. If the twinned domains lay side by side
with the untwined matrix regions and the incident beam
straddles both regions then a simple superposition of
two diffraction patterns will occur, one from the matrix
and one from the twin. For example, for a (110)-
oriented diamond cubic crystal, a twin might be created
by 180◦ rotation about the (1̄11) twin plane normal.
This produces twin domains which have (1̄1̄0) surface
orientation (i. e., the same as the matrix) but which
have different in-plane orientation. This is shown in the
stereographic projections in Fig. 44.5, where it can be
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Fig. 44.5 Stereographic projections showing the orientation relationship between the original and twin structures

seen that the orientation relationship between the two
structures can not only be considered from the point of
view of the 180◦ rotation about the (1̄11) twin plane
normal but can also be considered either as a mirror
across (11̄2) or as a rotation by 70◦32′ about the (110)
plane normal. The diffraction pattern associated with
such side-by-side twins should therefore consist of the
(110) matrix patterns with a second twin pattern be-
ing produced from the first by either a mirror operation
across (11̄2) or as a rotation by 70◦32′ about the (110)
zone axis. However, if the twin and matrix domains
overlap one another the diffraction pattern becomes
slightly more complicated, with extra spots appearing
at 1/3 intervals along the 〈111〉 directions. Figure 44.6
shows an example SAD pattern of (110) Ge epifilm
with overlapping matrix and twin domains. Extra spots
located at n × g/3 can be clearly observed. Some of
these extra spots can arise from multiple diffraction
effects [44.22]. However, the full pattern can be un-
derstood by considering the tripling of the periodicity
which occurs in this direction when the twin and ma-
trix structures are overlapped [44.23]. Further details
regarding analysis of twins can be found in the book
by Edington [44.24].

Atomic Ordering of Semiconductor Alloys. For alloys
containing different kinds of atoms which have attrac-
tive interactions, the desire to maximize the number of
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Fig. 44.6 SAD pattern of (110)Ge epifilm with overlap-
ping matrix and twin domains, the main diffraction spots
from matrix are indicated by “M”

unlike neighbors can lead to the formation of an ordered
structure. Consequently, the usual structure factor rules
determining the allowed reflections are relaxed and su-
perstructure reflections in between the original Bragg
reflections can be introduced. The intensity of such re-
flections is related to the difference between the atomic
scattering factors of the atoms involved, as opposed to
the intensity of fundamental reflections, which is re-
lated to their sum. A comprehensive review is given by
Marcinkowski [44.25]. Studies of such long-range order
structure can be carried out using the SAD technique
to analyze the superstructure reflections. TEM speci-
mens in various tilted orientations are required to obtain
SAD patterns along different directions [44.26,27]. The
extra diffraction spots are indexed and compared with
those of the standard ordered structure in order to deter-
mine the long-range order. With the help of computer
simulation, the structural ordering can be determined
using smaller mutual tilts [44.28]. In various III–V alloy
semiconductors such as AlGaAs, In(Al)GaP, InGaAsP,
InAlAs, GaAsSb, GaAsP, and InAsSb, several types
of ordered structures such as CuAu, CuPt, chalcopy-
rite, and famatinite, have been observed. In crystals
grown on (001) substrates, observed ordered structure
is mostly of CuPt type in which a doubling of the peri-
odicity of the column III or V atoms occurs on the {111}
plane [44.26].

Conventional Convergent-Beam Electron
Diffraction (CBED)

When the incident electron waves impinging on the
specimen comprise a convergent cone of rays, this gen-
erates a continuous range of Ewald spheres in reciprocal
space. This causes higher-order Laue zones (HOLZs) to
become visible in diffraction patterns, such that three-
dimensional diffraction information is exhibited on the
diffraction pattern. The fact that such information can
be obtained from areas as small as a few nanometers in
diameter is a major advantage of CBED. The diffrac-
tion discs in a CBED pattern are created exactly from
the same area, and each disc contains the intensities de-
termined by the orientation of the incident beam with
respect to the (hkl) lattice plane. Several examples of
the application of CBED are presented in the following
sections.

Thickness Determination. CBED is a convenient
method to determine the TEM specimen thickness. In
this technique, the sample is tilted to form a two-beam
condition. The intensity fringes (K-M fringes) in the
diffracted discs due to various s are related to the sam-
ple thickness by s2

i /n2
k +1/(ξ2

g n2
k) = 1/t2 (where si is

the diffraction deviation for the i-th fringe, nk is an in-
teger, ζg is the extinction length for the reflection, and t
is the thickness of the sample). By choosing a proper nk
to plot a straight line of s2

i /n2
k versus 1/n2

k , the thickness
t can be determined by the intercept of the line [44.29].
For such measurement, the region of the foil selected
should be flat without distortion and the beam must be
focused at the plane of the specimen.

Polarity. There are several TEM methods for polarity
determination: CBED, TEM-EDS, HRTEM, bend con-
tour analysis, and EELS. Their relative capabilities to
determine polarity depend strongly upon the species
of crystal and the morphology of specimens to be ex-
amined. Since the CBED pattern is sensitive to both
defects sample thickness in the illuminated area of the
specimen, the use of this method is sometimes lim-
ited. Mitate et al. studied the polarity of GaN, ZnO,
AlN and GaAs with both TEM-EDS (energy-dispersive
x-ray spectroscopy) and the conventional CBED meth-
ods [44.30]. The results show that the CBED method is
useful for ZnO and GaN, while the TEM-EDS method
must be used for AlN and GaAs and can also be used
for GaN and ZnO. It is clearly indicated that the TEM-
EDS method is of use for the case where the difference
in atomic scattering factor between the two constituent
elements is small, while the CBED method is useful for
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the case where the difference is large. In the presence
of foil bending, it may be difficult to perform CBED
experiments because any displacement of the electron
beam on the sample is accompanied by a change of the
local crystal orientation. In this case, the polarity can be
determined from bend contours.

Sphalerite Structure. Taftø and Spence [44.31, 32] pro-
posed a method of determining the deviations from
centrosymmetry by taking advantage of the strong co-
herent multiple scattering normally present in CBED. In
this technique, the TEM foil is tilted so that both the 200
reflection and two high odd-index reflections are simul-
taneously excited. When illuminating with a convergent
electron beam, the effect of the dynamical interaction of
these two weak reflections with the diffracted 200 beam
is shown as cross-like contrast which intersects with
the broad 200 Bragg line. Either bright or dark contrast
suggests that the interference between the two weak re-
flections with the 200 reflection is either constructive
of destructive and thus the type of the reflection hkl

11,1,1
–

9,1,1
––

200000

a)

b)

c)

Fig. 44.7a–c 2̄00 (a) and 200 (b) diffraction discs show-
ing the destructive and constructive interaction between
the high-order odd reflections and 2̄00/200 reflection;
(c) two double-scattering paths which contribute to the 200
reflection

can then be revealed. An example image showing the
detailed features of the 2̄00 and 200 diffraction discs
for a thickness of 100 nm is shown in Fig. 44.7a,b. Fig-
ure 44.7c shows the two double-scattering paths which
contribute to the 200 reflection.

Wurtzite Structure. For polarity determination of
wurtzite crystals such as GaN, conventional CBED is
generally carried out along the 〈011̄0〉 axis. The in-
tensity distributions within the +g and −g diffraction
discs for polar directions such as [0002] and [0002̄]
are different and can be used for determination of atom
distributions within the unit cell. To ensure the accu-
rate determination of the polarity, the rotation angle and
the 180◦ ambiguity between the image and the diffrac-
tion pattern need to be taken into account. Computer
simulation of the intensity distribution taking into ac-
count the sample thickness, Debye–Waller factor, and
absorption coefficient is necessary to verify the results.
A good match between the experimental and simulated
pattern is required for at least two different sample
thicknesses to ensure that the interpretation is correct.
Figure 44.8 shows a TEM image of an inversion do-
main boundary in an ammonothermally grown bulk
GaN crystal [44.33]. The CBED patterns taken on either
side of the boundary are shown as insets. An inversion

100 nm

Fig. 44.8 TEM image showing a inversion domain bound-
ary in a GaN bulk crystal; insets show the inversion of
the intensity distribution in 0002 diffraction discs on either
side of the boundary
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of the intensity distribution in the 200 reflections on
either side of the boundary can be clearly observed.

Lattice Parameter, Strain, and Composition. CBED
has become a well-established technique to study lattice
strain and composition in crystals with high spatial res-
olution and high accuracy [44.34, 35]. The high-order
Laue zone (HOLZ) lines that arise from very high-
order reflections are very sensitive to changes in lattice
parameters. The geometry of HOLZ lines in the bright-
field disc of a CBED pattern is also sensitive to the
accelerating voltage. Hence, if the accelerating volt-
age of the incident electrons is maintained constant,
changes in the angular position of the HOLZ lines can
be directly correlated to variations in lattice parameter.
The concept of effective accelerating voltage E e is in-
troduced in the pattern simulation to compensate for
systematic shifts of HOLZ lines caused by dynamical
effects [44.34]. The lattice parameters can be deter-
mined by matching the observed HOLZ pattern with
computer simulations based on the kinematical theory
of diffraction. Typically, the lattice parameter informa-
tion can be obtained from a very small region defined
by the incident probe size. The technique enables mea-
surement of lattice parameter changes with a precision
of approximately ±0.0002 nm in many cases. Rozeveld
and Howe conducted a detailed analysis of the lattice
parameter error and developed a procedure to optimize
the lattice parameter precision [44.36]. This method
can be used to determine the six lattice parameters
(a, b, c, α, β, and γ ) from a single CBED pattern.
Zipprich et al. [44.37] studied the strain and compo-
sition of Si/SiGe multilayer systems by analyzing the
rocking curves in CBED patterns and comparing the
experimental results with kinematical two-beam cal-
culations. The resulting parameters are then further
refined by dynamical simulations. The best accuracy
for strain determination in this study is achieved by us-
ing perfectly flat specimen regions, recorded with the
smallest possible beam diameter that yields sufficient
signal intensity. The accuracy of this measurement can
be greatly enhanced by application of the recently de-
veloped chromatic corrector for the modern TEM.

Strain determination methods using cross-sectional
specimens, e.g., in HRTEM or in the measurement
of the shift of Bragg lines in CBED patterns, are
generally influenced by surface relaxation (i. e., thin-
foil effects). Jacob et al. [44.38] studied the strained
GaAs/InxGa1−xAs/GaAs substrate structure with both
finite-element calculation and experimental TEM imag-
ing, showing that the surface strain relaxation of

cross-sectional TEM samples is significant regardless
of the TEM foil thickness. Therefore, it is preferable to
make strain measurements on plan-view samples.

Large-Angle Convergent-Beam Electron
Diffraction (LACBED)

Large-angle convergent-beam electron diffraction
(LACBED) is a relatively newly established TEM tech-
nique, first introduced by Tanaka et al. to overcome the
limitations of conventional CBED that occur when the
beam convergence becomes larger than the Bragg an-
gle [44.39]. In the LACBED technique, the convergent
electron beam is brought to a focus and the specimen
is moved either above or below the object plane. Since
the sample is defocused, a larger illuminated area forms
shadow images in the diffraction discs. The transmitted
beam is selected by means of the selected-area aper-
ture and the disc pattern is made of deficiency lines.
These Bragg lines are superimposed with the shadow
image in the transmitted disc, i. e., information about
reciprocal space (the Bragg lines) and direct space (the
shadow image) are simultaneously present. In this way,
a LACBED pattern can be considered as an image-
diffraction mapping technique. There is no rotation
between the shadow image and the diffraction pattern
if the specimen is below the object plane, while there is
a 180◦ rotation if the specimen is above. To a good ap-
proximation, the spatial resolution in the shadow image
is given by the minimum probe size. Some examples of
the application of LACBED are presented in the follow-
ing sections.

Dislocation Analysis. LACBED was originally applied
to the characterization of dislocation Burgers vectors by
Cherns and Preston [44.40]. Since then, LACBED has
evolved into a technique to investigate strain fields in
materials. It can be used to unambiguously determine
the magnitude and the sign of a dislocation Burgers
vector and has been applied to the characterization of
partial dislocations, stair-rod dislocations, grain bound-
ary dislocations, etc. It is also an essential technique to
study point defects, planar defects, and other crystalline
phenomena [44.41].

It was found that splitting of HOLZ lines and
Kikuchi lines occur when a convergent electron beam is
brought close to a dislocation due to its long-range dis-
placement, providing g ·b �= 0 [44.42]. However since
the displacement field of a dislocation varies from place
to place, features in a CBED pattern are sensitive to the
exact location of the probe, which is difficult to deter-
mine experimentally. This difficulty is overcome by the
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use of LACBED, in which the specimen is defocused
and a larger area including a segment of dislocation
is illuminated. The displacement and the multiplicity
of the splitting of a LACBED Bragg line when it in-
tersects a dislocation may be simply related to the
sign and magnitude of the dislocation under a wide
range of diffracting conditions. Simple rules discov-
ered by Cherns and Preston [44.43] can be summarized
as follows, and a corresponding schematic is shown
in Fig. 44.9:

1. The number (n) of interfringes present at a splitting
is given by n = |g ·b|.

2. The sign of g ·b is given by the characteristic twist-
ing of the Bragg line: when g ·b > 0, then at x > 0,
the contour is bent to the s < 0 side, and at x < 0,
the contour is bent to the s > 0 side. On the other
hand, when g · b < 0, then the contour is bent in
the opposite sense (s indicates the deviation vector,
while x indicates the horizontal distance from the
dislocation line).

The method requires the observation of at least three
splittings in order to solve the set of three linear equa-
tions: g1 ·b = n1, g2 ·b = n2, and g3 ·b = n3.

Partial dislocations with small Burgers vectors, such
as stair-rod dislocations with b = 1/6〈110〉, are noto-
riously difficult to analyze directly in image mode.
Cherns et al. successfully studied Shockley and Frank
partial dislocations as well as stair-rod dislocations in
Si, GaAs, and CdTe with LACBED [44.44].

Stacking Faults. LACBED can be employed to ex-
tract information on the type and the magnitude of
the displacement associated with an inclined stacking
fault [44.41, 45–47]. It also has the advantage of be-
ing applicable to in-plane stacking faults, in contrast
to conventional imaging [44.41]. When the inclination
of the fault is known, the LACBED technique can di-
rectly determine the fault type. The asymmetry of the
LACBED pattern due to the fault indicates the sign of
the fault. Also, with a more detailed comparison of the-
ory and experiment, an estimate of the phase shift can
be determined. In the case of {111} intrinsic or extrin-
sic stacking faults present in face-centered cubic (fcc)
structures, the phase shift α could be 0 or ±2π/3. As
a result, the rocking curves are modified and the CBED
lines with α = ±2π/3 are split into a main line and
a subsidiary one, the subsidiary line being on one side
or on the other depending upon the sign of α and s.
The best effect is observed when the incident beam is

xghkl

Dislocation 
line

Bragg
line

s = 0

n = 3 n = –3 n = 3n = –3

ssss

Fig. 44.9 Schematic showing the Cherns and Preston rules

located in the center of the stacking fault. From such
a pattern, it is possible to identify R [44.48].

Strain Measurement. The LACBED method enables
examination of multilayers in plan view since rocking
curves over a sufficient angle can be observed and allow
for the analysis of the contributions from the component
layers [44.41]. In the case of strained heterostructures,
a shift of the ZOLZ or HOLZ lines in LACBED discs
has been observed due to the relative misfit strain be-
tween epilayer and substrate. The strain in an epitaxial
system may cause relative rotation of the individual
planes in the epilayer and/or the substrate. Such a rota-
tion can be observed as a splitting of the Bragg lines of
medium- or high-index reflections. For large rotations,
the peak splitting approximates to the relative angle of
rotation resulting from the misfit stresses in bicrystals
and multilayers. Misfit strains down to 0.1% can be
measured by LACBED [44.41]. Hovsepian et al. stud-
ied the composition of GeSi quantum dots embedded
in two Si layers with the LACBED technique [44.49].
The asymmetry of rocking curves of inclined planes (in-
clined to 001 growth direction) is caused by the phase
shift g · R, where R is total normal displacement across
the layer. By comparing to the two-beam kinematically
calculated rocking curves, the composition of the Ge
quantum dots can be determined.

44.1.4 STEM, EELS, and EFTEM
in Microanalysis

Often combined with conventional TEM, scanning
transmission electron microscopy (STEM), electron
energy-loss spectroscopy (EELS), and energy-filtered
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Fig. 44.10 Schematics showing different STEM detector arrange-
ment

transmission electron microscopy (EFTEM) have found
unique applications in a wide range of applications in

10 nm

c)b)a) W

TiSix

TiN

Si

Fig. 44.11a–c Example STEM images (after [44.50]): (a) BF STEM, (b) ADF STEM, and (c) HAADF STEM

materials analysis. In many research areas, such as the
semiconductor industry, STEM, EELS, and EFTEM
have become essential tools to assist process develop-
ment and defect analysis.

STEM Imaging
STEM has been used extensively in conjunction with
conventional TEM, especially due to the advance in
refining electron beam spot size by the availability
of field-emission guns and lens aberration correc-
tors [44.51, 52].

STEM image formation is achieved through scan
synchronization of the electron beam and a television
(TV) monitor with input signals from an electron de-
tector. The electron detector is placed conjugate to
the back focal plane of a microscope. Depending on
the collection angle of the detector (Fig. 44.10), three
major STEM methods are defined: bright field (BF),
annular dark field (ADF), and high-angle annular dark
field (HAADF). The BF detector is normally a circular
disk which collects the transmitted electron beam and
low-angle scattered electrons. Both ADF and HAADF
detectors are annular disks with a hole in the middle,
enabling a limited part of the scattered electrons to
be collected for the STEM signal. Figure 44.11 shows
examples of the same feature (TiN and TiSix crystal
growth when forming a contact in a semiconductor de-
vice) viewed by three different STEM methods. With
proper selection of camera lengths or by using an objec-
tive lens aperture, BF STEM gives essentially the same
image as BF TEM. HAADF collects only high-angle
(e.g., > 40 mrad) scattered electrons. The contrast was
attributed to Rutherford scattering [44.53,54], so the lo-
cal intensity is proportional to

∑
ni Z2

i , where Z is the
atomic number and ni is the number of elements of ele-
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ment i present in an atom column. This simple approach
gives a good explanation as to why the HAADF STEM
is Z-contrast. Recent studies have found that HAADF
STEM is better modeled by thermal diffuse scatter-
ing [44.55–57]. Using the thermal diffuse scattering
model, the Z-dependent contrast HAADF STEM can be
quantitatively analyzed. Because of its Z-dependency,
HAADF STEM is also called Z-contrast STEM.

Positioned in the medium collection-angle range
between BF and HAADF, the ADF collector collects
diffracted electron beams as well as certain low-
angle thermally scattered electrons. Thus the ADF
image has mixed Z and diffraction contrasts, as shown
in Fig. 44.11 [44.50]. Instrumentally, the ADF and
HAADF often share the same detector, and the col-
lection angle is normally controlled by camera length.
Although different STEM methods have been used in
different situations, the HAADF STEM has proven to
be a unique and powerful tool by offering incoherent
and Z-contrast imaging.
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Fig. 44.12 An example EELS spectrum showing features of zero-loss peak (ZLP), low-loss region, and core-loss features
(after [44.50])

EELS Elemental Analysis
Recent advancements in instruments and software have
made EELS a practical tool in various microanaly-
sis applications. In combination with HAADF STEM
imaging, EELS analysis offers rich information with
regards to chemistry, chemical bonding, and thick-
ness with high spatial resolution. When electrons pass
through a specimen, some experience inelastic scatter-
ing. A magnetic spectrometer (either post-column or in
column [44.58]) spreads the inelastically scattered elec-
trons based on their energies. By plotting the number
of electrons versus energy loss, we obtain an electron
energy-loss spectrum.

The features of an EELS spectrum are illustrated in
Fig. 44.12. The horizontal axis is the energy loss. How-
ever, it is often labeled energy, instead of energy loss
ΔE, for simplicity. There are three general regions in
a complete EELS spectrum: the zero-loss peak (ZLP),
the low-loss region, and the core-loss edge. The zero-
loss peak is formed by electrons that are not scattered Part
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Fig. 44.13 Comparison of oxygen near edge fine structures
from WO3, TiO2, and SiO2 �

or scattered elastically in the specimen with negligi-
ble energy loss. A low-loss region is the energy loss
range up to ≈ 50 eV. The signal in this region often
includes plasmon excitation, due to collective excita-
tion of valence electrons [44.58]. The core-loss edge
in the spectrum occurs when an incident electron trans-
fers sufficient energy to an orbital electron to move it
to higher energy levels. The atom is said to be ionized.
Thus, this process is also called inner-shell ionization
loss. The character of the inner-shell energy loss is edge.
The onset of the edge corresponds to the minimum en-
ergy for the ionization (the energy difference between
the original energy level and the lowest available target
level).

Important information often contained in EELS is
the chemical bonding information. A bonding change
can result in a variation of energy-loss near-edge
structure (ELNES). Some examples of variation of
near-edge fine structures are shown in Fig. 44.13,
which compares the O-K edge (energy loss of K -
shell electrons) for WO3, TiO2, and SiO2 [44.50].
In these comparisons, we see pronounced differences
in the shape of the O-K edge due to the difference
of W–O, Ti–O and Si–O bonding. This valuable in-
formation is often of interest in microanalysis and
helps to identify chemical information in certain am-
biguous situations [44.60]. EELS and EDS are often
complementary to each other in their efficiencies and
accuracies of detecting certain elements [44.58, 61].
However, EELS generally offers higher spatial resolu-
tion and less signal overlapping than EDS. In STEM
mode, the spatial resolution of EELS is essentially
that of STEM. Nanoscale chemical analysis can be
routinely obtained with a modern STEM/EELS sys-
tem.

EFTEM
By combining an electron energy-loss spectrometer
and imaging-forming lenses, it is possible to form an
image with electrons of a selected energy. This tech-
nique is known as energy-filtered transmission electron

Fig. 44.14 A cross-sectional view of Si surface prepared
by FIB using 30 keV Ga+. Note the amorphous layer
caused by ion-beam damage. The milled surface is not par-
allel to the beam direction because of the radial intensity
distribution of the ion beam (after [44.59]) �
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5 µm

a)a)a) b)

Fig. 44.15a,b Sample preparation for TEM using an FIB/SEM system. (a) The front side of the sample where the milling
can be stopped at a desired location with monitoring by SEM. (b) Back-side view of the finished sample (after [44.50])

microscopy. EFTEM adds a new dimension to conven-
tional TEM and its advantages include:

1. Cleaner imaging by the removal of inelastic scat-
tered electrons (imaging using zero-loss energy
window)

2. Element-specific mapping
3. Removal or suppression of diffraction contrast
4. Contrast enhancement.

Some examples from the application of EFTEM can
be found in Sect. 44.2.3.

44.1.5 FIB for TEM Sample Preparation

The success of TEM analysis largely relies on the
quality of the TEM sample. The development of the
focused ion beam (FIB) system [44.62, 63] has greatly
enhanced TEM sample preparation capabilities [44.59,
64]. In a FIB system, a focused ion beam (normally
Ga+) is used to micromachine the target material
by ion beam sputtering. The emitted secondary elec-
trons or ions can be used for in situ imaging. Direct
ion-beam imaging makes the location control of FIB
milling possible. Due to the capability of monitoring
FIB milling process, combination of SEM and FIB has

become common and necessary for TEM sample prepa-
ration.

A cross-sectional view of a FIB-milled surface
in Si is shown in Fig. 44.14 [44.65]. Figure 44.15
shows two SEM pictures of TEM sample preparation
in a FIB/SEM system. The benefits offered by FIB in
TEM sample preparation include:

1. The ability to be location specific with an accuracy
of a few nanometers

2. The absence of mechanical damage to the sample
3. A similar cutting rate for different materials (be-

cause the milling front is controlled mostly by
focused beam movement as opposed to sputtering
rate)

4. The ability to isolate a small sample from a bulk
material with a lift-out probe.

An undesirable artifact from FIB is the ion-beam
damage to the sample prepared, as shown in Fig. 44.14.
For many materials, such as crystalline Si, the structural
damage can introduce certain problems with imaging
and analysis, especially for thin samples. Low-energy
ion-beam milling, either within FIB or with a con-
ventional ion miller, can generally improve sample
quality by reducing the thickness of the damaged
layer [44.59].

44.2 Selected Examples of Application of TEM to Semiconductor Systems

In the following, TEM studies of defects, strain, in-
terface, etc. of two kinds of semiconductor systems

will be detailed as examples: conventional heteroepi-
taxial systems and large-mismatch heteroepitaxial sys-
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tems. Examples for the application of STEM, EELS,
and EFTEM in semiconductor devices are given in
Sect. 44.2.3.

44.2.1 Studies
of Conventional Heteroepitaxial
Semiconductor Systems

In low-mismatch systems, the theories of van der
Merwe [44.66] and Matthews [44.67] describing the ac-
commodation of lattice misfit are well established and
have been experimentally verified. According to these
theories, the epigrowth is assumed to follow a two-
dimensional, layer-by-layer mode. When the thickness
of the epifilm is lower than a critical thickness hc, the
film is pseudomorphic with the substrate and the mis-
match is accommodated by elastic strain. At the critical
thickness hc, misfit dislocations form to accommodate
the strain plastically as well as elastically. The forma-
tion of the misfit dislocations can occur in two ways:

1. Threading dislocations replicated from the substrate
into the film are forced, under the influence of the
mismatch stress, to glide leaving a trailing interfa-
cial misfit segment connecting the original substrate
threading segment and the mobile threading seg-
ment.

2. Dislocation half-loops nucleate at the surface of
the film and glide toward the film–substrate inter-
face, leaving a misfit segment and two threading
segments (the surface nucleation will likely occur
at some heterogeneity such as a step, surface sites
where contamination is present, and possibly at the
valleys of surface undulations caused by morpho-
logical instabilities) [44.68, 69].

This ultimately results in an interface composed of
large coherent regions separated by rows of misfit dis-
locations. If the substrate is assumed to be rigid and the
elastic strain is built up only on the film side, the lattice
misfit is composed of two parts [44.67]

f0 = εpl + εel ,

where εpl is the strain accommodated by dislocations
and εel is the strain accommodated elastically, i.e.,

εel = (〈a0〉−a0)

a0
,

εpl = bf

Df
,

where 〈a0〉 is the average lattice parameter of the grown
film, bf is the Burgers vector of the misfit dislocations,

and Df is the average spacing between two misfit dislo-
cations.

If the total misfit is relieved by plastic strain,
the spacing between misfit dislocations should be
D = bf/ f0. However, this is difficult to achieve because
the nucleation and glide of dislocations needs to over-
come an energy barrier and its driving force presumes
a sufficient amount of residual strain.

For metal films, the experimentally determined crit-
ical thickness agrees reasonably well with the value
predicted using the equilibrium theory of van der
Merwe and Matthews. For semiconductor films with di-
amond and zincblende structure, however, experimental
observations revealed much larger values of the crit-
ical thickness and a slower relaxation of the elastic
strain than would be expected from equilibrium calcu-
lations [44.70].

Misfit Dislocations
As aforementioned, epilayers which are mismatched
with respect to the substrate due to either different
structure or composition can be relaxed or partially
relaxed by the formation of misfit dislocations with
edge character once the epilayer exceeds a critical
thickness. In most common cases of heteroepitaxial
structures with diamond or zincblende-type structures
with 〈001〉 orientation, the mismatch is accommo-
dated by an orthogonal network of misfit dislocations
along two perpendicular in-plane 〈110〉 directions.
Figure 44.16 shows a plan-view TEM image taken
along the [001] direction from a Si/Si0.85Ge0.15 in-
terface. Arrowed is a characteristic fingerprint of
the Hagen–Strunk mechanism [44.71]. It has been
always observed that the density of misfits along
these two directions are different (i. e., not equally
spaced). As the dislocation spacing approaches that
needed to relax the layer fully the asymmetry be-
tween the two orthogonal arrays becomes less marked.
This has been attributed to the differing mobilities
of α and β dislocations which are more signifi-
cant at lower stresses [44.72]. For small-mismatch
systems, 60◦ misfit dislocations are dominant, al-
though occasionally pure edge misfit dislocations
can be observed in low-misfit systems; for exam-
ple, Fitzgerald et al. [44.73] reported observation of
such dislocations at the InxGa1−xAs/GaAs (x ≈ 0.12,
mismatch = 0.085%) interface and attributed the gen-
eration of such sessile dislocations to the reaction
of two glissile 60◦ dislocations with Burgers vectors
in the same {111} glide plane. For higher-mismatch
systems (misfit > 1.5–2%), the interfacial misfit dislo-
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cations are predominantly of pure edge character with
Burgers vectors ±a/2[11̄0] [44.74]. The explanation
is the three-dimensional growth due to the high strain
which occurs when the epitaxial deposit is very thin
and the edge dislocations climb to the interface at
the edge of the island. Figure 44.17 shows a HRTEM
image taken from Ge/Si interface, showing that all
three observed misfit dislocations are of 90◦ pure edge
character.

For pure edge misfit dislocations, the reflections of
{220} can be easily applied to satisfy both the g ·b = 0
and g · (b∧u) = 0 criteria and make them invisible. How-
ever, the conventional Burgers vector analysis based on
the simple g · b = 0 invisibility criterion was not suc-
cessful for the case of 60◦ misfit dislocations due to the
strong residual contrast. Precise Burgers vector determi-
nation is difficult in (001) plan-view specimens because
the reflections which give g · b = 0 and g · (b∧u) = 0
(g = 422, etc.) require high tilt angle. In practice, it
is generally assumed that, if misfit dislocations lying
along [110] and [11̄0] cannot be made invisible with
220 and 22̄0 reflections, then they are neither pure screw
nor pure edge and therefore are likely to be 60◦. More-
over, it is typical for 60◦ dislocations to show residual
contrast in 〈400〉 diffraction. In addition, 60◦ disloca-
tions show good contrast when the 〈220〉g vector is
parallel to u and stronger contrast when the 〈220〉g
vector and u are perpendicular. However, precise Burg-
ers vector determination of 60◦ dislocations is still
a problem. Nevertheless, several methods to analyze
60◦ misfit dislocations have been reported and are pre-
sented in the following.

2 nm

Fig. 44.17
HRTEM im-
age showing the
dominant mis-
fit dislocations
of pure edge
character at the
Ge/Si interface

1 µm

Fig. 44.16 Plan-view image taken along the [001] growth direction
showing the orthogonal misfit dislocation network at the strained
Si/Si0.85Ge0.15 interface; the arrow indicates a characteristic fin-
gerprint of the Hagen–Strunk mechanism

One of the techniques of analyzing 60◦ disloca-
tions is the (g · b)s criteria that has been utilized by
Stach [44.75]. This is based on dynamical theory cal-
culations of the electron scattering in the vicinity of
dislocations, through which it can be shown that the po-
sition of the dislocation image with respect to its actual
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core position varies with changes in deviation param-
eter as given by the quantity (g ·b)s. Therefore, when
g ·b = 0, the position of the dislocation core will not
vary with changes of s. This means that, even when
effective invisibility is not observed according to the
usual g ·b = 0 condition, it is possible to determine the
value of b by tracking the position of the dislocation
image as s is changed. This is done most efficiently
using high magnification on the video screen on the
TEM. In Stach’s study, two-beam bright-field and dark-
field images were recorded using 400, 040, 311, and
131̄ diffractions and the position of the dislocation im-
age was observed as the deviation parameter was varied
from s  0 to s � 0.

In another approach, bend contour analysis is used
to investigate the 60◦ misfit dislocations. This tech-
nique was originally explored by Bollmann [44.76] and
was recently revisited for large-area analysis of mis-
fit arrays [44.77]. Basically, in a two-beam bright- or
dark-field image, a characteristic splitting occurs when
a dislocation crosses a bend contour with the number
of splitting fringes given by n = g ·b. By evaluating the
splitting of at least three bend contours from different
reflections, the complete Burgers vector can be deter-
mined. In spite of the advantages that LACBED has
(for example, controllable deviation error) for Burgers
vector analysis, the bend contour technique is highly
suitable for the analysis of misfit dislocations in small-
mismatch semiconductor epistructures (e.g., SiGe film
grown on Si). Spiecker studied a large number of misfit
dislocations simultaneously in SiGe/Si heterostruc-
ture plan-view samples by analyzing the splitting and
displacement of the bend contour contrast that oc-
curred as they were crossed by misfit dislocations.

54.7°

60°
Slip plane

(111)
–

[110]

u

b

bmisfit bscrew

btilt

Fig. 44.18 Three components of a 60◦ misfit dislocations

For Burgers vector analysis, it is convenient to disso-
ciate the 60◦ dislocation into three components, e.g.,
a/2[101] = a/4[11̄0]+a/4[110]+a/2[001] = bmisfit +
bscrew + btilt, as shown in Fig. 44.18. In this particu-
lar study, a dislocation with line direction [110] was
analyzed. The sign and the magnitude of the screw com-
ponent is determined by the splitting and twisting of
the 4̄4̄0 band contour while the sign of bmisfit is de-
termined by the displacement of the 44̄0 bend contour.
To determine the tilt component, the bend contours of
higher-order Laue zone reflections 3̄3̄1 and 3̄3̄3 were
used. The main advantage of this method is its appli-
cability to simultaneous determination of the Burgers
vectors of a large number of dislocations distributed
over large sample regions.

Another technique capable of providing informa-
tion of misfit dislocation Burgers vectors was reported
by Dixon and Goodhew [44.78]. This method used de-
tailed analysis of the interactions between orthogonal
arrays of misfit dislocations to approximately estimate
the distribution of possible Burgers vectors. Three types
of interaction were considered:

1. Those where the dislocations have the same Burgers
vectors (parallel or antiparallel), which leads to the
formation of two L-shaped segments

2. Those where the Burgers vectors are oriented at 60◦
to each other, which leads to the formation of link-
ing 1/2〈110〉 dislocation

3. Those where the Burgers vectors are perpendicu-
lar to each other, which are predicted to have no
interaction.

For the case of an epitaxial interface where interfa-
cial dislocations of 60◦ character are predominant, with
edge character being also present in reduced number
(screw character dislocations being absent) and assum-
ing that the five possible Burgers vectors are present in
equal numbers for each set of dislocations, there will
be 25 types of interaction. By analyzing all the possi-
bilities, it was found that 4/25 (16%) of intersections
would be L-shaped, 16/25 (64%) would have links, and
5/25 (20%) would not react. For the case where no
pure edge dislocations were found at the interface, only
16 reactions are possible, of which 4/16 (25%) inter-
sections should be L-shaped, 8/16 (50%) would have
links, and 4/16 (25%) would not have reacted. The link-
ing segments formed at intersections are very short and
assumed to be undistinguishable from the unreacted in-
tersections. The reported observation showed that 18%
of the intersections were L-shaped, implying that the in-
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terface probably contained dislocations of all four 60◦
types together with some pure edge dislocations.

Lattice imaging can, in principle, be used to distin-
guish between edge and 60◦ misfit dislocations. Both
types of dislocation have the same Burgers vector mag-
nitude (a/2〈110〉) but for edge-type dislocations the
Burgers vector is oriented parallel to the interface while
the 60◦-type dislocations form a 45◦ angle with the
interface. Therefore on [110] lattice images, the edge
dislocations should show two terminating {111} planes
at the core, while the 60◦ type should show only one
terminating plane.

Critical Thickness
Extensive studies have been carried out by TEM to elu-
cidate the practical critical thickness of the epifilms.
Four general models have been identified defining criti-
cal thickness:

1. The Matthews and Blakeslee model [44.79] for the
turnover of a single threading dislocation during the
growth of a single epilayer

2. The Matthews and Blakeslee model for the turn
over of a single threading dislocation in a multi-
layer structure which was subsequently pulled out
into a half-loop by the internal stress in the layer

3. The Miles and McGill model [44.80], basically
a modified and more sophisticated version of (1) and
(2)

4. The People and Bean model [44.81], which con-
cerns the critical thickness that allows the nucleation
of fresh dislocation line.

Dixon et al. [44.82] performed a systematic study
of the critical thickness in the InxGa1−xAs/GaAs
(x < 0.25) epistructure. In their study, two critical thick-
nesses are identified: threading dislocation are turned
over, forming misfits at a thickness predicted by the
Matthews and Blakeslee model; and, at larger thick-
nesses, fresh dislocations are nucleated at the interface
and the critical thickness fits well with the predictions
of the People and Bean model. Dixon et al. also con-
cluded that some misfit dislocations were present which
did not act to relieve misfit strain.

Stacking Faults and Partial Dislocations
The dissociation of 60◦ misfit dislocations and the
existence of stacking faults are widely observed in con-
ventional small-mismatch epistructures. However, the
geometry and the formation mechanism of the stacking
faults have been the subject of extended research.

Theoretically [44.83], the order in which the partials
can nucleate is determined by the atomic configuration
on the {111} glide planes. Under conditions of tensile
stress, the first partial to nucleate is the 90◦ Shockley
partial followed by the 30◦ partial. This order is re-
versed if the stress field is compressive. The resolved
shear stress on the {111} slip plane is, in both cases,
in the same direction as the Burgers vector of the 90◦
partial. This means that the force exerted by the stress
field on the 90◦ partial is twice as large as the force
on the 30◦ Shockley partial. The consequence of this
is that, in a tensile stress field, the 90◦ partial nucleates
first, forming a stacking fault, since it experiences the
largest force. On the other hand, the 30◦ partial, which
would annihilate the stacking fault, feels a weaker force
so that it may not nucleate until later in the growth pro-
cess. As a result, stacking faults are very often observed
extending from the interface to the film surface. In con-
trast, if the stress field is compressive, the 30◦ partial
begins the nucleation process. Since this partial experi-
ences a smaller force, a higher nucleation barrier results.
Once the 30◦ partial is formed it will again be trailed
by the 90◦ partial that is driven both by a higher force
from the stress field and from a force associated with the
stacking fault. This means that the extent of dissociation
will be very small in a compressive field. An undisso-
ciated 60◦ perfect dislocation can then easily cross-slip,
i. e., change form one {111} glide plane to another. Such
effects are observable if we compare misfit dislocation
grids of a film under tensile and compressive strain; in
the film under tensile strain, the misfit segments form
straight lines and a number of stacking faults can be ob-
served, whereas in the film under compressive strain the
misfit dislocations exhibit higher curvature, evidence
for cross-slip having occurred, and little evidence for
the existence of stacking faults.

A variety of observations on different heterosystems
have been reported. Kimura et al. [44.84] studied the
development of defects in strained Si/SiGe heterostruc-
tures of supercritical thickness. TEM observations
showed that, when the strain energy is increasing in the
Si film, 60◦ misfit dislocations at the interface dissociate
into Shockley partials with the 30◦ partial being located
in the Si film and the 90◦ partial being located in the
SiGe layer. The observed stacking faults are believed
to form by the 30◦ partial gliding out to the surface
of the Si film. Marshall et al. [44.85] reported that the
predominant configuration of 60◦ misfit dislocations in
low-misfit SiGe/Si films (< 15%Ge or 0.6% misfit) in-
volves dissociation at the interface, with the stacking
fault extending into the substrate. Zou and Cock-
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ayne [44.86] studied the equilibrium geometries of the
dissociated misfit dislocations in single-semiconductor
heterostructures. They predicted that for, a tensile-
strained layer grown on a (001) substrate, the 30◦

5 nm
SiGe
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A
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C

C

B

C

B

C
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a)

b)

Strained silicium

Fig. 44.19a,b A cross-sectional HRTEM image showing the stack-
ing faults and their reaction at a strained Si/Si0.5Ge0.5 interface
(a) and a magnified image of the squared stacking fault (b)

partial is located in the strained layer and the 90◦
partial is located in the substrate. Their experimental
observation in low-strained [001] In0.1Ga0.9As/GaAs
single heterostructures [44.87] showed that the dis-
sociation of misfit dislocation is dominant in the
structure, with the 90◦ partial being located above the
strained interface and the 30◦ partial in the buffer
layer. Hirashita et al. [44.88] reported the observa-
tion of stacking faults extending from a strained Si
surface to a strained Si/SiGe interface, which are ac-
companied by 90◦ Shockley partials at the interface.
These defects are increasingly formed in the strained
Si layers on SGOI substrates while the strained layer
thickness increases. It was concluded that the operative
mechanism involved the generation of 90◦ partial dis-
locations at the Si surface which propagated on {111}
planes towards the SiGe interface, relaxing the cumu-
lative tensile strain in strained Si layers. Fitzgerald
et al. [44.89] reported mechanisms for the reaction of
partials in lattice-mismatched InxGa1−xAs/GaAs het-
erostructures. In films which are under compression, the
trailing partial which is closest to the epilayer surface is
the 90◦ partial, while the leading partial is the 30◦ par-
tial. Therefore, the two leading 30◦ partials can form
a stair-rod dislocation (b = a/6〈11̄0〉), leaving two edge
partials (b = a/6〈11̄2〉). In a tensile epilayer, the lead-
ing partials are edge partials, and the 30◦ partials are
closer to the surface. In this case, the leading 90◦ par-
tials would form an edge dislocation with b = a/3〈11̄0〉.

Figure 44.19a is a cross-sectional image of two
stacking faults formed at a strained Si/Si0.5Ge0.5 inter-
face. The reaction between stacking faults can be clearly
observed. A stair-rod dislocation is formed at the junc-
tion and between two faults and leads to the annihilation
of all the faults. The squared area is enlarged and shown
in Fig. 44.19b. The stacking sequence can be clearly
seen as CBACBCBA. . . as the stacking fault is crossed.

Graded Buffer and Insertion of Strained Layers
Compositionally graded buffers have been successfully
employed in lattice-mismatched epitaxy to incorporate
high-quality relaxed layers onto conventional semicon-
ductor substrates [44.90, 91]. A typical example is the
use of SiGe graded buffers as virtual substrates for the
production of high-mobility complementary metal ox-
ide semiconductor (CMOS) structures and for III–V
integration on Si. Some of the major requirements for
such application include: low threading dislocation den-
sity (TDD), low surface roughness, and high degree of
relaxation of the 4% lattice mismatch between Si and
Ge. The compositionally graded structure provides mul-
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tiple low-mismatch interfaces, preventing dislocation
nucleation and facilitating the glide of existing thread-
ing dislocations at each interface to relieve mismatch
strain. Such grading results in relaxed cap layers with
threading dislocation densities in the 105 –106 cm−2

range, whereas direct growth of uniform composition
relaxed layer with high lattice mismatch results in
threading dislocation densities in the 108 –109 cm−2

range.
Another technique of filtering threading disloca-

tions by the insertion of superlattice was reported by
Blakeslee [44.92]. The study suggested that, by properly
designing superlattice structures, multistrained inter-
faces are provided for threading dislocations to lie on.
Such structure also reduces the harmful interactions
between dislocations. The essential ingredients of the
proper design include:

1. The superlattice thickness should be considerably
larger than the equilibrium critical thickness in or-
der to provide the necessary excess stress to move
the dislocation.

2. The strain gradients should be as gentle as possible
everywhere except in the superlattice itself.

Compared with the step-graded structure, the su-
perlattice structure confines the dislocations better.
However, in this study, the relaxation of the film was
not discussed.

Park et al. [44.93] studied the effects on strain
relaxation and threading dislocation density of the inser-
tion of thin layers, strained in tension or compression,
into compositionally graded SiGe. Figure 44.20 shows
cross-sectional images of three samples for compar-
ison. Figure 44.20a shows the sample grown as the
control condition, having no inserted strained layers,
consisting of a 2 μm linearly graded SiGe buffer where
the Ge content increased from 0 to 20% at a grading
rate of 10 %/μm followed by a 0.5 μm-thick Si0.8Ge0.2
cap layer. The structure exhibits a quite uniform dis-
tribution of dislocations throughout the graded buffer.
Figure 44.20b shows the case of two inserted layers of
pure Si, strained in tension, the bottom layer being in-
serted at the 6% Ge location and the top layer being
inserted at the 12% Ge location. Figure 44.20c shows
the insertion of two SiGe layers strained in compres-
sion, the bottom layer with 12% Ge being inserted at
the 6% Ge location and the top layer with 24% Ge being
inserted at the 12% Ge location. Accumulation of dislo-
cations was found at the bottom of the layers strained in
compression and at the top of the layers strained in ten-

500 nm

a)

b)

500 nm

c)

500 nm

Fig. 44.20a–c Cross-sectional TEM images showing the dislo-
cation behavior in the compositionally graded Si0.8Ge0.2 buffer
without/with insertion of tensile/compressed strained layers (a) ref-
erence sample without insertion of layers; (b) insertion of two
tensile layers: top layer (c) insertion of compression layer. Note:
arrows indicate inserted layers

sion. This can be easily understood based on the sense
of the dislocations. Compared with the sample with in-
serted compressive layers, the sample with tensile layers
exhibits heavier accumulation of dislocations. More-
over, in the samples with inserted layers strained in
tension, dislocations are pinned more heavily at the top
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inserted tensile layer (0% Ge at 12% Ge) than at the
lower inserted tensile layer (0% Ge at 6% Ge), whereas
in the sample with layers strained in compression, dislo-
cations were pinned more heavily at the lower inserted
compressive layer (12% Ge at 6% Ge) than at the top
inserted compressive layer (24% Ge at 12% Ge). The
inserted strained layers in this study were always 20 nm
thick, which is below the equilibrium critical thickness.
Results showed that the relaxation in the cap layer is
largely improved without significant increase of thread-
ing dislocations in the samples with inserted layers in
compression compared with the control sample. Misfit
dislocations are observed in the cap layer in both types
of sample, in contrast to the control sample, indicat-
ing the disturbance of relaxation due to the insertion of
stressed layers.

Observation of Dislocations
in Aspect Ratio Trapping Epigrowth

Aspect ratio trapping (ART) is an epitaxial technique in-
volving selective growth in patterned openings bounded
by substantially vertical dielectric side-walls, enabling
dislocations to be trapped if the aspect ratio (h/w) of the
opening is sufficiently large. Recent research reported

200 nm

Ge

SiO2

Fig. 44.21 Plan-view (along the [001] growth direction) TEM im-
age of the top layer (≈ 200 nm from the film surface) of a Ge film
grown with ART technique

by Park et al. [44.94] showed that ART could be ef-
fective for Ge grown on Si in trenches up to 400 nm
wide and of arbitrary length. Figure 44.21 shows a plan-
view TEM image recorded from such a sample that was
thinned from the substrate side down to a thickness of
≈ 200 nm. Both the Si substrate and the first ≈ 300 nm
of epifilm were removed, leaving only a defect-free Ge
layer; this demonstrates the efficacy of the ART tech-
nique in eliminating threading dislocations in Ge films
grown on Si substrates. Bai et al. [44.95] carried out
analysis of the mechanisms by which dislocation elim-
ination is achieved. Detailed TEM studies reveal that
facets, when formed early on in the growth process, play
a dominant role in determining the configurations of
threading dislocations in the films. These dislocations
are shown to behave as growth dislocations; during
growth they are oriented approximately along the facet
normal, and so are deflected out from the central re-
gions of the trenches. This suggests a strategy of facet
engineering by which the efficacy of threading disloca-
tion trapping might be further improved. TEM images
in Fig. 44.22 show the redirection of dislocations close
to the normal of the encountered facets. The thin SiGe
marker layers of approximately 10–15% Si content are
periodically inserted to delineate the growth front.

44.2.2 TEM Studies of Large-Mismatch
Heteroepitaxial Systems

Wurtzite polytypes of AlN, GaN, and InN and their
alloys are suitable for numerous device applications
such as short-wavelength light sources or detectors,
and high-power and high-frequency devices. Due to
the difficulty in obtaining GaN substrates, current GaN
devices are fabricated on epitaxially grown films on
various substrates. Most research on GaN epitaxy in
the last two decades has been concentrated on growth
on sapphire or SiC substrates. Sapphire is currently
the most commonly used substrate for GaN epigrowth
due to its relatively low cost. The large mismatch be-
tween GaN and sapphire (16%) leads to a very high
density of interfacial dislocations. SiC is another can-
didate for the substrate which has smaller mismatch
(3.4%). Si attracts attention as a substrate for GaN epi-
growth since the first molecular-beam epitaxy (MBE)
grown on GaN light-emitting diode (LED) on Si was
demonstrated in 1998. The lattice mismatch between
GaN and Si is −17%, yielding biaxial tensile stress
in the GaN/Si interface. Owing to the high mismatch
in lattice parameter and thermal properties between
GaN and nonnative substrates, a high density of struc-
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50  nm 200  nm

a) b)

Fig. 44.22a,b Cross-sectional TEM images (viewed along the [110] trench direction) showing the redirection of thread-
ing dislocations under the influence of faceting (a) dislocation redirection in a trench of ≈ 300 nm wide (the linear white
contrast features correspond to the inserted SiGe growth marker layers), where the inset shows the overview of the Ge
film grown in the trench (the film was overgrown beyond the side wall); (b) dislocation redirection in a trench ≈ 800 nm
wide

tural defects exists in GaN films. The large in-plane
mismatch induces a high density of interfacial dislo-
cations (≈ 1013 cm−2). Due to the three-dimensional
(3-D) growth at the initial stage, a high density of
threading dislocations (≈ 108 –1010 cm−2) form in the
GaN film to accommodate the twist between neighbor-
ing islands. The variations on the surface of substrates
cause planar defects such as inversion domain bound-
aries (IDBs), stacking mismatch boundaries (SMBs),
prismatic stacking faults (PSFs) or basal plane stacking
faults (BSFs). Extensive research has been carried out to
reduce the threading dislocation density in GaN epilay-
ers. The employment of a low-temperature nucleation
buffer layer before subsequent GaN growth was found
to drastically improve epitaxial quality. Other strategies
to improve the crystalline quality of III-nitride epifilms,
such as lateral epitaxial overgrowth, vicinal surface epi-
taxy, insertion of low-temperature layers, use of porous
substrates, etc., have been widely studied.

Interface
Unlike epitaxial systems with sphalerite structures
(e.g., SixGe1−x/Si), large-mismatch systems such as
GaN/SiC, GaN/sapphire, AlN/sapphire, etc., cannot
occur by the formation and glide of dislocation half-
loops to the interface producing misfit dislocation
segments due to the absence of an effective slip system.
As such the mechanisms of epilayer relaxation in these
systems are far from understood. Furthermore, the stress
caused by island coalescence and thermal processing
as well as the high density of defects introduce further
complexity into the relaxation mechanism. Some of the
basic understanding of this topic can be summarized as
follows.

Coincidence Lattice (Pseudosemicoherent Interfaces).
In large-mismatch systems which have mismatch pa-
rameters larger than ≈ 4–5%, the interface is incoher-
ent, as shown in Fig. 44.23a, and there is no continuity
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a) b) c)

Fig. 44.23a–c Models for a large-mismatch interface: (a) perfect coincidence lattice with a lattice plane ratio of m/n =
6/5; (b) coincidence lattice with coherence relaxations within the unit cells; (c) as in (b), but with a slight deviation of
1/80, forming a new coincidence unit with 19/16 = 6/5−1/80

between the lattice planes on the two sides of the in-
terface [44.96]. However, the bonding between films
and substrates in such systems suggest the appear-
ance of coherency along some planes on the two sides
of the interface separated by geometrical misfit dis-
locations (or mismatch dislocations), which separate
these pseudosemicoherent planes (Fig. 44.23b). Perfect
coincidence sites between the epilayer lattice ae and
substrate lattice as would occur when as/ae = m/n,
where m and n are positive integers. If m = n +1, there
is one extra lattice plane in each unit cell of the coinci-
dence site lattice, i. e., a geometrical misfit dislocation is
generated. The character of these dislocations depends
on the symmetry of the coincidence lattice. In this sense,
the Burgers vector of such a geometrical dislocation
must not necessarily be an invariant vector as it is in
the bulk lattices.

In contrast to the low-mismatch case, in which
misfit dislocations are generally produced by lattice
dislocations that may have Burgers vector not necessar-
ily parallel to the interface, in large-mismatch systems
the mismatch dislocations exist right from the start
of film deposition and often have an in-plane Burgers
vector.

Another difference between misfit dislocations in
low-mismatch system and mismatch dislocations in
high-mismatch system is that the latter lack long-range
strain fields [44.97].

Near-Coincidence Lattice. An alternative model of gen-
eration of mismatch dislocations is that the deviation
can also be accommodated by another type of secondary
defect, as shown schematically in Fig. 44.23c [44.98].
Such secondary defects interrupt the periodicity of the
original coincidence lattice and form a new coincidence
unit.

Reported Models. Zheleva et al. suggested a domain-
matching model for large-mismatch epitaxial sys-
tems [44.99]. In this model, a domain is defined by the
minimum number of lattice planes that gives a value
of unity for the difference between m (the number
of epifilm lattice planes) and n (the number of sub-
strate lattice planes). The residual domain strain can be
calculated in both in-plane directions. Sun et al. sug-
gested a concept of extended atomic distance mismatch
(EADM) [44.100]. EADM = (Id − I ′d′)/(I ′d′) (where
I and I ′ are integers, d and d′ are atomic distances of
the epilayer and substrate, respectively. I and I ′ are
determined in the following way: d : d′ ∼ I : I ′, where
I : I ′ is the smallest irreducible integral ratio for d : d′.
The difference between I and I ′ is one that introduces
a periodic edge-type dislocation.)

TEM Observations of Large-Mismatch Interfaces.
Kehagias et al. studied misfit relaxation at the
AlN/Al2O3(0001) interface in both plan-view and
cross-sectional geometry [44.101]. From moiré fringes
shown in plan-view TEM images, a general case of
a matching ratio of AlN:Al2O3 equal to 8 : 9 was
observed, which is confirmed in the cross-sectional ge-
ometry. However, occasionally, AlN:Al2O3 ratios of
6 : 7 and 9 : 10 were also observed. Threading dislo-
cation densities were also measured using the moiré
fringes.

HRTEM performed on cross-sectional samples is
generally used to observe interfaces and defects in
the mismatched systems. In wurtzite structures, since
the dominant slip system is 〈112̄0〉{0001}, the 〈112̄0〉
projection is generally used for investigation, with dis-
location cores being viewed end-on, i. e., imaged along
the line direction of the dislocation. This configuration
is based on the presumption that the misfit disloca-

Part
G

4
4
.2



Transmission Electron Microscopy Characterization of Crystals 44.2 Examples of TEM Application to Semiconductor Systems 1503

c) d)

a) b)

Fig. 44.24a–d HRTEM images taken at the AlN/sapphire interface: (a) along zone axis [112̄0]AlN; (b) along zone axis
[11̄00]AlN; (c) reconstructed image from masked FFT of (a) showing the extra half-planes in the substrate; (d) recon-
structed image from masked FFT of (b) showing the extra half-planes in the substrate

tions are of 60◦ mixed type with line direction along
〈112̄0〉 and Burger vector along another equivalent
〈112̄0〉 direction. However, studies of AlN film grown
on sapphire substrate show extra half-planes along both
〈112̄0〉AlN and 〈11̄00〉AlN directions, as illustrated in
Fig. 44.24 [44.13]. Further studies are required to reach
any conclusive analysis.

Defects in AlN/GaN Films Originating
from SiC Substrate Steps

One of the strategies that has been explored to reduce
the defects in GaN epifilms grown on nonnative sub-
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Fig. 44.25 HRTEM image taken at zone axis [112̄0] showing a PSF forming at a I1-type step

strates is the utilization of vicinal, offcut substrates.
Offcut 6H-SiC substrates have been recently shown to
reduce the stress level inside the films through the com-
bined effects of mutual tilt between the epilayer and
substrate, which helps to relax out-of-plane mismatch,
and by the generation of geometric partial misfit dis-
locations (GPMDs) which serve both to relax in-plane
mismatch and to accommodate stacking differences be-
tween the epilayer and substrate at some proportion of
the steps at the substrate–film interface [44.102]. One
of the critical factors in offcut epitaxy is the effect of
the surface steps present on substrates on the quality of
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Fig. 44.26a–c HRTEM and reconstructed FFT images of the AlN/SiC interface taken from the vicinal sample: (a) along
zone axis [112̄0]; (b) along zone axis [101̄0]; (c) reconstructed FFT image with g = 12̄10 from (b)

subsequently grown epifilms. Vermaut et al. [44.103] in-
vestigated the dislocation character of various types of
steps at the 2H-AlN/6H-SiC interface and defined three
types of interface steps: I1-type steps with dislocation
character of 1/3〈101̄0〉+1/2cAlN, I2-type steps with
dislocation character of 1/3〈101̄0〉+ cAlN, and E-type
steps.

Prismatic Stacking Faults (PSFs) Originating at I1 Type
Steps. Figure 44.25 shows a HRTEM image taken at
an I1 step region [44.104] along zone axis [112̄0] (60◦
inclined to the offcut direction). The AlN/SiC inter-
face is delineated by a white line separating SiC on the
lower side from AlN on the upper side. The stacking
sequences revealed in such HRTEM images can be un-
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1  µm

1 µm

200 nm

a) b)

c)

e)

d)

c n

(2110)
––

(1010)
–

(1020)
–

Fig. 44.27a–e TEM images taken from samples with various foil normals to show a three-dimensional view of the
planar boundaries. (a,b) (0001) plan view of the defects with different magnification; (c) view along [1̄21̄0]; (d) view
along [101̄0]; (e) schematic representation of the boat-shaped walls created by the intersecting faults. The c-axis of the
substrate is indicated along with the surface normal n

derstood with the aid of a notation system based on that
introduced by Pirouz and Yang [44.105]. It can be seen
that, in the vicinity of the two-bilayer-step riser, the first
two AlN bilayers tend to duplicate the stacking posi-

tions exhibited to that step riser, i. e., cA. However, fur-
ther out on the terrace, that stacking sequence changes
to Ba (most probably under the influence of the stacking
sequence under the terrace). The relationship between
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100 nm

Subinterface

AlN/sapphire
interface

L

L K K
K K

Fig. 44.28 A montage of two weak-beam dark-field images taken with g = 0002, showing the subinterface correspond-
ing to when the V/III ratio and both fluxes were increased. Large kinks (indicated by K) or dipole half-loops (indicated
by L) are formed at this subinterface

these two stacking sequences suggest a displacement
vector of 1/6〈22̄03〉, which can be accommodated by
a stacking mismatch boundary (SMB). However, ob-
servations reveal that the defects formed at such steps
are predominantly PSFs, which add an additional lattice
shift and have a displacement vector of 1/2〈11̄01〉. This
might be due to the lower energy of PSFs than SMBs.

Geometrical Partial Misfit Dislocations (GPMDs)
Formed at I2-Type Steps. Figure 44.26a shows
a HRTEM image taken from an offcut sample along
[112̄0] zone axis (inclined to the offcut direction), show-
ing two steps, S1 and S2 (in the same sense due to
the offcut), at the substrate surface. Both steps S1
and S2 are of I2 type [44.106] with dislocation vec-
tor 1/3〈101̄0〉. DI and DII are two regions exhibiting
lattice distortion. It can be seen that, in the vicinity
of S2, the first two AlN bilayers tend to duplicate the
stacking positions exhibited by that step riser (on the
higher side of the step), i. e., bC. However, further out
on the terrace, the stacking sequence changes to cA
through the distorted region DII (distorted region DI has
similar features). Thus, it is clear that the distortions
are confined close to the interface, and the stack-
ing sequences above the distorted regions continuously
overspan the step without interruption. Figure 44.26b
shows an HRTEM image taken from the same sam-
ple along zone axis [101̄0] (perpendicular to the offcut
direction), and Fig. 44.26c is the corresponding recon-
structed fast Fourier transform (FFT) image. Three
dislocations are revealed with the extra half-planes on

the substrate side. Analysis shows that the Burgers vec-
tor has no out-of-plane component and its projection
onto the (101̄0) plane is 1/6〈112̄0〉. The localized dis-
location core and well-defined extra half-plane imply
that the dislocation line is along [101̄0]. These mis-
fit dislocations can only be 30◦ complete dislocations
(with Burgers vectors of ±1/3[2̄110] or ±1/3[112̄0])
or 60◦ partial dislocations. Since the former is ener-
getically unreasonable, the misfit dislocations (MDs)
should be 60◦ partials. These unpaired partials, with
line direction 〈101̄0〉 and Burgers vector 1/3〈11̄00〉,
are suggested as geometrical partial misfit dislocations
(GPMDs) that are formed at I2 steps to accommodate
both the lattice mismatch and stacking sequence mis-
match simultaneously [44.102]. The distorted regions
(DI and DII) shown in Fig. 44.26a may be due to the
strain field associated with dislocations of this kind.

Intersecting Stacking Fault Structures
in GaN/AlN/SiC Epitaxy

Bai et al. [44.104] conducted a systematic study of in-
tersecting planar boundary structures observed in GaN
epifilms grown on vicinal 6H-SiC substrates. These
structures are shown to comprise stacking faults that
fold back and forth from the basal plane. The prismatic
stacking faults, with fault vector 1/2〈101̄1〉, nucleate at
steps on the substrate surface as a consequence of the
different stacking sequences exposed on either side of
the step. Once nucleated, PSFs intersecting the verti-
cal step risers in the AlN buffer and eventually in the
GaN film are replicated during the predominantly step-
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Fig. 44.29a–d TEM-CL observation of prismatic stacking faults. (a) A low-temperature CL spectrum acquired over
a large area revealing three emission peaks. The luminescence intensity is plotted on a logarithmic scale. (b) Cross-
section TEM image of the region of interest showing the presence of stacking faults. CL images from the same region
corresponding to emission energies of (c) 3.41 eV and (d) 3.30 eV (after [44.107], c© AIP 2006)

flow growth and propagate into the growing crystal.
As a consequence of the different growth rates experi-
enced on either side of the intersection of a PSF with
a vertical step riser, the PSF may be redirected onto
an equivalent {112̄0} plane, leaving an I1 BSF between
the bottom of the redirected section of the PSF and the
top of that portion of the original PSF which was be-
low the terrace. This leads to the formation of folded
PSF/BSF fault structures which exhibit various con-
figurations. Such folded stacking fault configurations
form walls which enclose domains of different stack-
ing sequence. Figure 44.27 shows a series of TEM
images recorded with foil normals parallel to [0001],
[12̄10], and [101̄0]. These images reveal the existence
of folded planar defect structures which thread diag-
onally through the epifilm and intersect the sample
surface [44.104]. These complex configurations typi-

cally adopt boat-like shapes, as shown schematically
in Fig. 44.27e. An unfolded or folded BSF forms the
bottom of the boat while other folded BSFs/PSFs form
the two side walls of the boat. These folded bound-
ary configurations act as walls separating domains with
different stacking sequence. Detailed contrast analysis
confirms that domain walls consist of intersecting PSFs
on equivalent (112̄0) and (21̄1̄0) planes and I1 BSFs on
(0001).

Dislocation Redirection in AlN/Sapphire
Epilayer Driven by Growth Mode Modification

Bai et al. [44.108] reported TEM observation of redirec-
tion of threading dislocations in AlN epilayers grown
on sapphire substrate. The threading dislocations ex-
perience redirection of their line orientation which is
found to coincide with imposed increases in both of
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50 nm

a) b) HfO2 TiN

Si Si3N4

SiO2

Fig. 44.30a,b The lower portion of two semiconductor memory capacitor cells. (a) Bright-field TEM image; (b) Z-
contrast STEM image (after [44.50])

V/III ratio and overall flux rate leading to the for-
mation of an internal subinterface delineated by the
changes in dislocation orientation. Threading disloca-
tions either experience large kinks and then redirect
into threading orientation or form dipole half-loops
via annihilation of redirected threading segments of
opposite sign, with the latter leading to a signifi-
cant dislocation density reduction. These phenomena
can be accounted for by a transition of growth
mode. At the point where the growth mode changes
from atomic step-flow to two-dimensional (2-D) layer-
by-layer growth, macrosteps sweep over dislocation
outcrops, forcing the creation of large kinks and/or
dipole half-loops as proposed by Klapper [44.109].
Figure 44.28 shows a weak-beam dark-field image
taken with g = 0002, clearly portraying two phenom-
ena:

1. Where a large kink forms in the dislocation line
at this subinterface and the threading dislocations
(TD) reorients back into approximately [0001] di-
rection

2. Where two TDs are redirected towards each other
forming a dipole half-loop.

The reorientation of the TDs upon increase of V/III
ratio and flux magnitudes can be understood from the
point of view of a transition in growth mode at this
juncture of growth.

TEM-CL Observation
of Prismatic Stacking Faults

Use of a TEM equipped with a scanning attachment
and coupled with a cathodluminescence (CL) light
collector/spectrometer system offers the possibility
of correlating microstructural information (diffraction
contrast) with spatially resolved spectroscopy. This
method is attractive for use with optoelectronic ma-
terials. Mei et al. [44.107] and Liu et al. [44.110]
established a direct correlation between stacking faults
in a-plane GaN epilayers and luminescence peaks
in the 3.29–3.41 eV range. Combined TEM-CL al-
lows the structural features of stacking faults to be
determined by diffraction contrast, with the optical
emission characteristics being observed by highly spa-
tially resolved monochromatic cathodoluminescence in
the exact same regions. Figure 44.29a shows a CL spec-
trum taken from the observing feature. There are two
distinct peaks at 3.41 and 3.30 eV, besides the domi-
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nant bulk GaN donor-bound exciton peak at 3.47 eV.
Diffraction-contrast TEM analysis was performed in
the same region where the localized emission was ob-
served. By correlating the CL images in Fig. 44.29c,d
with the TEM image in Fig. 44.29b, the location of the
3.41 eV emission can be identified as basal-plane stack-
ing faults, while the emission at 3.30 eV is associated
with prismatic stacking faults.

44.2.3 Application
of STEM, EELS, and EFTEM

Z-Contrast STEM
A TEM and a HAADF STEM image of similar sec-
tions of two semiconductor memory capacitor cells are
shown in Fig. 44.30. In the TEM image, the HfO2 di-
electric layer cannot be seen clearly because of the
interference of diffraction contrast from TiN and Si.
In comparison, the Z-contrast STEM gives a clean im-
age, emphasizing materials differences. The continuity
and thickness variation of the HfO2 layer can be better
studied in the Z-contrast STEM.

Figure 44.31 shows a HAADF STEM image of nano
WNx particles deposited on 100 nm-thick SiO2 film.
Due to the overlapping SiO2, the visibility and shape
definition of particles are poor in conventional TEM, as
shown by the HREM imaging (inset of Fig. 44.31). Here
the Z-contrast STEM shows its advantage by giving
high definition of nanoparticles and their low-density
shells.

EELS Application in Microanalysis
EELS Study of Mn Diffusion. Figure 44.32 il-
lustrates EELS elemental profiles across a magne-
toresistive random-access memory (MRAM) stack
(Ta/MnIr/NiFe/Al2O3/NiFe/Ta) as measured along
the scan line [44.60]. From the Mn profile in
Fig. 44.32b, diffusion of Mn through the FeNi layer
into the Al2O3 layer due to thermal process is ob-
served. In transition metals, L3 and L2 white lines
(2p3/2 → 3d3/23d5/2, 2p1/2 → 3d3/2) are observed in
the energy-loss spectra [44.111]. The comparison of the
Mn L2,3 edges from the MnIr layer and NiFe/Al2O3
interface (Fig. 44.33) shows a significant difference in
the fine structure, especially in the intensity ratio of
L3 : L2 [44.60]. Studies have shown that the relative
intensities of L3 and L2 of Mn are highly sensitive to
the 3d occupancy and thus the valence state [44.112,
113]. The intensity ratio of white lines I (L3)/I (L2)
can be calculated from the spectra using the double-
step background-fitting procedure with the step at the

10 nm

WOx

WNx

Fig. 44.31 Z-contrast STEM image of WNx nanoparticles on
100 nm thick amorphous SiO2 film. The particles are surrounded by
low-density shells, possibly WOx . The inset shows a HREM image
of the particle (after [44.50])

peak [44.111,112]. Figure 44.34 plots I (L3)/I (L2) ver-
sus the Mn valence state for the reference data [44.112]
and for the data from this MRAM study. Deduced from
the correlation to the reference data, the valence state
of Mn in Al2O3 is found to be around +2.2. Thus, Mn
diffused into the Al2O3 layer and accumulated there in
an oxidized state [44.60].

EELS Fine Edge to Study Interface Material. Fig-
ure 44.35 shows a HAADF STEM image of Al/WNx
interface with an EELS elemental line scan [44.50].
A nitrogen-rich interface is observed in the line scan
profile. The interface is also observable in the STEM
image. From the elemental profile, it is difficult to
identify the phase of the interface material. The EELS
fine edge structure can be strongly affected by chem-
ical bonding variations. This fine structure allows us to
probe the information beyond elemental identification.
Figure 44.36 shows a comparison of Al-L2,3 edge for
the spectra from interface location and standard sam-
ples. The major difference in the fine edge structures of
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Fig. 44.32a,b EELS line scan across a MRAM stack. (a) STEM image showing the features and the scan line location.
(b) Elemental profiles along the scan line as detected by EELS
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Fig. 44.33 Comparison of manganese L2,3 edge spectra
from Mn layer and from Al2O3 layer. The baselines are
used for calculating the L3 : L2 ratio

Al and AlN is indicated by the three arrows (a, b, and
c). Here we observe that the spectrum from interface is
very similar to that of AlN, except for the small shoul-
der indicated by arrow a. In comparison with that of Al
metal, we find this extra shoulder is most likely caused
by overlapping Al metal. This analysis is further sup-
ported by comparison of EELS in the low-loss region

Mn Valence
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From Mn layer
From Al2O3 layer

i(L3)/i(L2)

Fig. 44.34 A plot of white line intensity ratio I (L3)/I (L2)
versus the valence state of Mn (after [44.60])

(Fig. 44.37). In Fig. 44.37, we can see the distinguish-
ing features for Al and AlN. The low-loss spectrum
from the interface again resembles the summation of Al
and AlN spectra. Thus, by combining the information
from EELS line scan (elemental identification) and the
fine edge structure comparison, we conclude that the in-
terface layer between Al/WNx is AlNx . The existence
of Al metal at the interface is mostly likely caused by
overlapping.

Part
G

4
4
.2



Transmission Electron Microscopy Characterization of Crystals 44.2 Examples of TEM Application to Semiconductor Systems 1511

Position (µm)
0.000

8.0 ×105

6.0 ×105

4.0 ×105

2.0 ×105

10 ×105

0
0.020 0.030

Counts

Interface

Al
N
O

Al

WNx

50 nm

a) b)

Fig. 44.35 EELS line scan across an Al/WNx interface (after [44.50])
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Fig. 44.36 Comparison of Al-L2,3 edges for interface in
the study and standard sample (after [44.50])

Energy (eV)
10 20 30 40 50

1.0 ×105

8.0 ×104

4.0 ×104

6.0 ×104

2.0 ×104

0

Intensity (electrons)

a) b)

Al metal standard
From interface
AlN standard
WNx in the sample

Fig. 44.37 Comparison of low-loss features for the lo-
cations in the study and the standard samples (af-
ter [44.50])
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5 nm

TiNSi SiO2 HfO2

b)a)

Fig. 44.38a,b Comparison of conventional HREM (a) and energy-filtered HREM (b)

EFTEM Applications
EFTEM to Image Thick Sample. Figure 44.38 shows is
a conventional HREM image of a crystalline HfO2 layer
in contact with Si and TiN. Because the sample is not
sufficiently thin, part of the blurring of the HREM im-
age is due to inelastic electrons. Figure 44.38b shows
an energy-filtered (zero-loss) image of the same feature.
The imaging improvement by energy filtering is obvi-
ous through the lattice images of the TiN, HfO2, and Si
regions.

EFTEM to Map Elemental Distributions. For many el-
ements, EFTEM enables fast and distinctive elemental
mapping. Figure 44.39 shows a series of elemental maps
of a defect in a semiconductor device. The chemical
distribution is clearly revealed. Compared with other
elemental mapping techniques such as EDS elemen-
tal mapping, EFTEM elemental mapping can achieve
much higher spatial resolution.

EFTEM to Enhance Contrast. EFTEM can be used to
enhance contrast in situations when TEM would show
low contrast. An example is given in Fig. 44.40. As in-
dicated by the arrow, the Si low-loss image (using the
Si plasma peak at about 15 eV) clearly reveals Si par-
ticles where the bright-field TEM image shows low or
no contrast.

EFTEM to Reduce Diffraction Contrast. EFTEM can
often be used as an alternative method to Z-contrast
STEM to reduce diffraction contrast. This can be
critical in situations such as electron tomography of
crystalline materials where orientation-dependent con-
trast is to be avoided [44.114]. Most EFTEM, except
zero-loss imaging, offers a certain reduction of diffrac-
tion contrast. The diffraction contrast reduction can
be seen in both Figs. 44.38 and 44.39. EFTEM of-
fers a wide variety of energy-filtering controls. Some
EFTEM methods, such as jump-ratio imaging [44.114]
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Fig. 44.39 Elemental maps of a defect in a semiconductor device obtained by EFTEM

50 nm

a) b)

Fig. 44.40 (a) TEM image. (b) Si low-loss image. The
arrow indicates equivalent area in the two images

100 nmSi3N4 Poly Si

Si3N4a) b)

Fig. 44.41a,b The result of diffraction contrast reduction
by EFTEM. (a) TEM bright-field image; (b) energy-filtered
74 eV low-loss (energy window width = 10 eV, centered at
74 eV) image (after [44.50])
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(dividing the post-edge image by the pre-edge image)
and certain low-loss-region imaging [44.115], are more
effective in reducing diffraction contrast. Figure 44.41
shows a comparison of a TEM and the 74 eV low-loss

image. The prominent diffraction contrast in polycrys-
talline Si is effectively suppressed in the 74 eV low-loss
image, where the majority contrast is due to material
difference.

44.3 Concluding Remarks: Current Application Status and Development

As an efficient technique to explore the microstructure
of various materials, TEM has been extensively applied
in both the research and industrial fields. Through ob-
servation and analysis of structural features and defects,
it plays a key role in the evaluation of materials quality,
the investigation of defect formation mechanisms, and
the correlation between processing and microstructural
properties.

Conventional TEM techniques such as diffraction-
contrast imaging, selected-area diffraction, convergent-
beam electron diffraction, and large-angle convergent-
beam electron diffraction are extensively used to
characterize defects in both bulk and epitaxially grown
crystals. Examples of such application include the
study of threading dislocation density reduction in
wurtzite-type epifilms, defects produced by compo-
sition variations in semiconductor alloys, and strain
relaxation and dislocation behavior in strained Si/SiGe
episystems. LACBED has the advantage of being able
to characterize most types of crystal defect (point de-
fects, perfect and partial dislocations, stacking faults,
antiphase boundaries, and grain boundaries). In ad-
dition to the aforementioned basic functions, many
techniques, such as EDS, EELS, STEM, EFTEM,
holography, and tomography, have been incorporated
into the TEM system. The modern TEM system is
a high-resolution probe with extensive capabilities for
exploration of the internal structure of various materials.

In recent years, TEM has become even more im-
portant, as the structural dimensions in many research
and industrial applications are rapidly approaching
the nanometer scale. The high-resolution TEM/STEM
with various analytical functions has become an in-
dispensable tool for nanoscale defect analyses. Take
the semiconductor industry as an example; the trend
for ever-shrinking device dimension has demanded that
defect analyses be localized to the nanometer scale.
This has led to increased use of the TEM as an inte-
gral part of process development and failure analysis.
Examples include distributions and density of crys-
talline defects at the thin-film metallization–silicon
substrate interface, defect formation and involvement

during dopant implantation and thermal treatments, and
measurement of local strains in the critical channel re-
gion of fully processed devices. The powerful sample
preparation technique, FIB, providing accurate speci-
men thickness control over large area as well as being
highly site specific, is especially useful in nanoscale
devices. In addition to its importance in imaging
nanoscale microstructures, TEM is also the only tech-
nique that can produce high count rates in diffraction
patterns from individual nanotubes or other nano-
structures. Capable of revealing small lattice-parameter
changes, CBED strain analysis finds its application in
the semiconductor industry in analyzing strain varia-
tions within device substrates. Furthermore, with the
advances of nanotechnology, electron tomography has
found an increasingly important role in the physical
sciences. For materials with complex nanoscale struc-
tures, electron tomography offers a promising solution
to overcome the difficulties caused by sample thickness
limitations.

The progress of materials analysis by TEM largely
relies on the advances of instrumentation. Various
technologies have been applied to improve the spa-
tial resolution of TEM/STEM imaging and the energy
resolution of EELS. Recent progress includes lens
aberration correctors to improve TEM and STEM reso-
lution and monochromators for reducing energy spread
of the electron beam. With the help of these new
technologies, atomic-scale defect analysis will become
more precise and convenient. The use of aberration
correctors allows the relaxation of the tight spacing
around the specimen. One benefit is naturally the eas-
ier accommodation of in situ apparatus within the
TEM. The in situ experiments of interest to the read-
ers may include in situ TEM observation of defects
under the influence of mechanical and/or electrical
stress. Meanwhile, the quality of electron microdiffrac-
tion has been greatly improved with the availability
of energy-filtered imaging, field-emission guns, liquid-
helium-cooled sample stages, charge-coupled device
(CCD) cameras, monochromators, aberration correc-
tors, and energy-loss spectrometers with parallel detec-
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tion, together with much faster computers. It has now
become possible to measure low-order structure factors
from crystals of known structure using the quantita-
tive convergent-beam diffraction method with accuracy
equal to or better than that of the x-ray Pendellösung
method. The well-developed analytical capabilities
(EDS, EELS) of TEM provide compositional infor-
mation with spatial resolution in the nanometer and
subnanometer range. Combined with structural infor-
mation from high-resolution phase-contrast imaging,
such capabilities make TEM an indispensable tool for
the development and application of new materials in
the fields of semiconductors, ultrafine-grain materials or
thin films. Energy-filtering TEM (EFTEM) has proven
to be the key tool for nano-analytical applications, since
it uses the rich information provided by the energy-
loss spectrum in a spatially resolved manner with short
acquisition times.

As with any analytical tools, TEM has its own limi-
tations. The most notable ones are as follows:

1. TEM observation is very localized. It is not a suit-
able way for large-scale sampling.

2. Due to dynamical scattering, quantitative diffraction
analysis can be difficult compared with x-ray and
neutron diffraction.

3. TEM sample preparation is destructive.
4. There are possible surface effects, which become

increasingly important with reduced sample thick-
ness.

5. Electron-beam damage can be significant in some
situations.

6. Structural defects can be generated or changed by
sample preparation and electron-beam irradiation.

New developments in TEM instruments have en-
abled major improvements on two fronts: the ability
to see ever smaller things and the ability to see the
unseeable. Various contrasts with TEM/STEM have en-
abled various structural, defect, and chemical analysis
with resolution as high as 0.1 nm. With improvements
on both theoretical and instrumental fronts, we expect
new advances in the field of transmission electron mi-
croscopy. At the same time, we may say that TEM itself
has matured to be a premier research tool in materials
analysis.

References

44.1 J.W. Edington: Practical Electron Microscopy in Ma-
terials Science (Van Nostrand Reinhold, New York
1976) pp. 113–116

44.2 J.W. Edington: Practical Electron Microscopy in Ma-
terials Science (Van Nostrand Reinhold, New York
1976) p. 63

44.3 J.W. Edington: Practical Electron Microscopy in Ma-
terials Science (Van Nostrand Reinhold, New York
1976) pp. 109–145

44.4 D.J.H. Cockayne, I.L.F. Ray, M.J. Whelan: Investiga-
tion of dislocation strain fields using weak beams,
Philos. Mag. 20, 1265–1270 (1969)

44.5 J.W. Edington: Practical Electron Microscopy in Ma-
terials Science (Van Nostrand Reinhold, New York
1976) pp. 145–149

44.6 D.B. Holt: Polarity reversal and symmetry in semi-
condcuting compounds with the sphalerite and
wurtzite structures, J. Mater. Sci. 19(2), 439–446
(1984)

44.7 R. Serneels, M. Snykers, P. Delavignette, R. Gevers,
S. Amelinckx: Friedel’s law in electron diffraction as
applied to the study of domain structures in non-
centrosymmetrical crystals, Phys. Status Solidi (b)
58, 277–292 (1973)

44.8 L.T. Romano, J.E. Northrup, M.A. O’Keefe: Inversion
domains in GaN grown on sapphire, Appl. Phys.
Lett. 69(16), 2394–2396 (1996)

44.9 J. Jasinski, Z. Liliental-Weber, H. Lu, W.J. Schaff:
V-shaped inversion domains in InN grown on c-
plane sapphire, Appl. Phys. Lett. 85(2), 233–235
(2004)

44.10 G. Thomas, M.J. Goringe: Transmission Electron
Microscopy of Materials (Wiley, New York 1979)
pp. 36–40

44.11 W.L. Bell, G. Thomas: Electron Microscopy and
Structure of Materials (Univ. of California Press,
Berkeley 1972) p. 23

44.12 J.W. Edington: Practical Electron Microscopy in Ma-
terials Science (Van Nostrand Reinhold, New York
1976) pp. 87–88

44.13 J. Bai: Studies of defects and strain relaxation in
III-nitride epifilms. Ph.D. Thesis (State University
of New York at Stony Brook, Stony Brook 2006)

44.14 M. Dudley: Lecture notes for ESM512, State Univer-
sity of New York at Stony Brook (2002)

44.15 C. Kisielowski, B. Freitag, X. Xu, S.P. Beckman,
D.C. Chrzan: Sub-angstrom imaging of disloca-
tion core structures: how well are experiments
comparable with theory, Philos. Mag. 86(29–31),
4575–4588 (2006)

44.16 A.H. Buist, A. van den Bos, M.A.O. Miedema:
Optimal experimental design for exit wave recon-
struction from focal series in TEM, Ultramicroscopy
64, 137–152 (1996)

Part
G

4
4



1516 Part G Defects Characterization and Techniques

44.17 J.M. Gibson: High resolution electron microscopy of
interfaces between epitaxial thin films and semi-
conductors, Ultramicroscopy 14, 1–10 (1984)

44.18 X. Xu, S.P. Beckman, P. Specht, E.R. Weber,
D.C. Chrzan, R.P. Erni, I. Arslan, N. Browning,
A. Bleloch, C. Kisielowski: Distortion and seg-
regation in a dislocation core region at atomic
resolution, Phys. Rev. Lett. 95, 145501 (2005)

44.19 B.C. de Cooman, N.-H. Cho, Z. Elgat, C.B. Carter:
HREM of compound semiconductors, Ultrami-
croscopy 18, 305–312 (1985)

44.20 D.J. Smith, Z.G. Li, P. Lu, M.R. McCartney, S.-C. Tsen:
Characterization of thin films, interfaces and
surfaces by high-resolution electron microscopy,
Ultramicroscopy 37, 169–179 (1991)

44.21 Z. Liliental-Weber, T. Tomaszewicz, D. Zakharov,
M.A. O’Keefe: Defects in p-doped bulk GaN crystals
grown with Ga polarity, J. Cryst. Growth 281, 125–
134 (2005)

44.22 H. Bender, A. Veirman, J. Landuyt, S. Amelinckx:
HREM investigation of twinning in very high dose
phosphorus ion-implanted silicon, Appl. Phys. A
39, 83–90 (1986)

44.23 X.J. Wu, F.H. Li, H. Hashimoto: TEM study on over-
lapped twins in GaAs crystal, Philos. Mag. B 63,
931–939 (1991)

44.24 J.W. Edington: Practical Electron Microscopy in Ma-
terials Science (Van Nostrand Reinhold, New York
1976) pp. 73–81

44.25 M.J. Marcinkowski: Electron Microscopy and
Strength of Crystals (Univ. of California Press,
Berkeley 1971) p. 333

44.26 O. Ueda, Y. Nakata, T. Fujii: Study on microstructure
of ordered InGaAs crystals grown on substrates by
transmission electron microscopy, Appl. Phys. Lett.
58(7), 705–707 (1991)

44.27 T.-Y. Seong, A. G.Norman, G.R. Booker, A.G. Cullis:
Atomic ordering and domain structures in metal
organic chemical vapor deposition grown InGaAs
(001) layers, J. Appl. Phys. 75(12), 7852–7865 (1994)

44.28 N. Amir, K. Cohen, S. Stolyarova, A. Chack, R. Beser-
man, R. Weil, Y. Nemirovsky: Long-range order in
CdZnTe epilayers, J. Phys. D Appl. Phys. 33, L9–L12
(2000)

44.29 D.B. Williams, C.B. Carter: Transmission Electron
Microscopy (Plenum, New York 1996) pp. 321–323

44.30 T. Mitate, Y. Sonoda, N. Kuwano: Polarity deter-
mination of wurtzite and zincblende structures by
TEM, Phys. Status Solidi (a) 192(2), 383–388 (2002)

44.31 J. Taftø, J.C.H. Spence: A simple method for the
determination of structure-factor phase relation-
ships and crystal polarity using electron diffraction,
J. Appl. Crystallogr. 15, 60–64 (1982)

44.32 K. Ishizuka, J. Taftø: Quantitative analysis of CBED
to determine polarity and ionicity of ZnS-type crys-
tals, Acta Cryst. B 40, 332–337 (1984)

44.33 J. Bai, M. Dudley, B. Raghothamachar, P. Gouma,
B.J. Skromme, L. Chen, P.J. Hartlieb, E. Michaels,

J.W. Kolis: Correlated structural and optical char-
acterization of ammonothermally grown bulk GaN,
Appl. Phys. Lett. 84(17), 3289–3291 (2004)

44.34 Y. Tomokiyo, S. Matsumura, T. Okuyama, T. Ya-
sunaga, N. Kuwano, K. Oki: Dynamical diffraction
effect on HOLZ-pattern geometry in Si-Ge alloys
and determination of local lattice parameter, Ul-
tramicroscopy 54(2-4), 276–285 (1994)

44.35 A. Hovsepian, D. Cherns, W. Jäger: Analysis of ultra-
thin Ge layers in Si by large angle convergent beam
electron diffraction, Philos. Mag. A 79(6), 1395–1410
(1999)

44.36 S.J. Rozeveld, J.M. Howe: Determination of mul-
tiple lattice parameters from convergent-beam
electron diffraction pattern, Ultramicroscopy 50(1),
41–56 (1993)

44.37 J. Zipprich, T. Fuller, F. Banhart, O.G. Schmidt,
K. Eberl: The quantitative characterization of SiGe
layers by analyzing rocking profiles in CBED pat-
terns, J. Microsc. 194(1), 12–20 (1999)

44.38 D. Jacob, Y. Androussi, T. Benabbas, P. Fran-
cois, A. Lefebvre: Surface relaxation of strained
semiconductor heterostructures revealed by finite-
element calculations and transmission electron
microscopy, Philos. Mag. A 78(4), 879–891 (1998)

44.39 M. Tanaka, R. Saito, K. Ueno, Y. Harada:
Large-angle convergent-beam electron diffrac-
tion, J. Electron Microsc. 29(4), 408–412 (1980)

44.40 D. Cherns, A.R. Preston: Convergent beam diffrac-
tion studies of crystal defects, Proc. 11th Int. Congr.
Electron Microsc., Kyoto, Vol. 1, ed. by T. Imura,
S. Marusa, T. Suzuki (The Japanese Society of Elec-
tron Microscopy, Tokyo 1986) pp. 207–208

44.41 D. Cherns, A.R. Preston: Convergent beam diffrac-
tion studies of interfaces, defects, and multilayers,
J. Electron Microsc. Tech. 13, 111–122 (1989)

44.42 R.W. Carpenter, J.C.H. Spence: Three-dimensional
strain-field information in convergent-beam elec-
tron diffraction patterns, Acta Crystallogr. A 38,
55–61 (1982)

44.43 D. Cherns, A.R. Preston: Convergent beam diffrac-
tion studies of crystal defects, Proc. 11th Int. Congr.
Electron Microsc., Kyoto, Vol. 1, ed. by T. Imura,
S. Marusa, T. Suzuki (The Japanese Society of Elec-
tron Microscopy, Tokyo 1986) p. 721

44.44 D. Cherns, J.-P. Morniroli: Analysis of partial and
stair-rod dislocations by large angle convergent
baem electron diffraction, Ultramicroscopy 53(2),
167–180 (1994)

44.45 K.K. Fung: Convergent-beam electron diffraction
study of transverse stacking faults and disloca-
tions, Ultramicroscopy 17, 81–86 (1985)

44.46 C.T. Chou, L.J. Zhao, T. Ko: Higher-order Laue zone
effects of stacking-faulted crystals, Philos. Mag. A
59(6), 1221–1243 (1989)

44.47 D.E. Jesson, J.W. Steeds: Higher-order Laue zone
diffraction from crystals containing transverse
stacking faults, Philos. Mag. A 61, 385–415 (1990)

Part
G

4
4



Transmission Electron Microscopy Characterization of Crystals References 1517

44.48 J.P. Morniroli: CBED and LACBED characterization of
crystal defects, J. Microsc. 223(3), 240–245 (2006)

44.49 A. Hovsepian, D. Cherns, W. Jäger: Analysis of ultra-
thin Ge layers in Si by large angle convergent beam
electron diffraction, Philos. Mag. A 79(6), 1395–1410
(1999)

44.50 S. X. Wang: EELS fine edge structure and quantifica-
tion analyses, Internal report of Micron Technology
(2005)

44.51 O.L. Krivanek, P.D. Nellist, N. Dellby, M.F. Mur-
fitt, Z. Szilagyi: Toward sub-0.5 Å electron beams,
Ultramicroscopy 96, 229–237 (2003)

44.52 D.A. Blom, L.F. Allard, S. Mishina, M.A. O’Keefe:
Early results from an aberration-corrected JEOL
2200FS STEM/TEM at Oak Ridge National Laboratory,
Microsc. Microanal. 12, 483–491 (2006)

44.53 S.J. Pennycook, L.A. Boatner: Chemically sensitive
structure-imaging with a scanning transmis-
sion electron microscope, Nature 336, 565–567
(1988)

44.54 S.J. Pennycook, J. Narayan: Direct imaging of
dopant distributions in silicon by scanning trans-
mission electron microscopy, Appl. Phys. Lett. 45,
385–387 (1984)

44.55 D.E. Jesson, S.J. Pennycook: Incoherent imaging of
crystals using thermally scattered electrons, Proc.
R. Soc. Lond. Ser. A 449, 273–393 (1995)

44.56 S.J. Pennycook, D.E. Jesson: High-resolution in-
coherent imaging of crystals, Phys. Rev. Lett. 64,
938–941 (1990)

44.57 P. Rez: Scattering cross sections in electron mi-
croscopy and analysis, Microsc. Microanal. 7,
356–362 (2001)

44.58 R.F. Egerton: Electron Energy-Loss in the Electron
Microscope (Plenum, New York 1986)

44.59 L.A. Giannuzzi, J.L. Drown, S.R. Brown, R.B. Irwin,
F.A. Stevie: Focused ion beam milling and micro-
manipulation lift-out for site specific cross-section
TEM specimen preparation, Mater. Res. Soc. Symp.
Proc. 480, 19–27 (1997)

44.60 S.X. Wang, M.M. Kowalewski: TEM and PEELS study
of Mn diffusion in an MRAM structure, Microsc.
Microanal. 9(Suppl. 2), 496–497 (2003)

44.61 C.C. Ahn, O.L. Krivanek: EELS Atlas (Gatan
Inc./Arizona State Univ., Warrendal/Tempe 1983)

44.62 J. Orloff, L.W. Swanson: Optical column design with
liquid metal ion sources, J. Vac. Sci. Technol. 19,
1149–1152 (1981)

44.63 T. Ishitani, T. Ohnishi, Y. Madokoro, Y. Kawanami:
Focused-ion-beam “cutter” and “attacher” for
micromachining and device transplantation,
J. Vac. Sci. Technol. B 9, 2633–2637 (1991)

44.64 P. Gasser, U.E. Klotz, F.A. Khalid, O. Beffort: Site-
specific specimen preparation by focused ion beam
milling for transmission electron microscopy of
metal matrix composites, Microsc. Microanal. 10,
311–316 (2004)

44.65 S.X. Wang: TEM study of surface damage and profile
of a FIB-prepared Si sample, Microsc. Microanal.
10(Suppl. 2), 1158–1159 (2004)

44.66 J.H. van der Merwe: Strains in crystalline over-
growths, Philos. Mag. 7(80), 1433–1434 (1962)

44.67 J.W. Matthews (Ed.): Epitaxial Growth (Academic,
New York 1975) p. 559, Part B

44.68 D.E. Jesson, S.J. Pennycook, J.-M. Baribeau,
D.C. Houghton: Direct imaging of surface cusp
evolution during strained-layer epitaxy and im-
plications for strain relaxation, Phys. Rev. Lett. 71,
1744–1747 (1993)

44.69 D.D. Perovic, G.C. Weatherly, J.-M. Baribeau,
D.C. Houghton: Heterogeneous nucleation sources
in molecular beam epitaxy-grown GexSi1−x /Si
strained layer superlattices, Thin Solid Films
183(1/2), 141–156 (1989)

44.70 P.M.J. Marée, J.C. Barbour, J.F. van der
Veen, K.L. Kavanagh, C.W.T. Bulle-Lieuwma,
M.P.A. Viegers: Generation of misfit dislocations
in semiconductors, J. Appl. Phys. 62(11), 4413–4420
(1987)

44.71 W. Hagen, H. Strunk: New type of source generating
misfit dislocations, Appl. Phys. 17(1), 85–87 (1978)

44.72 K.R. Breen, P.N. Uppal, J.S. Ahearn: Interface dis-
location structures in InxGa1−xAs/GaAs mismatched
epitaxy, J. Vac. Sci. Technol. B 7, 758–763 (1989)

44.73 E.A. Fitzgerald, D.G. Ast, P.D. Kirchner, G.D. Pet-
tit, J.M. Woodall: Structure and recombination in
InGaAs/GaAs heterostructures, J. Appl. Phys. 63(3),
693–703 (1988)

44.74 E.A. Fitzgerald: Dislocations in strained-layer
epitaxy-theory, experiment, and applications,
Mater. Sci. Rep. 7(3), 91 (1991)

44.75 E.A. Stach, R. Hull, R.M. Tromp, F.M. Ross,
M.C. Reuter, J.C. Bean: In-situ transmission elec-
tron microscopy studies of the interaction between
dislocations in strained SiGe/Si(001) heterostruc-
tures, Philos. Mag. A 80(9), 2159–2200 (2000)

44.76 W. Bollmann: Size and sign of the Burgers vec-
tor from transmission micrographs, Philos. Mag.
13(125), 935–944 (1966)

44.77 E. Spiecker, W. Jäger: Quantitative large-area anal-
ysis of misfit dislocation arrays by bend contour
contrast evaluation. In: Microscopy of Semicon-
ducting Materials, Inst. Phys. Conf. Ser., Vol. 180,
ed. by A.G. Cullis, P.A. Midgley (Institute of Physics,
London 2003) pp. 259–264

44.78 R.H. Dixon, P.J. Goodhew: On the origin of misfit
dislocations in InGaAs/GaAs strained layers, J. Appl.
Phys. 68(7), 3163–3168 (1990)

44.79 J.W. Matthews, A.E. Blakeslee: Defects in epitaxial
multilayers: I. Misfit dislocations, J. Cryst. Growth
27, 118–125 (1974)

44.80 R.H. Miles, T.C. McGill: Structural perfection in
poorly lattice matched heterostructures, J. Vac. Sci.
Technol. B 7(4), 753–757 (1989)

Part
G

4
4



1518 Part G Defects Characterization and Techniques

44.81 R. People, J.C. Bean: Calculation of critical layer
thickness versus lattice mismatch for GexSi1−x /Si
strained-layer heterostructures, Appl. Phys. Lett.
47(3), 322–324 (1985)

44.82 R.H. Dixon, P.J. Goodhew: On the origin of misfit
dislocations in InGaAs/GaAs strained layers, J. Appl.
Phys. 68(7), 3163–3168 (1990)

44.83 P.M.J. Marée, J.C. Barbour, J.F. van der
Veen, K.L. Kavanagh, C.W.T. Buile-Lieuwrna,
M.P.A. Viegers: Generation of misfit dislocations
in semiconductors, J. Appl. Phys. 62(11), 4413–4420
(1987)

44.84 Y. Kimura, N. Sugii, S. Kimura, K. Inui, W. Hirasawa:
Generation of misfit dislocations and stacking
faults in supercritical thickness strained-Si/SiGe
heterostructures, Appl. Phys. Lett. 88, 031912–
031914 (2006)

44.85 A.F. Marshall, D.B. Aubertine, W.D. Nix, P.C. McIn-
tyre: Misfit dislocation dissociation and Lomer
formation in low mismatch SiGe/Si heterostruc-
tures, J. Mater. Res. 20(2), 447–455 (2005)

44.86 J. Zou, D.J.H. Cockayne: Theoretical consideration
of equilibrium dissociation geometries of 60◦ misfit
dislocations in single semiconductor heterostruc-
tures, J. Appl. Phys. 77(6), 2448–2453 (1995)

44.87 J. Zou, D.J.H. Cockayne: Equilibrium dissocia-
tion configuration of misfit dislocations in low
strained In0.1Ga0.9As/GaAs single heterostructures,
Appl. Phys. Lett. 63(16), 2222–2224 (1993)

44.88 N. Hirashita, N. Sugiyama, E. Toyoda, S.-I. Takagi:
Strain relaxation processes in strained-Si layer on
SiGe-on-insulator substrates, Thin Solid Films 508,
112–116 (2006)

44.89 E.A. Fitzgerald, D.G. Ast, P.D. Kirchner, G.D. Pet-
tit, J.M. Woodall: Structure and recombination in
InGaAs/GaAs heterostructures, J. Appl. Phys. 63(3),
693–703 (1988)

44.90 Y.H. Xie, E.A. Fitzgerald, P.J. Silverman, A.R. Kortan,
B.E. Weir: Fabrication of relaxed GeSi buffer layers
on Si(100) with low threading dislocation density,
Mater. Sci. Eng. B 14, 332–335 (1992)

44.91 C.W. Leitz, M.T. Currie, A.Y. Kim, J. Lai, E. Rob-
bins, E.A. Fitzgerald, M.T. Bulsara: Dislocation glide
and blocking kinetics in compositionally graded
SiGe/Si, J. Appl. Phys. 90(6), 2730–2736 (2001)

44.92 A.E. Blakeslee: The use of superlattices to block
the propagation of dislocations in semiconductors,
Mater. Res. Soc. Symp. Proc. 148, 217–227 (1989)

44.93 J.S. Park, M. Curtin, J. Bai, S. Bengtson, M. Car-
roll, A. Lochtefeld: Thin strained layers inserted in
compositionally graded SiGe buffers and their ef-
fects on strain relaxation and dislocation, J. Appl.
Phys. 101, 053501 (2007)

44.94 J.S. Park, J. Bai, M. Curtin, B. Adekore, M. Carroll,
A. Loctefeld: Defect reduction of selective Ge epi-
taxy in trenches on Si(001) substrates using aspect
ratio trapping, Appl. Phys. Lett. 90, 052113 (2007)

44.95 J. Bai, J.S. Park, Z. Cheng, M. Curtin, B. Adekore,
M. Carroll, A. Lochtefeld, M. Dudley: Study of the
defect elimination mechanisms in aspect ratio
trapping Ge growth, Appl. Phys. Lett. 90(10), 101902
(2007)

44.96 Y. Ikuhara, P. Pirouz: High resolution transmis-
sion electron microscopy studies of metal/ceramics
interfaces, Microsc. Res. Tech. 40(3), 206–241
(1998)

44.97 A. Trampert: Private communication (2005)
44.98 A. Trampert, K.H. Ploog: Heteroepitaxy of

large-misfit systems: Role of coincidence lat-
tice, Cryst. Res. Technol. 35(6/7), 793–806
(2000)

44.99 T. Zheleva, K. Jagannadham, J. Narayan: Epitaxial
growth in large-lattice-mismatch systems, J. Appl.
Phys. 75(2), 860–871 (1994)

44.100 C.J. Sun, P. Kung, A. Saxler, H. Ohsato, K. Haritos,
M. Razeghi: A crystallographic model of (00.1) alu-
minum nitride epitaxial thin film growth on (00.1)
sapphire substrate, J. Appl. Phys. 75(8), 3964–3967
(1994)

44.101 T. Kehagias, P. Komninou, G. Nouet, P. Ruterna,
T. Karakostas: Misfit relaxation of the AlN/Al2O3

(0001) interface, Phys. Rev. B 64, 195329
(2001)

44.102 X.R. Huang, J. Bai, M. Dudley, B. Wagner, R.F. Davis,
Y. Zhu: Step-controlled strain relaxation in the vic-
inal surface epitaxy of nitrides, Phys. Rev. Lett. 95,
086101 (2005)

44.103 P. Vermaut, P. Ruterana, G. Nouet, H. Morkoç:
Structural defects due to interface steps and poly-
typism in III-V semiconducting materials: A case
study using high-resolution electron microscopy of
the 2H-AlN/6H-SiC interface, Philos. Mag. A 75(1),
239–259 (1997)

44.104 J. Bai, X. Huang, M. Dudley, B. Wagner, R.F. Davis,
L. Wu, E. Sutter, Y. Zhu, B.J. Skromme: Intersecting
basal plane and prismatic stacking fault structures
and their formation mechanisms in GaN, J. Appl.
Phys. 98(6), 063510 (2005)

44.105 P. Pirouz, J.W. Yang: Polytypic transformations in
SiC: the role of TEM, Ultramicroscopy 51(1-4), 189–
214 (1993)

44.106 J. Bai, X. Huang, M. Dudley: High-resolution TEM
observation of AlN grown on on-axis and off-cut
SiC substrates, Mater. Sci. Semicond. Process. 9,
180–183 (2006)

44.107 J. Mei, S. Srinivasan, R. Liu, F.A. Ponce,
Y. Narukawa, T. Mukai: Prismatic stacking faults
in epitaxially laterally overgrown GaN, Appl. Phys.
Lett. 88, 141912 (2006)

44.108 J. Bai, M. Dudley, W. Sun, H. Wang, M. Khan:
Reduction of threading dislocation densities in
AlN/sapphire epilayers driven by growth mode
modification, Appl. Phys. Lett. 88(5), 051903
(2006)

Part
G

4
4



Transmission Electron Microscopy Characterization of Crystals References 1519

44.109 H. Klapper: Generation and propagation of dislo-
cations during crystal growth, Mater. Chem. Phys.
66, 101–109 (2000)

44.110 R. Liu, A. Bell, F.A. Ponce, C.Q. Chen, J.W. Yang,
M.A. Khan: Luminescence from stacking faults in
gallium nitride, Appl. Phys. Lett. 86, 021908 (2005)

44.111 D.H. Pearson, C.C. Ahn, B. Fultz: Phys. Rev. B 47,
8471–8478 (1993)

44.112 Z.L. Wang, J.S. Yin, Y.D. Jiang, J. Zhang: Appl. Phys.
Lett. 70, 3362–3364 (1997)

44.113 J.L. Mansot, P. Leone, P. Euzen, P. Palvadeau: Mi-
crosc. Microanal. Microstruct. 5, 79–90 (1994)

44.114 P.A. Midgley, M. Wayland: 3-D electron microscopy
in the physical sciences: the development of Z-
contrast and EFTEM tomography, Ultramicroscopy
96, 413–431 (2003)

44.115 L. Tsung, D. Matheson, C. Skelton, R. Turner,
J. Ringnalda: Energy contrast from Si low loss
at 74 eV for semiconductor devices, Microsc. Mi-
croanal. 9(Suppl. 2), 490–491 (2003)

Part
G

4
4





1521

Electron Para45. Electron Paramagnetic Resonance
Characterization of Point Defects

Mary E. Zvanut

Electron paramagnetic resonance (EPR) spec-
troscopy identifies, counts, and monitors point
defects in a wide variety of materials. Unfor-
tunately, this powerful tool has faded from the
literature in recent years. The present trend away
from fundamental studies and towards technolog-
ical challenges, and the need for fast diagnostic
tools for use during and after materials growth has
weakened the popularity of magnetic resonance
tools. While admittedly the use of EPR in industrial
laboratories for routine materials characterization
is limited, EPR spectroscopy can be, and has been,
successfully used to provide reams of informa-
tion directly relevant to technologically significant
materials.

The interpretation of EPR spectra involves an
understanding of basic quantum mechanics and
a reasonable investment of time. Once a defect
is identified, however, the spectra may be used
as a fingerprint that can be used in additional
studies addressing the chemical kinetics, charge
transport, and electronic energies of the defect
and surrounding lattice. Numerous examples are
provided in this chapter. In addition, the funda-
mental information extracted from EPR analysis
should not be forgotten. Perhaps knowing the
distribution of spin states about the core of a de-
fect will not expedite the production of material
X for use as device Y, but it may provide the seed
of knowledge with which to build the 21st cen-
tury’s technological revolution. We must remember
that the basic understanding of semiconduc-
tors developed in the middle of the last century
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spawned the solid-state transistor, which unques-
tionably produced the computer revolution in the
latter half of the 20th century.

This chapter will acquaint the reader with the
fundamental methods used to interpret EPR data
and summarize many different experiments which
illustrate the applicability of the technique to
important materials issues.

Electron paramagnetic resonance (EPR), or electron
spin resonance (ESR), provides fundamental chemical
and structural information about a point defect. For
example, by detecting the unpaired (paramagnetic) elec-
tron on the nitrogen donor in SiC, EPR results show that

nitrogen substitutes for carbon and that the electron–
nuclear hyperfine interaction differs by a factor of ten
for the different symmetry sites in the 4H- and 6H-SiC
polytypes. The total number of uncompensated nitrogen
donors may also be determined. Note that EPR senses
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specific charge states of the defect. For instance, in the
case of nitrogen in SiC only neutral nitrogen with the
donor electron on the nucleus is detected. Also, it is im-
portant to realize that EPR probes the ground state of
a defect; thereby providing information about the as-
grown, unperturbed defect. Illumination or heat may be
used during a measurement to alter the charge state or
produce the excited state, providing additional informa-
tion. Ultimately, the electron wavefunction overlap with
the core nucleus and surrounding neighbors may be de-
termined. While this last bit of information may not be
pertinent to most immediate applications, taken together
the data paint a thorough picture of a specific center,
enabling additional knowledge to be gleaned from the
same defect in similar materials as well as other defects
in the same host.

Having read other chapters in this Handbook, the
reader may wonder how EPR compares with other
techniques. EPR does not provide information about
the lattice symmetry like x-ray diffraction or the over-
all chemical composition of the material as can be
obtained from energy-dispersive x-ray analysis. Most
importantly, the concentration of defects is not directly
obtained from an EPR spectrum. The total number of
a specific defect can be estimated, sometimes within
a factor of two, but the distribution of centers is not
sensed by magnetic resonance. Therefore, any con-
centration measurement must be inferred from etching
studies or measurements of different sized samples.
Finally, many readers may be familiar with nuclear
magnetic resonance (NMR). Although the physical
principle of NMR and EPR are the same, implementa-
tion of the techniques is entirely different, as a reader
familiar with NMR will realize when they read this
chapter. Unlike NMR, EPR has never been success-
fully adapted for scanning, as has NMR, where the
technique has become the basis of magnetic resonance
imaging. Whereas many of the methods discussed in
this text provide the electronic or chemical identifica-
tion of a defect, EPR can provide a complete picture –
after great investment of time and analysis. Thus, while
EPR provides a great deal of information, it cannot be
used as a substitute for conventional characterization
methods used routinely on a large volume of material.
Rather, the technique provides many important details

about point defects that are not detectable by other
means.

As with any technique, correlation with other exper-
imental tools augments the information provided. The
use of optical excitation, for example, sometimes en-
ables one to extract defect levels (ionization energies) or
probe the excited state of a defect. In addition, compar-
ison of EPR spectra with optical absorption studies has
enabled the identification of many optical absorption
bands and the calculation of optical cross sections. Elec-
trical measurements in tandem with EPR studies have
also produced important scientific and technological in-
formation about trapping centers in electronic devices.
In principle, comparison with secondary-ion mass spec-
troscopy (SIMS) or glow-discharge mass spectroscopy
(GDMS) data could provide the fraction of impurities
in a particular charge state or located at a specific lattice
site.

Before closing this Introduction, the reader should
be made aware that EPR measurements were first
recorded in 1945, and have permeated the literature for
the past 60 years, covering chemistry, biology, physics,
and engineering journals. In addition to the defects in
materials discussed here, the technique is widely used
to study free radicals in solution and biological species.
There is active work detecting the many complicated
structures responsible for diseases, as well as the more
benign moieties responsible for life. Within the frame-
work of materials, there are studies in nanomaterials,
amorphous solids, and interfaces, some of which will
be mentioned in this chapter. Many texts and articles
are available that cover the application of EPR to the
multitude of fields mentioned [45.1–6].

The chapter will begin with a review of the EPR in-
strumentation, briefly explaining the significant parts of
the spectrometer and detection system. This will be fol-
lowed by a section outlining the heart of the analysis
using examples to illustrate the many features extracted
from EPR spectra. The next two sections will cover
the scope of the technique as it applies to defects in
solids and the typical correlation experiments involving
EPR. Finally, the last section will summarize the mater-
ial presented and outline the different types of magnetic
resonance techniques amenable to the study of defects
in materials.

45.1 Electronic Paramagnetic Resonance

Electron paramagnetic resonance is based on the ab-
sorption of energy between spin states induced by the

presence of an applied magnetic field [45.1, 7, 8]. In
order to appreciate the technical aspects of the exper-
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Zeeman effect

S = 1/2

ms= 1/2

ms= –1/2

B = 0 B ≠ 0

Fig. 45.1 Energy levels for a spin- 1
2 electron in zero mag-

netic field (left) and nonzero applied field (right). The
vertical arrows represent the spin of the electron; ms is the
magnetic spin quantum number

iment, one must understand the following. If there were
no internal magnetic fields affecting the defect and if
the defect contains a single unpaired electron (like that
of a donor in a semiconductor), the absorbed energy is

hυ = ΔE = μbgB , (45.1)

where h is Planck’s constant, υ is the frequency of the
absorbed radiation, μb is the Bohr magneton, and B is
the applied magnetic field. The term μbgB is the energy
difference between the spin states shown in Fig. 45.1.
We leave discussion of g until the next section. The
point here is that, if you place your sample in a magnetic
field while illuminating with different frequency radia-
tion, you should be able to adjust the incident photon
energy until absorption is detected, similar to an optical
absorption measurement. However, because g ≈ 2 and
convenient magnetic fields are on the order of Tesla,
υ is typically in the microwave region. Unfortunately,
microwaves are not conveniently manipulated like op-
tical photons; thus the actual situation requires placing
a sample in a fixed microwave field and applying a se-
ries of magnetic fields. One then searches for the field
that produces microwave absorption. The energy levels
for the single unpaired electron in an applied magnetic
field are shown schematically in Fig. 45.1 and a typi-
cal spectrum illustrating detection of the EPR signal is
shown in Fig. 45.2.

The instrumentation for EPR was developed in
the 1950s, and little has changed except for the ad-
dition of more sophisticated detection circuitry and
data-acquisition electronics. Figure 45.3 illustrates the
basic experimental setup. The spectrometer consists of
the klystron or Gunn diode used to produce the mi-
crowave radiation, microwave bridge for setting the
desired power, waveguides which transmit the radiation
to the sample, and cavity resonator in which a particu-
lar mode of the microwave is stored. As stated above,

3330                3360             3390
Magnetic field (G)

Bz

Fig. 45.2 Typical EPR spectrum illustrating the derivative
line shape and zero-crossing Bz where the g value is calcu-
lated. The spectrum was obtained from 4H-SiC at 4 K with
the magnetic field parallel to the c-axis of the crystal. The
dotted line represents zero intensity

wavelengths in the microwave region are not easily var-
ied, so a fixed frequency of 10 GHz is commonly used.
The dimensions of the cavity establish a specific mode
of the microwave frequency, in a similar way that a spe-
cific length of string determines the possible modes of
a mechanical wave. The microwave energy stored in the
standing wave is ultimately the energy absorbed by the
sample when the resonance condition (45.1) is fulfilled.
In order to produce an EPR signal, two more features
must be understood: coupling of the microwaves in the

Magnet 

Cavity 

Spectrometer PC

Gunn diode/microwave bridge

Fig. 45.3 Schematic diagram of EPR instrumentation; see text for
description of the purpose for each component
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cavity to the detection circuitry and the generation of the
applied magnetic field. The former employs standard
microwave electronics, as is discussed in detail in many
texts [45.7]. The latter simply uses a standard magnet
power supply and electromagnet that communicate with
the spectrometer to set the magnetic field amplitude and
ramp rate.

The instrumentation described above leads to the
detection of microwave absorption at defects. However,

the reader familiar with spectroscopy will recognize that
the spectrum in Fig. 45.2 is not a simple absorption;
rather it reflects the derivative of the absorption. In order
to detect the small amount of paramagnetic defects typi-
cal of most materials, a type of phase-sensitive detection
is employed. In practice, an oscillating magnetic field
is superimposed on the ramped field and the change in
the absorption is detected. This AC detection method
produces the derivative spectrum shown in Fig. 45.2.

45.2 EPR Analysis

The theory of EPR rests on the concept of the spin
Hamiltonian, which sums all of the energy sources af-
fecting the electron dipole moment at the defect. The
most obvious contribution comes from the applied mag-
netic field, but there are many others, some of which
can be much larger than the effect of the applied field.
The only ones considered here are the nuclear magnetic
field and the spin–spin interactions. Below, each effect
is treated individually and is accompanied by examples
reflecting the type of interaction described.

45.2.1 Zeeman Effect

If there were no internal fields affecting the defect, the
absorbed energy may be described by the interaction of
the applied magnetic field B with the electron spin at the
defect. The appropriate Hamiltonian is the Zeeman term

H = μbS ·g · B , (45.2)

where μb is the Bohr magneton, S is the total spin of
the electron, and B is the applied magnetic field. The
g-tensor is related to the proportionality factor between
the quantized electron magnetic dipole moment and to-
tal angular momentum. In EPR g takes on a significant
role as will be seen later. Assuming simple spin- 1

2 wave-

functions,
∣∣∣ 1

2 , 1
2

〉
,

∣∣∣ 1
2 , − 1

2

〉
, the energy solutions are

E = μbgBms , (45.3)

where ms is the z-component of the spin angular mo-
mentum ± 1

2 . (The “bra-ket” notation is a standard
method for denoting the wavefunction of the electron
where here we use only the spin part: |s, ms〉 where s is
the electron spin and ms is the magnetic spin quantum
number. In general, the spin wavefunction for a param-
agnetic electron at a defect may be a linear combination
of s, ms states.) The energy difference between the two
ms states, μbgBΔms, is μbgB as seen in (45.1). The
two spin levels are illustrated in Fig. 45.1 for a fixed

value of magnetic field. Experimentally, the g-value is
extracted from the magnetic field at which the intensity
of the spectrum crosses zero intensity, as is indicated in
Fig. 45.2 by Bz. In the simple case of a single electron
free from the influence of any other magnetic fields, the
g-value is the Lande free electron value. In a crystal,
g is shifted by an amount that depends on the local en-
vironment of the defect. The shift is generally caused
by a small amount of angular momentum that is not in-
cluded in (45.2), but enters the theory as a perturbation
and is incorporated into the g-value [45.1, 7–9]. Thus,
each defect has a characteristic g-tensor determined by

2.03 2.02 2.01 2.00 1.99

C

g-value

Si

g = 2.0023

Ge

Fig. 45.4 EPR spectra illustrating the shift in the g-value
as the mass of the central nucleus increases. Data was
obtained from SiGe (brown) and SiC (grey) at 4 K. The el-
emental labeling (Ge, Si and C) indicates the central nuclei
of the defects represented by the signal highlighted with
an arrow. The vertical dashed line represents the g-value
of a free electron. Note that the x-axis decreases to the
right
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its surroundings. Figure 45.4 illustrates the effect of
the nearest neighbors on the g shift for a simple dan-
gling bond center on a carbon atom in SiC (spectrum
labeled “C”), silicon atom (Si) in SiGe and germanium
(Ge) atom in SiGe (black spectrum). Here the x-axis is
interpreted in terms of g through (45.1) with ΔE as the
microwave energy; the free electron g-value, indicated
by the dashed line, is used to approximate g for the
defects. The EPR signal shifts to lower magnetic field
(higher g) as the atomic number of the atom increases.
Although by no means a hard rule, the shift is typical of
this simple type of defect and reflects the change in the
spin–orbit coupling parameter with increasing atomic
number [45.9].

In the Zeeman term of (45.2), g is a tensor that in-
corporates the angular dependence of the interaction
between the magnetic field and electron spin angu-
lar momentum. Whereas the hyperfine tensor discussed
next provides chemical information about the point de-
fect, the g-tensor provides structural details because it
reflects the defect symmetry. The tensor is obtained
from the g-value measured at each orientation of the
sample with respect to the incident magnetic field. The
interpretation of (45.2) in terms of the symmetry of g
and the method used to extract this information is de-
scribed in many texts. Suffice it to say that in general g
may be written as

g2 = g2
X cos2 θX + g2

Y cos2 θY + g2
Z cos2 θZ , (45.4)

where θi is the angle between the i-th (i = X, Y , and Z)
axes of the defect and the applied magnetic field. It is
important to realize that X, Y , and Z are not necessarily
the x-, y-, and z-axes of the crystal structure. Further-
more, the orientation of the defect axes with respect to,
for example, the horizontal distance between the poles
of the magnet, is not generally known. The procedure
for extracting X, Y , and Z from angular measurements
with respect to the known crystal axes is thoroughly
described in [45.1].

To illustrate, consider a defect in a hexagonal mater-
ial where measurements are made in a plane containing
the c-axis. Measuring Bz for a series of spectra, calcu-
lating g, and plotting against the angle between B and
the c-axis can produce the data shown in Fig. 45.5. The
filled squares represent the g-values of the Mg-related
acceptor signal in GaN and the solid line is a fit to the
equation

g2 = g2‖ cos2 θ + g2⊥ sin2 θ (45.5)

where θ is the angle between the magnetic field and the
principle axis of the defect. Note that (45.5) is a spe-
cial case of (45.4) where gX = gY = g⊥ and gZ = g‖.

0        30         60        90      120       150     180

2.00

2.02

2.04

2.06

2.08

g-values

Angle (deg)

Fig. 45.5 Plot of the g-values calculated from EPR spectra
obtained with the magnetic field in the plane of the c-axis
and measured at selected angles with respect to the c-axis
of a GaN film. The data (filled squares) were obtained from
the Mg-related acceptor signal at 4 K. The fit to (45.5) is
illustrated by the solid line

In the case of the Mg acceptor, θi is the same as the
laboratory angle measured between B and the c-axis
because the principle axis turns out to be the c-axis.
A fit of (45.5) to the data in Fig. 45.5 shows that
g‖ = 2.096 and g⊥ = 2.008. Although the specific val-
ues of g‖ and g⊥ provide some information, the main
conclusion obtained from these data is the determina-
tion of the symmetry of the center. A defect exhibiting
the angular dependence of (45.5) is said to have axial
symmetry. In this case, the magnesium-related accep-
tor has axial symmetry about the c-axis. Confirmation
of the axial symmetry requires rotation about two addi-
tional crystal axes. Specifically, rotation about the axis
of symmetry, c-axis, should reveal spectra that do not
depend on rotation angle. Unfortunately, this has not
yet been possible for GaN because most samples are
films grown in a predetermined orientation. Figure 45.6
shows measurements of the g-shift for the boron accep-
tor in bulk 6H-SiC, where results obtained from three
rotation planes are plotted [45.10]. The Greek letters η,
ξ , and ζ designate the high-symmetry cubic directions
[11̄0], [112], and [1̄1̄0], respectively. The sets of lines in
each orientation plane represent data from the three dif-
ferent symmetry sites in 6H-SiC and the four possible
bonding directions. Note that in the last panel, when the
sample is rotated about the c-axis, one set of data forms
a horizontal line. These results were obtained from the
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Fig. 45.6 The shift of the g-value from the free electron
value when an EPR spectrum is measured in the rotation
planes indicated above each panel in the graph: (112̄0),
(101̄0), and (0001). The vertical lines indicate the crys-
tal directions in the cubic system: η, [11̄0]; ξ , [112]; ζ ,
[1̄1̄0]. Data were obtained from the shallow boron acceptor
in 6H-SiC at 4 K (after [45.10], c© IOP 1998)

hexagonal site where the defect axis is oriented along
the c-axis of the crystal. When the data for this site is
followed into the other two panels, the angular pattern
illustrated in Fig. 45.5 is revealed, as expected for a site
with axial symmetry about the c-axis.

At this point, it is not at all clear how the chemical
identity of a defect is determined. One might guess that
there are calculations relating the g-tensor to specific
types of point defects. Unfortunately, the g-tensor is dif-
ficult to calculate accurately because the wavefunction
must be known over the entire crystal space, a situation
that is difficult to achieve using even the most power-
ful computers. However, the story does not end with
the Zeeman term. The two remaining terms to be dis-
cussed in this chapter, the nuclear hyperfine and the
fine-structure terms, provide a great deal more informa-
tion about the chemical, structural, and electronic state
of the defect.

45.2.2 Nuclear Hyperfine Interaction

When nuclei of nonzero spin are sufficiently close to
a paramagnetic defect, an additional magnetic field
must be considered, that of the nuclear magnetic mo-
ment. The term is written as

H =
∑

j

S ·A · I j , (45.6)

1

–1

–1

1

0

0

mI

S = 1/2

ms = – 1/2

ms = 1/2

B = 0 B = B0

Fig. 45.7 Energy-level diagram from a spin- 1
2 electron: in

zero magnetic field (leftmost); applied field in absence of
any other magnetic fields (middle); in the presence of a nu-
clear magnetic field (rightmost). mI is the magnetic spin
quantum number for the nucleus. The downward arrow
represents the electron spin; the upward arrows represent
allowed transitions

where A is the hyperfine tensor and I is the spin of
the j-th nucleus surrounding the defect. This local nu-
clear magnetic field splits the electronic levels shown
in Fig. 45.1, so that the situation becomes that shown
in Fig. 45.7. Here mI is the nuclear magnetic quantum
number analogous to ms. The size of the separation
between the mI levels A depends on the strength of
the interaction. The nuclear hyperfine interaction may
be different for the same defect in different materials
as well as for different centers in the same material.
However, I is a property of a given nucleus, so that
it can be used to distinguish different defects, practi-
cally independent of the host. Specifically, the number
of nuclear hyperfine lines originating from transitions
between the different levels in Fig. 45.7 is proportional
to I , thereby giving us the first clue into the chemical
identity of the center. Since the selection rule allows
only transitions with Δms = ±1 and ΔmI = 0 the Zee-
man EPR line will divide into 2I +1 lines as shown by
the upward arrows in Fig. 45.7. All the hyperfine lines
will have the same intensity, and they will be spaced
equally from the Zeeman EPR line. Because the in-
tensity of a transition depends on the total number of
defects causing the absorption, the isotopic abundance
of the nonzero spin nuclei and the number of like nu-
clei determine the ratio of hyperfine line intensity to the
intensity of the total spectrum. (Intensity here refers to
the total integrated intensity of the hyperfine lines and
the spectrum.)
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Two examples are discussed to provide an un-
derstanding of the nuclear hyperfine portion of EPR
spectra: the shallow nitrogen donor in SiC and the
positively charged carbon vacancy in SiC. The former
illustrates a 100% abundant nuclear spin entity and the
latter is a case where the nuclear spin is much less than
100%. Although both examples are defects in SiC, the
situations are quite general. The only effect of the envi-
ronment is the strength and symmetry of the interaction,
neither of which is critical to the basic understanding of
the hyperfine term.

Figure 45.8 shows the characteristic EPR fingerprint
of isolated N atoms in SiC: three evenly spaced lines
of equal intensity. (Nitrogen has nuclear spin 1 and is
100% abundant.) The vertical arrows point to the three
hyperfine lines arising from the interaction between the
magnetic field and the nitrogen nuclei situated at the
cubic sites in 4H-SiC. The large line marked with an
arrow is a distorted spectrum of nitrogen on the hexag-
onal site in SiC. This site exhibits the three hyperfine
lines as shown for the cubic site when different EPR pa-
rameters are used. Semiclassically, one could picture the
origin of the three lines as follows: the Zeeman energy
at which the paramagnetic electron absorbs the incident
radiation Ez is shifted by the interaction between the hy-
perfine interaction between the electron and magnetic
nucleus. Since almost all nitrogen atoms have a nu-
clear spin of 1, the Zeeman energy at each nitrogen
has equal probability of being lowered (mI = −1), in-
creased (mI = +1) or unaffected (mI = 0), depending

3340                3360            3380
Magnetic field (G)

N at cubic site

Nitrogen at hex site

Fig. 45.8 EPR spectrum of nitrogen in 6H-SiC obtained at
30 K with the magnetic field parallel to the c-axis

on the relative orientations of the electron and nuclear
magnetic dipole moments. Thus, three lines of equal in-
tensity are produced: one representing Ez − Ehf , one
Ez + Ehf , and one Ez, where Ehf is the hyperfine in-
teraction energy. The magnetic field separation between
the lines is proportional to Ehf . The hyperfine parame-
ter A is proportional to this energy, and is often quoted
in terms of magnetic field units T through the conver-
sion A/gB, where g is the g-value for the spectrum and
Bz is the magnetic field separation between the adja-
cent lines. The g-value is obtained from the average Bz
of the outer two lines, or in this case, Bz of the central
line. Exhaustive analysis of the nitrogen spectrum may
be found in numerous papers [45.11, 12].

From the above, it should be apparent that observa-
tion of the nuclear hyperfine lines is the key to determin-
ing the chemical origin of an EPR center. Not all impuri-
ties have isotopes with 100% abundant nonzero nuclear
spin. For example, only 4.5% of all Si atoms (29Si)
and a mere 1.1% of carbon atoms (13C) are spin 1

2 .
Therefore, any intrinsic defect in SiC has a very low
probability of being situated near a nucleus of nonzero
spin. In these cases, the spectrum consists of a strong
Zeeman line due to defects involving spin-zero Si and
C nuclei, and pairs of equally spaced smaller lines due
to the very few defects involving spin- 1

2 Si and C nuclei.
Figure 45.9 shows an EPR measurement of V+

c . The
satellite lines A and B arise from the spin- 1

2 nearest-
neighbor Si nuclei. The ratio of the relative integrated
intensity of set A to the intensity of the entire spectrum
is about 5% and that for set B is 15%. The outer set is at-
tributed to those centers for which the spin- 1

2 nucleus is
located along the c-axis; the inner set to those in which
any one of the three remaining Si neighbors is spin 1

2 .
The darkest circle in the sketch in the upper right corner
of the figure represents the single unique axial silicon
(A lines), while the three lighter circles represent the
other nearest neighbors (B lines). In summary, detection
of two sets of hyperfine lines with intensity equivalent
to interactions with four Si atoms distinguished by two
different energies paints a picture of a carbon vacancy
slightly distorted along the c-axis. The positive charge
states is determined primarily from theoretical calcula-
tions as is discussed later. A complete analysis of this
center along with that of the V+

c located on the other
symmetry site of 4H-SiC is discussed in [45.13].

Hyperfine lines of low-atomic-abundance nuclear
spins are often difficult to detect, particularly if the num-
ber of defects is also small. This is often the case for
Si- and C-based semiconductors, where defect densities
are below 1016 cm−3 and the abundance of the nonzero
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3440         3480                3520
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EPR amplitude (arb. units)

Magnetic field (G)

A B
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+

Fig. 45.9 EPR spectrum of the positively charged carbon
vacancy in 4H-SiC obtained at 4 K with the magnetic field
parallel to the c-axis. The lines marked A and B are the hy-
perfine lines due to neighboring Si atoms. The model in the
upper-right corner shows the four Si neighbors of the car-
bon vacancy, where the brown circles produce the B lines
and the dark gray circle produces the A lines. The light
gray circle represents the carbon vacancy

spin isotopes is less than a few percent. In these cases,
isotopic enrichment allows for enhanced hyperfine de-
tection. For instance, recently isotopic enrichment was
used to enhance the hyperfine of Se impurities in Si and
intrinsic defects in SiGe alloys [45.14, 15].

The angular dependence of the hyperfine interaction
allows one to map out the local spin density, or effec-
tively determine the wavefunction of the paramagnetic
electron. To understand this one has to appreciate that
the type of spatial wavefunction will determine the rel-
ative directions of the electron–nuclear dipole coupling.
Any orbital with L > 0 will be directionally dependent
and therefore produce an angular-dependent hyperfine
interaction. For example, a pz-shell electron will have
lobes along a specific axis, so that, if one measured
an EPR signal along this axis, the hyperfine separation
would be different from that measured along any other
direction. Perhaps the more illuminating example is to
consider L = 0, or an s-shell electron. Here, no angu-
lar dependence would be expected and the hyperfine
parameter A should be isotropic, as is the case of phos-
phorus in Si. In many materials, a paramagnetic electron
is a hybrid orbital containing contributions from s-,
p-, and sometimes higher L-states. The separation be-

tween the hyperfine lines of nitrogen in Fig. 45.8 exhibit
a small angular dependence. Contributions from s-like
and p-like orbitals are deconvolved so that the per-
centage of the wavefunction that is s-like and p-like
are determined. For the nearly isotropic nitrogen donor
spectrum in 4H-SiC on the cubic site, the wavefunction
at the impurity is found to be almost entirely s-like with
less than 1% p-character [45.12]. The calculation of the
amount of s- and p-character from angular-dependent
hyperfine is straightforward and may be found in many
texts [45.1]. Although not directly applicable to routine
materials characterization, this type of information is
extremely helpful to theorists calculating the strength
of the hyperfine interaction because it provides a realis-
tic starting function for determination of the hyperfine
energies. It is these energies that refine the picture of
the defect, particularly those involving nuclear spins
common to many elements.

The nearest neighbors may not be the only nuclei
contributing to the EPR spectra of a specific defect.
When more distance neighbors are sensed, they of-
ten show up as sets of satellite lines more closely
spaced than those of the nearest neighbors. For exam-
ple, the pair of lines adjacent to the central line of
the V+

c spectrum in Fig. 45.9 represents contributions
from next-nearest-neighbor carbon atoms. Their inten-
sity reflects the fact that any one of the 12 next nearest
neighbors may be a 13C nucleus. It should be pointed
out that the analysis can eventually provide the prob-
ability that the paramagnetic electron resides on any
one of the neighbors, effectively mapping out the spin
density in the vicinity of the defect.

Theoretical Calculations of Hyperfine
As with any spectroscopic technique the experimental
results may be compared with theory to extract ad-
ditional information about the defect. In some cases,
comparison with theory is the only means to interpret
the EPR data in terms of a specific defect because the
nuclear hyperfine is not detectable or is ambiguous.
Luckily, unlike the g-tensor, the A-tensor is sensitive
to at most the second or third nearest neighbors so
that accurate calculations are feasible. Hyperfine cal-
culations are particularly powerful tools to determine
the defect structure because the strength of the nu-
clear spin–electron spin interaction is sensitive to the
orientation and charge states of the environment. The
entire A-tensor for different types of defects may of-
ten be predicted from density functional theory and the
local spin-density approximation. The results produce
an enormous amount of points that can be compared
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with experimental data, thus reinforcing the interpre-
tation of the data in terms a specific defect structure.
For example, the A-tensor for the positively charged
carbon vacancy discussed above was calculated for the
defect located at different symmetry sites of the two dif-
ferent polytypes of SiC (4H and 6H), as well as for
different charge states [45.16]. The A-tensor was also
extracted from the complete angular dependence of the
EPR spectrum. Comparison of the two results showed
that centers known as EI5 and EI6 are V+

c located at the
hexagonal and cubic sites, respectively [45.13]. Simi-
lar comparison between theory and experiment revealed
the spectra for HEI1 to be due to the negatively charged
carbon vacancy [45.17]. Of course, not all defects in
all materials are amenable to reasonable calculation.
A large impurity atom and a low degree of symmetry
can overwhelm the computational power of even the
most modern computers. Nevertheless, comparison of
EPR spectra to theoretical calculations of the nuclear
hyperfine tensor has enabled the description of count-
less defects in innumerable types of materials.

To summarize, identification of nuclear hyperfine
lines in EPR spectra is critical to determining the chem-
ical origin of the center. The lines have the following
characteristics:

1. Nearly equal intensity
2. Nearly equal separation and/or separated equally

from the Zeeman line
3. The number of lines is 2I +1.

Also, all the lines should exhibit the same dependence
on microwave power because they represent the same
physical entity. Once the nuclear spin (I ) is determined
from the spectra, the possible types of nuclei contribut-
ing to the spectrum may be determined. Knowledge of
the material composition and growth conditions often
refines the type of nuclei expected to be involved in
the defect. The angular dependence provides the basic
components of the wavefunction, which can be used in
theoretical calculations to determine the strength of the
hyperfine interaction for different defect structures and
charge states. Finally, comparison of the theoretically
calculated A-tensor with the angular-dependent experi-
mental data provides a reasonably definitive picture of
the defect.

This section has emphasized the importance of the
nuclear spin in detection of defects by magnetic reso-
nance. However, too much of a good thing can create
problems. In particular, difficulties arise when the crys-
tal host is composed of atoms with 100% abundant
nuclear spin. Depending on the strength of the inter-

action of the defect with host, the presence of many
different sources of hyperfine interaction can lead to
a series of barely resolved lines or even produce one
broad EPR signal with all the powerful hyperfine infor-
mation buried in its breadth. This is thought to be the
cause of the limited information extracted from spectra
in GaN because Ga has two isotopes, both with nuclear
spin 3

2 , and nitrogen has one nearly 100% I = 1 iso-
tope. The single broad line assigned to the Mg-related
acceptor may be affected by unresolved hyperfine. The
reader should be cautioned that the phrase depending on
the interaction with the host is critical here. For instance
the characteristic line pattern for Fe3+ and Mn2+, tran-
sition metals that typically interact minimally with the
host, are easily observed in GaN crystals [45.18, 19].

45.2.3 Interactions Involving More
than One Electron

The above discussion suggests that theoretical calcu-
lations, which can predict the hyperfine interaction
energy, can also be used to distinguish between the dif-
ferent charge states of a defect. However, in some cases,
the charge state can be inferred from the experimental
spectrum itself. This occurs if the number of electrons
at a defect couple to a total spin greater than 1

2 . From
the rules of adding spin angular momentum, it is known
that n electrons can yield a total spin between 0 and n

2 .
In fact, Hund’s rules tell us that the high spin is favored
as the ground state; thus, all multiple electron defects
should be paramagnetic. Of course Hund’s rules do not
strictly apply to a center surrounded by the many per-
turbing fields in a crystal lattice. Nevertheless, in some
situations an EPR spectrum may best be described using
a Hamiltonian of spin great than 1

2 . When this occurs,
the term that must be included in the analysis is

H = S ·D · S , (45.7)

where D is the fine-structure term, present only when
S > 1

2 . Different physical situations can necessitate
the use of this term including spin–orbit interaction
and dipole–dipole coupling between different electrons.
Here we will not be concerned with the origin of the
term, but highlight two situations where the quadrupole
term is used: an excited state of an S = 0 center and
transition-metal impurities.

The EPR spectra discussed thus far represent the
ground state of a defect. With the addition of optical
illumination, one can populate the higher energy levels.
This is particularly useful when the ground state of the
center is an S = 0 EPR inactive state. Often, detection
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ERP signal (arb. units)

Fig. 45.10 EPR spectrum of P6 and P7 centers obtained
from neutron-irradiated 6H-SiC with the magnetic field
oriented parallel to the c-axis. The sharp lines in the
center are due to nitrogen and an unidentified defect (af-
ter [45.20], c© APS 2001)

of an excited state may be verified by the fact that, after
removal of the light source, the spectrum immediately
returns to its pre-illumination condition due the inher-
ently short lifetime of the excited state. The P6 and P7
centers in n-type 6H-SiC irradiated with neutrons pro-
vide an example [45.20]. Figure 45.10 shows the EPR
spectrum obtained from neutron-irradiated 6H-SiC dur-
ing illumination with white light from a halogen lamp.
The two sets of paired lines highlighted by brackets
represent two similar defects (P6 and P7) on the three
different symmetry sites of 6H-SiC (a, b, c). Pertinent
to this discussion is that each line of the pairs reflects
EPR transitions between spin states ms = −1 to ms = 0
and ms = 0 to ms = 1 of the S = 1 center. These lines are
often referred to as fine structure. P6 and P7 are thought
to represent different orientations of the same defect,
although the exact model for the defects remains under
debate [45.20, 21]. Note that recent data indicate that
the centers are observed in heavily N-doped material
without illumination, implying that S = 1 is the ground
state. Whatever the case, the presence of the paired lines
identifies the center as S = 1.

The transition element vanadium provides an exam-
ple of how both the type of impurity and its charge state
are determined directly from observation of the spec-
trum. Figure 45.11 shows two spectra obtained from
4H-SiC: a multiplet of nearly equal intensity lines ad-
jacent to a second set of lines with much lower intensity

3 000          4 000

b)

Magnetic field (G)

a)

Fig. 45.11a,b EPR spectra of vanadium in 4H-SiC:
(a) V4+ measured at 4 K with the magnetic field 10◦ from
c-axis; (b) V3+ measured at 30 K with the magnetic field
perpendicular to the c-axis

(Fig. 45.11a) and a pair of octets (Fig. 45.11b). Ac-
cording to the theory presented in the last section, the
set of eight equally spaced lines in Fig. 45.11b indi-
cates a 100% abundant I = 7

2 nucleus. Checking the
tables and considering typical unintentional impurities
in SiC, it is concluded that the spectrum (Fig. 45.11b)
arises from a vanadium atom on the cubic site [45.22].
A similar pair of octets, reflecting the hexagonal site, is
found beyond the magnetic field range shown. Unfortu-
nately, the spectrum in Fig. 45.11a is more complicated;
suffice it to say that studies have shown that this spec-
trum also arises from a vanadium impurity, where the
multiplet with high intensity arises from the cubic site
and the set of low-intensity lines originate from the
hexagonal site [45.23]. The presence of a single set of
lines for each symmetry site in spectrum Fig. 45.11a
and double set in Fig. 45.11b suggests that the for-
mer is an S = 1

2 center while the latter is S = 1. V4+
in SiC has one unpaired electron, which would pro-
duce spin 1

2 , and V3+ has two, which could couple to
spin 1. Thus, by simply examining the EPR line pat-
tern, the impurity and its charge states are immediately
determined.

How a high-spin defect produces a set of EPR lines
at different magnetic fields is not immediately obvious
from anything discussed thus far. Simply redrawing the
s = 1

2 energy diagram of Fig. 45.1 for s = 1 produces the
levels shown in Fig. 45.12a, where the horizontal axis
now represents a varying magnetic field and the verti-
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Fig. 45.12a,b Energy levels of a spin-
1 electron system in a varying
magnetic field: (a) in the absence
of any zero-field splitting; (b) in the
presence of a perturbing field caus-
ing a splitting of the spin states in
zero magnetic field. The vertical ar-
rows represent the fixed quanta of
microwave energy available for the
transitions

cal axis is energy. The equal sized arrows represent the
fixed quantum of microwave energy available for the
transitions. It is apparent that the transitions between
the different ms states occur at the same magnetic field.
What then, produces the separated pattern of lines ob-
served for high-spin defects? Basically, any perturbing
field that removes the degeneracy of the ms = ±1 and
ms = 0 states at zero magnetic field will yield noncoin-
cident resonance absorptions. Figure 45.12b illustrates
the resulting energy levels where the separation D on

3000              3500          4000

b)

Magnetic field (G)

a)

Fig. 45.13a,b EPR spectrum of Fe3+ in SrTiO3 obtained
at room temperature. The arrows point to the spin transi-
tions that arise from Fe3+; the remaining EPR line is due
to Cr3+. Data were obtained with the magnetic field (a) at
0◦ and (b) at 30◦ with respect to the (100) direction

the vertical axis is referred to generally as the zero-
field splitting. Once the states are separated at zero
magnetic field, the ms = −1 to ms = 0 and ms = 0 to
ms = 1 transitions no longer occur at the same mag-
netic field; thus, separate EPR lines will appear at each
transition. In general 2S EPR resonances will occur.
While several types of interactions can separate the en-
ergy of the degenerate spin states, the most common
is the anisotropic magnetic dipole–dipole interaction.
The calculation required to demonstrate the effect of
the zero-field splitting is straightforward and is shown
in many texts [45.1, 8].

The fine-structure lines produced by high-spin
centers have different characteristics than those of hy-
perfine lines discussed at the end of the previous section.
For example, the intensity of each EPR line is not the
same. For any S > 1 center, the intensities of resonance
lines from the various ms transitions exhibit different,
but predictable, variations. Figure 45.13a shows this for
Fe3+ in SrTiO3 measured with the magnetic field ori-
ented along the c-axis of the sample. The five lines
highlighted arise from the five transitions of the S = 5

2
center. The remaining line represents Cr3+. The relative
integrated intensities of the Fe3+ lines, 5 : 8 : 9 : 8 : 5,
follow from the transition-matrix element between the
5
2 to 3

2 , 3
2 to 1

2 , 1
2 to − 1

2 , − 1
2 to − 3

2 , and − 3
2 to − 5

2 spin
states

gμB Bx

〈
5

2
, mi

s

∣∣∣∣Sx

∣∣∣∣ 5

2
, mf

s

〉
, (45.8)

where Bx is the microwave magnetic field perpendicular
to the applied field, mi

s and mf
s represents the magnetic

spin quantum number for the initial and final states,
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0                 3 000               6 000
Magnetic field (G)

Fig. 45.14 EPR spectrum of Fe3+ in a GaN crystal ob-
tained at 4 K

respectively, and Sx is the spin angular momentum op-
erator that ultimately raises the electron from the lower
state to the upper state. See [45.1, appendix C] for de-
tails. This intensity pattern would apply to any S = 5

2
center with the simple |s, ms〉 wavefunctions. Similar
patterns may be predicted for other S > 1

2 centers. For
example, Fig. 45.14 shows that the line pattern for the
S = 5

2 impurity Fe3+ in GaN also consists of five lines
of unequal intensity. The sharpness of the lines in GaN
compared with those in SrTiO3 most likely reflects
a lower density of extended defects or less strain. The
line width also explains why the relative amplitudes are
different in the two samples; however, it is not obvious
why certain transitions should be broadened more than
others.

Not all situations involving high-spin defects are
as straightforward as the two mentioned here. Some-
times the crystal field, the electric field generated by
the ions or ligands surrounding the defect, dominant
spin–spin and spin–orbit interactions ultimately produc-
ing wavefunctions which are linear combination of the
simple spin states, |s, ms〉. Crystal-field effects are ex-
haustively discussed in many texts [45.24]. For EPR, the
only point is that the ground-state orbital wavefunction
is determined by the field strength, thereby establishing
the type of spin wavefunction appropriate for a particu-
lar defect. When the crystal field is much greater than
other interactions, an EPR spectrum greatly different

1 000           2 000  3000
Magnetic field (G)

Fig. 45.15 EPR spectrum of Fe3+ in a LiNbO3 crystal ob-
tained perpendicular to the c-axis at room temperature

from the two iron spectra in Figs. 45.13 and 45.14 is
produced. Figure 45.15, showing Fe3+ in LiNbO3, il-
lustrates the point. Here, the trigonal crystal-field effect
is of the same order of magnitude as the Zeeman ef-
fect, yielding an EPR signal significantly different from
the five-line pattern seen previously. Additional interac-
tion terms must be added to the Hamiltonian in order to
unravel the meaning of the spectrum [45.25, 26].

Like the Zeeman and hyperfine terms, the fine-
structure term can produce angular dependence. In
some cases, a simple shifting of lines occurs as seen
in Fig. 45.13b. However, often spectra dominated by
D exhibit angular-dependent intensities. This occurs
when the appropriate wavefunctions are linear combi-
nations of the |s, ms〉 states. Because the crystal field
is directional, different wavefunctions are produced at
different orientations of the sample with respect to
the applied B field. The angular-dependent wavefunc-
tions then lead to angular-dependent transition-matrix
elements (45.8) and, therefore, varying spectral in-
tensities. Note that high magnetic fields and high
frequencies may be employed to avoid complications
due to the large crystal field. However, using mi-
crowave frequencies larger than 10 GHz is tedious,
involving different types of waveguides, cavities, and
microwave bridges than those used for the lower
frequencies. Often, it is easier to deconvolve the
complicated experimental data using straightforward
calculations than to execute an EPR measurement at
sufficiently high frequency as to avoid the crystal-field
effects.
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To summarize, we have considered three energy
contributions to a point defect in the presence of an ap-
plied magnetic field: the electronic Zeeman term (45.2),
the nuclear hyperfine interaction (45.6), and the fine-
structure term (45.7). In general, all three effects may
be present, so that the appropriate Hamiltonian to begin
analysis of a spectrum is

H = μbS ·g · B+
∑

j

S ·A · I + S ·D · S . (45.9)

For defects with S > 1, additional terms may be added
depending on the nature of the defect and its surround-
ings. Because many of the defects typically encountered
involve only two or more of the terms above, no
discussion of the additional terms is presented here.
Equation (45.9) is not the most user-friendly equa-
tion ever presented to the average reader. For those
with peripheral interest in EPR, understanding how
the number and separation of EPR lines are used to
determine defect structure should be sufficient to ap-
preciate the power of the technique. More interested
readers will find the quantum-mechanical calculation
techniques required for complete analysis in the many
references referred to throughout this section, specifi-
cally [45.1, 8].

45.2.4 Total Number of Spins

In addition to a physical description, EPR data may
provide the total number of centers of a specific de-
fect. This is accomplished by comparing the spectrum
of an unknown quantity of a defect with that obtained
from a known quantity. Significantly, the EPR sig-
nal from the standard need not arise from the same
defect or even a different defect in the same ma-
terial. This convenience is afforded by the fact that
the spin-flip probability is usually independent of the
local environment. Common calibration standards in-
clude 2,2-diphenyl-1-picrylhydrazyl (DPPH) and the
phosphorus signal in powdered, heavily doped, n-type
Si. In principle, the comparison can lead to an ab-
solute number of spins with an accuracy of 50%
with sensitivity as low as 1010 spins [45.1]. However,
the reader should be warned that the sensitivity de-
pends strongly on line width and number of lines.
The number quoted is based on a single resonance
with 1 G line width. For a signal of 10 G line width
composed of five lines, the minimum detectable spins
increases by a factor of at least 50. Other factors

such as temperature and microwave saturation also
limit sensitivity. Such issues are discussed in [45.1,
appendix E].

A few items to remember regarding the absolute
spin measurement are:

1. Only the paramagnetic state of any defect is be-
ing measured. For instance, the number of acceptor
impurities may be calculated. However, the re-
sult is limited to acceptors that have captured the
hole in the valence band. For this reason, EPR
of acceptors (and donors) is often performed at
low temperature to more closely reflect the to-
tal number. Compensation may further reduce the
number of EPR-active acceptor sites. The amount
of the impurity calculated from the acceptor sig-
nal will not include aggregates, complexes or other
forms of the impurity; however, different EPR sig-
nals may be related to these entities and measured
separately.

2. Only the total number of centers is determined. Ad-
ditional experiments are needed to find the spatial
distribution of defects. When concentration is given
in an EPR study, the centers are assumed to be uni-
formly distributed throughout the material unless
otherwise stated.

3. Defects arising from complex wavefunctions, such
as high-spin centers in a strong crystal field, will ex-
hibit intensities that are dependent on orientation.
In these cases, one must first determine the various
transition rates before the number of defects may be
calculated.

Traditionally, the absolute number of spins is not
the focus of an EPR study. This is partially because
of the many caveats discussed above, as well as the
difficulty of generating an accurate standard. One pow-
erful aspect of the spectroscopy that is commonly
employed, however, is determination of the variation
in number of defects by measuring the relative ampli-
tude of EPR signals. For a single EPR resonance that
does not change shape during the course of a study,
the amplitudes of a signal may be used to indicate
varying defect densities. This is the approach used
in many of the experiments discussed below. For the
types of centers mentioned in item 3, however, careful
alignment of the samples is required between measure-
ments so that the amplitude changes truly reflect the
number of spins and not angular-dependent transition
probabilities.
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45.3 Scope of EPR Technique

Having presented the basis for interpreting EPR spectra,
without question the most challenging feature of EPR
for most readers, the remainder of the chapter focuses
on the power of EPR in terms of the types of defects
detectable and typical correlation studies. All of the ex-
amples in the section above are simple point defects,
either an intrinsic defect or single-atom impurity. Many
other forms of defects are detected including substi-
tutional, interstitial, antisite, vacancies, vacancy pairs,
antisite–vacancy pairs, and impurity–vacancy pairs. The
only requirement is that the defect be paramagnetic in
the as-grown material or be able to be made paramag-
netic with an external perturbation.

EPR was first used on bulk crystals, and indeed this
is where the full power of the technique is realized.
However, with the ongoing push towards miniaturiza-
tion and increasing desire for a chip-based world, films
less than one micrometer thick and particles with less
than 100 nm diameter are typically encountered. While
this has been the case in electronics for more than
a generation, miniaturization of optical and even mi-
crowave devices is increasingly popular. Indeed, one of
the most recent initiatives involves growing films using
crystals with well-known microwave or magnetic prop-
erties. Ultimately, these will be deposited onto a full
wafers with future integration into Si electronics as the
goal.

The utility of applying EPR to films is not ob-
vious because, although the technique is sensitive to
as few as 1011 centers, for traditional defect analysis
these defects must be isolated. A simple calculation
shows that a micrometer-thick film with 1011 centers
uniformly distributed yields 1015 cm−3 defects. While
this is not an unrealistic number for the types of films
of interest today, the calculation represents the most
hopeful situation: the minimum spin detection limit and
the thickest films of interest. Nevertheless, the exam-
ple does show that studying films is not out of the
question. Indeed many successful experiments are re-
ported in the literature. Most take the advantage of
stacking many film–substrate samples so that the sig-
nal intensity may be maximized. Careful alignment
is required in these cases so that the crystallinity of
the samples is not compromised. The examples be-
low illustrate several different types of film–substrate
studies:

1. Intrinsic defect in the bulk of a micrometer-thick
film

2. Defect at a crystalline substrate–amorphous film in-
terface

3. Near-surface impurities on a polycrystalline film.

45.3.1 Defects in a Thin Film on a Substrate

The first situation addressed is the study of a simple
point defect in a film, a donor in GaN. The only dif-
ference between the film and bulk experiments in this
case is the preparatory steps for the measurement. Usu-
ally, several film–substrate samples are stacked together
to increase the total amount of GaN being studied. Fur-
thermore, GaN is typically grown on sapphire or SiC.
In either case, the substrate must be carefully studied
to distinguish the substrate EPR signals from those of
the film. The microwave absorption utilized in EPR de-
tection completely penetrates most semiconductors and
insulators, so that the technique senses the substrate and
film equally. Luckily, the well-known EPR signatures of
defects in sapphire are highly anisotropic, so that their
contribution to the spectrum may often be minimized
by prudent orientation of the sample with respect to the
magnetic field. The only defect to be avoided in n-type
SiC substrates is the nitrogen donor, which is easily
resolved from the donor in GaN.

Most of the information about the donor EPR sig-
nal in GaN is contained within a work by Carlos
and coworkers [45.27]. No hyperfine could be de-
tected in the spectrum, leaving the chemical origin
of the center uncertain, but several EPR characteris-
tics suggest that the resonance represents an electron
in a donor band. Work in our laboratory shows that
the spectrum is found only in n-type samples, and
that the signal intensity increases with increasing donor
density for n = 1 × 1014 –1 × 1017 cm−3 [45.28]. Car-
los and coworkers concentrated on the spectroscopic
characteristics of the EPR signal to demonstrate the
donor assignment. Their measurements suggest that the
g-value is typical of a donor electron and the angu-
lar dependence reflects that of the hexagonal lattice.
Furthermore, the line width indicates that the param-
agnetic electron is not attached to the donor atom,
and the temperature dependence of the line width,
shown in Fig. 45.16, eliminates a conduction-band elec-
tron. The different symbols represent data obtained
from various thickness samples as indicated on the
figure. The main point here is that all sets of data
exhibit a decreasing line width until 20 K, followed
by an increasing line width. The former region is
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Fig. 45.16 Line width of the donor signal in GaN meas-
ured at selected temperatures. The smooth brown line is
a T 5/2 fit to all of the data; other lines merely connect data
points (after [45.27], c© APS 1993)

thought to be due to motional effects and the lat-
ter due to coupling to acoustic phonons, neither of
which should occur if conduction-band electrons were
involved.

Although there are several other EPR studies of
point defects in crystalline thin films, the small sig-
nal size inherent to the low sample volume limits
the number of intensive investigations. Homoepitaxial
films are highly unlikely to produce meaningful re-
sults about the film because the layer of interest cannot
be separated spectroscopically from the bulk substrate.
Consequently, many film studies were performed on
amorphous material, the most common of which was
SiO2 films on Si substrates. Although many studies fo-
cused on oxide films irradiated by γ -rays or higher
energy, several studies addressed the intrinsic defects in
the oxide films [45.29–35]. In some cases, the defects,
specifically an oxygen vacancy known as an E′ center,
was successfully correlated with many of the electrical
trapping effects in metal–oxide–semiconductor field-
effect transistor (MOSFET) devices [45.34, 35]. Other
studies of film–substrate systems in which the point de-
fect resides in the bulk of the film include diamond and
MgO [45.36–38].

45.3.2 Defects at an Interface

The second type of center addressed in this section is
one located at an interface, specifically the Si–SiO2
interface. In Si devices, paramagnetic defects at the
Si–oxide interface are known to be directly related to
electrically active trapping sites that alter device perfor-
mance [45.39,40]. For this reason, much EPR work has
concentrated on a dangling bond defect located at the
semiconductor–oxide interface [45.39–44]. Several dif-
ferent types are found in pure silicon-based interfaces,
each involving an unpaired electron on a Si atom lo-
cated on the semiconductor side of the interface [45.40,
42]. Centers with a Ge dangling bond and C dangling
bond are seen in SiGe–oxide and SiC–oxide interfaces,
respectively [45.41,43,44]. The dangling-bond-like de-
fects are referred to collectively as Pb centers.

In general, EPR cannot selectively detect centers at
surfaces and interfaces because the microwave radiation
penetrates the entire semiconductor substrate. However,
for a perfectly flat surface, the angular dependence of
the EPR resonance may provide enough information to
deduce the surface nature of the center, as was done for
the Si Pb center located at the interface between a (111)
Si substrate and amorphous SiO2 layer [45.42]. To un-
derstand the difference between interfacial and bulk
angular dependence one must reconsider the discussion
of the g-tensor presented earlier. g is a tensor because
the absorbed energy depends on the orientation of the
applied magnetic field and a preferred direction of the
dipole moment. However, in a crystal a specific defect
may be located at one of several different symmetry-
related sites. For example, the simple dangling bond in
bulk Si may be directed in any one of four (111) bond-
ing directions, all of which may make a different angle
with respect to the applied field depending on the orien-
tation of the sample (Fig. 45.17). Since the defect may
be any of the four (111) bonding directions of tetrahe-
dral Si, the EPR spectrum should reveal four lines when
the magnetic field is oriented at a general angle with
respect to the surface normal of the sample. For spe-
cial orientations, such as B rotated in a (111) plane,

B

Fig. 45.17 Schematic model of
a tetrahedrally coordinated atom
(small circle) with the magnetic field
directed at an arbitrary angle with re-
spect to any one of the [111] directed
bonds. The dangling bond could be
any one of the four bonds with the
large circle removed
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BulkFilm

Fig. 45.18 Schematic
model of a tetrahedrally
coordinated atom at an
interface, where one of
the [111]-directed bonds
points perpendicular to
the interfacial plane. The
vertical solid line marks
the ideal interface plane
between the bulk and the
substrate

the bond perpendicular to the plane should produce one
isotropic line and the remaining three dangling bonds
would generate one anisotropic line three times larger
than the isotropic one.

Now perhaps the reader can see how an interface de-
fect would be different. At an interface (or surface) not
all of the four directions would be identical. The easi-
est case to imagine is the (111) surface, where one of
the four bonds is perpendicular to the plane of the in-
terface along a now unique (111) direction (Fig. 45.18).
The other three possible bonds would be pointing into
the bulk of the Si substrate, and if paramagnetic, would
produce a different g-tensor than the interfacial defect.
Since silicon is a perfected material, generally the back
bonds are unbroken and do not contribute an EPR sig-
nal. Therefore, if the magnetic field were in the plane
of the interface and perpendicular to the dangling bond,
one would expect to see only a single isotropic EPR line
due to the dangling bond at the interface. Unfortunately
rotation in the plane of the interface is not realistic,
but Poindexter and coworkers performed measurements
with B in the (112̄) and (11̄0) planes, revealing the
expected angular dependence. Figure 45.19 shows the
g-value versus angle with respect to the (100) direc-
tion for a Pb center in thermally oxidized (111) Si.
The appearance of only a single g-value at each angle
indicates that only one EPR line is observed at each an-
gle. The coincidence of the unfilled and filled circles,
which represent data obtained from two different planes
of rotation, imply that the angular dependence of the
spectrum is identical for the two different planes. Both
observations are expected for a dangling bond between
the (111) surface of Si and the overlying oxide film.

The relationship of the Pb center to Si was
confirmed by observation of the nuclear hyperfine inter-
action. Detecting the hyperfine in this case is a heroic

(a)

(b)

(a)
(b) (100) (111) (011) (112)

(111) (110)
(100)

0° 90° 180°

2.010

2.000

g-
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¯
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Fig. 45.19 g-values of the Pb center measured in oxidized
Si with the magnetic field in the plane (a) (small circles)
and plane (b) (large circles) (after [45.42], c© AIP 1979)

experiment considering the low atomic abundance of
29Si and small total number of defects at an interface.
Nevertheless, Brower stacked 35 oxidized Si wafers to-
gether to observe the hyperfine lines, confirming that the
nucleus associated with the dangling bond is Si [45.45]

As one might expect, other types of interfaces
may be studied with EPR. However, to the author’s
knowledge, the only reports in the literature focus on
the semiconductor–oxide system, specifically SiC–SiO2
and SiGe–SiO2 [45.41–44]. In both cases oxidized
porous material or oxygen-implanted substrates were
used, and the interfacial nature was confirmed through
etching studies. The planar interfaces necessary for the
angular-dependent studies are not achievable at this
time for these types of materials. In principle, many
other types of interfaces could be examined. The limita-
tion, however, is always preparing the samples in such
a way as to maximize the amount of interface in the EPR
cavity. Multilayer heterostructures should make ideal
samples for study, but the author is not aware of any
attempts to date.

45.3.3 Defects at Surfaces

A surface may be thought of as a special case of an
interface, one in which one side of the interface is
the ambient atmosphere. In principle, the Si Pb cen-
ter should be observable on bare Si. And indeed, one
should be able to detect the center if one could do an
EPR measurement in vacuum. Si oxidizes readily in air
at room temperature, thus an unoxidized surface is vir-
tually unobtainable under the conditions required for
an EPR study. Nevertheless, many surface defects are
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reported in the literature, but most relate to the rough-
ened surface caused by cutting or polishing [45.46].
Such centers exhibit an isotropic g-value and are often
passivated in the presence of hydrogen [45.47].

For single crystals, one may differentiate between
bulk and surface defects in much the same way as was
discussed for bulk and interface. However, for poly-
crystalline materials the situation is somewhat different,
as is illustrated in the following example. Cr-doped
polycrystalline SrTiO3 films, 1700 nm and 350 nm
thick, were grown on sapphire substrates [45.48]. The
powder-pattern spectrum typical of a polycrystalline
material was resolved into two separate spectra: one
with a g-value of 1.977, typical of Cr3+ in SrTiO3, and
a second center with g = 1.974. The authors show that
the latter is consistent with a Cr3+ impurity located near
the surface. As discussed earlier, the symmetry of a sur-
face defect is inevitably lower than that of a bulk defect
and angular-dependent measurements may be used to
exploit the difference. However, the random nature of
the polycrystallites requires a different data analysis
than that of a pure crystal. Calculations by Deigen and
Glinchuck show that the g-value for a surface defect
should be shifted from that found in the bulk by an
amount proportional to the angle between the applied
field and the surface normal [45.49]. In the Cr-doped
films, the EPR signal represented by g = 1.974 shifts
as the sample is rotated in the magnetic field. The an-
gular dependence of this portion of the signal agrees
with the theory predicted for a surface center. Also, the
authors point out that the ratio of the 1.974 signal inten-
sity to that for the 1.977 signal is larger in the 350 nm
films than in the 1700 nm ones, as expected for a surface
center in a thinner sample.

The trapping of impurities within the bulk of sub-
μm-sized particle is a well-known difficulty, and several
studies have employed EPR to distinguish bulk and
surface impurities in these nanoparticles. The Mn2+ im-
purity in ZnS provides just one example [45.50]. EPR
of nanoparticles have also been used to address the
relationship between the defects and ferromagnetic or
ferroelectric behavior [45.51]. Si surface centers, not
surprisingly, are often addressed in EPR studies of Si
nanodimensional materials [45.52, 53].

45.3.4 Nondilute Systems

This chapter, as well as much of the EPR literature,
focuses on low concentrations of isolated point de-
fects separated by at least several atomic units. The
interpretation of spectra requires a significantly dif-

ferent approach when the defect–defect distance gets
smaller. More specifically, new terms such as the ex-
change interaction enter the Hamiltonian if nearby spins
on separate defects begin to interact. Ferher et al.
demonstrated this for P-doped Si [45.54] using sam-
ples with two different donor concentrations, 1 × 1017

and 4 × 1017 cm−3. The spectra reveal several pairs
of EPR lines between the hyperfine lines from the
isolated phosphorus atoms. Feher demonstrated that
the number of pairs increased as the concentration of
phosphorus increased, suggesting that at sufficiently
high density the spacing between some of the dopants
is suitable for electron–electron exchange. The work
was extended by Maekawa and Kinoshita studying Si
doped with 1016 –1019 cm−3 phosphorus atoms [45.55].
Temperature-dependent measurements confirmed the
role of the exchange interaction suggested by Feher for
the most lightly doped samples and revealed the pres-
ence of electron-hopping and impurity-band conduction
at the highest temperatures.

Bencini and Gatteschi discuss the role of the ex-
change interaction in EPR spectra for a variety of
different circumstances ranging from transition-metal
dopants to protein-based systems [45.56]. All cases in-
cluding exchange and superexchange are discussed. The
emphasis of these types of studies is distinctively differ-
ent from that discussed above for the nondilute systems.
For example, spin–spin correlation as well as spin–
spin and spin–lattice relaxation times, are emphasized.
Nuclear hyperfine may often be lost in the typically
large line widths of exchange-dominated systems. Thus,
the interaction of the defects with the local environ-
ment are the focus of the study, rather than the detailed
atomic structure of a specific defect. Finally, the case of
a nondilute system of a ferromagnetic material should
be pointed out, in which the collection of spins creates
a magnetic field without the application of an applied
field. The magnetic resonance of such a system, referred
to as ferromagnetic resonance, requires entirely differ-
ent analysis from the paramagnetic resonance discussed
in this chapter. The reader should consult [45.57,58] for
information on ferromagnetic resonance.

Much of the literature of nondilute systems is con-
cerned with one- and two-dimensional systems of spins,
reminiscent of dangling bonds at an extended defect.
Unfortunately, sensitivity may present a limitation. In
the case of strongly coupled spins, the minimum de-
tectable number of spins would be severely crippled
by the line width typical of dilute systems. Specifics
are difficult to estimate, but most nondilute systems
produce line widths hundreds of G wide, thereby de-
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creasing EPR sensitivity from the typical 1011 spins
to 1014 spins. Consider a material with 108 cm−2 line
defects each 1 μm long, consisting of 1 × 103 defects.
This yields 1 × 1011 defects in each cm2 of material,

an amount on the edge of detectability for even a 1 G
line width. However, in emerging materials where the
concentration of extended defects may greatly exceed
108 cm2, EPR detection may not be unrealistic.

45.4 Supplementary Instrumentation and Supportive Techniques

As with any technique, correlation studies using data
obtained from other techniques or the incorporation of
additional instrumentation enhances the amount of in-
formation gained from the study. Many different types
of techniques and layers of instrumentation have ex-
panded the capabilities of EPR over the years. First,
one example using additional instrumentation will be
presented: photo-EPR. Then several correlation stud-
ies will be discussed, including electrical measurements
and thermal annealing. Additional examples involving
expanded instrumentation are briefly reviewed in the
final section of the chapter.

In this section the term defect level is used ex-
tensively, so the reader must fully understand what it
means. A defect level is similar to an ionization energy
in that it represents the difference in energy between
two charge states. In the case of ionization, however,
the final state is represented by an electron infinitely far
away from the ion. For a defect in a crystal, the elec-
tron is located in the conduction band after removal
from the defect. The defect level is the energy neces-
sary to remove an electron from a defect and place it
in the conduction band. Similarly, a defect level may be
viewed as the energy required to excite an electron from
the valence band to the defect. The level is represented
schematically as shown in Fig. 45.20. The lines labeled
Ev and Ec are the valence- and conduction-band edges,
respectively. The line labeled X−/0 is the defect level,
representing the energy required to change the charge

Ec

Ev

Eg X –/0

Fig. 45.20 Schematic en-
ergy diagram illustrating the
concept of a defect level
X−/0 (see text)

state of defect X from negative to neutral. The inverse,
the energy required to change defect X from neutral to
negative, is the same level. Since a defect level is always
quoted with respect to a band edge, it is typically written
as Ec − Ex or Ev + Ex. From the discussion, it should
be clear that a defect level has meaning only with re-
spect to specific charge states. That is, the statement the
defect level of boron in SiC is ambiguous. One should
say the defect level of boron from the neutral to negative
charge state, or B−/0. However, for typical acceptor and
donor impurities the charge states are well known and
often omitted. For less common impurities the complete
statement is imperative to avoid confusion.

Several different descriptive terms are used in con-
junction with a defect level. Shallow and deep are used
to distinguish the energy difference between the level
and a band. The former generally refers a defect level
that may be depopulated at room temperature; the lat-
ter implies any level sufficiently far from a band such
that it is stable at room temperature. Recently a third
descriptor, mid-gap level, has been introduced. This
term applies to a level that is close to the center of
the bandgap of a wide-bandgap semiconductor. Opera-
tionally, it generally refers to a level more than about
1 eV from either band edge, and one that is not eas-
ily detected by conventional thermal techniques such as
deep-level transient spectroscopy.

Some defects have more than one level in the
bandgap. The term amphoteric is used if the levels
are X0/+ and X−/0, where the former is referred to
as a donor level and the latter as an acceptor level.
Confusion arises when one talks about transition-metal
defects because the original work was performed on
ionic insulators rather than semiconductors. Thus, the
ionic notation is used. For example, for vanadium with
five outer electrons in tetrahedrally bonded SiC, the
neutral state is referred to as V4+ because four of the
five outer electrons are transferred to the four positive C
atoms surrounding the site. The V4+/5+ level is referred
to as the donor level because the vanadium becomes
neutral (V4+) after releasing an electron to the conduc-
tion band. Similar V3+ is negative and V3+/4+ is the
acceptor level.
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Another confusion that may arise is the difference
between a defect level measured using a standard ther-
mal technique such as deep-level transient spectroscopy
(DLTS) and an optical method, such as optical absorp-
tion. The former detects transitions between ground
states, whereas in the latter measurement the final state
may be an excited state of the optically induced charge
state. In other words, using thermal methods one sense
only zero-phonon transitions, whereas optical excita-
tion induces the Franck–Condon (vertical) transition.
By definition, a defect level is a thermally determined
entity. The energy difference between the zero-phonon
and Franck–Condon levels may be interpreted in terms
of a structural relaxation of the defect, as is discussed
by Godlewski et al. [45.59–61].

45.4.1 Photo-EPR

As mentioned earlier, optical illumination may excite
the EPR active state of a defect in two different ways.
Diamagnetic (S = 0) centers may be excited to their
triplet (S = 1) state where the Δms = 1 transitions
within the S = 1 manifold may be seen. An example
involving the P6/P7 centers was presented. In this sec-
tion, photo-EPR involving a change in charge state is
discussed. Radiation such as near-infrared, visible or
ultraviolet may ionize a defect by removing an elec-
tron to the conduction band or by exciting an electron
from the valence band. This not only enables detec-
tion of previously nonparamagnetic centers, but may
lead to determination of the electrical level of the de-
fect [45.59–61]. For instance, the transition of vanadium
from the 4+ to 5+ charge state V4+/5+ was found to
be 1.6 eV above the valence-band edge Ev using photo-
EPR [45.22]. Several groups have presented studies for
the defect level of the carbon vacancy Vc [45.62–64],
and Son and coworkers used photo-EPR to address the
levels of several different defects in SiC [45.65].

The technique consists of measuring the resonance
signal during illumination with sub-bandgap light, usu-
ally from a 100 W-lamp monochromator system. Two
different approaches may be used: steady-state and
time-dependent photo-EPR. Almost all of the studies
involve the former because the latter involves extensive
time and is feasible only for defects with sufficiently
long relaxation times. The typical time for an EPR scan,
tens of seconds, limits the temporal resolution and the
type of defects studied. Nevertheless, Godlewski and
coworkers applied time-dependent EPR to impurities in
ZnS and GaAs [45.59, 60]. Experimentally, the inten-
sity of an EPR signal is monitored as a function of time

while illuminating the sample with a fixed photon en-
ergy, and the time dependence is fitted to one of many
equations depending on the types of transitions in-
volved. Cases involving interaction between acceptors,
donors, and conduction/valence bands are thoroughly
covered in a review article by Godlewski [45.61].

To understand the analysis, consider the simplest
case of a single transition involving defect ionization
of an electron to the conduction band. The time de-
pendence of the signal intensity recorded at a specific
wavelength should follow a first-order kinetic process

Δn(t) ∝ 1− exp

(−t

τ

)
, (45.10)

where Δn represents the normalized change in defect
concentration during illumination and τ is the time con-
stant for the process. If the incident light intensity I can
be measured, the cross section σ can be calculated from
1
τ

= Iσ . The intensity of light inside the sample may
be estimated if all of the optical properties of the ma-
terial are known. Typically samples are transparent to
the illumination wavelengths used in photo-EPR, so the
incident intensity serves as a good approximation to the
intensity of light at the defect. Ideally, a plot of the cross
section versus excitation wavelength produces a curve
with a threshold reflecting the defect level of the center.
Figure 45.21 illustrate some of these ideas, where the
time evolution of the V+

c signal in 4H-SiC is shown for
excitation energies of 1.73 eV (Fig. 45.21a) and 2.3 eV
(Fig. 45.21b). The data represent two processes: one
for ionization of an electron from V0

c to the conduc-
tion band (Fig. 45.21b) and the second for excitation of
an electron from the valence band to V+

c (Fig. 45.21a).
The good fit to a single exponential (solid line) supports
a model based on a simple transition involving only
one defect. When measurements are made with suffi-
ciently low light intensity such that the number of V+

c
defects generated by the light is proportional to I , the
cross sections are shown to be on the order of 10−15 and
10−16 cm2 for ionization to the conduction band and
excitation from the valence band, respectively [45.64].
Unfortunately, the very long time constants typical of
these samples precluded a detailed study of the energy
dependence of the cross section. However, the two en-
ergies measured at the shortest time constants, 2.3 eV
and 1.78 eV, may be used as estimates for the transi-
tions energy from the defect to Ec and from Ev to the
defect. The fact that they sum to a quantity larger than
the bandgap of 4H-SiC (3.26 eV) suggests that some
of the energy is consumed by relaxation of the defect
upon capture or release of an electron. The value for
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Fig. 45.21a,b Time-dependent photo-EPR data of V+
c measured in high-purity semi-insulating 4H-SiC. The photon

energy used was (a) 1.78 and (b) 2.3 eV. The solid lines are exponential fits to the data

the relaxation energy extracted from the data, 0.8 eV, is
consistent with that predicted by theory, supporting the
simple interpretation of the results [45.66]. Analysis of
steady-state photo-EPR data yields a similar result for
the relaxation energy [45.66].

A more thorough application of time-dependent
photo-EPR is presented by Godlewski [45.61]. Here, de-
fect relaxation as well as phonon coupling and a model
of the purely electronic cross section are included in the
energy dependence of the photo-EPR optical cross sec-
tion used to fit the data. Thermalization measurements
are included along with the optically induced spectra to
study the influence of defects with levels located very
close to a band edge. The defect levels and relaxation
energy are determined for Cr+/++ in ZnS and GaAs.
These values, which compare favorably with those ob-
tained from optical absorption studies, provide validity
to the photo-EPR approach.

Although powerful, time-dependent photo-EPR re-
quires that the transition times be long enough to
be detected by the relatively slow EPR measurements
and short enough to be measured within the life-
time of an experimentalist. The steady-state photo-EPR
method provides a simpler approach to determining
defect levels; however, the technique cannot distin-
guish the influence of multiple transitions and is
therefore limited to pure materials in which a sin-
gle dominant defect prevails. The term steady state
photo-EPR refers to measuring the EPR signal after

a fixed period of illumination at a selected wave-
length. Results obtained on high-purity SiC are shown
in Fig. 45.22, for V+

c (brown circles), nitrogen (trian-
gles), and boron (gray circles). In general, the threshold
at 1.5 eV in the V+

c data is interpreted as the tran-
sition of the electron from Ev to the defect and the
one at 1.7 eV is thought to represent the transition
from the defect to the conduction band. The thresh-

[Vc]/[Vc]max [B,N]/[Vc]max
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Fig. 45.22 Steady-state photo-EPR data obtained from
high-purity semi-insulating 4H-SiC. The left vertical axis
reflects the relative concentration of V+

c (brown circles);
the right, boron (gray circles) or nitrogen (triangles)
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olds are equivalent to transition energies obtained using
thermal excitation in that they typically represent zero-
phonon transitions. As such, the difference between
each threshold value and the energy obtained from
the time-dependent data of Fig. 45.21 is the difference
between the Franck–Condon and zero-phonon transi-
tions. In other words, the difference is a measure of
the relaxation energy. However, as Fig. 45.22 shows,
several other photoactive centers are detected, com-
plicating this interpretation. Thus, while interpretation
of the data shown in Fig. 45.22 provides a working
model, many additional studies including comparison
with other techniques need to be performed to com-
pletely understand the transitions.

45.4.2 Correlation with Electrically
Detected Trapping Centers
and Defect Levels

The importance of crystalline semiconductors to the
electronics industry has spurred an overwhelming num-
ber of studies correlating charge-trapping centers and
defect levels to impurities and intrinsic defects. For
example, instabilities in metal–oxide–semiconductor
field-effect transistors (MOSFETs) initiated numerous
experimental programs linking charge-trapping centers
in the thermally grown gate oxides with well-known
EPR defects in quartz and glass [45.5, 6]. In crystalline
materials, the electrical levels in semiconductors de-
tected by deep-level transient spectroscopy (DLTS) and
temperature-dependent Hall measurements (TDH) have
been attributed to EPR-detected defects with similar
thermal properties [45.68, 69]. Also, the interface de-
fects discussed above were widely studied in terms of
their electrically detected counterparts. Below, a few
studies that employ electrical–EPR correlation mea-
surements are summarized.

Before reading the examples, one must appreci-
ate the limitations of comparisons between EPR and
most electrical techniques. The same sample is seldom
used for both measurements because the area required
for an electrical method such as capacitance–voltage
(C–V) or DLTS is often an order of magnitude less that
that required for EPR. Besides, a metal contact is of-
ten necessary for electrical measurement, while a thick
flat metal surface suitable for good electrical contact
severely cripples the sensitivity of EPR. Several vari-
ations have been devised to avoid these difficulties, the
most successful of which is described below, but in most
cases separate pieces are used for the two different types
of measurements.

Acceptor Activation and Passivation
In the bulk of semiconductors, many of the correla-
tion studies focus on the identification of acceptors or
donors and the mechanism by which they are passivated
by hydrogen. The dominant GaN acceptor, magnesium,
provides one example. Using samples with magnesium
concentration in the range 1018 –1019 cm−3 Glaser and
coworkers studied a broad, axially symmetric signal
found only in Mg-doped GaN. Additional work by oth-
ers showed that the passivation of holes and the EPR
defect followed the same trends [45.70, 71]. Activation
by heat treatments in an inert environment produced
similar results for the EPR signal and holes also [45.72].
Figure 45.23 shows a comparison of the resistivity
measured by Nakamura and coworkers (gray squares)
and the intensity of the Mg-related EPR signal (brown
circles) observed in our laboratory during consecutive
annealing treatments in dry N2 [45.67]. In this com-
parison, not only are the samples different physical
pieces, but they were grown by different groups us-
ing somewhat different methods. Nakamura’s samples
were grown by a metalorganic chemical vapor deposi-
tion (MOCVD) technique at 1035 ◦C on a GaN buffer
layer using a sapphire substrate, while our samples were
grown by organometallic CVD on an AlN buffer layer
using an n-type 4H-SiC substrate. Nevertheless, the
comparison is revealing: the resistivity decreases as the
EPR signal intensity increases. This behavior is con-
sistent with the release of hydrogen from an acceptor.
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Fig. 45.23 Relative amount of Mg-related acceptors in
GaN (brown circles) and resistivity (gray squares) after se-
quential annealing treatments in N2 (after [45.67], c© Phys.
Soc. Japan 1992)
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Similar studies of samples grown by molecular-beam
epitaxy and heat treatments in hydrogen are all con-
sistent with the interpretation of acceptor activation
by release of hydrogen [45.71]. Although the need to
activate the CVD-grown GaN acceptor with a post-
growth N2 anneal was well accepted by the time of the
EPR/annealing study, the spectroscopy confirms that the
entity directly involved in the activation process is the
acceptor. Observation of the behavior in only Mg-doped
GaN suggests the relationship with magnesium, and in-
frared (IR) studies have indicated that the acceptor is
a Mg–N complex, consistent with the broad EPR sig-
nal [45.71, 73, 74]. Other studies of acceptor and donor
passivation are described by Gendron and coworkers,
and separately Gerardi et al., studying N-doped (n-type)
and Al-doped (p-type) SiC [45.75, 76].

Deep Levels: DLTS
Naturally, there is a desire to know the physical entity
responsible for the deep levels in semiconductors. In
the early days of Si, DLTS and EPR were often per-
formed in the same laboratory in an effort to understand
the nature of the deep levels. The CiCs (interstitial C–
substitutional C pair) in Si provides one of the most
complete examples linking a deep level to an EPR cen-
ter [45.77, 78]. In this case the metastable properties of
the center were monitored by several techniques, EPR,
DLTS, photoluminescence, and optically detected mag-
netic resonance, allowing for strong correlations to be
developed. The details are found in [45.78]. More re-
cently, the concentration of the Z1/Z2 DLTS signal in
4H-SiC was shown to correlate with an EPR signal
known as SI-5, a high-spin center thought to be a di-
vacancy or Vc–Csi pair [45.68]. Figure 45.24 illustrates
the comparison between the concentration of the SI-5
EPR signal and Z1/Z2. In addition to the one-to-one
correspondence in the number of centers, it was pointed
out that illumination was required to observe SI-5, con-
sistent with the negative U character attributed to the
DLTS signal. Once the model for SI-5 is confirmed,
the DLTS/EPR study will provide a rare assignment
of a physical entity in SiC to a deep level detected by
DLTS.

Compensating Defects
The importance of semi-insulating semiconductor ma-
terials to the formation of high-power electronics has
spurred investigations into the deep level, or more
appropriately mid-gap level, responsible for compen-
sation. The levels are detected with several techniques
including optical DLTS, temperature-dependent Hall

measurements, and photo-EPR. A comparison of the
latter two techniques has led to the assignment of
vanadium and several different intrinsic defects as
compensating centers in SiC [45.69]. However, the con-
clusions should be accepted with a great deal of caution.
First, electrical measurements of these high-resistivity
materials are crippled by the difficulty of making ohmic
contacts. Also, temperature-dependent Hall measure-
ments are often limited to resistivity measurements,
from which the carrier density can be obtained only with
an assumed model for the temperature dependence of
the mobility. Finally, in some cases defect levels are ex-
tracted from steady-state photo-EPR, the limitations of
which were outlined earlier. Nevertheless, the EPR and
electrical studies of these compensating centers have
generated a great deal of information on which to fur-
ther advance the growth and characterization of SiC.
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Fig. 45.24 Concentration of the P6, P7 centers versus con-
centration of the Z1/Z2 defect measured in the different
samples indicated on the graph. The solid line represents
a 1 : 1 correlation; the dashed line is a straight line fit
(after [45.68])
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With more time, the true nature of the compensating
defect(s) may be revealed.

Interface Defects and Defect Level
One last study that deserves mention is the association
of electrically detected states at the interface between Si
and SiO2 with the Si Pb center [45.39]. Unique among
all the investigations described thus far, the interface
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EV ECEnergy (eV)

Dit (1013 eV–1 cm–2)

Fig. 45.25 Interface-state density peaks obtained from an
oxidized Si sample measured in situ during an EPR mea-
surement (after [45.39], c© AIP 1984)
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Fig. 45.26 Concentration of Pb centers obtained from EPR
measurements made on the same sample as in Fig. 45.25
(after [45.39], c© AIP 1984)

state–Pb center correlation was performed in situ. That
is, the capacitance–voltage (C–V) measurements nec-
essary to detect the interface states were measured on
the EPR samples in the microwave cavity. In this way,
sample-to-sample uncertainty was eliminated. The ex-
periment requires special sample preparation because
metal layers necessary for electrical contact severally
reduce EPR sensitivity. The investigators soldered wires
to a thick, 0.0028 cm2 contact pad that was positioned
adjacent a 0.53 cm2 thin (50 nm) contact. As a varying
electrical bias was applied, the small dot was used for
the C–V measurement and the large area was used for
EPR. The data of Figs. 45.25 and 45.26 show the in-
terface state density and relative change in the number
of Pb centers measured at selected values of the ap-
plied bias, respectively. The x-axes of both figures were
derived from the applied gate voltage using standard
analysis, and the y-axis of Fig. 45.26 was extracted from
the derivative of the EPR signal intensity as a function
of bandgap energy [45.39,79]. The similarity of the two
data sets clearly shows that the dangling bonds at the
Si–SiO2 interface are responsible for Dit located 0.3
and 0.8 eV above Ev. Many other electrical measure-
ments and annealing studies have indirectly reaffirmed
this conclusion.

45.4.3 Heat Treatment and EPR

Monitoring changes in the EPR signal during heat treat-
ment may determine many interesting properties of
defects. The changes may be simply intensity changes
as the defect is gradually passivated by an external
species introduced during the anneal or a complete
transformation of the spectrum from one type of center
to another. The heat treatment may be performed either
in situ from 4 to 400 K or ex situ up to any temperature
desired. Keeping the sample in the cavity is a tremen-
dous advantage during an annealing study because it
avoids uncertainties due to sample alignment; however,
a typical cavity can withstand heat only slightly above
room temperature. Special EPR cavities are available
that can be used up to 1000 ◦C; however the cavities
are extremely expensive and found mostly at user facili-
ties. At the opposite extreme, temperatures approaching
millikelvins are achievable in an EPR system, but not
on a regular basis in a typical laboratory. Luckily, many
centers are observable between the temperatures easily
accessible in most facilities, 4–400 K.

The temperature range of ex situ annealing studies
is limited only by the thermal properties of the sample
and furnace availability. Since the sample must be re-

Part
G

4
5
.4



1544 Part G Defects Characterization and Techniques

mounted in the cavity after each anneal, proper sample
alignment is critical, but this is easily accomplished by
thoughtful design of a sample holder. Another consid-
eration in the annealing study is possible changes in the
cavity quality factor Q, a measurement of the system
sensitivity. The sample partially determines Q, so that
any changes caused by heat treatments may change the
sensitivity of the measurement and thus perturb the re-
sults. The most obvious concern is activation of shallow
impurities that contribute to conductivity, one factor that
affects the sensitivity of the cavity directly. To avoid
confusion a standard can be mounted with the sample
on the holder. The standard should contain a well-
established isotropic signal with narrow line width and
a g-value well separated from that of the sample. When
EPR measurements are performed below the freeze-out
temperature for carriers produced from shallow impuri-
ties, the sensitivity changes during the annealing study
are less of a concern; nevertheless, it is good practice
to include the standard during any experiment in which
EPR intensities will be compared.

Another factor to consider when doing annealing
studies is that the amplitude of an EPR signal is in-
versely proportional to the measurement temperature.
This is a concern whenever spectra that are to be com-
pared are measured at different temperatures. In this
situation, one must account for the temperature depen-
dence of the EPR signal by normalizing all spectra
to a chosen temperature before analysis. The temper-
ature dependence of an EPR signal, often referred to
as the Curie law, originates from the statistical differ-
ence between spin populations in the initial and final
energy levels producing the EPR transition. Boltzmann
statistics states that this population difference is expo-
nentially dependent on the temperature and the energy
difference between the spin-up and spin-down states.
The temperature dependence may often be approxi-
mated as 1

T because kBT is typically greater than the
energy difference between the spin states. For measure-
ments below 4 K, however, the exact expression should
be used [45.1].

In situ EPR annealing studies have revealed infor-
mation about the chemical kinetics among different
charge states of defects as well as the mechanisms of
charge transport in materials [45.54, 55, 75, 80]. The
work of Merkle and Maier on the association of metal
impurities with oxygen vacancies in SrTiO3 provides
an example where chemical kinetics are thoroughly
analyzed using samples with different starting con-
centrations of impurities [45.80]. By monitoring the
evolution of Fe3+ and Mn5+ with temperature, the au-

thors extracted the reaction enthalpies and entropies
for the association of the metal impurities with oxy-
gen vacancies. The EPR signals for Fe3+, Mn5+ and the
oxygen-vacancy-related species, Fe3+V0 and Mn5+V0,
were measured between room temperature and 170 K.
Data analysis suggests that almost all the oxygen va-
cancies in Fe-doped material are bound to the iron
impurities at 300 K, but the situation with the Mn is
not as clear. In general, the results have interesting im-
plications for those growing nominally pure titanate
films. If the films are free of metal contaminates, will
the chronic oxygen-deficiency problem associated with
complex oxides be minimized or even eliminated? Such
a question will remain unanswered until a sufficient
quantity of films of repeatable quality is available for
thorough materials characterization, including EPR.

Ex situ EPR/annealing studies range from simply
noting the temperature at which an EPR signal intensity
changes dramatically to a complete kinetic analysis of
the chemical reactions involved in the thermal anneal-
ing process. The former do not need to be discussed
here, but the latter is addressed below using the Si Pb
center as an example.

A very thorough study of hydrogen release from
a passivated Pb center is provided by Brower and
Myer [45.81, 82]. Using (111) Si wafers oxidized to
maximize the number of Pb centers, Brower measured
the intensity of the EPR signal after isothermal vacuum
heat treatments over a temperature range of 500 and
595 ◦C. The low signal-to-noise ratio prevented a more
extensive temperature range. The data were found to
fit a first-order kinetic equation that includes the tem-
poral profile of the furnace and temperature-dependent
rate constant. According to the model, the number of Pb
centers remaining after a anneal at temperature T is

Pb-calc

= N0

(
1− exp

{
− kd0

∫
Tprofile

exp

[
− E d

kBT
(t)

]
dt

})
,

(45.11)

where kd0 is the first-order rate constant, E d is the acti-
vation energy for dissociation, and N0 is the maximum
number of Pb centers measured by EPR. The analy-
sis proceeded as follows. First, kd0 was obtained from
a fit to the time evolution of the Pb center at a fixed
temperature. The rate constants obtained from a range
of temperatures were then fitted to a first-order kinetic
equation to obtain E d. The kd0 and E d values were
then used in (45.11) to determine Pb-calc. Figure 45.27
shows agreement between the values calculated us-
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Fig. 45.27 Fraction of Pb centers calculated using (45.11)
versus fractional Pb density measured after hydrogenation
and subsequent vacuum annealing. The straight line repre-
sents a 1 : 1 correspondence (after [45.82])

ing (45.11) and the experimental data points obtained
between 500 and 595 ◦C. Figure 45.28 shows that simi-
larly good agreement was obtained when D2 instead of
H2 was released from the interface by the vacuum an-
nealing process. The deuterium study provided support
for the involvement of hydrogen in the annealing pro-
cess in that the ratio of the kd0 values extracted from
the H2 and D2 data agreed with that expected from
the different vibrational frequencies for hydrogen and
deuterium. Complete analysis of the data yields val-
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Fig. 45.28 Fraction of Pb centers calculated using (45.11)
versus fractional Pb density measured after deuterium heat
treatment and subsequent vacuum annealing. The straight
line represents a 1 : 1 correspondence (after [45.82])

ues of k d0 = 1.2 × 1012 s−1 and E d = 2.56±0.06 eV for
the dissociation process PbH → Pb +H. Earlier studies
of the passivation process Pb +H → PbH had yielded
E d = 1.66±0.06 eV. Brower used both sets of values
to describe the dissociation of H2 in semiconductors.
Similar studies involving passivation of donors and ac-
ceptors in semiconductors exist in the literature [45.71,
75, 76]. Most are not as thorough as the one described
here, but all provide insight into the chemical entities
involved in the annealing treatments.

45.5 Summary and Final Thoughts

Electron paramagnetic resonance spectroscopy ulti-
mately determines the spin wavefunction by probing
the Δms transitions at paramagnetic defects. After in-
tensive measurement and analysis, which often includes
a comparison with theoretical calculations, a picture of
a defect emerges including the identity of the nucleus
(nuclei), symmetry, charge state, and absolute number
of defects. The experimental procedure may be sum-
marized as follows. A spectrum is obtained by placing
a sample in a bath of 10 GHz microwaves situated be-
tween the poles of an electromagnet. The magnetic field

is ramped to remove the spin degeneracy of the ground
state. When the energy difference between the ms levels
equals that of the microwave energy, the sample ab-
sorbs the microwaves and this absorption is detected by
the external circuitry. The spectrum reflects the deriva-
tive of the absorption because the ramped magnetic
field is modulated. Phase-sensitive detection is used
to monitor the microwave intensity returned from the
sample.

Once a spectrum is obtained, it can be interpreted
in terms of the Zeeman, nuclear hyperfine, and nuclear
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fine-structure terms as shown in (45.9). The g-value
is determined from the first term and zero crossing of
the EPR signal, and the angular dependence of g es-
tablishes the symmetry of the center. The second term
relates directly to the nuclei that are involved in the
defect. The number of hyperfine lines and their inten-
sity is determined by the spin and isotopic abundance
of the nucleus. This is often enough to identify the
chemical elements forming the defect. Together with
the angular dependence of the separation between the
hyperfine lines, data may be compared with theory to
establish the defect structure and charge state. Addi-
tional information is obtained from the fine-structure
term, which reflects the spin multiplicity and can some-
times directly determine the charge state of the center.
Although not every defect provides all this information,
many may be thoroughly described by their electron
paramagnetic resonance spectrum, as is illustrated many
times throughout this chapter.

Throughout the past five decades, multitudes of in-
tensive investigations have identified intrinsic defects
and impurities in semiconductors and insulators. Of-
ten, a spectrum measured from a newly obtained sample
is easily identified after a reasonable literature search.
With the type of defect known, additional experiments
may be performed to determine other parameters such
as defect level, transport mechanisms or dissociation en-
ergy. Examples of such studies are discussed throughout
this chapter.

Finally, the reader should be made aware of the
many sophisticated versions of magnetic resonance that
are not described in this chapter. The most powerful
for determining defect structure is electron nuclear dou-
ble resonance (ENDOR). Developed by Feher in the
early 1950s, the technique allows for direct detection
of the nucleus by monitoring the nuclear spin flips
during an EPR experiment. The technique avoids the

ambiguity often encountered when measuring hyperfine
line intensities by monitoring the nuclear resonance di-
rectly. Because the sensitivity of ENDOR is lower than
that of EPR, films are rarely measured. On the other
hand, a variation of magnetic resonance that monitors
the change in luminescence when sweeping through
the resonance field is ideal for studying small samples.
Optically detected magnetic resonance (ODMR) com-
bines the spectroscopic selectivity of EPR with the high
sensitivity of photoluminescence. ODMR uses the ap-
plied magnetic field to flip the electron spin, so that
previously spin-forbidden electronic transitions become
allowed or allowed transitions become spin-forbidden.
Basically, one excites the sample at a luminescence
peak and ramps the magnetic field through resonance,
causing the peak to increase or decrease depending on
the exact nature of the transition. A second technique
that is amenable to thin films is electrically detected
magnetic resonance (EDMR). An electron–hole re-
combination current is monitored while the magnetic
field is ramped through resonance. When the spins
flip, the current changes because the electron–hole re-
combination transition is controlled by spin selection
rules. Although most of the spectroscopic informa-
tion is lost in the generally broadened signals, the
high sensitivity of EDMR allows for studies of inter-
faces in a transistor-type structure. Thus, the technique
is invaluable if direct comparison with electronic de-
vice characteristics is desired. Additional variations on
EPR exist, including measurements in the time do-
main. However such pulsed-EPR techniques are seldom
applied to crystals and are not typically classified as
materials characterization techniques because of their
inherent complexity and the fundamental nature of the
information extracted. All of the magnetic resonance
methods mentioned in this closing comment are out-
lined in [45.1], where further details may be obtained.
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Defect Charac46. Defect Characterization in Semiconductors
with Positron Annihilation Spectroscopy

Filip Tuomisto

Positron annihilation spectroscopy is an ex-
perimental technique that allows the selective
detection of vacancy defects in semiconductors,
providing a means to both identify and quantify
them. This chapter gives an introduction to the
principles of the positron annihilation techniques
and then discusses the physics of some interesting
observations on vacancy defects related to growth
and doping of semiconductors. Illustrative exam-
ples are selected from studies performed in silicon,
III-nitrides, and ZnO.

A short overview of positron annihilation spec-
troscopy is given in Sect. 46.1. The identification of
vacancies and their charge states is described in
Sect. 46.2; this section also discusses how ion-type
acceptors can be detected due to the positrons’
shallow Rydberg states around negative ions. The
role of vacancies in the electrical deactivation of
dopants is discussed in Sect. 46.3, and investi-
gations of the effects of growth conditions on
the formation of vacancy defects are reviewed in
Sect. 46.4. Section 46.5 gives a brief summary.
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Many techniques are applied to identify defects in semi-
conductors on the atomic scale. The role of the positron
annihilation method is due to its ability to selectively
detect vacancy-type defects. This is based on two spe-
cial properties of the positron: it has a positive charge
and it annihilates with electrons. An energetic positron
which has penetrated into a solid rapidly loses its energy
and then lives a few hundred picoseconds in thermal
equilibrium with the environment. During its thermal
motion the positron interacts with defects, which may
lead to trapping into a localized state. Thus the final

positron annihilation with an electron can happen from
various states.

Energy and momentum are conserved in the annihi-
lation process, where two photons of about 511 keV are
emitted in opposite directions. These photons carry in-
formation on the state of the annihilated positron. The
positron lifetime is inversely proportional to the electron
density encountered by the positron. The momentum
of the annihilated electron causes an angular deviation
from the 180◦ straight angle between the two 511 keV
photons and creates a Doppler shift in their energy. Thus
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the observation of positron annihilation radiation gives
experimental information on the electronic and defect
structures of solids.

The sensitivity of positron annihilation spec-
troscopy to vacancy-type defects is easy to understand.
The free positron in a crystal lattice feels strong re-
pulsion from the positive ion cores. An open-volume
defect such as a vacant lattice site is therefore an at-
tractive center where the positron gets trapped. The
reduced electron density at the vacant site increases
the positron lifetime. In addition, the missing va-
lence and core electrons cause substantial changes in
the momentum distribution of the annihilated elec-
trons. Two positron techniques have been efficiently
used in defect studies in semiconductors, namely the
positron lifetime and the Doppler broadening of the
511 keV line. There are three main advantages of
positron annihilation spectroscopy, which can be listed
as follows. First, the identification of vacancy-type
defects is straightforward. Second, the technique is
strongly supported by theory, since the annihilation
characteristics can be calculated from first principles.
Finally, positron annihilation can be applied to bulk
crystals and thin layers of any electrical conduction
type.

The experimental and theoretical bases of the
positron annihilation spectroscopy of vacancies in
metals and alloys were developed in the 1970s. Its
applications started gradually to widen to semicon-
ductors in the beginning of the 1980s. At that time
the low-energy positron beam was also developed and
opened an avenue for defect studies of epitaxial layers
and surface regions. The positron annihilation method

has had a significant impact on defect spectroscopy
in solids by introducing an experimental technique for
the unambiguous identification of vacancies. Native
vacancies have been observed at high concentrations
in many compound semiconductors, and their role in
doping and compensation can now be quantitatively
discussed.

In addition to vacancy defects, positrons may
become confined to interesting regions of low-
dimensional structures in semiconductors such as quan-
tum wells, heterointerfaces and quantum dots due to
favorable affinity or internal electric fields. The annihi-
lation radiation carries information on the details of the
electronic and atomic structures and the chemical com-
position of the annihilation site. We will, however, in
this chapter concentrate on studies of vacancy defects
which combined with, e.g., electrical measurements
provide quantitative information on electrical compen-
sation.

The aim of this chapter is twofold. We first want
to introduce the principles of the positron annihilation
techniques and then to discuss the physics of some
interesting observations on vacancy defects related to
growth and doping of semiconductors. For the sake of
coherence, the illustrative examples are selected from
the studies performed by the positron group of the
Helsinki University of Technology in Si, III-nitrides,
and ZnO. For full information on all the published
works on positron annihilation in semiconductors, we
refer to earlier review articles [46.1–4], books and book
chapters [46.5–10], the proceedings of the International
Conference on Positron Annihilation (ICPA), and other
references therein.

46.1 Positron Annihilation Spectroscopy

In this section we review the principles of positron
annihilation spectroscopy and describe the experimen-
tal techniques. Thermalized positrons in lattices behave
like free electrons and holes. Analogously, positrons
have shallow hydrogenic states at negative ions such
as acceptor impurities. Furthermore, vacancies and
other centers with open volume act as deep traps for
positrons. These defects can be detected experimentally
by measuring either the positron lifetime or the mo-
mentum density of the annihilating positron–electron
pairs (Doppler broadening of the annihilation radia-
tion). For the sake of clarity, we will concentrate on
the measurements of those two quantities, as these two

methods are the most used in defect studies in semicon-
ductors. Descriptions of other techniques can be found
in, e.g., [46.9].

46.1.1 Positron Implantation
and Diffusion in Solids

The basic principle of a positron experiment is shown
in Fig. 46.1. Positrons are easily obtained from radioac-
tive (β+) isotopes such as 22Na (other possible isotopes
are, e.g., 58Co, 64Cu, and 68Ge). The most commonly
used isotope is 22Na, where the positron emission is ac-
companied by a 1.27 MeV photon. This photon is used
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in positron lifetime experiments as the time signal of
the positron emission from the source. The stopping
profile of positrons from the β+ emission is exponen-
tial [46.6, 11]. For the 22Na source, where the positron
energy distribution extends to Emax = 0.54 MeV, the
positron mean stopping depth is about 110 μm in Si
and 40 μm in GaN. The positrons emitted directly from
a radioactive source thus probe the bulk of a solid.

Low-energy positrons are needed for studying thin
overlayers and near-surface regions. Positrons from the
β+ emission are first slowed down and thermalized in
a moderator. This is usually a thin film placed in front
of the positron source and made of a material (e.g., Cu
or W) that has a negative affinity for positrons. Ther-
malized positrons close to the moderator surface are
emitted into the vacuum with energy of the order of
1 eV and a beam is formed using electric and magnetic
fields. The positron beam is accelerated to a tunable
energy of 0–40 keV, giving the possibility to control
the positron stopping depth in the sample. The typi-
cal intensity of a positron beam created in this way is
104 –106 e+s−1. Another way of producing a positron
beam is through the electron–positron pair production
process. This, however, requires a remarkably larger
facility (e.g., a nuclear reactor) and hence not many
such beams exist in spite of the advantage of obtain-
ing a beam intensity several orders of magnitude higher
than that of a conventional beam.

For monoenergetic positrons, the stopping profile
can be described by a derivative of a Gaussian func-
tion, i. e., a Makhov profile, with a mean stopping
depth [46.2, 11]

x = 0.886x0 = AEn (keV) , (46.1)

where E is the positron energy, A = (4/ρ)μg/cm2;
n ≈ 1.6, and ρ is the density of the material in g/cm3.
The mean stopping depth varies with energy from 1 nm
up to a few microns. A 20 keV energy corresponds
to 2 μm in Si and 0.8 μm in GaN. The width of the
stopping profile is rather broad and hence the positron
energy must be carefully chosen so that, e.g., the signal
from an overlayer is not contaminated by that from the
substrate or the surface.

In a solid, the fast positron rapidly loses its en-
ergy through ionization and core electron excitation.
Finally, the positron momentum distribution relaxes to
a Maxwell–Boltzmann distribution through electron–
hole excitation and phonon emission. The thermal-
ization time at 300 K is 1–3 ps, i. e., much less than
a typical positron lifetime of 200 ps [46.12, 13]. The

Doppler broadening of the
511 keV annihilation line

Annihilation γ
511 keV ± ΔE

511 keV    ΔE

Birth γ
1.27 MeV

Fast positrons
E = 0–540 keV

Positron lifetime

1–100 μm

22Na
e+ e–

±

Fig. 46.1 Schematic figure of a positron experiment, where the
positrons are implanted into a sample from a 22Na source. The
positron lifetime is determined as the time difference between the
511 keV annihilation photons and the 1.27 MeV photon emitted to-
gether with the positron from 22Na. The Doppler shift ΔE results
from the momentum of the annihilating electron–positron pairs

positron behaves thus as a fully thermalized particle in
semiconductors.

The transport of thermalized positrons in solids can
be described by diffusion theory. The positron diffusion
coefficient has been measured in several semiconduc-
tors by implanting low-energy positrons at various
depths and observing the fraction which diffuses back
to the entrance surface [46.14–16]. The diffusion co-
efficient D+ at 300 K is in the range 1.5–3 cm2 s−1.
The total diffusion length during the finite positron life-
time τ is

L+ = (6D+τ)1/2 ≈ 5000 Å . (46.2)

If defects are present, the positron may get trapped be-
fore annihilation and this naturally reduces the effective
diffusion length. On the other hand, the presence of
an electric field, due to, e.g., charging of the sample
surface, increases the effective diffusion length.

46.1.2 Positron States
and Annihilation Characteristics

Positron Wavefunction and Lifetime,
and the Momentum Distribution
of the Annihilation Radiation

After implantation and thermalization positrons in
semiconductors behave like free carriers (i. e., the
positron state is a Bloch state in a defect-free lat-
tice). Various positron states yield specific annihilation
characteristics that can be experimentally observed in
positron lifetime and Doppler broadening experiments.
The positron wavefunction can be calculated from the
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one-particle Schrödinger equation [46.3]

− �
2

2m
∇2Ψ+(r)+ V (r)Ψ+(r) = E+Ψ+(r) , (46.3)

where the positron potential consists of two parts

V (r) = VCoul(r)+ Vcorr(r) . (46.4)

The first term is the electrostatic Coulomb potential and
the second term takes into account the electron–positron
correlation effects. Many practical schemes exist for
solving the positron state Ψ+ from the Schrödinger
equation [46.3, 17].

A positron state can be characterized experimentally
by measuring the positron lifetime and the momentum
distribution of the annihilation radiation. These quan-
tities can also be calculated once the corresponding
electronic structure of the solid system is known. The
positron annihilation rate λ, the inverse of the positron
lifetime τ , is proportional to the overlap of the electron
and positron densities

1/τ = λ = π r2
0c

∫
dr |Ψ+(r)|2 n(r)γ [n(r)] ,

(46.5)

where r0 is the classical electron radius, c is the ve-
locity of light, n(r) is the electron density, and γ (n) is
the enhancement factor that accounts for the pile-up of
the electron density at the positron beyond the (average)
density n(r) [46.3]. The momentum distribution ρ(p) of
the annihilation radiation is a nonlocal quantity and re-
quires knowledge of all the electron wavefunctions Ψi
overlapping with the positron. It can be written in the
form

ρ(p) = πr0c

V

∑
i

∣∣∣∣
∫

dr e−iprΨ+(r)Ψi (r)
√

γi (r)

∣∣∣∣
2

,

(46.6)

where V is the normalization volume and γi (r) may
depend only on i or on r. A Doppler broadening experi-
ment measures the longitudinal momentum distribution
along the direction of the emitted 511 keV photons, de-
fined here as the z-axis

ρ(pL) =
∞∫

−∞

∞∫
−∞

dpx dpyρ(p) . (46.7)

It should be noted that the momentum distribution ρ(p)
of the annihilation radiation is mainly that of the an-
nihilating electrons seen by the positron, because the
momentum of the thermalized positron is negligible.

ZnO bulk

Fig. 46.2 Delocalized positron density in a perfect ZnO
lattice according to theoretical calculations. The c-axis of
the wurtzite structure is in the vertical direction in the fig-
ure plane. The positions of the Zn and O atoms are marked
with larger and smaller thick open circles, respectively.
The contour spacing is 1/7 of the maximum value, the
darkest line denoting the highest value

As an example, the calculated positron density in
a perfect ZnO wurtzite lattice is shown in Fig. 46.2. For
details of the calculations see [46.18]. The positron is
delocalized in a Bloch state with k+ = 0. Due to the
Coulomb repulsion by positive ion cores, the positron
wavefunction has its maximum at the interstitial space
between the atoms. The positron energy band E+(k) is
parabolic and free-particle-like with an effective mass
of m∗ ≈ 1.1 m0 [46.3].

Deep Positron States at Vacancy Defects
In analogy to free carriers, also the positron has lo-
calized states at lattice imperfections. At vacancy-type
defects where ions are missing, the repulsion sensed
by the positron is lowered and the positron feels these
kinds of defects as potential wells. As a result, local-
ized positron states at open-volume defects are formed.
The positron ground state at a vacancy-type defect is
generally deep: the binding energy is about 1 eV or
more [46.3]. Figure 46.3 shows the calculated density
of the localized positron at unrelaxed Zn and O vacan-
cies in ZnO. The positron wavefunction is confined in
the open volume formed at the vacancy. The localiza-
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Zn vacancy, unrelaxed O vacancy, unrelaxed

Fig. 46.3 Localized positron density in a perfect ZnO lattice according to theoretical calculations. The c-axis of the
wurtzite structure is in the vertical direction in the figure plane. The positions of the Zn and O atoms are marked with
larger and smaller thick open circles, respectively. The contour spacing is 1/7 of the maximum value, the darkest line
denoting the highest value

tion is clearly stronger in the case of the Zn vacancy
because the open volume of VZn is much larger than
that of VO.

In a vacancy defect the electron density is locally
reduced. This is reflected in the positron lifetimes,
which are longer than in the defect-free lattice. For
example, the calculated lifetimes in the unrelaxed
Zn and O vacancies are 45 ps and 3 ps longer than
in the perfect lattice. The longer positron lifetime
at VZn is due to the larger open volume compared
with that of VO. The positron lifetime measurement
is thus a probe of vacancy defects in materials.
Positron annihilation at a vacancy-type defect leads
also to changes in the momentum distribution ρ(p)
probed by the Doppler broadening experiment. The
momentum distribution arising from valence electron
annihilation becomes narrower due to a lower electron
density. In addition, the localized positron at a va-
cancy has a reduced overlap with ion cores, leading
to a considerable decrease in annihilation with high-
momentum core electrons. In our model case of ZnO,
where the dominant contribution to the high-momentum
part of the distribution comes from the Zn 3d elec-
trons, the changes in the momentum distribution are
more pronounced when positrons are trapped at Zn
vacancies.

The comparison of the measured positron lifetimes
and Doppler broadening spectra with the theoretically
calculated data for specific defects provides a very ef-
ficient tool for identification of the observed vacancy
defects. Several ab initio approaches have been stud-
ied in recent years [46.17, and the references therein].
The agreement between theory and experiment is ex-
cellent in terms of differences or ratios between the
data for defects and the perfect lattice. Also quantita-
tive agreement has been obtained in many materials,
but all the theoretical schemes applied so far seem to
have problems with the treatment of 3d electrons, ei-
ther under- or overestimating their contribution to the
positron annihilation data. For example, in the case of
ZnO, the calculated lifetimes in the perfect lattice range
from about 140 to 180 ps [46.19, 20], depending on
the scheme, while the experimentally determined bulk
lifetime is 170 ps [46.20, 21]. On the other hand, the
calculated differences in the lifetimes and the ratios
of the momentum distributions between the defect and
bulk states agree very well with experiments [46.17,20,
22].

Shallow Positron States at Negative Ions
A negatively charged impurity atom or an intrinsic point
defect can bind positrons at shallow states even if these
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defects do not contain open volume [46.23, 24]. Being
a positive particle, the positron can be localized at the
hydrogenic (Rydberg) state of the Coulomb field around
a negatively charged center. The situation is analogous
to the binding of an electron to a shallow donor atom.
The positron binding energy at the negative ion can be
estimated from the simple effective-mass theory

Eion,n = 13.6 eV

ε2

(
m∗

m0

)
Z2

n2 ≈ 10–100 meV ,

(46.8)

where ε is the dielectric constant, m∗ is the effec-
tive mass of the positron, Z is the charge of the
negative ion, and n is the quantum number. With
m∗ ≈ m0, Z = 1–3, and n = 1–4, (46.8) yields typ-
ically Eion = 10–100 meV, indicating that positrons
are thermally desorbed from the Rydberg states at
100–300 K.

The hydrogenic positron state around a negative ion
has a typical extension of 10–100Å and thus positrons
probe the same electron density as in the defect-free
lattice. As a consequence, the annihilation character-
istics (positron lifetime, positron–electron momentum
distribution) are not different from those in the lattice.
Although the negative ions cannot be identified with
the experimental parameters, information on their con-
centration can be obtained in the positron lifetime and
Doppler broadening experiments when they compete
with vacancies in positron trapping [46.23, 24].

46.1.3 Positron Trapping at Point Defects

Positron Trapping Rate
and Trapping Coefficient

The positron transition from a free Bloch state to a lo-
calized state at a defect is called positron trapping. The
trapping is analogous to carrier capture. However, it
must be fast enough to compete with annihilation. The
positron trapping rate κ onto a defect D is proportional
to the defect concentration cD

κD = μDcD . (46.9)

The trapping coefficient μD depends on the defect
and the host lattice. Since the positron binding energy
at vacancies is typically > 1 eV, the thermal escape
(detrapping) of positrons from the vacancies can usu-
ally be neglected. Due to the Coulomb repulsion, the
trapping coefficient at positively charged vacancies
is so small that the trapping does not occur during
the short positron lifetime of a few hundred picosec-
onds [46.25]. Therefore, the positron technique does

not detect vacancies or other defects in their positive
charge states. The trapping coefficient at neutral va-
cancies is typically μD ≈ 1014 –1015 s−1 independently
of temperature [46.25–27]. This value means that neu-
tral vacancies are observed when their concentration is
≥ 1016 cm−3.

The positron trapping coefficient at negative va-
cancies is typically μD ≈ 1015 –1016 s−1 at 300 K
temperature [46.25–27]. The sensitivity to detect neg-
ative vacancies is thus ≥ 1015 cm−3. The experimental
fingerprint of a negative vacancy is the increase of μD
with decreasing temperature [46.26, 27]. The T−1/2 de-
pendence of μD is simply due to the increase of the
amplitude of the free positron Coulomb wave in the
presence of a negative defect as the thermal velocity
of the positron decreases [46.25]. The temperature de-
pendence of μD allows to experimentally distinguish
negative vacancy defects from neutral ones.

The positron trapping coefficient μion at the hydro-
genic states around negative ions is of the same order
of magnitude as that at negative vacancies [46.24, 28].
Furthermore, the trapping coefficient exhibits a similar
T−1/2 temperature dependence. Unlike in the case of
vacancy defects, the thermal escape of positrons from
the negative ions plays a crucial role at usual experi-
mental temperatures. The principle of detailed balance
yields the following equation for the detrapping rate δion
from the hydrogenic state [46.3]

δion = μion

(
2πm∗kBT

h2

)3/2

exp

(
− Eion

kBT

)
.

(46.10)

Typically ion concentrations above 1016 cm−3 influence
positron annihilation at low temperatures (T < 100 K),
but the ions are not observed at high temperatures (T >

300 K), where the detrapping rate (46.10) is large.

Kinetic Trapping Model
In practice the positron annihilation data is analyzed in
terms of kinetic rate equations describing the positron
transitions between the free Bloch states and localized
states at defects [46.8–10]. Very often the experimen-
tal data show the presence of two defects, one of which
is a vacancy and the other is a negative ion. The proba-
bility of a positron to be in the free state is nB(t), to be
trapped at vacancies is nV(t), and to be trapped at ions
is nion(t). We can write the rate equations as

dnB

dt
= − (λB +κV +κion) nB + δionnion , (46.11)
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dnV

dt
= κVnB −λVnV , (46.12)

dnion

dt
= κionnB − (λion + δion) nion , (46.13)

where λ, κ, and δ refer to the corresponding annihila-
tion, trapping, and detrapping rates.

Assuming that the positron at t = 0 is in the free
Bloch state, (46.11–46.13) can be solved and the prob-
ability of a positron to be alive at time t is obtained
as

n(t) = nB(t)+nV(t)+nion(t) =
3∑

i=1

Ii exp (−λi t) ,

(46.14)

indicating that the lifetime spectrum −dn(t)/dt has
three exponential components. The fractions of positron
annihilations at various states are

ηB =
∞∫

0

dt λBnB(t) = 1−ηion −ηV , (46.15)

ηV =
∞∫

0

dt λVnV(t) = κV

λB +κV + κion
1+δion/λion

,

(46.16)

ηion =
∞∫

0

dt λionnion(t)

= κion

(1+ δion/λion)
(
λB +κV + κion

1+δion/λion

) .

(46.17)

These equations are useful because they can be related
with the experimental average lifetime τave (the center
of mass of the lifetime spectrum), the positron–electron
momentum distribution ρ(pL), and the shape param-
eters S and W of the Doppler-broadened annihilation
line (representing annihilations with low-momentum
valence electrons and high-momentum core electrons,
respectively) as follows

τave = ηBτB +ηionτion +ηVτV , (46.18)

ρ(pL) = ηBρB(pL)+ηionρion(pL)+ηVρV(pL) ,

(46.19)

S = ηBSB +ηionSion +ηVSV , (46.20)

W = ηBWB +ηionWion +ηVWV . (46.21)

Equations (46.15–46.21) allow the experimental de-
termination of the trapping rates κV and κion, and

consequently the defect concentrations can be obtained
from (46.12). Furthermore, these equations enable the
combination of positron lifetime and Doppler broad-
ening results, and various correlations between τave,
ρ(pL), S, and W can be studied.

At high temperatures all positrons escape from the
hydrogenic state of the negative ions and no annihi-
lations take place at them. In this case the lifetime
spectrum has two components

τ−1
1 = τ−1

B +κV , (46.22)

τ2 = τV , (46.23)

I2 = 1− I1 = κV

κV +λB −λD
. (46.24)

The first lifetime τ1 represents the effective lifetime in
the lattice in the presence of positron trapping at vacan-
cies. Since κV > 0 and I2 > 0, τ1 is less than τB. The
second lifetime component τ2 characterizes positrons
trapped at vacancies, and it can be directly used to
identify the open volume of the vacancy defect. When
ηion = 0 and δion/λion � 1 the determination of the
positron trapping rate and vacancy concentration is
straightforward using (46.15–46.21)

κV = μVcV = λB
τave − τB

τV − τave

= λB
S − SB

SV − S
= λB

W − WB

WV − W
. (46.25)

Notice that in this case τave, S, and W depend linearly
on each other. The linearity of experimental points in
(τave, S), (τave, W), and (S, W) plots thus provides evi-
dence that positrons annihilate from two distinguishable
states, indicating that they are trapped at only a single
type of vacancy defect in the samples.

46.1.4 Experimental Techniques

Positron Lifetime Spectroscopy
Positron lifetime spectroscopy is a powerful technique
in defect studies, because the various positron states ap-
pear as different exponential decay components. The
number of positron states, and their annihilation rates
and relative intensities can be determined. In a positron
lifetime measurement, one needs to detect the start
and stop signals corresponding to the positron en-
trance and annihilation times in the sample, respectively
(Fig. 46.1). A suitable start signal is the 1.27 MeV pho-
ton that accompanies the positron emission from the
22Na isotope. The 511 keV annihilation photon serves
as the stop signal. The positron source is prepared by
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sealing about 10 μCi (about 105 –106 Bq) of radioac-
tive isotope between two thin foils. The source is then
sandwiched between two identical pieces (e.g., 5 × 5 ×
0.5 mm3) of the sample material. This technique is stan-
dard for bulk crystal studies. Pulsed positron beams
have been constructed for lifetime spectroscopy in thin
layers [46.29, 30], but so far they have not been used
much in defect studies.

The conventional lifetime spectrometer consists of
start and stop detectors, each of them made by cou-
pling a fast scintillator to a photomultiplier. The timing
pulses are obtained by differential constant-fraction dis-
crimination. The time delays between the start and
stop signals are converted into amplitude pulses, the
heights of which are stored in a multichannel analyzer.
Thanks to the development of fast analog-to-digital con-
verters (ADCs), digital data readout techniques have
recently become viable [46.31–34]. This allows di-
rect digitization of the detector pulses and performance
of the timing and energy windowing with software
instead of the conventional analog electronics, simpli-
fying the measurement setup significantly. About 106

lifetime events are recorded in 1 h. The experimental
spectrum represents the probability of positron anni-
hilation at time t and it consists of exponential decay
components

− dn(t)

dt
=

∑
i

Iiλi exp(−λi t) , (46.26)

where n(t) is the probability for the positron to be
alive at time t. The decay constants λi = 1/τi are called
the annihilation rates and they are the inverses of the
positron lifetimes τi . Each positron lifetime has inten-
sity Ii . In practice the ideal spectrum of (46.26) is
convoluted by a Gaussian resolution function which has
a width of 200–250 ps (full-width at half-maximum,
FWHM). About 5–10% of positrons annihilate in the
source material and proper source corrections must be
made. Due to the finite time resolution, annihilations
in the source materials, and random background, typi-
cally only 1–3 lifetime components can be resolved in
the analysis of the experimental spectra. The separation
of two lifetimes is successful only if the ratio λ1/λ2 is
≥ 1.3–1.5.

Figure 46.4 shows positron lifetime spectra recorded
in as-grown and electron-irradiated high-quality ZnO
bulk crystals [46.21, 35]. Positrons enter the sample
and thermalize at time t = 0. The vertical axis of
Fig. 46.4 gives the number of annihilations at a time
interval of 25 ps. In the as-grown sample the positron
lifetime spectrum has a single component of 170 ±
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0.0 2.01.51.00.5
Time (ns)

Counts (normalized)

Irradiated ZnO,
measured at 170 K

As-grown ZnO,
measured at 300 K

τave = 170 ps

τave = 185 ps

Fig. 46.4 Examples of positron lifetime spectra in as-
grown and electron-irradiated high-quality ZnO samples.
A constant background and annihilations in the source ma-
terials have been subtracted from the spectra, which consist
of 2 × 106 recorded annihilation events. The solid lines are
fits of the sum of exponential components convoluted with
the resolution function of the spectrometer. The data in
the as-grown sample was recorded at 300 K and has only
a single component of 170 ± 1 ps. The spectrum in the
electron-irradiated crystal was recorded at 170 K and can
be decomposed into two components of τ1 = 155 ±5 ps,
τ2 = 230±10 ps, and I2 = 38±5%

1 ps at 300 K corresponding to positron annihilations
in the defect-free lattice. The electron-irradiated sam-
ple has two lifetime components, the longer of which
(τ2 = 230 ps) is due to positrons annihilating when
trapped at irradiation-induced Zn vacancies. For more
discussion see Sect. 46.2.

The experimental results are often presented in
terms of the average positron lifetime τave, defined as

τave =
∞∫

0

dt t

(
− dn

dt

)
=

∞∫
0

dt n(t) =
∑

i

Iiτi .

(46.27)

The average lifetime is a statistically accurate param-
eter, because it is equal to the center of mass of the
experimental lifetime spectrum. Hence it can be cor-
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Fig. 46.5 Doppler broadening spectra obtained in different
data collection modes. The definition of the shape parame-
ters S and W is shown

rectly calculated from the intensity and lifetime values
even if the decomposition only represents a good fit
to the experimental data without any physical mean-
ing. For example, the positron average lifetimes in the
two spectra of Fig. 46.4 are 170 ps (as-grown ZnO) and
185 ps (electron-irradiated ZnO). The difference is very
significant because changes below 1 ps in the average
lifetime can be reliably observed in experiments.

Doppler Broadening Spectroscopy
Doppler broadening spectroscopy is often applied es-
pecially in the low-energy positron beam experiments,
where lifetime spectroscopy is usually very difficult due
to the missing start signal. The motion of the annihilat-
ing electron–positron pair causes a Doppler shift in the
annihilation radiation (Fig. 46.1)

ΔEγ = 1

2
cpL , (46.28)

where pL is the longitudinal momentum component
of the pair in the direction of the annihilation photon
emission. This causes the broadening of the 511 keV

annihilation line (Fig. 46.5). The shape of the 511 keV
peak thus gives the one-dimensional momentum distri-
bution ρ(pL) of the annihilating electron–positron pairs.
A Doppler shift of 1 keV corresponds to a momentum
value of pL = 3.91 × 103 m0c (≈ 0.54 a.u.).

The Doppler broadening can be experimentally
measured using a Ge gamma detector with a good en-
ergy resolution (Fig. 46.5). For measurements of bulk
samples, the same source–sample sandwich is used as in
the lifetime experiments. For layer studies, the positron
beam hits the sample and the Doppler broadening is of-
ten monitored as a function of the beam energy. The
typical resolution of a detector is around 1–1.5 keV at
500 keV. This is considerable compared with the to-
tal width of 2–3 keV of the annihilation peak, meaning
that the experimental line shape is strongly influenced
by the detector resolution. Therefore, various shape pa-
rameters are used to characterize the 511 keV line. Their
definitions are shown in Fig. 46.5 as well.

The low-electron-momentum parameter S is defined
as the ratio of the counts in the central region of the
annihilation line to the total number of the counts in
the line. In the same way, the high-electron-momentum
parameter W is the fraction of the counts in the wing
regions of the line. Due to their low momenta, mainly
valence electrons contribute to the region of the S pa-
rameter. On the other hand, only core electrons have
momentum values high enough to contribute to the
W parameter. Therefore, S and W are called the va-
lence and core annihilation parameters, respectively.
The S parameter is integrated from the Gaussian part
(given by the momentum distribution of the unbound
or only weakly bound valence electrons) so that it in-
cludes roughly 50% of the total counts in the peak. The
lower limit of the W parameter window is chosen so that
the dominant contribution to that part of the spectrum
comes from the exponential tails (linear in the semi-log
plot) of the core electron distributions. In order to have
as good statistics as possible, the upper limit is set as
high as reasonable from the data scatter point of view.
The proper choice of the lower limit of the W parameter
window depends on the studied material.

The high-momentum part of the Doppler broad-
ening spectrum arises from annihilations with core
electrons which contain information on the chemical
identity of the atoms. Thus detailed investigation of core
electron annihilation can reveal the nature of the atoms
in the regions where positrons annihilate. In order to
study the high-momentum part in detail, the experimen-
tal background needs to be reduced. A second gamma
detector is placed opposite to the Ge detector and the
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only events that are accepted are those for which both
511 keV photons are detected [46.36, 37]. Depending
on the type of the second detector, electron momenta

even up to p ≈ 60 × 10−3 m0c (≈ 8 a.u.) can be meas-
ured with the coincidence detection of the Doppler
broadening.

46.2 Identification of Point Defects and Their Charge States

The annihilation characteristics of trapped positrons
serve as fingerprints in defect identification. The
positron lifetime at a defect is a basic quantity for two
reasons: it reflects the open volume of the defect and
it can be predicted by theoretical calculations. How-
ever, the lifetime experiment alone is not enough for
the direct identification of the sublattice of the vacancy
in compound semiconductors or to determine whether
the vacancy is isolated or complexed with impurity
atoms, as it is insensitive to the chemical surroundings
of the defect. Doppler broadening experiments provide
information on the momentum distribution of the an-
nihilating electrons. By the coincidence technique one
can reveal the core electron momentum distribution
that carries information about the type of atoms in the
region of annihilation. In the case of a vacancy, the
positron wavefunction is localized and overlaps pre-
dominantly with the core electrons of the neighboring
atoms. Therefore, vacancies on different sublattices can
be distinguished and impurities associated with vacan-
cies may be identified. Finally, by varying the sample
temperature during the experiments, one can distinguish
between neutral and negative charge states of the vacan-
cies due to the different thermal behavior of the positron
trapping, and detect negatively charged non-open vol-
ume defects.

46.2.1 Vacancies in Si: Impurity Decoration

To illustrate how the positron lifetime together with
Doppler broadening experiments can be used to iden-
tify vacancy defects, we review here results obtained in
highly n-type Si doped with phosphorus (P) and arsenic
(As). Electron irradiation with energies of the order
of 1–2 MeV is a convenient experimental approach
to produce a controlled concentration of vacancies.
By changing the fluence one can vary the fraction of
positrons annihilating at vacancies. Electron irradiation
at 2 MeV creates vacancies and interstitials as primary
defects, both of which are mobile in Si at 300 K [46.39].
Hence the vacancies produced in the irradiation dis-
appear, e.g., by recombination with interstitials or by
diffusion to the surface, or become stabilized by impuri-

ties or intrinsic defects, such as other vacancies. As both
the vacancies and interstitials are mobile, the recombi-
nation and divacancy formation processes are not very
efficient; in experiments about 1% of the primarily cre-
ated vacancies have been observed to form divacancies
when competing stabilizing defects, such as oxygen or
dopant atoms (e.g., P or As), are not present [46.40].
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Irradiated Cz Si:As
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n-type annealed HTCVD SiC 

Fig. 46.6 Positron lifetime spectra in as-grown and 2 MeV
electron-irradiated Si samples. Positrons annihilate in the
as-grown sample with a single lifetime of 220 ps corre-
sponding to delocalized positrons in the lattice. In the
irradiated samples the experiments reveal vacancies with
positron lifetimes of 250 ps (V–As pair in CZ Si:As sample
doped with [As] = 1020 cm−3) and 300 ps (divacancy in
undoped FZ Si sample) [46.38]. To illustrate the sensitivity
of the lifetime measurement, data measured in a p-type SiC
reference sample (single lifetime component of 150 ps) and
a high-temperature-annealed n-type SiC sample (two com-
ponents, of which the higher is 450 ps) are shown [46.38]
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Figure 46.6 shows the positron lifetime spectra
measured in unirradiated float-zone (FZ)-refined Si,
electron-irradiated As-doped Czochralski (CZ)-grown
Si ([As] = 1020 cm−3), and electron-irradiated FZ Si
samples [46.38]. To illustrate the sensitivity of the
lifetime measurement, data measured in a p-type SiC
reference sample (single lifetime component of 150 ps)
and a high-temperature-annealed n-type SiC sample
(two components, of which the higher is 450 ps) are
shown [46.41]. The unirradiated samples have only
a single positron lifetime component of about 220 ps,
which is practically constant as a function of tempera-
ture [46.40]. This behavior shows that no vacancies are
observed by positrons and all annihilations take place
at the delocalized state in the bulk lattice, with the
lifetime τB = 220 ps. The presence of vacancy defects
in the electron-irradiated FZ Si samples is evident in
Fig. 46.6. The lifetime spectrum has two components,
the longer of which, τ2 = 300 ± 5 ps, corresponds to
positrons trapped at vacancy defects. The lifetime of
τ2 = 300±5 ps is significantly larger than expected for
a monovacancy but it is equal to the calculated life-
time for annihilation at divacancies [46.42]. Vacancy
defects are clearly present in the electron-irradiated As-
doped Si samples as well (Fig. 46.6). In this case the
spectrum has only a single component due to the high
concentration of vacancies, causing saturation trapping
of positrons. This occurs when the vacancy concentra-
tion exceeds 1018 cm−3, consistent with the expected
introduction rate in electron-irradiated heavily n-type
doped Si [46.26, 27, 39]. The lifetime component is
τV = 250±5 ps, a lifetime characteristic of a single va-
cancy according to theoretical calculations [46.42]. The
lifetime component τV = 250±5 ps is detected in as-
grown As-doped Si ([As] = 1020 cm−3) as well (not
shown in the figure) [46.43], but the vacancy concen-
tration is clearly smaller than in the electron-irradiated
samples. The average lifetimes are τave = 232 ps and
τave = 250 ps in the as-grown and irradiated samples,
respectively [46.38, 41].

In order to identify the monovacancies in detail,
Doppler broadening experiments using the two-detector
coincidence technique have been performed. The life-
time results from above can be used to determine
the fraction of positrons annihilating at vacancies
η = (τave − τB)/(τV − τB) (Sect. 46.1). Since the mo-
mentum distribution in the lattice ρB(p) can be meas-
ured in the reference sample, the distributions ρV(p) at
vacancies can be decomposed from the measured spec-
trum ρ(p). They are shown in Fig. 46.7 for the mono-
vacancies observed in as-grown Si([As] = 1020 cm−3)
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Fig. 46.7 The positron–electron momentum distribution at the var-
ious vacancy–impurity pairs, identified in electron-irradiated Si
([P] = 1020 cm−3) (full circles) and in as-grown (full circles) and
irradiated (open triangles) Si([As] = 1020 cm−3). The results of the-
oretical calculations are shown by the solid curves

as well as in irradiated Si([As] = 1020 cm−3) and
Si([P] = 1020 cm−3).

The momentum distributions ρV(p) at vacancies
indicate large differences at higher momenta (p >

1.8 a.u.), where annihilation with core electrons is the
most important contribution (Fig. 46.7). Since the core
electron momentum distribution is a specific character-
istic of a given atom, the differences between the spectra
indicate different atomic environments of the vacancy
in each of the three cases. Because in both Si (Z = 14)
and P (Z = 15) the 2p electrons constitute the outermost
core electron shell, the core electron momentum distri-
butions of these elements are very similar. The crucial
difference in the core electron structures of Si, P, and
As is the presence of 3d electrons in As. The overlap of
positrons with the As 3d electrons is much stronger than
with the more localized Si or P 2p electrons. The large
intensity of the core electron momentum distribution is
thus a clear sign of As atoms surrounding the vacancy.

The 2 MeV electron irradiation creates vacancies
and interstitials as primary defects, both of which are
mobile at 300 K. In heavily n-type Si the donor atom
may capture the vacancy and form a vacancy–impurity
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pair [46.39]. The monovacancy detected in heavily
P-doped Si is thus the V–P pair. Similarly, it is natu-
ral to associate the electron irradiation-induced vacancy
in Si([As] = 1020 cm−3) with a V–As pair. The influ-
ence of As next to the vacancy is clearly visible as
the enhanced intensity in the high-momentum region
(Fig. 46.7). An even stronger signal from As is seen
in the as-grown Si([As] = 1020 cm−3). A linear extrap-
olation of the intensity of the distribution shows that
the native complex is V–As3, i. e., the vacancy is sur-
rounded by three As atoms.

The identifications are confirmed by theoretical re-
sults [46.42, 43], which are in very good agreement at
both low and high momenta. The theory reproduces
the linear increase of the intensity of the core electron
momentum distribution with increasing number of As
atoms surrounding the vacancy. For the V–As3 complex
the agreement with the experimental result is excellent
(Fig. 46.7), whereas the intensities calculated for V–As2
and V–As4 are much too small or large, respectively. In
the valence electron momentum range, the calculated
curves for V–As and V–As3 also fit very well with the
experiment. To conclude, the theoretical calculations
strongly support the experimental defect identifications
that (i) vacancies complexed with a single donor impuri-
ties are detected in electron-irradiated P- and As-doped
Si, and (ii) the native defect in Si([As] = 1020 cm−3) is
a vacancy surrounded by three As atoms.
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Fig. 46.8 Ratios curves of the experimental and theoretically cal-
culated momentum densities specific to the Zn vacancy in ZnO

46.2.2 Vacancies in ZnO:
Sublattice and Charge State

The elemental sensitivity of the Doppler broaden-
ing spectrum demonstrated above can be helpful in
the identification of the sublattice of a vacancy in
a binary compound. Under certain conditions, vacan-
cies complexed with impurities can be distinguished
from isolated vacancies also in compound semiconduc-
tors [46.44]. In materials such as GaN and ZnO, where
the group III–II element is significantly heavier (and
larger) than the rather light group V–VI element, already
the positron lifetime experiments often give conclusive
identification of the group III–II vacancies, and the dif-
ferences in the Doppler spectra are pronounced. On the
other hand, it is not evident that the group V–VI va-
cancies are detected at all. In materials such as GaAs
or ZnSe, in which the two elements are quite simi-
lar, vacancies on both sublattices are more likely to
trap positrons, but the differences between the vacancy-
specific parameters can be quite subtle [46.8].

The lifetime in the defect-free ZnO lattice has been
measured to be about 170 ps. After 2 MeV electron
irradiation at room temperature a longer lifetime com-
ponent τ2 = 230 ± 10 ps is detected in the measured
spectrum (Fig. 46.4). In addition, the average lifetime
increases to τave = 178 ps at room temperature and up
to 185 ps at lower temperatures. The longer lifetime
component can be directly associated with Zn vacan-
cies based on comparison to theoretical calculations that
predict a difference of 60 ps between the Zn vacancy
and the bulk lifetimes, when lattice relaxations around
the vacancy are taken into account [46.20]. On the other
hand, the positron lifetime in the O vacancy, even with
a strong outward relaxation, would be at most 20–25 ps
longer than in the bulk [46.35]. In order to put the identi-
fication on an even firmer basis, the Doppler broadening
results obtained in the irradiated ZnO samples can be
compared with the theoretical ones. Figure 46.8 repre-
sents both the experimental and theoretically calculated
ratios of the Zn-vacancy-specific momentum distribu-
tion to that of the defect-free lattice. The experimental
data for the Zn vacancy are extracted from the spec-
trum measured at 170 K with the help of the annihilation
fractions obtained from the lifetime measurements at
the same temperature in the same way as in the case
of the Si vacancies in Sect. 46.2.1. The data calculated
for the O vacancy are similar to those in the defect-free
lattice and are not shown in the figure. The agreement
between the theoretically calculated and experimen-
tally determined ratio curves is excellent, strengthening
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the identification of the irradiation-induced vacancy de-
tected in ZnO as the Zn vacancy.

Figure 46.9 shows the positron lifetime meas-
ured as a function of temperature in as-grown and
electron-irradiated high-quality (EaglePicher) n-type
ZnO samples [46.35]. At 300–500 K the average
positron lifetime in the as-grown sample is constant or
very slightly increasing due to thermal expansion of the
crystal lattice. It provides the lifetime of the positron
in the delocalized state in the ZnO lattice, τB = 170 ps
at 300 K. The increase in the average positron life-
time with decreasing temperature at 10–300 K is a clear
indication of the presence of negatively charged vacan-
cies, the positron trapping coefficient of which increases
with decreasing temperature (Sect. 46.1). A longer life-
time component of τ2 = 265±25 ps could be separated
from the lifetime spectrum at 10 K, indicating that the
vacancy in question is the Zn vacancy. The large un-
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Fig. 46.9 The positron lifetime parameters of as-grown
and electron-irradiated ZnO samples plotted as functions
of measurement temperature. The data markers are drawn
as open in the temperature range 90–190 K, where the ef-
fect of the O vacancies is the most visible. The dashed
line shows the fitted bulk lifetime, where the tempera-
ture dependence is due to thermal expansion of the lattice.
The solid curves represent the fitting of the temperature-
dependent trapping model to the data [46.35]

certainty in τ2 is due to the fact that the increase in
τave is very small, only 3 ps (the vacancy signal is weak
due to a low concentration). The same increase in the
average positron lifetime with decreasing temperature
at 10–300 K is observed in the data from the irradi-
ated sample (Fig. 46.9). Here τave is clearly above the
bulk value τB and thus the decomposition of the lifetime
spectra could be performed with much greater accuracy.
The longer lifetime component is presented in the upper
part of Fig. 46.9, and its average value is that specific to
the Zn vacancy as discussed above, τ2 = 230±10 ps,
within experimental accuracy the same as in the as-
grown sample. The decrease in the average positron
lifetime with decreasing temperature in the irradiated
samples below 200 K is due to negative non-open vol-
ume defects (negative ions) acting as shallow traps for
positrons and competing with the vacancies in trapping
of positrons. Their effects are discussed in more detail
in the next section.

The Doppler broadening parameters S and W , de-
fined in Sect. 46.1, measured simultaneously with the
positron lifetime fall on a line plotted against each other
with temperature as the running parameter, which typi-
cally indicates the presence of only two distinguishable
positron states (bulk and vacancy). The negative-ion-
type defects (shallow traps) do not cause deviations
from the straight line, since the annihilation parameters
of positrons trapped at these defects coincide with those
of the bulk. However, as can be seen in Fig. 46.10, the
points measured at 90–190 K fall off the straight line
determined by the annihilations in the defect-free lat-
tice and the Zn vacancy in the (S, τave) and (W , τave)
plots. This implies that a third positron state can be
distinguished in the lifetime versus Doppler parame-
ter data, although the Doppler data alone are linear. In
order to cause a deviation from the straight line, the
localization to this defect needs to be strong, imply-
ing that the defect has a distinguishable open volume.
The open volume of this defect cannot be very large,
since the independence of temperature of the longer
lifetime component (Fig. 46.9) shows no evidence of
possible mixing of several lifetime components. Hence,
the lifetime specific to this defect needs to be suffi-
ciently far from τ2 (and closer to τ1), below 200 ps.
In addition, in order to produce the deviation from
the straight line seen in Fig. 46.10, the defect-specific
lifetime needs to be above τave over the whole temper-
ature range, i. e., above 185 ps. One additional aspect
of the third type of defects is evident from the data.
The fraction of positrons annihilating as trapped at this
defect is vanishing at room temperature and clearly
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smaller than the annihilation fractions at the Zn va-
cancies and negative-ion-type defects below 90 K, but
larger at the intermediate temperature 90–190 K. This
implies that the enhancement of positron trapping with
decreasing temperature is larger at this defect at temper-
atures 190–300 K, but saturates around 150 K, where
the Zn vacancies and the negative-ion-type defects be-
come more important. This indicates that the third type
of defect is neutral, and the temperature dependence
of positron trapping observed at temperatures close to
room temperature is due to either thermal escape from
the defect or a change in the charge state (from neutral
to positive) of the defect. Based on these considerations
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Fig. 46.10 The S and W parameters measured in as-grown
and electron-irradiated ZnO samples plotted as functions
of τave with temperature as the running parameter. The
data markers are drawn as open in the temperature range
90–190 K, where the effect of the O vacancies is the
most visible. The solid lines connect the parameters of
the bulk lattice to those (not shown) specific to the Zn va-
cancy. The solid curves are obtained from the fitting of the
temperature-dependent trapping model [46.35]

and the lifetime value of 190–200 ps, a prominent can-
didate for this defect is the O vacancy that has a donor
nature and would naturally have a smaller open volume
than the Zn vacancy.

46.2.3 Negative Ions
as Shallow Positron Traps in GaN

In addition to vacancy defects, negatively charged im-
purities and intrinsic defects with no open volume
(called collectively negative ions), can trap positrons at
shallow hydrogen-like states, as explained in Sect. 46.1.
They can only be detected when they compete with va-
cancies in the trapping of positrons, and due to the weak
localization of the positron at these defects they can-
not be identified. However, their concentration can be
estimated and compared with those (obtained by, e.g.,
secondary-ion mass spectrometry, SIMS) of the known
impurities. Figure 46.11 shows a typical example of the
temperature-dependent positron lifetime data when neg-
ative ions compete with vacancies in positron trapping.
The data are measured in thick high nitrogen pressure
(HNP)-grown bulk GaN crystals, with both the N and
Ga polarity faces facing the positron source, and in thick
homoepitaxial GaN layers grown with hydride vapor-
phase epitaxy (HVPE) grown on both polarity faces of
the bulk crystals [46.45]. All these samples are n-type.

The average positron lifetime is clearly above the
bulk lifetime τB = 160 ± 1 ps in the HNP GaN and
N-polar HVPE GaN samples (Fig. 46.11), indicating
that positrons are trapped at vacancies. The lifetime
spectra recorded at 300–500 K in those samples can
be decomposed into two components. The positrons
trapped at vacancies annihilate with the longer life-
time τV = τ2 = 235 ± 10 ps, characteristic of the Ga
vacancy [46.44, 46, 47] that is negatively charged in
n-type and semi-insulating GaN [46.44, 47, 48]. The
average positron lifetime measured in the Ga-polar
HVPE GaN samples coincides with the bulk lifetime
τB = 160±1 ps, indicating that the vacancy concentra-
tion in those samples is below the detection limit of
about 1015 cm−3.

At low temperatures the average positron lifetime
in the HNP and N-polar HVPE GaN samples decreases
and the lifetime at the Ga vacancy τV remains constant
(Fig. 46.11). This behavior indicates that the fraction
ηV = (τave − τB)/(τV − τB) of positrons annihilating at
vacancies decreases. Since the positron trapping at
negative Ga vacancies should be enhanced at low tem-
peratures (Sect. 46.1), the decrease of ηV is due to other
defects which compete with Ga vacancies as positron
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Fig. 46.11 Average positron lifetimes and the second life-
time components extracted from the lifetime spectra
measured in HNP and HVPE GaN samples. The solid
curves represent the fits of the temperature-dependent trap-
ping model. The solid lines in the upper and lower parts of
the figure show the average values of τave and τ2 in regions
of no temperature dependence [46.45]

traps. Negative ions are able to bind positrons at shallow
(< 0.1 eV) hydrogenic states in their attractive Coulomb
field (Sect. 46.1). Since they possess no open volume,
the lifetime of positrons trapped at them is the same

as in the defect-free lattice, τion = τB = 160±1 ps. The
average lifetime increases above 150 K when positrons
start to escape from the ions and a larger fraction of
them annihilates at vacancies.

The temperature dependence of the average life-
time can be modeled with the kinetic trapping equations
introduced in Sect. 46.1. The positron trapping coeffi-
cients at negative Ga vacancies μV and negative ions
μion vary as T−1/2 as a function of temperature [46.3,8].
The positron escape rate from the ions can be ex-
pressed as δ(T ) ∝ μionT−3/2 exp(−Eion/kBT ), where
Eion is the positron binding energy at the Rydberg state
of the ions (46.10). The fractions of annihilations at
Ga vacancies ηV and at negative ions ηion are given
in (46.16–46.17) and they depend on the concentra-
tions cV = κV/μV and cion = κion/μion of Ga vacancies
and negative ions (46.9), respectively, as well as on the
detrapping rate δion(T ) (46.10). We take the conven-
tional value μV = 2 × 1015 s−1 for the positron trapping
coefficient at 300 K [46.8, 9]. Inserting the annihila-
tion fractions ηB, ηion, and ηV from (46.15–46.17) into
the equation for the average lifetime τave = ηBτB +
ηionτion +ηVτV (46.18), the resulting formula can be
fitted to the experimental data of Fig. 46.11 with cV,
cion, μion, and Eion as adjustable parameters. As indi-
cated by the solid lines in Fig. 46.11, the fits reproduce
well the experimental data with the positron binding
energy of Eion = 60 ± 10 meV and trapping coeffi-
cient μion = (7±4) × 1016 (T/K)−0.5. These values are
close to those obtained previously in, e.g., GaAs and
GaN [46.8, 28, 46].

Even though the negative ions cannot be identified
based on the positron data alone, their concentrations
can determined and compared with acceptor impurity
concentrations measured with SIMS. In as-grown GaN
samples, the negative ion concentrations obtained from
positron experiments correlate with the concentrations
of magnesium (Mg) impurities in both HVPE- and
HNP-grown samples [46.45, 46]. This indicates that, as
expected, the Mg impurities act as compensating de-
fects in n-type GaN.

46.3 Defects, Doping, and Electrical Compensation

The concentrations of the defects detected by positrons
can be estimated from their respective annihilation
fractions. This can be done in a straightforward man-
ner even when the exact defect structure such as the
decoration by impurities of a vacancy remains unre-

solved. The experimental annihilation fractions depend
on the trapping rates to the different defects through
(46.16–46.17), and the trapping rate κD to a specific
defect is directly proportional to the defect concentra-
tion cD (46.9). The proportionality constant is called
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the trapping coefficient μD (Sect. 46.1). The values and
behavior as a function of temperature of the trapping
coefficients depend on the type and charge state of the
defect, and have been estimated both experimentally
and by theoretical calculations [46.25–27]. Even though
the absolute magnitude of the trapping coefficient may
be off by a factor of two or three from the physically
proper value, differences in vacancy concentrations in
a given material can be detected with the high accuracy
of the lifetime experiment: changes as low as 1 ps can
be reliably detected in the average positron lifetime of
about 200 ps. In this section studies of vacancy–donor
complexes in Si and GaN are presented.

46.3.1 Formation of Vacancy–Donor
Complexes in Highly n-Type Si

Doping levels up to 1020 cm−3 are used in current
device technologies. In n-type doping of Si with ar-
senic, however, fundamental material problems start
to appear when the impurity concentration increases
above ≈ 3 × 1020 cm−3 [46.50, 51]. The concentration
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Fig. 46.12 Average positron lifetime measured at room
temperature as a function of annealing temperature for
the electron-irradiated Si samples. The annealings were
performed isochronally (30 min at each temperature) in
vacuum [46.49]. The regions where each of the vacancy–
donor complex (V–Dn) is the dominant defect are also
shown

of the free carriers (electrons) does not increase lin-
early with the doping concentration, indicating that
inactive impurity clusters or compensating defects
are formed. Furthermore, the diffusion coefficient of
As starts to increase rapidly at [As] > 3 × 1020 cm−3,
demonstrating that new migration mechanisms become
dominant [46.52].

Both the electrical deactivation of dopants and the
enhanced As diffusion have often been attributed to
the formation of vacancy–impurity complexes [46.51].
According to theoretical calculations, vacancies sur-
rounded by several As atoms (V–Asn), n > 2) have
negative formation energies, suggesting that these
complexes are abundantly present at any doping
level [46.53, 54]. The formation of these defects is
however limited by kinetic processes such as the mi-
gration of As. The calculations predict that also the
V–As2 complex is mobile at relatively low tempera-
tures, enabling the formation of higher-order V–Asn
complexes [46.54, 55]. As shown in Sect. 46.2, the
dominant structure of vacancy complexes has been
identified as V–As3 in Czochralski (CZ) Si doped up
to [As] = 1020 cm−3 [46.43, 56].

In order to verify the formation mechanism of the
V–As3 complexes in highly As-doped Si, electron-
irradiated Si ([As] = 1020 cm−3) samples, where V–As
pairs were observed as dominant vacancy complexes
defects, were subjected to thermal annealing experi-
ments. Figure 46.12 shows the behavior of the aver-
age positron lifetime measured at room temperature
as a function of the annealing temperature [46.49,
57]. For comparison, data obtained in P-doped Si
([P] = 1020 cm−3) samples subjected to similar irradi-
ation and annealing are also shown in the figure. In
Si ([As] = 1020 cm−3) the lifetime is around 242 ps up
to 1100 K, indicating the presence of monovacancies.
The peak at 500 K is due to the formation and anneal-
ing of divacancy defects [46.49, 57]. In the P-doped
sample the average lifetime is initially higher due
to a slightly higher concentration of divacancies, and
decreases dramatically already after the annealing at
700 K, indicating that the vacancy concentration de-
creases at a lower temperature than in As-doped Si.

Coincidence Doppler broadening measurements
were performed simultaneously with the lifetime ex-
periments. As explained in Sect. 46.2.1, the vacancy
defects observed after irradiation in As-doped Si are
the V–As pairs (Fig. 46.7). After annealing at 600 K, the
intensity of the high-momentum part (2–4 a.u.) has in-
creased, and the defect in question can be identified as
the V–As2 complex by comparison with theoretical cal-
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culations. After annealing at 775 K, the intensity of the
high-momentum part further increases up to the level of
the V–As3 complex (Fig. 46.7). The measurement after
annealing at 1000 K gives the same Doppler-broadened
spectrum, indicating that the defects are still the V–As3
complexes formed around 700 K. After 1100 K the av-
erage lifetime (Fig. 46.12) starts to decrease, indicating
that the vacancy defects are annealing away.

The average lifetime data in Fig. 46.12 suggests that
similar dissociation and complexing of vacancy–donor
pairs occurs in P-doped Si as well. It is worth noticing
that the divacancy-related peak in the average lifetime is
at a slightly lower temperature and the peak is slightly
higher, demonstrating the fact that the V–P pairs formed
in the irradiation are a slightly less stable than the V−As
pairs. This, together with the initially higher average
lifetime, shows that the formation of V2 is more ef-
ficient in P-doped Si. In both the As- and P-doped
samples no divacancies are observed (based on the sep-
aration of the lifetime components) after the annealing
at 600 K. In P-doped Si, the high momentum part of
the Doppler-broadened spectrum cannot be used in the
identification of the complexes with different numbers
of P atoms due to the similarity of the core electron dis-
tributions of P and Si (Sect. 46.2.1). On the other hand,
the distribution in the valence region (momentum val-
ues below 0.5 a.u.) after the 600 K annealing is clearly
broader than in the as-irradiated sample. This effect is
observed in the case of As doping as well and is repro-
duced by theory. The broadening indicates the increased
presence of positive P ions next to the vacancy causing
increased valence electron density, leading to increased
electron momentum. The valence region broadens fur-
ther after 775 K annealing. Hence a similar conversion
of V–P to V–P2 and finally V–P3 is observed in P-doped
Si as for the V–Asn complexes in As-doped Si. How-
ever, the dissociations seem to be more dominant in
P-doped Si, since only a small fraction of the V–P pairs
are finally converted to V–P3 by annealing. The dif-
ference may be related to the lower binding energy of
the P-decorated vacancy complex as manifested by the
lower annealing temperature of the V–P pairs compared
with that of the V–As pairs [46.57].

In addition to particle irradiation, vacancies are
formed in thermal equilibrium at relevant concentra-
tions in highly doped Si when the sample temperature
exceeds 650 K [46.58,59]. The vacancies are formed di-
rectly next to the dopant atoms, which reduces the high
formation energy of the isolated vacancy of about 3 eV
in highly n-type Si by the Coulomb binding energy and
the ionization energy down to about 1 eV [46.58]. The

vacancy–donor pairs diffuse rapidly at these tempera-
tures and finally form complexes with three donor atoms
either already at the annealing temperature or during
cooling down. These results have been obtained by
both isochronal and isothermal annealing experiments,
and positron measurements both at room temperature
in between the annealings and in situ during the an-
nealings. An interesting feature is that the detection of
V–As3 complexes at high temperatures is difficult due
to positrons escaping from them above 500 K, indicat-
ing that the binding energy is about 0.25 eV [46.59],
significantly lower than that typically observed (at least
about 1 eV) for vacancy defects in semiconductors, as
for example, in V–P3.

The vacancy concentrations can be estimated in
a straightforward manner when the vacancy-specific
and bulk annihilation parameters are known. Equa-
tion (46.25) provides the relationship between the
trapping rate and the experimental parameters. The
vacancy concentration is proportional to the trapping
coefficient, and can be obtained, e.g., from the Doppler
data as

[V ] = Nat

μVτb

W − WB

WV − W
, (46.29)

where Nat is the atomic density. In the follow-
ing, we have used the positron trapping coefficient
μV = 1015 s−1 for the Si vacancies and τB = 218 ps for
the positron lifetime in defect-free Si.

The concentration of the V–As3 complexes in
Czochralski-grown Si([As] = 1020 cm−3) is only 0.1%
of the As concentration [46.43], and the material
does not show substantial electrical deactivation. In
addition, molecular-beam epitaxy (MBE) can be ap-
plied to achieve metastable n-type doping with Sb
that becomes compensated only at 1021 cm−3 [46.60].
In order to illustrate the importance of vacancy de-
fects in the compensation, selected electrical and
positron results obtained with a slow positron beam
in MBE-grown Si thin layers with [As] > 1020 cm−3

and [Sb] = 2.7 × 1019 –3.7 × 1021 cm−3 [46.61, 62] are
shown in Table 46.1. Here only the Doppler broaden-
ing spectra have been measured and the identification
of the vacancy–donor complexes is based on the char-
acteristic data acquired in the experiments on the
electron-irradiated samples presented above.

The results show that the as-grown As-doped MBE
Si layers are efficiently compensated, but the doping
can be activated through rapid thermal annealing (RTA),
a routinely used technique in device processing for this
purpose. The total vacancy concentrations in these sam-
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Table 46.1 Donor concentrations and electrical activities of highly As- and Sb-doped MBE Si samples. The total vacancy
concentrations have been determined by combining electrical and positron experiments [46.61, 62]

Donor concentration (cm−3) Description Electrical activity (%) Total [V] (cm−3)

[As] = 1.5 × 1020 As-grown (720 K) 20 4 × 1019

[As] = 1.5 × 1020 RTA 1170 K 98 1 × 1018

[As] = 3.5 × 1020 As-grown (720 K) 2 1 × 1020

[As] = 3.5 × 1020 RTA 1170 K 85 1.5 × 1019

[Sb] = 2.7 × 1019 As-grown (550 K) 90 ≤ 1019

[Sb] = 5.9 × 1020 As-grown (550 K) 70 5 × 1019

[Sb] = 9.4 × 1020 As-grown (550 K) 70 1.5 × 1020

[Sb] = 3.7 × 1021 As-grown (550 K) 6 9 × 1020

ples, which are high enough to be dominant in the
compensation, are dramatically reduced in the RTA
treatments. The vacancies in question are dominantly
the V–As3 complexes, but also more complicated defect
structures such as V2–As5 give a nonvanishing contri-
bution [46.61].

The highly Sb-doped MBE Si layers grown at
low temperature, where the V–Sb2 complex is sta-
ble [46.57], contain defects such as V–Sb2 and V2–Sb2
instead of V–Sb3 [46.62]. It is clearly seen from the to-
tal vacancy concentrations that they play an important
role in the compensation of the Sb-doped layers as well.
However, the electrical activity of the as-grown samples
is far better than those grown at higher temperatures
(and doped with As). This can be explained by the
migration processes described above, i. e., the V−Sb2
do not diffuse and form V−Sb3 complexes, enabling
a larger fraction of the dopants to be isolated and active.

46.3.2 Vacancies as Dominant
Compensating Centers
in n-Type GaN

Gallium nitride (GaN) is an important wide-band-gap
semiconductor for optoelectronic and electronic appli-
cations. It can be grown by several methods, each of
which have partially different impurity and defect char-
acteristics. The oxygen and silicon impurities dope GaN
to an n-type semiconductor. The conductivity of n-type
GaN is partly compensated by Ga vacancies [46.46]. It
is now possible to perform more exact and quantitative
studies of defects in GaN due to the improved quality
of the material over the past few years. In particular,
GaN grown by hydride vapor-phase epitaxy (HVPE)
has low residual impurity (1016 cm−3) and dislocation
(< 108 cm−2) densities. In such a material, the relation
between intentional doping and compensating defects
can be systematically studied.

The average positron lifetimes measured in free-
standing HVPE GaN samples with different levels of
intentional doping with oxygen are shown as a function
of measurement temperature in Fig. 46.13 [46.44, 63].
Also data from an earlier study of nominally undoped
but contaminated by O (concentration in the 1017 cm−3

range) 40 μm thick HVPE GaN on sapphire is shown
for comparison [46.47]. The average lifetime is higher
than in the defect-free GaN lattice (τB = 160 ps) in all
the samples, indicating that positrons are trapped at va-
cancy defects. The vacancy defect present is related to
VGa, since the decomposition reveals the component
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Fig. 46.13 Average positron lifetime as a function of
measurement temperature in intentionally oxygen-doped
free-standing HVPE GaN samples and one nominally un-
doped 40 μm thick HVPE GaN/Al2O3 sample
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τ2 = 235 ± 5 ps. There is a clear increasing trend of
the average lifetime with the oxygen and free electron
densities, indicating that the Ga vacancy concentration
follows that of oxygen.

The increase of the average positron lifetime with
decreasing temperature shows that the positron trapping
rate increases at low temperatures. The temperature
dependence of the average positron lifetime is totally
reversible and reproducible, indicating that the con-
centration of Ga vacancies remains constant. Because
the Fermi level is close to the conduction band, the
charge states of acceptor-like defects such as VGa do not
change with the measurement temperature. Hence, as
explained in Sect. 46.1, this effect is a direct indication
that the Ga vacancies are in the negative charge state.
This is in excellent agreement with the results of theo-
retical calculations [46.64] that predict a charge state of
3− for the isolated Ga vacancy and 2− for VGa–ON and
VGa–SiGa complexes in n-type GaN.

The positron data show further that the defects
involving Ga vacancies are the dominant negatively
charged acceptors in the samples. The enhancement
of positron trapping at low temperatures would not be
observed if other negative centers competed with VGa
as positron traps. For example, negative ions such as
Mg+

Ga localize positrons at hydrogenic states at low tem-
peratures, strongly decreasing the fraction of positron
annihilations at vacancy defects and consequently the
average positron lifetime (Sect. 46.2.3). The same be-
havior could be expected for possible neutral or negative
charge states of the N vacancy, where the positron life-
time is very close to that of the GaN lattice.

The Ga vacancy concentrations in the GaN samples
can be estimated from the positron results using (46.25).
They range from 4 × 1015 cm−3 in the lowest-doped
([O] = 2 × 1017 cm−3) to about 1017 cm−3 in the
highest-doped sample ([O] = 2 × 1020 cm−3), in corre-
lation with the O concentration. According to electron
irradiation studies, the isolated VGa is mobile already
at 600 K [46.65], i. e., at much lower temperatures than
applied in the HVPE growth. However, the Ga vacan-
cies bound to defect complexes such as VGa−ON have
a considerably higher thermal stability [46.45,65,66]. In

fact, recent detailed studies of the electron momentum
density show that the dominant vacancy defect, respon-
sible for the positron lifetime of 235 ps, is a complex of
Ga vacancy and oxygen [46.44].

Unlike in the case of vacancy–donor pairs in highly
n-type silicon (see previous section), the Ga vacan-
cies are formed as isolated during growth of n-type
GaN. They migrate fast at the high growth tempera-
tures that are typically above 1300 K in the case of bulk
or quasibulk crystals, and are stabilized (quenched) by
donor impurities during cooling down. This is demon-
strated by the fact that the VGa–ON concentrations are
similar in materials grown by HVPE and the high-
nitrogen-pressure method when the O concentrations
are similar, in spite of the large difference of about
500 K in the growth temperatures [46.45]. In fact, it has
been shown that the VGa–ON pairs are stable up to about
1300 K [46.66]. On the other hand, the concentration of
Ga vacancies in Si-doped n-type GaN is significantly
lower than in O-doped n-type GaN with similar free
electron concentration due to the lower binding energy
of the VGa–SiGa pair originating from the larger dis-
tance between the individual acceptor (Ga vacancy) and
donor (substitutional Si) defects [46.67].

The positron results show that Ga vacancies act
as dominant compensating centers in n-type GaN. On
the other hand, in p-type GaN, where the formation
of Ga vacancies is energetically unfavorable due their
acceptor nature, the natural question is whether N va-
cancies could compensate the doping. The detection of
vacancy defects on the N sublattice with positrons is
not evident due to the small open volume generated by
the missing N atom. Nevertheless evidence of the ex-
istence N vacancies complexed with Mg (VN–MgGa)
has been obtained with positrons in Mg-doped (p-type)
GaN grown by metalorganic chemical vapor deposi-
tion (MOCVD) [46.68,69]. It is worth noting that, even
though the vacancy concentrations are similar relative
to the doping densities (a few percent at most) in both
n- and p-type GaN, the vacancies are dominant compen-
sating centers only in n-type GaN, while in p-type GaN
other defects and impurities such as hydrogen play the
most important role.

46.4 Point Defects and Growth Conditions

Compound semiconductor thin films can be epitaxially
grown by several methods such as metalorganic chem-
ical vapor deposition (MOCVD) or molecular-beam

epitaxy (MBE). There are many controllable growth
parameters that affect the properties of the overgrown
layers, such as the growth rate, stoichiometry, and tem-
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perature. In addition, the layer properties may depend
on the choice of the substrate material and the orien-
tation of the substrate or the layer. Especially in the
case of heteroepitaxy, the layer properties may vary
significantly with the distance from the layer/substrate
interface. The identities and quantities of both extended
and point defects are affected by these parameters. In
this section we will also describe how point defects
can be studied in thin semiconductor layers by using
a variable-energy positron beam.

46.4.1 Growth Stoichiometry:
GaN Versus InN

The effect of the growth stoichiometry on the formation
of cation vacancies in GaN and InN has been studied
by measuring a set of samples grown by MOCVD em-
ploying different V/III molar ratios [46.70, 71]. The
growth rate as well as the electrical and optical prop-
erties of the nitride samples change strongly with the
V/III molar ratio [46.72, 73]. All the samples were in-
vestigated at room temperature as a function of the
positron beam energy E. When positrons are implanted
close to the sample surface with E = 0–1 keV, the same
S parameter of S = 0.49 is recorded in all the GaN
and InN samples. These values characterize the defects
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Fig. 46.14 The low-electron-momentum parameter S as
a function of the positron implantation energy in three
GaN and three InN samples. The top axis shows the mean
stopping depth corresponding to the positron implantation
energy

and chemical nature of the near-surface region of the
samples at the depth 0–5 nm. S parameter data from se-
lected GaN and InN samples are shown as a function of
positron implantation energy in Fig. 46.14. In the GaN
samples the S parameter is constant at 5–15 keV, in-
dicating that all positrons annihilate in the GaN layer
(Fig. 46.14), while in the InN samples the region of con-
stant S is different from sample to sample due to the
different thicknesses of the layers. The data recorded
at the energies where S is constant can be taken as
characteristic of the layer. In the case of GaN, the low-
est S parameter is obtained in the Mg-doped reference
layer [46.46], while for InN the reference value was
obtained from a several microns thick layer grown by
MBE [46.74]. The values in these samples correspond
to positrons annihilating as delocalized particles in the
defect-free lattice.

The S parameters in all the measured layers are
larger than in the reference samples, as in Fig. 46.14.
The increased S parameter indicates that the positron–
electron momentum distribution is narrower than in the
defect-free reference sample. The narrowing is due to
positrons annihilating at vacancy defects, where the
electron density is lower and the probability of anni-
hilation with high-momentum core electrons is reduced
compared with that of delocalized positrons in the lat-
tice (Sect. 46.1). The increased S parameter is thus
a clear sign of vacancy defects present in the measured
layers.

The number of different vacancy defects trapping
positrons can be investigated through the linearity
between the low- and high-electron-momentum param-
eters S and W . If only a single type of vacancy is
present, the W parameter depends linearly on the S pa-
rameter when the fraction of positron annihilations at
vacancies ηV varies. The plot of the W parameter ver-
sus S parameter thus forms a line between the endpoints
(SB, WB) and (SV, WV) corresponding to the defect-free
lattice and the total positron trapping at vacancies, re-
spectively. The S and W parameters of all the GaN and
InN samples are plotted in Fig. 46.15. All the data points
measured in GaN fall on the line connecting the param-
eters obtained in the Mg-doped GaN reference sample
and those determined in earlier studies for the native Ga
vacancy [46.46]. Hence Ga vacancies are found in all
the GaN samples. Similarly the data points measured
in the InN samples fall on the line connecting the pa-
rameters of the defect-free InN lattice and those of the
In vacancy, also determined in an earlier study [46.74],
indicating the presence of In vacancies in these sam-
ples. In GaN, the positron trapping fraction ηV and the
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S parameter vary from one sample to another due to the
different vacancy concentrations, while in InN the data
indicates that the In vacancy concentrations are simi-
lar in all the samples. It is worth noticing that the data
recorded in the InN samples are shifted with respect to
that measured in the GaN samples by the differences in
the parameter levels in the two materials: the S param-
eter is higher and W lower in defect-free InN than in
defect-free GaN due to the differences in the electronic
structures.

The presence of Ga vacancies is expected in n-type
undoped GaN due to their low formation energy. The
different levels of the S parameter in Figs. 46.14
and 46.15 indicate that the concentration of the Ga va-
cancies depends on the stoichiometry of growth. On
the other hand, in InN the data are similar for all the
samples with different V/III ratios, indicating that the
In vacancy concentration is independent of the growth
stoichiometry.

In order to quantify the concentration of VGa and
VIn the S parameter data was analyzed with the positron
trapping model. When the cation vacancies are the only
defects trapping positrons, their concentration can be
determined with the simple formula (46.25)

[VGa/In] = Nat

μVτb

S − SB

SV − S
(46.30)

where τB = 160 ps (185 ps) is the positron lifetime in
the GaN (InN) lattice [46.46, 74], μV = 3 × 1015 s−1

is the positron trapping coefficient [46.8], and Nat =
8.775 × 1022 cm−3 (6.367 × 1022 cm−3) is the atomic
density of GaN (InN). For the S parameter at the Ga and
In vacancies we take SV/SB = 1.050 [46.46,70,71,74].

The results in Fig. 46.16 indicate that the concen-
tration of Ga vacancies in GaN is proportional to the
stoichiometry of the growth conditions. Rather low
[VGa] ≈ 1016 cm−3 is observed for the sample with the
V/III molar ratio of 1000. When the V/III molar ratio
becomes 10 000, the VGa concentration increases by al-
most three orders of magnitude to [VGa] ≈ 1019 cm−3.
This behavior shows that empty Ga lattice sites are
likely formed in the strongly N-rich environment. In
contrast, the concentration of In vacancies in InN re-
mains constant at the level of [VIn] ≈ 1017 cm−3 over
the whole range of V/III molar ratios from about 3000
to 24 000. The In vacancy concentration in these sam-
ples is on the same level as in samples of similar
thickness grown by MBE where the growth conditions
are much closer to being stoichiometric, suggesting that
the In vacancy formation is dominated by thickness-
dependent properties such as strain or dislocation
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density. In fact, in MBE-grown InN, the In vacancy
concentration drops by several orders of magnitude
when the layer thickness increases from a few hundred
nanometers to a few microns [46.74].

The difference in the behavior of the cation vacan-
cies in GaN and InN as a function of the V/III molar
ratio can be explained by the differences in the calcu-
lated vacancy formation energies and the temperatures
of the MOCVD growth. In n-type material the cal-
culated formation energy of the Ga vacancy is about
1.3 eV, while it is about 2.6 eV in InN [46.64, 75]. On
the other hand, the growth temperature of the GaN sam-
ples was around 1000 ◦C, but only 550 ◦C in the case
of InN samples [46.70, 71]. As the concentrations of
the Ga and In vacancies are similar in the samples with
low V/III ratios, the formation of the In vacancies must
be dictated by other effects, such as strain or presence
of dislocation, than the thermal formation (and subse-
quent stabilization by, e.g., impurities) of an isolated
In vacancy in an otherwise perfect lattice. On the other
hand, the observed Ga vacancy concentrations are of the
same order of magnitude that could be expected from
the growth temperature and the calculated formation en-
ergy, given that the vacancies (which are mobile already
at relatively low temperatures) are stabilized by, e.g., O
impurities close to the growth temperature. Hence it is
understandable that the stoichiometric conditions affect
the final Ga vacancy concentration in GaN more than
the In vacancy concentration does in InN.

46.4.2 GaN: Effects of Growth Polarity

The wurtzite structure of GaN introduces effects related
to the growth polarity of the layer. In the following,
studies of both polar (Ga or N polarity) and nonpo-
lar layers are reviewed [46.45, 47, 76]. The positron
lifetime was measured in GaN layers grown by hy-
dride vapor-phase epitaxy (HVPE) on dislocation-free
high-pressure (HNP) bulk GaN crystals to thicknesses
30–160 μm [46.45]. Four of the layers were grown on
the Ga face and one layer on the N face of the HNP
GaN substrate. One of the Ga polar layers (30 μm) was
grown in the same run with the N polar layer. Apart
from the thickness, the properties of the Ga polar layers
were similar to each other.

The average positron lifetimes measured as a func-
tion of temperature in the HVPE and HNP GaN
samples are shown in Fig. 46.11. As shown in the fig-
ure, a second lifetime component of τ2 = 235±10 ps
could be separated in the lifetime spectra, indicating that
positrons annihilate as trapped at Ga vacancy related

defects when the average positron lifetime is above
the bulk lifetime of 160 ps. On the other hand the de-
crease of the average positron lifetime with decreasing
temperature in the samples (HNP GaN and N-polar
HVPE GaN), where τave is above τB, is a clear indi-
cation of the presence of negative ion defects trapping
positrons at low temperature to hydrogenic states, where
the positron lifetime is equal to τB.

Interestingly, the Ga vacancy concentrations (7 ×
1017 cm−3) coincide in the N-polar HVPE GaN and
the N side of the HNP GaN samples, similarly as
the impurity concentrations obtained from secondary-
ion mass spectrometry (SIMS) experiments. On the
other hand, the difference between the Ga-polar HVPE
GaN ([VGa] < 1016 cm−3) and the Ga side of the HNP
GaN bulk crystal ([VGa] = 2 × 1017 cm−3) is signifi-
cant. These observations support the idea proposed
earlier [46.77], namely that the oxygen incorporation
(and subsequent Ga vacancy formation) is stronger in
the nonpolar directions, in which the N-polar growth
mainly proceeds. The difference between the polarities
is larger in the HVPE GaN samples than in the HNP
bulk GaN crystals. This can be explained by the lower
temperature and pressure in HVPE growth, which re-
duce the oxygen diffusion, and by the presence of more
oxygen in the high-pressure growth.

In order to further study the role of growth polar-
ity on the defect incorporation in GaN, a-plane GaN
layers (thicknesses 1–25 μm) grown on sapphire were
measured with a variable-energy positron beam [46.76].
The S parameter measured in these layers is shown as
a function of positron implantation energy in Fig. 46.17.
Ga vacancies complexed with oxygen were identified in
the layers, and their concentrations are shown as a func-
tion of distance from the interface in Fig. 46.18. For
comparison, also the data from the c-plane GaN [46.47]
are reproduced here. The difference between the polar
and nonpolar HVPE GaN layers is clear: the Ga va-
cancy concentration is constant in the a-plane HVPE
GaN, whereas it decreases with increasing distance in
c-plane HVPE GaN. SIMS results show that the O con-
centration is also constant in the HVPE GaN layers, as
is the density of extended defects (observed with cross-
sectional transmission electron microscopy).

These results give further support for the model
based on growth-surface-dependent oxygen incorpora-
tion and subsequent Ga vacancy formation. In c-plane
heteroepitaxial Ga-polar HVPE GaN, the O concen-
tration profile is determined by the dislocation profile
likely due to diffusion from the sapphire substrate.
On the other hand, in homoepitaxial c-plane Ga-polar
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HVPE GaN, in which the dislocation density is low and
the amount of oxygen in the substrate is significantly
lower, no vacancies are observed even in the thinnest
layers, while in N-polar GaN both the Ga vacancy and
O concentrations are high. Hence, as the growth modes
are similar in the N-polar and nonpolar GaN, it is natural
that the O incorporation from the growth ambient is ef-
fective in both, giving rise to a high O concentration and
subsequent Ga vacancy concentration, independently of
possible extended defects.

46.4.3 Bulk Growth of ZnO

Bulk ZnO crystals can be grown by various meth-
ods. In the following, we will compare the positron
results [46.21] obtained in ZnO grown by the seeded
vapor-phase (VP) [46.78], skull-melt [46.79], hy-
drothermal (HT) [46.80], and conventional and con-
tactless chemical vapor transport techniques (CVT and
CCVT) [46.81, 82]. The VP, skull-melt, CVT, and
CCVT materials are all characterized by low (below
1017 cm−3) impurity concentrations. In HT ZnO the
concentration of the most abundant impurity, lithium, is
in the 1018 cm−3 range in these samples. This is a gen-
eral property of hydrothermally grown ZnO. All the
studied samples were nominally undoped. ZnO grown
by the HT method had high resistivity, likely due to Li,
while the other materials were all slightly n-type due to
residual impurities and/or intrinsic defects.

The average positron lifetimes measured as a func-
tion of temperature in all the different bulk ZnO crystals
are collected in Fig. 46.19. As seen in the figure, the
samples can be roughly divided into two groups, where
in one the average lifetime τave is very close to the bulk
lifetime of τB = 170 ps and in the other it is clearly
above τB, in the 175–185 ps range. The ZnO crystals
grown by the VP and skull-melt methods belong to the
former and the crystals grown by the HT, CVT, and
CCVT methods belong to the latter. As shown in the
figure, a second lifetime component of τ2 = 230±10 ps
(the same in all the samples) could be separated in the
lifetime spectra, indicating that positrons annihilate as
trapped at Zn vacancy related defects when the aver-
age positron lifetime is well above the bulk lifetime of
170 ps.

The ZnO crystals grown by the VP technique were
obtained from Eagle–Picher (EP) and ZN-Technologies
(ZNT), and the crystals grown by the skull-melt tech-
nique from Cermet. As explained in Sect. 46.2.2, the
EP material contains Zn vacancies in the double-
negative charge state, evident from the separation of

0.46

0.48

0.42

0.44

0 302010
Positron implantation energy (keV)

Mean implantation depth (μm)

MOCVD a-plane GaN 1 μm
HVPE a-plane GaN 5 μm
HVPE a-plane GaN 15 μm

0 1.500.780.26

S 
pa

ra
m

et
er

HVPE a-plane GaN 25 μm

GaN reference
Sapphire substrate

Ga vacancy

Fig. 46.17 The S parameter in the a-plane GaN layers as a function
of positron implantation energy. The solid and dashed lines show
the S parameter in the GaN lattice and at a Ga vacancy, respectively.
Also the S parameters measured in the GaN reference and in the
sapphire substrate are shown [46.21]

the lifetime components and the increase of the aver-
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lifetime of 173 ps at 20 K corresponds to a concen-
tration of [VZn] = 2 × 1015 cm−3. The positron lifetime
representative of the pure ZnO lattice was fitted to the
data obtained above 300 K, and is shown as the dotted
line in Fig. 46.19. The slight increase with increasing
temperature is due to the thermal expansion of the lat-
tice. The ZNT ZnO is nominally identical to EP ZnO,
and the average positron lifetimes in these two mater-
ials coincide above 300 K, but at lower temperatures
the average lifetime is lower in the ZNT ZnO (about
171 ps at 20 K compared with 173 ps in EP ZnO), but
still slightly above the fitted ZnO lattice lifetime. This
indicates that a very small but measurable fraction of
positrons annihilates at vacancy defects (concentration
lower than in EP ZnO, about 1015 cm−3), which are
presumably Zn vacancies. However, the fraction is too

small for the lifetimes to be separable from the lifetime
spectrum and hence the defects cannot be conclusively
identified. Interestingly, the average positron lifetime
measured in Cermet ZnO coincides with the lifetime
of the ZnO lattice estimated from the EP ZnO data
over the whole temperature range of the measurements,
and no higher components could be separated from the
lifetime spectra at any temperature. This indicates that
the concentration of vacancy defects in this material is
below the detection limit of positron annihilation spec-
troscopy, i. e., well below 1015 cm−3.

The ZnO crystals grown by the HT method were
obtained from Tokyo Denpa (TD) and the Scientific
Production Company (SPC). The average positron life-
time is of similar magnitude (180–185 ps) in the TD
and SPC ZnO crystals, about 10–15 ps above the
lattice ZnO lifetime measured in the EP ZnO, in
excellent agreement with earlier reports of positron
lifetimes in ZnO crystals grown by the hydrothermal
method [46.83, 84]. The main difference between the
TD and SPC ZnO crystals is in the behavior of the av-
erage positron lifetime with measurement temperature:
the average positron lifetime decreases with increasing
temperature in TD ZnO, while it increases slightly in
SPC ZnO. This indicates that positrons are trapped at
negatively charged vacancy defects in TD ZnO, while
the data in SPC ZnO suggest that the vacancy defects
are neutral and that positrons are also trapped at nega-
tively charged non-open volume defects (negative ions).
The negatively charged vacancy defects in TD ZnO are
likely to be Zn vacancies.

An average lifetime higher than that in the defect-
free ZnO lattice indicates that a fraction of the
annihilating positrons must be trapped at vacancy de-
fects. An average lifetime value 10–15 ps different than
that in the bulk is typically enough for the separation
of lifetimes, as in, e.g., the case of electron-irradiated
EP ZnO (Sect. 46.2.2). However, in these hydrothermal
samples the separation was possible only in SPC ZnO at
250–300 K, indicating that Zn vacancies are present in
the SPC ZnO as well. The problems in the separation of
the lifetime components suggest that there is a relatively
high intensity of some additional lifetime between the
bulk and Zn vacancy lifetimes in the lifetime spectrum.
Larger vacancy defects with higher lifetimes than those
of the Zn vacancy are not present, as there would then be
no problems in the separation. A natural cause for these
problems would be the presence of a relatively high
concentration of neutral O vacancies (whose specific
positron lifetime is τV,O = 195±15 ps). In order to cre-
ate such problems in the separation of the lifetimes, the
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concentration of these O vacancy related defects needs
to be in the [VO] ∼= 1017 cm−3 range. On the other hand,
the concentrations of the Zn-vacancy-related defects
causing the increase of the average positron lifetime
with decreasing temperature in TD ZnO and evident
from the separation of the lifetime components in SPC
ZnO must be in the low 1016 cm−3 range.

The ZnO samples grown by the CVT and CCVT
methods were grown at the Institute of Physics of
the Polish Academy of Sciences. The average life-
time is above the bulk lifetime τB = 170 ps in both
the CVT- and CCVT-grown samples throughout the
whole temperature range, indicating the trapping of
positrons at vacancy defects. The lifetime spectra meas-
ured in both materials could be separated into two
components, of which the higher was the VZn-related
lifetime τ2 = 230±10 ps, as shown in Fig. 46.19. The
increase of the average lifetime with decreasing tem-
perature in CCVT ZnO is a clear indication that the
Zn vacancies are in the negative charge state. On the
other hand, the independence from temperature of the
average positron lifetime in CVT-grown ZnO in the
range 100–500 K indicates that the observed vacan-
cies are in the neutral charge state. The decrease in
the average lifetime below 100 K in the CVT ZnO
sample and the flat region at 50–100 K in the CCVT
ZnO sample are interpreted as positrons trapping at
negative-ion-type defects, which have no open volume
and hence produce the annihilation characteristics of
the bulk lattice. This is observed only at low tem-
peratures, since the negative-ion-type defects act as
shallow traps for positrons, and the escape rate at ele-
vated temperatures is faster than the annihilation rate.
The effect of the negative-ion-type defects is small in
the CCVT ZnO sample, and hence the Zn vacancies
are the dominant negatively charged (acceptor-type) de-
fect. The concentration of the negative Zn vacancies
(or related complexes) in CCVT ZnO can be estimated
as [VZn] ∼= 1.5 × 1016 cm−3. The concentration of the
negative-ion-type defects can be estimated to be roughly
one order of magnitude lower.

The first lifetime component τ1 (not shown) is
well below the bulk lifetime τB in CCVT-grown ZnO,
indicating that the one-defect trapping model works.
However, in CVT-grown ZnO the first lifetime com-
ponent coincides with τB, indicating the mixing of
the bulk component with a defect-specific component
with a lifetime close to (but higher than) the bulk
lifetime [46.85]. This can be interpreted as positrons
trapping at O vacancies. The concentrations of the neu-
tral Zn-vacancy-related complexes in CVT-grown ZnO

can be estimated as [VZn] ∼= 2 × 1016 cm−3, and the neg-
ative ion concentration can be estimated to be of the
same order of magnitude. The concentration of the O
vacancies in CVT-grown ZnO can be estimated with
trapping rate analysis as [VO] ∼= 1017 cm−3 [46.35, 85].

Interestingly, the Zn vacancy concentrations in the
bulk ZnO crystals grown by the chemical vapor trans-
port and hydrothermal methods are very similar, in spite
of the growth environment being Zn-rich in the former
and O-rich in the latter. Further, the presence of a rather
high concentration of O-vacancy-related defects in the
ZnO crystals grown by the hydrothermal method is sur-
prising, and is likely to be connected to the high Li
concentration in the material. In fact, the possibility that
the defects interpreted as O vacancies could instead be
some complicated complexes of Zn vacancies with Li
and/or H (another light element that is quite abundant
in ZnO) cannot be completely ruled out. On the other
hand, the O-rich skull-melt and Zn-rich seeded vapor
transport methods also produce ZnO crystals that are
very much alike from the vacancy point of view. Hence
it seems that, in the case of the bulk growth techniques,
the formation of the vacancy defects is not greatly af-
fected by the stoichiometry or the partial pressures of
the growth environment, but rather by the residual im-
purities and other intrinsic defects.

An important observation to be made from
Fig. 46.19 is that the higher lifetime component sep-
arated from the measured lifetime spectra (where it
could be performed) is the same in all the samples
over the whole measurement temperature range, i. e.,
τ2 ∼= 230 ps. It also coincides with that obtained in
electron-irradiated material, hence demonstrating that
the Zn vacancies are important defects in ZnO and
supporting the determination of their lifetime value. In
as-grown ZnO, it is very likely that the Zn vacancies
are complexed with either residual impurities or other
intrinsic defects, as the irradiation-induced (likely iso-
lated) vacancies have been shown to anneal out from
the material already at rather low temperatures of about
500–600 K [46.35]. This applies to the O vacancies as
well.

The results obtained for the EP ZnO and CCVT ZnO
show that the Zn vacancies act as dominant acceptors in
n-type ZnO, similarly to the Ga vacancies in n-type GaN
(see Sect. 46.3.2). The situation is more complicated in
the ZnO crystals grown by the other techniques due to
either too low a concentration of vacancies in general,
or too high a concentration of other types of vacancies,
such as O vacancies. The Zn vacancies are most likely
complexed with donor-type defects, and as they survive
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the cooling down from the high growth temperatures of
about 1000 ◦C, the stabilizing donors are likely to be
located on the O sublattice. In the case of cation va-
cancies complexed with cation-sublattice-substitutional
donor defects, the binding energy is prone to be too low
for the vacancies to be effectively stabilized, as in the
case of Si donors in GaN [46.67]. As the total open
volume of the in-grown Zn vacancies is the same as
that of the irradiated Zn vacancies, it is likely that these
donor defects are residual impurities, the concentrations

of which are of the same order of magnitude as that of
the Zn vacancies. On the other hand, the possibility of
the Zn vacancies being bound to O vacancies as VZn–
VO complexes cannot be completely ruled out, as the
latter are very difficult to distinguish from the isolated
Zn vacancies with positrons. It is important, however, to
understand that the O vacancies possibly observed in the
hydrothermal- and CVT-grown bulk ZnO crystals are
not complexed with the Zn vacancies, as the positrons
are sensitive to the total open volume of the defect.

46.5 Summary

Positron annihilation spectroscopy gives microscopic
information about vacancy defects in the concentra-
tion range 1015 –1019 cm−3. The positron lifetime is
the fingerprint of the open volume associated with
a defect. It is used to identify mono- and divacancies
and larger vacancy clusters. The Doppler broadening
of the annihilation radiation measures the momen-
tum distribution of the annihilating electrons. It can
be used to identify the nature of the atoms surround-
ing the vacancy. Consequently, vacancies on different
sublattices of a compound semiconductor can be distin-
guished, and impurities associated with the vacancies
can be identified. The charge state of a vacancy de-
fect is determined by the temperature dependence of
the positron trapping coefficient. Positron localization
into Rydberg states around negative centers yields in-
formation about ionic acceptors that have no open
volume.

Positron methods can be applied to study vacancies
in both bulk crystals and epitaxial layers. The mea-

surements in bulk crystals are straightforward, as (fast)
positrons obtained directly from the radioactive source
can be used. The studies of epitaxial layers and near-
surface regions of bulk crystals require slow positrons.
Typically in these cases a monoenergetic positron beam
is used, the energy tuning of which allows for depth pro-
filing of the samples in the range from a few nanometers
to several microns.

Applications of the technique to Si, GaN, and ZnO
have been presented. The Si vacancies complexed with
donor impurities have been identified in highly n-type
Si and their role as electrically compensating centers
has been discussed. Ga vacancies complexed with oxy-
gen are observed as native defects in n-type GaN, while
N vacancies complexed with magnesium are detected
in p-type GaN. The effects of growth conditions on the
formation of group III vacancies have been discussed
for GaN and InN. In ZnO, vacancies on both sublattices
have been identified and their presence in bulk ZnO
crystals grown by various methods is discussed.
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Protein Crysta47. Protein Crystal Growth Methods

Andrea E. Gutiérrez-Quezada, Roberto Arreguín-Espinosa, Abel Moreno

Nowadays, advances in genomics as well as in pro-
teomics have produced thousands of new biologi-
cal macromolecules for study in structural biology,
biomedicine research, and drug design projects.

Novel and classical methods of protein crys-
tallization as well as modern techniques for
two-dimensional (2-D) and three-dimensional
(3-D) characterization of different biomolecules
are reviewed in this chapter. Production of
high-quality single crystals will be analyzed in
detail from classical approaches to modern, high-
throughput crystal growth methods for x-ray
diffraction, as will new strategies for reducing
the amount of raw materials used, accelerating
the work, and increasing success rates. It will
be pointed out that this work on crystallization
as well as characterization is multidisciplinary.
These scientific efforts are also interrelated and
require close collaboration between biochemists,
biophysicists, microbiologists, and molecular bi-
ologists, as well as physicists and engineers to
develop new strategies and equipment for struc-
tural purposes. Finally, some of the problems faced
and plans for solving them by using x-ray diffrac-
tion, neutron diffraction, and electron microscopy
will be revised.
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Progress made in the biological sciences (biology, bio-
chemistry, and biomedicine) during the last 25 years
has been deeply dependent on the structural knowl-
edge of atomic or molecular resolution of different types
of biological macromolecules: proteins, nucleic acids
(DNA more than RNA), and a small number of polysac-

charides. Much effort has been made worldwide to
stimulate the structural study of proteins and of the dif-
ferent conformations they adopt in nature. The final aim
is to understand the diversity of protein structural fam-
ilies, their folding, and the relation that exists between
their composition and structure/function. Up to now, the
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redundancy in the motifs and structural elements found
in nature suggests that the number of different confor-
mations is finite and manageable. Once most of them
are known, it will be possible to predict the function of
new, unknown protein domains. In this way, the mod-
eling of these biological macromolecules will become
one of the most promising tools for protein structure
predictions in the near future.

On the other hand, structural biology has also fa-
mously influenced the field of protein engineering.
While recombinant DNA techniques are used as syn-
thetic tools, structure elucidation is used as an analytical
tool. Advances in genomics have allowed the expression
of proteins in live systems, the study of their activities,
and based on their structure, their genetic modification
for any practical purpose, such as increasing their sta-
bility or affinity for a substrate, inhibitor, etc. All this
will revolutionize human life in different aspects: eco-
nomics, health sciences, food sciences (nutrition), as
well as in the development of new biomaterials with
tailored properties based on the structure of biological
systems.

Beyond the impact that structural biology has had
on biochemistry, the three-dimensional structures of
macromolecules have been demonstrated to be of
formidable value in biotechnology. Nowadays, struc-
tural biology promotes the pharmacology field, through
rational drug design based on the high-resolution struc-
ture of target macromolecules. This will have great
impact on such diverse problems as curing human dis-
eases, solving veterinary problems, and attacking crop
damages [47.1].

Advances in genomics as well as in proteomics
have produced thousands of new proteins for study
in structural biology and drug design projects. The
complete sequencing of vertebrate and invertebrate
genomes [47.2] has accelerated international efforts to
develop high-throughput methods and technologies that
allow fast, three-dimensional protein structure determi-
nation [47.3]. Since the number of new proteins will
continue to increase, as well as the number of scien-
tists who study them, the necessity for new, efficient,
and effective methods of structure determination has
emerged [47.4]. Up to now, and in the near future, x-ray

diffraction of single crystals of specific macromolecules
has been the only technique that can provide structural
data at atomic resolution for these purposes. Other tech-
niques that generate structural and molecular dynamic
data do exist, but they are not used for the purposes
expressed previously [47.1].

Some public and private projects have emerged
under the names of structural genomics and struc-
tural proteomics. More recently, new terms have been
created such as crystallomics, crystallogenesis, and
chemotronics (a new branch between science and tech-
nology, related to the creation of liquid electrochemical
converters in which ions in solution instead of elec-
trons perform the role of current carriers). These
efforts need fast and efficient techniques for three-
dimensional structure elucidation. They are focused on
high-throughput crystal growth for x-ray diffraction,
considering new strategies for reducing the amount of
raw material used, accelerating the work, and increasing
success rates. These efforts are multidisciplinary and
interrelated, and need close collaboration between bio-
chemists, biophysicists, microbiologists, and molecular
biologists, as well as physicists and engineers to de-
velop new strategies and equipment. Herein, some of
the problems faced and plans for solving them will be
reviewed.

For x-ray crystallography to be applied to crystals of
adequate size and quality, precise data collection is re-
quired. This converts crystals into the key to the whole
process, and their production into the bottleneck. The
problem of growing adequate crystals involves diverse
aspects; in this chapter some of them will be commented
on, such as model biomolecules, in addition to some
novel and ingenious approaches to solving them, as well
as their growth in a high-quality crystalline state.

One of the difficulties in obtaining high-quality
crystals is the natural convection that exists in ev-
ery experiment performed under normal Earth gravity
conditions. In addition, problems involved in protein
crystallization from solution, transport phenomena, and
methods of crystal growth will be carefully reviewed.
This is the reason why protein crystallization is so dif-
ficult: because of the lack of understanding of many of
their physicochemical properties.

47.1 Properties of Biomacromolecular Solutions

Since all chemical reactions in biological systems take
place in aqueous solutions, the question is: What is a so-

lution? By solution we understand a single phase, or
a homogeneous system of variable composition formed
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by at least two independent components. A homoge-
neous system is characterized by the absence of an
interphase between the component parts of the solution,
and by uniform composition and properties throughout
the entire volume.

The components of a solution are the individual
chemical substances which can be isolated from the
system and which can exist in an isolated state. For ex-
ample, an aqueous solution of lysozyme (model protein)
consists of water (or buffer solution) and molecules of
lysozyme. The solution components are the solute (pro-
tein) and the solvent (in general, water, for biological
systems). The solute is the component of the solution
in which the state of aggregation in normal conditions
differs from that of the solution. The other components
of the solution are known as solvents. In the case of li-
quid solutions, solutes are substances that under normal
conditions are solid or gaseous, while the solvents are
liquids.

The composition of a solution, in contrast to the
composition of definite chemical compounds, can vary
continually within wide limits. In this respect solutions
are similar to chemical mixtures, though differing from
them in their homogeneity and the change of many
properties on mixing. The properties of a solution de-
pend on the interactions between the particles of the
solute, on the interaction between the particles of the
solvent, and on the interaction between the particles of
the solute and the solvent [47.5].

In the particular case of biological macromolecules,
solubility is defined according to the solvent properties
or solution–crystal equilibrium. In general the solvent is
water or a buffer solution, so that the protein will have
a proper chemical composition to bond to the solution
at a specific pH value, or ionic strength (given by salts),
and finally some additives (detergents, divalent cations,
etc.). All these factors will affect the properties of the
protein solubility in a different way. For instance, all
soluble proteins in water or buffer solutions will keep
hydrophobic amino acids inside the internal structure.
On the other hand the hydrophilic amino acids will be
distributed around the protein, exposed to the solvent.
This process gives stability to the protein molecule and
keeps the biological system in equilibrium with the sol-
vent. As a consequence, the stability of any biomolecule
in a solution will depend on the interaction between
solvent and solute. The balance of these interactions
could be modified by chemical and physical parameters
such as temperature, pH, salts, additives, organic sol-
vents, etc. The appropriate way to look at the physical
or chemical behavior of macromolecular solutions must
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Fig. 47.1 Solubility plot for thaumatin experimentally ob-
tained at 18 ◦C

be by means of a solubility plot showing the variation of
the solubility of the protein versus the variation of the
crystallization factor (the concentration of a precipitat-
ing agent, pH or temperature). A typical solubility curve
shows different areas of the phase diagram where dif-
ferent types of phase separation take place. Figure 47.1
shows an example solubility curve for thaumatin, ob-
tained at 18 ◦C.

This plot is divided into different zones where the
crystal growth process takes place. In the area located
under the equilibrium curve, the molecules of the pro-
tein are freely distributed throughout the solvent. This
means that many biomolecules are needed to saturate
the system. In the upper part of this equilibrium curve,
there is a parallel line where a quasisteady state is ob-
tained. This area is called the metastable zone, where
nuclei are forming and dissolving at the same time and
two types of forces are participating in the process:
surface and volume forces. In the nucleation zone, the
crystal growth process takes place, and larger crystals
will grow at lower supersaturation values. However, at
very high supersaturation, the system is highly super-
saturated and protein–protein interactions will occur at
high velocity, yielding amorphous precipitation. It is
worth mentioning that everything is controlled by the
driving force known as supersaturation. This is related
to the differences in the chemical potential of the sam-
ple and connected to the Gibbs free energy. There is
another way of investigating the solubility behavior of
biomacromolecular solutions: by evaluating the solubil-
ity of protein molecules as a function of temperature.
This physicochemical parameter will give us additional
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Fig. 47.2 Solubility plot as a function of temperature, the
pathway from A to B is called isothermal growth and from
A to C is called isotonic growth

information related to the stability of the protein mol-
ecule at a specific pH value. For instance, Fig. 47.2
shows a theoretical plot of solubility behavior versus
temperature. This plot contains the same areas as those
shown in Fig. 47.1.

From this curve it is possible to see two pathways
which permit the solubility to be reduced: (1) travel-
ing from the undersaturated region A to region B at
constant temperature, (2) traveling from region A to re-
gion C while reducing the temperature. Both sides of
this plot will permit the reduction of the solubility to
obtain phase separation, and depending on the velocity,
this solid phase could be a crystalline phase. We must
take into account that there are several parameters that
participate simultaneously in the crystallization process
of a biological sample, and we must also take into ac-
count that understanding the nucleation step based on
a solubility plot will give us the possibility of growing
high-quality single crystals.

Nucleation is a major step in the crystallization
process. It is primarily defined in terms of nuclei for-
mation and size distribution. As soon as crystallites are
detectable, the phenomenon is called crystal growth.
During nucleation several events occur simultaneously
on various time scales, namely: molecular conformation
changes that take place in ≈ 0.01 ns, surface structure
and defect displacements occurring within 1 ns, sur-
face step displacement in 1 μs, growth of one atomic
layer in 1 ms, hydrodynamic transport in about 1 s, and
finally homogenous nucleation, which needs no more
than a few minutes [47.6]. Chemical and physical inter-
actions between different molecules can be monitored,

but only some methods provide sufficient resolution in
terms of particle size and time scale. Static and dy-
namic light-scattering methods have been employed
to verify protein homogeneity and measure protein–
protein interactions under precrystallization conditions.
They have also been applied without a sophisticated
data reduction scheme to predict protein solubility and
crystallizability [47.7,8]. As a consequence, the combi-
nation of spectroscopic and crystallographic data may
provide an insight into the energetics of nucleation. The
free-energy barrier of this process is controlled by the
supersaturation value, which is normally the driving
force and is related to the spontaneity of the system
by (47.1).

ΔG = −
[( 4

3πr3
)

Ω

]
kBT ln β +4πr2γ , (47.1)

where Ω is the molar volume occupied by a unit in
the crystal, r is the hydrodynamic radius of the macro-
molecule or the cluster, kB and T are the Boltzmann
constant and absolute temperature, respectively, and γ

is the surface energy (expressed in units of J/cm2).
Supersaturation can be defined by its absolute value

β = C/Ce, or its relative value, α = (C −Ce)/Ce, where

Surface energy

r'

ΔG*

Volume energy

Free energy

Particle radius

Fig. 47.3 Theoretical plot for the nucleation phenomena
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Ce represents the actual value of solubility at certain
concentrations of precipitant and protein, i.e., one of the
(x, y) values of the plot shown in Fig. 47.1. Nucleation
behavior can be easily computed if we have the values
of Ω at which the molar volume is occupied by a unit in
the crystal from x-ray diffraction, and the hydrodynamic
radius (r) from the hydrodynamic properties of the solu-

tion as well as the surface energy (γ ), both of which are
usually obtained by dynamic light-scattering methods.
Figure 47.3 shows the theoretical behavior of the nu-
cleation process, where surface and volume forces are
competing. The result of the summation of both plots
will give us the variation of the Gibbs free energy versus
the size in units of the monomer radius [47.9].

47.2 Transport Phenomena and Crystallization

Transport processes, and in particular mass transport,
are very important for crystal growth from aqueous
solutions [47.10–12]. Mass and heat transport pro-
cesses are critical to the final quality and characteristics
of the crystals [47.13]. Many crystallogenesis tech-
niques have been explicitly developed for controlling
the relative contributions of convective and diffusive
transport in crystal growth [47.14]. During the active
incorporation of ions or molecules into the three-
dimensional lattice, density differences are generated
in the proximal area of the developing faces, lead-
ing to convective flux in the surroundings of the
crystal [47.15–17]. Convective transport of molecules
competes with pure diffusive transport, and the in-

teraction between them will determine the way and
the kinetics of nutrient presentation of the growing
crystal.

Transport phenomena not only affect the nutrients of
the crystals but also the rate of adsorption and incorpo-
ration of impurities, which affects the size, morphology
development, and perfection of the crystal [47.18]. On
the other hand, convective transport only occurs in the
presence of gravity. Only then can heavier fluids fall and
lighter fluids rise, letting convective currents emerge in
the bulk of the solution. Other types of convection do
exist, such as convection due to surface tension [47.19],
but they are not significant in the crystallization process
of solutions.

47.3 Classic Methods of Crystal Growth

Medium-sized single crystals with near-to-perfect
habits made of molecular arrangements with no de-
fects that produce well-resolved and intense diffraction
patterns are the dream of every protein crystallogra-
pher. Four basic crystallization methods are presently
at the disposal of crystal growers to grow such crys-
tals. Like half a century ago in chemistry laboratories,
crystallization assays can be set up either (1) in batch
mode, (2) by vapor diffusion between hanging (or sit-
ting) droplets and a reservoir of precipitant, (3) by
dialysis across a semipermeable membrane or (4) based
on free-interface diffusion at the interface of two liq-
uids [47.20–23].

In batch crystallization, nuclei can form and grow
immediately in a constant volume once all ingredi-
ents, i. e., protein, buffer, precipitant, and additives,
have been mixed. An automated version successfully
employs microliter droplets that are deposited un-
der a layer of oil [47.24]. In the vapor diffusion
method, a small volume of macromolecular solution

is equilibrated against a larger volume of precipitant.
Equilibration occurs with the transfer (at constant tem-
perature) of a volatile compound (usually water) until
isopiestic pressure is reached [47.25]. Its rate is vis-
cosity and vapor pressure dependent, and the volume
of the initial protein solution decreases proportion-
ally to the precipitant concentration difference. Most
commercial crystallization robots employed for high-
throughput applications dispense a great number of
submicroliter volume droplets onto dedicated crystal-
lization plates [47.26]. On the other hand, dialysis
permits us to approach the equilibrium differently, and
can reach the supersaturation zone more smoothly and
in a better controlled manner [47.27, 28]. Also sam-
ples can be reused as long as they are not irreversibly
denatured. This technique is not so popular, proba-
bly because samples smaller than a few microliters
are difficult to handle and because it has not yet been
automated. Finally, in Earth-based laboratories, con-
vectional flow triggered by density differences restricts
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the use of diffusion at the interface between macro-
molecular and precipitant solutions to small sample
volumes contained in capillary tubes [47.29]. Free-

interface diffusion has been successfully applied in
quasiweightlessness, where solutal convection is natu-
rally weak [47.30].

47.4 Protein Crystallization by Diffusion-Controlled Methods

47.4.1 Crystallization in Microgravity
Environments

Many years of experimentation with diverse crystals has
confirmed the notion that, by minimizing convective
mass transport, better quality crystals can be obtained,
with improved mechanical and optical properties, re-
duced density of defects, and larger size.

How is it possible to suppress the natural convection
in crystallogenesis? Nowadays, different approaches
have arisen for removing or at least reducing it. One
of them is crystallization of macromolecules in space,
where in the absence of gravity, convection disap-
pears. In the last decade, a new approach that involves
the use of magnetic fields has appeared. Magnetic
forces opposed to gravity can reduce natural convec-
tion inside solutions [47.31, 32]. Also, methods for
crystallizing macromolecules in gels are good and
well-accepted alternatives for eliminating natural con-
vection [47.33].

It is natural to think that, at zero or reduced gravity,
crystals with superior properties can be grown [47.18].
Is this possible? Observations and experimental data
support the hypothesis that convective flows can
be related to the introduction of statistical disorder,
defects, and dislocations on growing crystal sur-
faces [47.34–36]. Convective transport tends to be
variable and random, producing variations in the super-
saturation levels in the environment of the developing
faces, exposing them permanently to high levels of nu-
trients, similar to those of bulk crystallization. On the
contrary, under microgravity, convection is suppressed
and the concentration of nutrients at the interface of the
crystal is reduced. Mass transport is purely diffusive,
which for proteins is very slow, and a region of de-
pletion of nutrients is established around the nucleus.
Thanks to the absence of gravity, this zone is qua-
sistable. We can imagine one crystal in the center and
the gradient of nutrients on the right-hand side and on
the left-hand side aggregates and large impurities. In the
right-hand part, nutrient molecules diffuse very slowly
because of their size, lengthening the effect. On the left,
impure molecules diffuse more slowly than monomers

do. As a consequence, the depletion zone acts as a dif-
fusive filter, avoiding the incorporation of impurities
into the growing crystal. Apparently, this is the princi-
pal mechanism for improvement in crystal quality under
microgravity. This hypothesis is not only supported by
the experimental data but also by mathematical models
that explain the mass transport process involved. It has
also been shown (in a particular case) that up to a 40%
reduction of nutrient molecules near the nucleus can be
achieved in the absence of gravity, relative to the bulk
concentration [47.37].

In the past, the aim of convection suppression
was the inspiration for many scientists who devoted
their work to developing new techniques and devices.
The first serious experiment for crystallizing macro-
molecules under microgravity was done by a German
team under the direction of Prof. Littke in 1978. On that
occasion, lysozyme and β-galactosidase were success-
fully crystallized by the liquid–liquid diffusion method
in a series of reactors [47.38–41].

The progression made in this crystal growth area
was hard and slow, owing to the sparse literature on ex-
periments performed in microgravity during the 1970s
and 1980s. Moreover, many results were unavailable
to the research community because they belonged to
private companies or because of the lack of communi-
cation between Oriental and Western scientists [47.18].
It was not until 1989 that the first formal scientific
paper was published in Science, in which x-ray diffrac-
tion analysis of many crystals grown in microgravity
was reported. They presented higher intensity/estimated
error (I/σ(I )) rates through the whole range of resolu-
tion, and higher resolution values [47.42]. This article
provided tangible proof that crystals formed in mi-
crogravity environments generate more data of higher
quality, producing more precise structures.

How are experiments performed in microgravity?
Nowadays many devices exist, based primarily on two
techniques: vapor diffusion and liquid–liquid diffu-
sion [47.43], and the thermal-induced batch technique
has also been successful in growing some large crystals
that gave very high resolution [47.44]. The experi-
ments are performed by governmental space agencies
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or private consortia, such as Payload Systems (USA),
Intospace (a European consortium, recently dissolved),
and Bioserved (a center for commercial development
sponsored by NASA). Each consortium has devel-
oped its own devices for its experiments [47.43].
Among the vapor diffusion devices, the vapor diffu-
sion apparatus (VDA), designed and built by Bugg and
collaborators from Alabama University at Birmingham,
USA [47.45, 46], is the most commonly used device,
with more than 25 missions. Although originally the de-
vice was very simple, it was possible to crystallize many
diverse proteins, such as lysozyme, canavaline, bovine
serum albumin, and others. Presently, newer and more
complex versions of microgravity devices exist, offer-
ing major advantages and possibilities for controlled
experimentation.

As mentioned above, experiments done in space do
not evolve in the same manner as those performed on
Earth. For example, for vapor diffusion experiments
done in both environments, the equilibrium kinetics is
different, and this difference is stronger in liquid–liquid
diffusion experiments. In spite of this, the superiority
of crystals grown in space compared with those grown
under Earth’s gravity has been established by com-
parison according to four well-chosen criteria. First,
a visual examination is fulfilled (this is a subjective
analysis based on observation of the crystal under the
microscope). Then, the sizes and the distribution of
those values in the experiment are analyzed. Morphol-
ogy is another evaluation criterion, as many protein
crystals grow with different crystalline habits depend-
ing on whether the process was done on Earth or
in space [47.42]. Finally, the properties of the x-ray
diffraction pattern generated by a crystal must be con-
sidered (as the internal order of a crystal relies on the
growth kinetics).

Following these criteria, a number of advantages
found in crystals grown in microgravity can be summa-
rized [47.42, 47, 48]:

• Visual superiority.• Larger crystals, many orders of magnitude larger
than the biggest crystals grown on Earth [47.18].• Higher resolutions achieved in x-ray diffraction pat-
terns.• Better I/σ(I ) signals (Wilson plot); in the entire
range of the resolution, higher values of I/σ (I )
for microgravity crystals were found. However, the
physical properties responsible for this observa-
tion are as yet unknown. Apparently, the reason is
a lower defect density.

• Sharper x-ray diffraction intensity peaks, showing
quantitatively the better internal order and perfec-
tion of protein crystals grown in space.• Not only proteins can be crystallized in the absence
of gravity, but also other macromolecules such as
viruses (satellite tobacco mosaic virus), DNA, phar-
maceutical targets (HIV reverse transcriptase) or
membrane proteins (bacteriorhodopsin).• Under microgravity, the sedimentation effect dis-
appears. In space, crystals keep their defined and
stable positions over long periods of time. It is there-
fore a favorable environment for multiple crystal
growth, minimizing the superposition of diffusive
fields and assuring more or less uniform access
to nutrients by all faces [47.49]. Besides, the in-
corporation of microcrystals or three-dimensional
nuclei by sedimentation into the growing faces is
avoided.

On the other hand, among its main disadvantages
are the cost and the waiting time. It is an expensive
method and requires a lot of time since the missions
are not daily and they last for many days, especially
when consecutive experiments are desired. Therefore,
the disadvantages of microgravity protein crystalliza-
tion are: high cost, low reproducibility, low reliability,
lack of correspondence between Earth- and space-based
observations, and lack of understanding of micrograv-
ity observations. Finally, based on these disadvantages,
we could say that nowadays most protein crystallization
programs have been abandoned by the respective space
agencies.

47.4.2 Crystallization in Gels

As early as the end of the 19th century, inorganic
compounds were crystallized in gelatin or gels made
of siloxane [47.50, 51]. Once the actual role of the
gel was recognized, it was added to crystallization
media to reduce convectional flow [47.52, 53], favor
mass transfer by diffusion [47.54, 55], and immobilize
crystal nuclei in the network and suppress gravity-
driven sedimentation [47.50, 51, 56]. After the first
report by Low and Richards in 1954 of the use of
gelatin in the crystallization of albumin [47.57], it
took a while before inorganic and organic gels were
reintroduced for protein crystallization [47.55]. This
led the way to the production of crystals having
many fewer defects. Indeed, protein and virus crys-
tals grown in such gels have enhanced diffraction
properties, including sharper Bragg reflections, higher
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diffraction intensities compared with background noise,
or a higher diffraction limit compared with crystals
grown in solution [47.58, 59]. Despite the discovery
of these benefits, gels are largely underexploited by
protein crystal growers. The same holds for counter-
diffusion [47.60, 61], a crystallization method in which
capillary forces exerted in cylindrical tubes of small
diameter strongly reduce convection and stabilize the
concentration gradients that exist around growing crys-
tals [47.62, 63].

47.4.3 Crystallization in Capillary Tubes

The aim of this section is to summarize technically
simple and efficient crystallization methods for opti-
mizing the quality of crystals of a variety of biological
particles, including proteins, nucleic acids, multimolec-
ular assemblies, and viruses. Crystallization assays in
microporous, chemical or physical hydrogels (as men-
tioned above) or inside capillary tubes (as described
here) only require inexpensive chemicals and simple
laboratory equipment. Conditions identified by a pre-
liminary sparse-matrix approach in solution can be
readily transferred to gels or capillaries in an attempt
to enhance the diffraction properties of crystals. Gels
and capillaries are also convenient for crystal stor-
age and transport. In the course of this study, novel
gel-forming compounds have been tested and a novel
crystallization method for reducing convectional flow
has been implemented. Furthermore, crystal content
analyses by mass spectrometry have been performed in
order to determine the limits of the impurity-sieving
effect of agarose on the incorporation of isoforms
in thaumatin crystals. Crystallization and crystallo-
graphic results obtained with small model proteins and
large enzymes involved in gene expression are pre-
sented. The contributions of diffusive media and of
counterdiffusion methods are discussed and practical
recommendations given. Another way to reduce the nat-
ural convection under Earth’s gravity is to incorporate
gelled media into the solutions. In 1968, Zeppeza-
uer and coworkers described the use of microdialysis
cells, made of capillary tubes sealed with gel stoppers
(polyacrylamide), to reduce convection in crystalliza-
tion solutions to obtain better crystals [47.64]. Then,
in 1972, Salemme also succeeded in the crystalliza-
tion of proteins inside a glass capillary tube [47.29].
He put a protein solution into contact with a precip-
itant agent and let the system reach equilibrium by
counterdiffusion [47.38]. Some years later, ribosomal

subunits were crystallized successfully with the same
setup [47.65].

After many years of investigation, Prof. García-
Ruiz proposed the use of gelled media for crystallizing
macromolecules by counterdiffusion. This technique
combined the principle of reduced convection and the
advantage of having a wide range of conditions in
a single experiment [47.66]. All this progress allowed
García-Ruiz and colleagues in 1993 to develop of
a new technique called the gel acupuncture method
(GAME) [47.67, 68]. This novel technique consists
of the permeation of the precipitating agent solution
through the gel and the penetration by capillary force
into the capillary tube, filled with a protein solution, al-
lowing for crystallization [47.68]. This technique is well
known today, and various types of gels, capillary tubes,
additives, and precipitating agents have been evaluated
for its use [47.68, 69]. A difference from other methods
is that inside a capillary tube there is not only one super-
saturation level, thus precipitation zones will be found
in regions of very high supersaturation, nucleation will
happen at high supersaturation levels, and the growth
of those nuclei will be found in regions of lower su-
persaturation levels. This increases the probability of
finding the right conditions for crystallization [47.70].
Other advantages are the possibility of crystallizing
proteins inside capillary tubes ready for direct x-ray
diffraction data collection, avoiding the usual physical
manipulation of the crystals and thus reducing the risk
of breakage at the moment of mounting them or trans-
porting them to the synchrotron [47.71], or the use of
cryoprotectors and/or heavy metals inside the crystal-
lization solutions by using a counterdiffusion method in
capillary tubes [47.72].

Through the counterdiffusion methods in capil-
lary tubes it was possible to crystallize diverse pro-
teins of different molecular weight and a wide range
of isoelectric point, viruses, and protein–DNA com-
plexes [47.73]. In addition, thanks to the advances in
structural genomics, a new device was developed for ex-
ecuting multiple and independent experiments, which
is appropriate for effective screening of crystalliza-
tion conditions of biological macromolecules [47.71].
It combines the benefits of multiple conditions in one
capillary, thereby increasing the chances of finding the
optimal ones, with the possibility of direct x-ray diffrac-
tion analysis in the device. All these advantages have
converted this device into the first totally all-inclusive
system since the initial steps toward data collection for
structural analysis [47.71].
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47.5 New Trends in Crystal Growth (Crystal Quality Enhancement)
At the beginning of the new millennium, several struc-
tural projects were devoted to finding a cure for diseases
based on knowledge of the three-dimensional struc-
ture of specific biological targets; the problem has been
to obtain high-quality single biocrystals to be inves-
tigated by x-ray diffraction. There are several novel
approaches to overcoming the poor quality usually ob-
tained in biological crystals for high-resolution x-ray
crystallography. Some of these are the application of
an in-situ internal electric field in the crystal growth
process [47.74–77], the use of external electric fields
in protein crystallization [47.78–81], the application of
strong magnetic fields and high pressure [47.82–84], the
combination of electric and magnetic fields [47.80], the
use of ultrasonic fields [47.77], the use of femtosec-
ond laser irradiation (FSLI), and the solution-stirring
(SS) method [47.85], as well as addition of nucleants to
crystallization droplets [47.86–91]. Basically, the idea
behind all of these approaches is related to placing
the system in the nucleation regime in the solubility
plot and providing the system energy for spontaneous
first nucleation. In order to separate the nucleation phe-
nomena and the crystal growth process, it is necessary
to look for a precise technique to investigate the lim-
its of these two processes. In this regard, dynamic
light-scattering methods usually help to define those ar-
eas where nucleation is happening [47.8, 92–94] while
atomic force microscopy or video microscopy is ap-
propriate to investigate mechanisms of crystal growth
(reviewed later).

47.5.1 Crystallization Under Electric Fields

The study of the effect of electric fields on protein crys-
tallization had not been explored until the pioneering
work on estradiol 17β-dehydrogenase electrocrystal-
lization [47.95]. Recent studies performed by Aubry
and coworkers, with electric fields external to the crys-
tallization solution, showed that it is possible to reduce
lysozyme nucleation and increase the crystal growth
rate. Then, the same group evaluated the crystal growth
kinetics and found an increase in the protein concentra-
tion near drops that were close to the cathode [47.75].
Nanev and Penkova [47.76] came up with similar re-
sults when crystallizing lysozyme by batch method in
the presence of an external electric field. They reported
that lysozyme crystals grew with a definite orientation
towards the cathode. Recently a full review of the ef-

fect of electric fields on protein crystallization has been
published [47.77].

Biological macromolecule crystallization, in the
presence of an internal electric field, uses a similar
setup to that used by the gel acupuncture method, ex-
cept that an inert electrode (Pt) is introduced into the
capillary tube and comes into contact with the pro-
tein solution, and another electrode is set collinear to
it, in the gel [47.74]. Protein molecules are charged
since the pH solution is far from the protein’s isoelectric
point. When a small direct constant current is imposed
on the system, a potential difference is established be-
tween the electrodes, provoking an orientation effect
over the macroions (protein molecules). Lysozyme and
thaumatin crystals were found to be firmly attached to
the anode during the crystallization process.

To understand what is going on when the potential
difference is established, it is important to compre-
hend how the solution is structured and the effects the
electric field has on it. The proposed hypothesis for nu-
cleation inside the capillary tube, in contact with an
anode, considers the presence of an electric double layer
in the surroundings of the electrode. When an elec-
trode comes into contact with an electrolyte solution,
the ions feel asymmetric forces and order themselves,
forming an electric double layer. The first layer is com-
posed of water molecules with their dipoles oriented,
whereas the second layer is composed of counterions.
Positively charged protein molecules need a negative
ion for favorable protein–protein interactions, for ex-
ample, CL− for lysozyme [47.96] or potassium sodium
tartrate for thaumatin [47.97]. The potential difference
established in the cell allows the migration of anions
of the precipitating agent into the capillary tube, en-
couraging interaction with the protein molecules in the
solution, in the first instance. Then the counterions of
the electric double layer will act as supports for pos-
itively charged protein molecules or nuclei, allowing
the crystal grow over the anode. This behavior was not
found when a cathode was placed inside the capillary
tube [47.74].

This technique is very new and has only been
evaluated with model proteins, such as lysozyme
and thaumatin. However, it seems very promising
as crystals with similar quality to those grown with
the gel acupuncture method were obtained, but with
shorter nucleation-induction times and without affect-
ing three-dimensional growth rates [47.74]. This is
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very interesting from a biotechnology point of view,
since shortening the crystalline production time is
desirable.

The reduction of the induction time in crys-
tallization had also been observed by Moreno and
Sazaki [47.79]. Lately, these scientists have studied the
effect of an electric field with a different setup, using
the batch method and with parallel electrodes. Despite
these variations, they noticed an induction time three
times shorter in the presence of an internal electric field,
corroborating the results found with the gel acupuncture
method plus an internal electric field [47.74]. Besides,
for the same work, the benefit of nucleation control is
remarkable, since they obtained fewer lysozyme crys-
tals with homogeneous size distribution.

47.5.2 Crystallization Under Magnetic Fields

It is possible to reduce natural convection on the Earth
with the help of magnetic fields. Depending on whether
they are homogenous or inhomogeneous, the fields act
upon a sample in different ways. Inhomogeneous mag-
netic fields are responsible for reducing the effective
gravity that a solution feels through the action of a mag-
netization force [47.32]. If a magnetic field gradient is
applied vertically, a magnetization force will be gen-
erated. When this force opposes gravitational force,
a reduction of vertical acceleration (effective gravity)
is obtained. Hence, a decrease in natural convection is
accomplished.

With a mathematical model of a crystallization
system under a magnetic field, the concentrations
of macromolecules in the surroundings of a grow-
ing crystal were estimated [47.98, Fig. 2], verify-
ing that a magnetic gradient of −685 T2/m reduces
convection by 50%, while a magnetic gradient of
−1370 T2/m practically eliminates convection, produc-
ing similar conditions to that of microgravity [47.98].
Experimentally, high-quality high-resolution crystals
were obtained, in agreement with the mathematical
model [47.99]. Moreover, Wakayama and colleagues
found that, in the presence of a magnetizing force op-
posite to g, fewer lysozyme crystals were obtained than
in the absence of the magnetic force [47.32].

When a homogeneous magnetic field is applied,
high-quality crystals are also observed [47.100], even
though the mechanism involved is different. An increase
in viscosity near the growing crystal was observed when
a magnetic field of 10 T was applied [47.101,102]. This
increase in viscosity means that there is a reduction
of natural convection inside the solution. Furthermore,

an orientation effect was observed upon the crystals
formed under high magnetic fields [47.31, 32].

More recently, in another study, the decrease of the
diffusion coefficient of lysozyme inside a crystalliza-
tion solution under a homogeneous magnetic field of
6 and 10 T was evaluated [47.103]. All these observa-
tions are interrelated and are the consequence of the
orientation effect by the magnetic field at a microscopic
level. In a supersaturated solution, proteinaceous nuclei
are suspended in the solution bulk, and sediment upon
reaching an adequate size, which depends on the mag-
nitude of the magnetic field applied. These nuclei act as
blocks, avoiding the free diffusion of monomers, turn-
ing the solution more viscous and as a result reducing
convection [47.103].

The research field of crystal growth under mag-
netic fields is relatively new and needs more study.
A lot of things still remain to be understood about the
effects of magnetic fields (both homogeneous and in-
homogeneous) on macromolecular solutions. Evidently,
a strong external magnetic field induces a magnetizing
force, increases the viscosity of the protein solution,
orients the growing crystals, and affects the growth
process in a complex manner. All these phenomena
seem to favor the resulting crystal quality, although
a more complete investigation is needed to understand
the mechanism better [47.102].

Finally, it is worth mentioning that the use of strong
magnetic fields is still very expensive to be performed
only in crystallization experiments. Maintenance of the
superconductive magnets and the magnet itself are lim-
iting factors for economic reasons. However, there are
recent publications that have demonstrated that apply-
ing only a strong magnetic field, coupled with growth
in a gel, improves the resolution limit as well as the
crystal quality [47.104]. The combined effects of a mag-
netic field and magnetic field gradients on convection in
crystal growth were published by Wakayama and col-
leagues [47.103, 104].

More recently a novel experiment using a popular
magnet usually used for nuclear magnetic resonance
(NMR) commonly used in chemistry laboratories was
published [47.105]. This combined the batch method in
gels under the presence of strong magnetic fields of 7
and 10 T in capillary tubes inserted in silicon hydrogels.
A significant effect on the orientation of the crystals was
noticed after 48 h in the presence of a 10 T magnetic
field. The size of the crystals of lysozyme, thaumatin,
and ferritin was improved while the number of crystals
was decreased compared with the control. For instance,
the crystal quality of thaumatin reached 1.15 Å resolu-
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tion, compared with the control which produced crystals
of the same thaumatin at 1.7–1.8 Å resolution.

47.5.3 Combining Electric
and Magnetic Fields

The simultaneous effect of magnetic and electric fields
is a new field of research. Depending on the configura-
tion of the system, great advantages can be acquired,
such as homogeneity in crystal size, thanks to ap-
parent suppression of secondary nucleation events,
permitting the continuous growth of previously formed
nuclei [47.103, 106]. Also, an orientation effect is
noticed when the magnetic field is parallel to the elec-
trodes, having the same effect as described in previous
works [47.79, 80].

47.5.4 Robotics and High-Throughput
Protein Crystallization

In the last few years, genomic advances have en-
couraged high-throughput structural biology studies.
So much so that it has received the name of struc-
tural genomics and many huge public grants have been
given to academic laboratories and private enterprises,
such as pharmaceutical industries, around the world.
The projects are diverse and extend from the study of
the structure–function relation of proteins, through the
mechanisms involved in protein folding [47.107], to the
more pragmatic approach of rational drug design based
on the structure of target molecules [47.108]. X-ray
diffraction crystallography is critical in these studies,
being the battle-horse in such initiatives. In this way, the
crystallogenesis of biological macromolecules arises as
a vital step in the whole process, although it is the
most complicated and last understood step in struc-
tural biology. In this section some aspects involved in
high-throughput crystal growth of biological macro-
molecules will be reviewed.

The growing of crystals of biological macro-
molecules in large quantities takes place in several
steps: protein production in large amounts (by heterolo-
gous expression or from its natural source), purification,
crystallization trials, and their corresponding inspec-
tions. Since many proteins are evaluated at the same
time it is mandatory to have automated systems that ac-
celerate the work, while at the same time they should be
trustworthy since the efficiency of each step affects the
next one.

Heterologous protein production is almost com-
pletely automated for massive aims. This includes

cloning, transformation, and gene expression. These
stages involved DNA molecules and, thanks to their
high stability, they can be automated easily [47.109,
110]. Nevertheless, there is not yet a totally automated
system for protein purification on a large scale with
applications in structural biology. Proteins differ in
their expression levels, solubility, and physicochemi-
cal properties, so that most scientists prefer to adopt
a combination of manual techniques to obtain pure pro-
teins. Despite this, many biotechnological companies
have developed more integral solutions for large-scale
purification. For example, Syrrx (San Diego, USA) uses
a purification system developed at the Genomics Insti-
tute of Novartis Research Foundation, which combines
centrifugation and robotized sonication with a system
of column chromatography arranged in parallel, which
is able to purify 96–162 proteins per day [47.110].
Affinium Pharmaceuticals (Toronto) has also devel-
oped an integral purification system. Proteomax covers
all the steps, from the cellular extract processing to
the pure concentrated sample, ready for analysis. This
equipment can clarify the lysate, perform column chro-
matography, and desalt and concentrate samples, giving
in the best cases a pure protein ready for structural
studies. So many automated steps results in very useful
purification equipment for large-scale studies [47.108].

Structural biology laboratories are capable of han-
dling more than 1000 different proteins in a month.
As a consequence they require the maximum possible
automation of every stage, including crystallogenesis.
This is not such a big problem, particularly considering
that the vapor diffusion and microbatch crystallization
techniques are the most frequently used. Therefore,
diverse robots that can perform these functions exist
on the market. Decode Biostructures produces ROBO-
HTC, composed of a robot that prepares all different
conditions (Matrix Maker) and another robot that dis-
penses the drops. Douglas Instruments is responsible
for ORIX 6, which performs vapor diffusion with sit-
ting drops or microbatch assays. This robot can process
about 240 cells per hour. Another commonly used robot
is Mosquito, from Molecular Dimensions. Mosquito is
built by TTP LabTech, of TTP Group plc, one of the
most successful technology companies in the world.
This robot contains a set of precision micropipettes
mounted on a continuous band, which deposit small vol-
umes from 50 nl to 1.2 μl. Moreover, the micropipettes
are disposable, avoiding cross-contamination problems
and exhaustive washing. The robot dispenses drops
for microbatch or vapor diffusion, and hanging- or
sitting-drop crystallization experiments. Also, it can
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be used with 96-, 384-, and 1,536-well plates, and
comes with an easy-to-use software system that can be
programmed.

Once the assays are set for incubation, regular
inspection is required in order to find the adequate
conditions for obtaining high-quality crystals. This is
the most arduous part of high-throughput crystalliza-
tion. For any one protein 1000 experiments are needed,
on average, to obtain an appropriate crystal for x-ray
diffraction analysis [47.108]. Many companies use hu-
man inspection, a very tedious and laborious step, so
the idea of designing an automated inspection system is
very tempting. An ideal inspection system should have
the following characteristics:

1. The identification and elimination of clear drops,
with 0% error (without risk of losing any crystals)

2. The capture of kinetic data (of the growing process
or precipitation versus time)

3. The ability to distinguish crystals from precipitates
and to find crystals inside precipitates in most cases

4. The determination of size and form of the crystal
5. The ability to improve points 3 and 4 based on in-

ternal learning (databases)

Some promising advances in image technology have
been made by Decode BioStructures, which offers
the Crystal Monitor Workstation. This equipment has
a stereoscopic microscope, digital camera, voice con-
trol, and a database interface and can be coupled with
ROBOHTC (from the same company). There also exists
Crystal Score by Diversified Scientific, which provides
a microscope over a motorized plate. It comes with a de-
vice that counts and sizes the crystals. RoboDesign has
two options on the market: RoboMicroscope II, which
can localize the drops, focus them, capture a color im-
age, and store them automatically, while CPXO can
classify drops into clear, precipitated, with crystals, and
other categories.

Some of the advantages of automated image cap-
turing are the high frequency with which images are
registered, at precise times, and the possibility of
evaluating them with diverse computer software, and
applying artificial intelligence. Although the equipment
does not have human experience it can be trained to
develop its own database. However, in the end, there
is no system that can totally ignore human inspection.
Crystals are very difficult to obtain and, as long as an au-
tomated system with 0% false negatives does not exist,
the human eye will be indispensable [47.108].

So far the advances and problems of high-
throughput structural biology have been mentioned in

a general way. However, most of those studies are on
soluble proteins. Membrane proteins entail other kinds
of problems, as previously mentioned (in the membrane
crystallization section).

What are the specific challenges of membrane
protein structural biology? Diverse stages can be men-
tioned, such as protein production, purification, and
crystallogenesis. Unlike soluble proteins, where more
than 90% of the new protein structures come from re-
combinant samples, membrane proteins obtained from
molecular biology techniques make up less amount than
50% [47.111]. This is in part because the strategies de-
veloped for overexpressing proteins are designed for
soluble ones and do not favor integral membrane pro-
teins [47.109]. The synthesis of membrane proteins
makes use of the cell’s secretory system, certain direc-
tionality, and their insertion inside membranes [47.110,
112]. Besides, many cells are not equipped to withstand
such a flux in new membrane proteins, which saturate
their secretory pathways and generate inclusion bodies
in the cytosol or toxic intermediates for those cells. So,
the choice of the expression system is an important issue
in the production of membrane proteins.

Prokaryotic integral proteins can be expressed in
prokaryotic systems with promising results. Some ex-
amples are structures of ionic channels [47.113] and
certain proteins from the outer membrane [47.114],
among others. On the contrary, eukaryotic membrane
proteins overexpressed in prokaryotic organisms have
been harder to achieve [47.115], since prokaryotic
membranes have a different lipidic composition and can
have a hostile environment for heterologous proteins.
Besides, posttranslational modifications are necessary
for correct folding of eukaryotic proteins or their inser-
tion into membranes, but these are absent in prokaryotic
cells [47.116]. Despite this, some successful isolated
examples do exist, such as the in case of an enzyme
bound to mammal membranes overexpressed in E. coli,
when it was crystallized [47.117] and its structure
solved [47.118], or the overexpression of a eukary-
otic receptor coupled to G-protein in Halobacterium
salinarum [47.119]. On the other hand, yeasts are
good overexpression systems for eukaryotic proteins
since they are easy to handle and powerful genetics
tools [47.120, 121]. Mammal cells are the best choice
for preserving the structural and functional integrity of
mammal membrane proteins. However they are expen-
sive and very complex to use, and as a result they are
the last choice.

With regard to purification, detergents are usu-
ally used to dissolve membrane proteins. The choice
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of detergent is essential, especially when designing
studies on a large scale. Ideally a detergent should
solubilize the membrane protein without forming ag-
gregates [47.122]. An appropriate detergent is one that
can selectively stabilize the native structure of pro-
teins [47.123]. Every protein behaves in a particular
way, which means that a specific purification protocol
is needed for each one. This concept is in opposition
to a unique measure for all, the motto of en masse ex-
periments. Diverse strategies have been thought up to
resolve this, like fusing a protein which has a certain
affinity for a ligand to the end of a membrane protein
that one wants to overexpress in order to facilitate its
purification [47.124, 125].

Once pure, integral proteins are ready for crystalliz-
ing. Two alternative paths can be applied:

1) Crystallize the protein–detergent complex directly
2) Incorporate the protein once again into a lipidic bi-

layer environment, previous to its crystallization

Most of the structures solved by x-ray diffraction
analysis come from crystals formed by the first path, by
vapor diffusion or microbatch techniques. The method
is similar to that used on soluble proteins but in this case
the solute is the detergent–protein complex [47.122].
The use of robots simplifies the handling of these mix-
tures. The other path consists of restoring the membrane

proteins to a lipidic bilayer environment, before setting
the crystallization experiments. This approach has its
major model in the lipidic cubic phases method, as ex-
plained previously [47.126]. Automated equipment that
can use this criterion for high-throughput membrane
protein crystallization is under construction [47.127].

Finally, we can understand how the advances in
the processes involved and the automation achieved in
recent years have influenced the development of struc-
tural biology throughout the world. Many laboratories
can successfully clone, express, purify, and crystallize
soluble proteins on a scale that was unthinkable years
ago. Nevertheless, there is still much to control and
predict in many different stages of the general pro-
cess. In relation to soluble proteins, the process for
integral membrane proteins has not been achieved. In
the near future, the problem of the amount of protein
available for crystallization must be overcome by in-
creasing protein production levels and improving the
system of purification, especially the detergent choice.
All this will help to obtain more successful crystalliza-
tion trials. Besides, studies of the mechanisms that rule
the process will aid in its scaling up and automation.
Moreover, so many crystallization experiments will en-
rich databases and in consequence it will be possible
to extract the tendencies and crystallization patterns.
This will be a valuable ability for structural genomics,
particularly for the aim of crystallizing new proteins.

47.6 2-D Characterization via Atomic Force Microscopy (Case Study)

47.6.1 General Overview

Understanding the nucleation and crystallization pro-
cesses and the control of size and quality of macro-
molecular crystals of different proteins for structural
investigations in biology and biomedical sciences is still
a challenge in many laboratories worldwide. Particu-
larly, the mechanisms of crystal growth are important
in order to understand the history of the crystallization
process. The pioneering efforts devoted to this inves-
tigation of those mechanisms of crystal growth were
done by using scanning electron microscopy methods,
examining the surfaces of lysozyme crystals as well as
model proteins and virus particles, and deducing re-
cent mechanisms of crystal growth [47.128–141], as
reviewed by McPherson et al. in 2000 [47.142]. These
results showed that crystal growth occurred by a lattice
defect mechanism at low supersaturation and by two-

dimensional nucleation at high supersaturation. Step
velocities and two-dimensional nucleation rates were
obtained, and their dependence on supersaturation was
compared with theory. Preliminary results on the early
stages of nucleation and the phenomenon of cessation
of growth have been presented. More recently, atomic
force microscopy (AFM) has become a common tool
in biophysical studies of proteins (mainly due to its
ability to perform characterizations near to physiolog-
ical conditions) [47.143–151]. Tertiary and quaternary
structures, forces driving folding–unfolding processes,
and secondary structure elements can be studied in their
native environments, allowing a high resolution level as-
sociated with small distortions. It is important to remark
that surface characterization techniques are not lim-
ited to AFM. Several groups have carried out insightful
electron microscopy characterizations. Another prolific
method has been interferometry, in particular two-beam
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Fig. 47.4 Conceptual plot for protein
crystal growth mechanisms observed
by atomic force microscopy (designed
by Dr. Gen Sazaki, Tohoku University
Japan)

and phase-shifting methods, with several recent im-
provements. However, as a case study and reflecting
the expertise of one of the authors, AFM methods cou-
pled to electrochemical techniques will be revised in
this chapter.

From the crystal growth viewpoint, we can use
atomic force microscopy to show different areas where
these crystal growth mechanisms are obtained on the
solubility plot. Figure 47.4 shows those areas where
high-quality single crystals can be obtained and their
mechanisms of crystal growth can be studied by these
atomic force microscopy methods. Knowledge of the
limiting areas A, B, C, and D permits us to explain
why a crystal that grows at high supersaturation will
diffract the x-ray radiation poorly (due to adhesive crys-
tal growth mechanism). On the contrary, crystals that
grow at intermediate and low supersaturation values
will diffract the x-ray radiation properly. The reason for
this enhancement of crystal quality is that these crys-
tals will grow by the following mechanisms of crystal
growth: island growth or spiral growth. This plot also
shows the best way to produce crystals of high quality
by varying the temperature as a crystallizing parame-
ter (as shown in Fig. 47.2). This overview image of the
crystal growth mechanisms shown in Fig. 47.4 also ex-
plains why we can produce high-quality single crystals
by microseeding methods. For instance, if one crystal
nucleates at high supersaturation, the crystal growth cell
will be filled with tiny, poorly shaped crystals. Most
of the time these crystals will be poor scatterers of
the x-ray diffraction due to the adhesive crystal growth

mechanism, which controls the crystal growth process
at the beginning of the nucleation phenomena.

We can infer from Fig. 47.4 that the crystal will
grow at the beginning by adhesive crystal growth at high
supersaturation, and then the supersaturation will be re-
duced by the system itself (due to mass consumption).
Then the crystal will continue to grow by island growth,
finishing up with spiral growth at the end. This type of
crystal is not available to diffract x-ray radiation (due to
its poor internal crystalline order). However, since they
finish growing by island or spiral growth mechanism,
these crystalline species can be used as a source of mi-
crocrystals to be added to preequilibrated droplets by
using the microseeding method, as pointed out by Stura
and Wilson in 1991 [47.152].

47.6.2 Coupling AFM and Electrochemistry
for Protein Crystal Growth

Nowadays, most atomic force microscopes are coupled
to electrochemical devices (potentiostats and galvanos-
tats). So, we can use these techniques from electro-
chemistry to produce electrocrystallization in different
ways. The first is to produce compatible nuclei on the
surface of various electrodes (mostly graphite). Then
a potential difference can be applied to reduce the solu-
bility of the solution of the biomolecule. Unfortunately,
not all proteins are suitable for electrocrystallization.
The most promising biological macromolecules are
those which contain some metals as cofactors or that
are covalently bonded to porphyrin groups, some amino
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acids or certain disulfide bridges. There are only a few
cases where the idea of electrocrystallization has been
applied to some biological macromolecules. The pi-
oneering work was performed on the crystallization
of human placental estradiol 17β-dehydrogenase, pub-
lished by Chin et al. in 1976 [47.95]. There was
another group who investigated the codeposition of
electrocrystallized calcium phosphate and bovine serum
albumin on the surfaces of titanium alloy (Ti-6Al-4V)
under different conditions. Infrared (IR) and ultravio-
let (UV) spectra showed that: (1) the content of the
protein formed by electrochemical coprecipitation in
the solution of calcium phosphate was higher than
that formed by simple absorption; and (2) the pro-
tein formed at high direct current was more than that
at low direct current. These results provided useful
information about biocoating techniques of prosthetic
implant materials [47.153]. The second approach fo-
cused on real electrocrystallization and was done by
Moreno and Rivera [47.154]. They investigated the
role of electrochemical processes on iron and CdSO4
in the crystallization of horse spleen ferritin by using
the cyclic voltammetry technique. It was found that,
although both species exhibited important redox prop-
erties in the presence of an external applied potential,
CdSO4 played a leading role not only in the nucleation
process but also in the growth behavior and morphology
control of ferritin crystals.

47.6.3 AFM Characterization
by Protein Immobilization by Means
of Polypyrrole Films Deposited
on Different Electrodes
(HOPG and ITO)

Enzyme immobilization on electrode surfaces has been
limited to soluble enzymes [47.155, 156]. However,
recent developments in protein crystallization have cre-
ated an important interest in the study of solid-state
electrochemistry of protein single crystals in order to
understand the mechanisms of crystal growth. Unfortu-
nately, the fixation of these monocrystals to an electrode
surface is difficult since the monocrystals break easily
under mechanical pressure, and therefore they cannot be
immobilized as other inorganic crystals [47.157, 158].
From this point of view, it is feasible to grow ex situ
redox metalloprotein single crystals (such as catalases,
ferritins, cytochromes, etc.) so that they can be intro-
duced into the fluid cell of the atomic force microscope
(AFM). In order to immobilize these crystals we can use
polypyrrole (ppy) films deposited on highly oriented py-

rolytic graphite electrodes (HOPG) or indium-tin oxide
electrodes (ITO) for structural investigations by AFM
techniques. It is worth mentioning that ppy films are
conductive and therefore their application as chemical
cements will expand the number of future structural
investigations into soft biological single crystals.

In general, we can fix any type of biocrystals by
using the method of Hernández-Pérez et al. (2002) in
which the polypyrrole film had been used as chem-
ical glue for AFM investigations [47.159]. Figure 47.5
shows a case study in which we can see a ferritin
monocrystal chemically fixed to a HOPG electrode
by means of these ppy films. Recently, cytochrome c
has been one of the most studied proteins in electro-
chemistry due to its electron-transfer properties and
capability of being used as a solid-state electron-
transfer device [47.160]. Even though only bovine
cytochrome c is commercially available, its three-
dimensional structure has recently been published at
1.5 Å resolution [47.161]. Therefore, in the near future
this promising, natural electron-transfer protein can ei-
ther be used for electrocrystallization investigations or
as an electric biosensor component [47.160]. Pyrrole
molecules can be polymerized in aqueous solutions by
mixing 0.077 M pyrrole solution and 0.34 M LiClO4
and applying a current of 50 mV/s in an electrochem-
istry AFM fluid cell (Veeco Co., Santa Barbara, USA).
Figure 47.5a shows the surface of the HOPG electrode

a) b)

c) d)

Fig. 47.5 (a) 12 × 12 μm2 scanning AFM image of the
HOPG surface. (b) 12 × 12 μm2 AFM image of the HOPG
surface after polymerization of the pyrrole. (c) Full opti-
cal image of the ferritin crystal when scanning and after
polymerization of pyrrole. (d) 12 × 12 μm2 scanning AFM
image of the ferritin crystal surface
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without polypyrrole films. On applying a potential dif-
ference, the pyrrole polymerizes and the morphology of
the HOPG surface is changed (Fig. 47.5b). Figure 47.5c
shows an overall image of ferritin crystals obtained by
batch mixing method with 1 : 1 : 1 ratio 0.1 M cadmium
sulfate/0.5 M ammonium sulfate, ferritin solution of
20 mg/ml, and pyrrole/LiClO4 mixture as mentioned
above for polymerization. This polymerization of pyr-
role was performed by means of a fluid cell in an
EC-AFM Nanoscope IIIa. Finally, the AFM image of
the surface of this ferritin crystal is shown in Fig. 47.5d.
This image is different when compared with the one
containing the polypyrrole. This experiment is particu-
larly important because we can see from that image that
polypyrrole film will surround the crystal so as to fix it

properly onto the surface of the electrode. Later, after
scanning the surface by AFM (Fig. 47.5d), we can see
that there is no pyrrole on the surface of the biocrys-
tal (ferritin), which means that the protein crystal has
been fixed to the electrode by a chemical reaction with
polypyrrole films (chemical glue) around it.

A novel idea is to grow large crystals on trans-
parent electrodes (ITO for instance) by following the
strategy previously described. Then a new solution of
protein, precipitant, and additives can be added to the
crystal fixed on the electrode. This tiny crystal can reach
good sizes for structural research by neutron diffrac-
tion techniques. At the same time, having this type of
fixed crystals on ITO or HOPG, we can say that an
electron-transfer biosensor has been obtained.

47.7 3-D Characterization via X-Ray Diffraction and Related Methods

Protein crystallography is a part of the solid-state
sciences which aims to solve the three-dimensional
structure of biological macromolecules by means of the
x-ray diffraction of single crystals [47.162–166]. The
state of the art in the three-dimensional (3-D) structure
of several proteins, nucleic acids, and polysaccharides
is collected in the protein databank (PDB, initially ad-
ministrated in Brookhaven National Laboratory, whose
updated website is http://www.rcsb.org). This database
is collecting all x-ray diffraction information for most
of the biological macromolecules. A review of a variety
and use of several databases has recently been presented
by Einspahr [47.167].

The appropriate way to solve the 3-D structure be-
gins by performing precise x-ray data collection. In
order to perform this we must work with high-quality
single crystals. As pointed out in Sect. 47.6, the bet-
ter the crystal, the higher the resolution limit. The vast
majority of proteins need to have a certain degree of
purity to be crystallized. However, crystallization also
depends on the molecular weight of the protein, the type
of the protein, and even the method of crystal growth
used to obtain the crystals. The first well-known case
is the protein horse spleen ferritin. In order to pro-
duce wonderful cubic-octahedral single crystals, horse
spleen ferritin must be purified to the extent of having
just monomers in the solution (Fig. 47.6a,b). Otherwise
the presence of a small amount of impurities will poi-
son some crystal growth sectors, producing dendritic
growth such as that shown in Fig. 47.6c. It is impor-
tant to emphasize that nowadays we can also use twin

crystals in order to obtain the 3-D structure of almost
any protein. It is clear that, using higher-quality sin-
gle crystals, we can produce marvelous electron density
maps or a wonderful structure (Fig. 47.7) of almost
any protein. This figure shows the 3-D structure of
cytochrome c from bovine heart obtained at 1.5 Å res-
olution [47.161]. It took that group nearly 2 years to
crystallize this protein due to the existence of isoforms
(which made the crystallization process difficult), only
one of which was crystallized (native cytochrome). The
only way in which we could produce suitable crystals of
cytochrome c for x-ray diffraction was by means of the
microseeding technique. The crystallization of mem-
brane proteins, macromolecular complexes, and large
assemblies is still a challenge.

Behind these beautiful structures is still a challenge:
crystallization of membrane proteins and macromolec-
ular complexes and assemblies. In this regard, in the
near future, as mentioned in Sect. 47.5, the existence of
robots and high-throughput techniques will help greatly.
The real challenge will be how to predict accurate 3-D
structure from de novo proteins, based on powerful
databases of the three-dimensional structures of many
biological macromolecules.

Finally, neutron-diffraction protein crystallography
methods are also becoming promising powerful tools
for 3-D structural characterization. Neutron diffraction
provides an experimental approach for directly locat-
ing H atoms and hydration in proteins, a technique
complementary to ultrahigh-resolution x-ray diffrac-
tion [47.168]. Recently, technical aspects as well as
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a)

b)

some potential applications and limitations of neutron
protein crystallography have been reviewed [47.169].

c)

Fig. 47.6 (a) Crystal of ferritin grown by the batch method
using only a purified fraction of monomers. (b) Three-
dimensional structure of horse spleen ferritin showing the
variety of cubic elements of the symmetry. (c) Dendrite of
ferritin containing a mixture of oligomers � �

a) b)

Fig. 47.7 (a) A perfect twin crystal of cytochrome c from
bovine heart. (b) Image of the cytochrome structure ob-
tained at high resolution (1.5 Å, PDB code: 2b4z) by
Mirkin et al. 47.161

New related methods coupling x-ray crystallography
and scanning electron microscopy to obtain three-
dimensional electron microscopy of macromolecular
assemblies have also been published [47.170].

References

47.1 A. McPherson: Macromolecular crystallization in
the structural genomics era, J. Struct. Biol. 142, 1–2
(2003)

47.2 D. Roses: Genome-based pharmacogenetics and
the pharmaceutical industry, Nat. Rev. Drug Discov.
1, 541–549 (2002)

47.3 P. Kuhn, K. Wilson, M.G. Patch, R.C. Stevens: The
genesis of high-throughput structure-based drug
discovery using protein crystallography, Curr. Opin.
Chem. Biol. 6, 704–710 (2002)

47.4 J.L. DeLucas, T.L. Bray, L. Nagy, K. McCombs,
N. Chernov, D. Hamrick, L. Cosenza, A. Bel-
govskiy, B. Stoops, A. Chait: Efficient protein
crystallization, J. Struct. Biol. 142, 188–206
(2003)

47.5 R.J. Davey: The role of the solvent in crystal growth
from solution, J. Cryst. Growth 76, 637–644 (1986)

47.6 A.G.W. Wilson: Predicting protein crystallization
from a dilute solution property, Acta Crystallogr.
D 50, 361–365 (1994)

Part
H

4
7



1600 Part H Special Topics in Crystal Growth

47.7 V. Mikol, E. Hirsch, R. Giegé: Diagnostic of pre-
cipitant for biomacromolecule crystallization by
quasi-elastic light-scattering, J. Mol. Biol. 213,
187–195 (1990)

47.8 W.W. Wilson: Light scattering as a diagnostic for
protein crystal growth – A practical approach,
J. Struct. Biol. 142, 56–65 (2003)

47.9 C.N. Nanev: Protein crystal nucleation, Cryst. Res.
Technol. 42, 4–12 (2007)

47.10 A.A. Chernov: Modern Crystallography III, Crystal
Growth (Springer, Berlin Heidelberg 1984)

47.11 S. Sarig: Handbook of Crystal Growth, Vol. 2B, ed.
by D.T.J. Hurle (North-Holland, Amsterdam 1994)

47.12 P. Bennema: Crystal growth from solution – Theory
and experiment, J. Cryst. Growth 24, 76–83 (1974)

47.13 D.T.J. Hurle: Handbook of Crystal Growth, Vol. 1B
(North-Holland, Amsterdam 1994)

47.14 D.T.J. Hurle: Handbook of Crystal Growth, Vol. 2A
(North-Holland, Amsterdam 1994)

47.15 F.E. Neumann: Über die optischen Eigenschaften
der hemiprismatischen oder zwei- und eingliedri-
gen Krystalle, Ann. Physik 111, 81–95 (1835), in
German

47.16 F. Rosenberger: Inorganic and protein crystal
growth – Similarities and differences, J. Cryst.
Growth 76, 618–636 (1986)

47.17 P.S. Cheng, P.J. Shlichta, W.R. Wilcox, R.A. Lefever:
Convection phenomena during the growth of
sodium chlorate crystals from solution, J. Cryst.
Growth, 47, 43–60 (1979)

47.18 A. McPherson: Macromolecular crystal growth in
microgravity, Crystallogr. Rev. 6, 157–308 (1996)

47.19 F. Rosenberger: Fundamentals of Crystal Growth I,
Macroscopic Equilibrium Concepts (Springer, Berlin
Heidelberg 1979)

47.20 T.M. Bergfors: Protein crystallization (Int. Univ.
Line, La Jolla 1999)

47.21 A. Ducruix, R. Giegé: Crystallization of Nucleic Acids
and Proteins, a Practical Approach, 2nd edn. (IRL,
Oxford 1999)

47.22 A. McPherson: Crystallization of Biological Macro-
molecules (Cold Spring Harbor Laboratory, New York
1999)

47.23 R. Giegé, A. McPherson: General methods. In: In-
ternational Tables for Crystallography, Vol. F, ed.
by M.G. Rossmann, E. Arnold (IUCr, Kluwer Aca-
demic, Boston 2001)

47.24 A. D’Arcy, C. Elmore, M. Stihle, J.E. Johnston:
A novel approach to crystallising proteins under
oil, J. Cryst. Growth 168, 175–180 (1992)

47.25 E.P.K. Hade, C. Tanford: Isopiestic compositions as
a measure of preferential interactions of macro-
molecules in two-component solvents. Application
to proteins in concentrated aqueous cesium chlo-
ride and guanidine hydrochloride, J. Am. Chem.
Soc. 89, 5034–5040 (1967)

47.26 J.R. Luft, J. Wolfley, I. Jurisica, J. Lasgow, S. Fortier,
G.T. DeTitta: Macromolecular crystallization in

a high throughput laboratory – The search phase,
J. Cryst. Growth 232, 591–595 (2001)

47.27 A. McPherson, J. Geller, A. Rich: Crystallographic
studies on concanavalin B, Biochem. Biophys. Res.
Commun. 57, 494–499 (1974)

47.28 B.H. Weber, P.E. Goodkin: A modified microdif-
fusion procedure for the growth of single protein
crystals by concentration-gradient equilibrium
dialysis, Arch. Biochem. Biophys. 141, 489–498
(1970)

47.29 F.R. Salemme: A free interface diffusion technique
for the crystallization of proteins for X-ray crys-
tallography, Arch. Biochem. Biophys. 151, 533–539
(1972)

47.30 B. Lorber, R. Giegé: Nucleation and growth of thau-
matin crystals within a gel under microgravity on
STS-95 mission vs. under Earth’s gravity, J. Cryst.
Growth 231, 252–261 (2001)

47.31 M. Ataka, E. Katoh, N.I. Wakayama: Magnetic ori-
entation as a tool to study the initial stage of
crystallization of lysozyme, J. Cryst. Growth 173,
592–596 (1997)

47.32 N.I. Wakayama, M. Ataka, H. Abe: Effect of a mag-
netic field gradient on the crystallization of hen
lysozyme, J. Cryst. Growth 178, 653–656 (1997)

47.33 J.M.. García-Ruíz, M.L. Novella, R. Moreno,
J.A. Gavira: Agarose as crystallization media for
proteins. I: Transport processes, J. Cryst. Growth
232, 165–172 (2001)

47.34 M. Pusey, W.K. Witherow, R. Naumann: Prelimi-
nary investigations into solutal flow about growing
tetragonal lysozyme crystals, J. Cryst. Growth 90,
105–111 (1988)

47.35 M. Beth, H. Broom, W.K. Witherow, R.S. Snyder,
D.C. Carter: Preliminary observations of the effect of
solutal convection on crystal morphology, J. Cryst.
Growth, 90, 130–135 (1988)

47.36 J.K. Baird, E.J. Meehan, A.L. Xidis, S.B. Howard:
Convective diffusion in protein crystal growth,
J. Cryst. Growth 76, 694–700 (1986)

47.37 H. Lin, F. Rosenberger, J.L.D. Alexander, A. Nadara-
jah: Convective-diffusive transport in protein
crystal growth, J. Cryst. Growth 151, 153–162 (1995)

47.38 Y.P. Wang, Y. Han, J.S. Pan, K.Y. Wang, R.C. Bi:
Protein crystal growth in microgravity using a li-
quid/liquid diffusion method, Microgravity Sci.
Technol. 9, 281–283 (1996)

47.39 W. Littke, C. John: Protein single crystal growth
under microgravity, Science 225, 203–204 (1984)

47.40 A. McPherson: Methods of Biochemical Analysis,
Vol. 23, ed. by D. Glick (Academic, New York 1976)

47.41 A. McPherson: The Preparation and Analysis of Pro-
tein Crystals (Wiley, New York 1982)

47.42 J.L. DeLucas, C.D. Smith, H.W. Smith, V.K. Senagdi,
S.E. Senadhi, S.E. Ealick, C.E. Bugg, D.C. Carter,
R.S. Snyder, P.C. Weber, F.R. Salemme, D.H. Ohlen-
dorf, H.M. Einspahr, L. Clancy, M.A. Navia, B. Mc-
Keever, T.L. Nagabhushan, G. Nelson, Y.S. Babu,

Part
H

4
7



Protein Crystal Growth Methods References 1601

A. McPherson, S. Koszelak, D. Stammers, K. Powell,
G. Darby: Protein crystal growth in microgravity,
Science 246, 651–654 (1989)

47.43 R.S. Snyder, K. Fuhrmann, H.U. Walter: Protein
crystallization facilities for microgravity experi-
ments, J. Cryst. Growth 110, 333–338 (1991)

47.44 M.M. Long, L.J. DeLucas, C. Smith, M. Carson,
K. Moore, M.D. Harrington, D.J. Pilion, S.P. Bishop,
W.M. Rosenblum, R.J. Naumann, A. Chait, J. Prahl,
C.E. Bugg: Protein crystals growth in microgravity–
temperature induced large scale crystallization of
insulin, Microgravity Sci. Technol. 7, 196–202 (1994)

47.45 J.L. DeLucas, F.L. Suddath, R. Snyder, R. Naumann,
M.B. Broom, M. Pusey, V. Yost, B. Herren, D. Carter,
B. Nelson, E.J. Meehan, A. McPherson, C.E. Bugg:
Preliminary investigations of protein crystal growth
using the space shuttle, J. Cryst. Growth 76, 681–
693 (1986)

47.46 J.L. DeLucas, M.M. Long, K.M. Moore, W.M. Rosen-
blum, T.L. Bray, C. Smith, M. Carson, S.V.L. Naraya-
na, D. Carter, A.D. Clark Jr., R.G. Nanni,
J. Ding, A. Jacobo-Molina, G. Kamer, S.H. Hughes,
E. Arnold, H.M. Einspahr, L.L. Clancy, G.S.J. Rao,
P.F. Cook, B.G. Harris, S.H. Munson, B.C. Finzel,
A. McPherson, P.C. Weber, F. Lewandowski,
T.L. Nagabhushan, P.P. Trotta, P. Reichert,
M.A. Navia, K.P. Wilson, J.A. Thomson, R.R. Rich-
ards, K.D. Bowersox, C.J. Meade, E.S. Baker,
S.P. Bishop, B.J. Dunbar, E. Trinh, J. Prahl, A. Sacco
Jr., C.E. Bugg: Recent results and new hardware
developments for protein crystal growth in micro-
gravity, J. Cryst. Growth 135, 183–195 (1994)

47.47 J.R. Helliwell, E. Snell, S. Weisgerber: Proc. 9th
Europ. Symp. Gravity Depend. Phenom. Phys. Sci.
(Berlin 1995)

47.48 E.H. Snell, S. Weisgerber, J.R. Helliwell: Im-
provements in lysozyme protein crystal perfection
through microgravity growth, Acta Crystallogr. D 51,
1099–1102 (1995)

47.49 R. Boistelle, J.P. Astier: Crystallization mechanisms
in solution, J. Cryst. Growth, 90, 14–30 (1988)

47.50 H.K. Henisch: Crystals in Gels and Liesegang Rings
(Cambridge Univ. Press, Cambridge 1988)

47.51 K.-T. Wilke: Kristallzüchtung (Verlag Harri Deutsch,
Frankfurt/Main 1988), in German

47.52 P.S. Chen, P.J. Schlichta, W.R. Wilcox, R.A. Lefever:
Convection phenomena during the growth of
sodium chlorate crystals from solution, J. Cryst.
Growth 47, 43–60 (1979)

47.53 M.C. Robert, F. Lefaucheux: Crystal growth in gels:
Principle and applications, J. Cryst. Growth 90,
358–367 (1988)

47.54 B. Rubin: The growth of single crystals by controlled
diffusion in silica gel, AIChe J. 15, 206–208 (1969)

47.55 M.C. Robert, F. Lefaucheux, B. Jannot, G. Godefroy,
E. Garnier: A comparative study of gel grown and
space grown lead hydrogen phosphate crystals,
J. Cryst. Growth 88, 499–510 (1988)

47.56 J.M. García-Ruiz, O. Fermín, M.L. Novella,
J.A. Gavira, C. Sauter, O. Vidal: A supersaturation
wave of protein crystallization, J. Cryst. Growth 232,
149–155 (2001)

47.57 B.W. Low, F.M. Richards: Measurements of the
density, composition and related unit cell dimen-
sions of some protein crystals, J. Am. Chem. Soc.
76, 2511–2518 (1954)

47.58 B. Lorber, C. Sauter, M.C. Robert, B. Capelle,
R. Giegé: Crystallization within agarose gel in
microgravity improves the quality of thau-
matin crystals, Acta Crystallogr. D 55, 1491–1494
(1999)

47.59 D. Maes, L.A. Gonzalez-Ramirez, J. Lopez-
Jaramillo, B. Yu, H. De Bondt, I. Zegers, E. Afonina,
J.M. García-Ruiz, S. Gulnik: Structural study of the
type II 3-dehydroquinate dehydratase from Acti-
nobacillus pleuropneumoniae, Acta Crystallogr. D
60, 463–471 (2004)

47.60 J.M. García-Ruiz: Counterdiffusion methods for
macromolecular crystallization, Methods Enzymol.
368, 130–154 (2003)

47.61 F. Otálora, J.M. García-Ruiz, A. Moreno: Protein
crystal quality studies using rod-shaped crystals,
J. Cryst. Growth 168, 93–98 (1996)

47.62 A. McPherson, A.J. Makin, Y.G. Kuznetsov, S. Kosze-
lak, M. Wells, G. Jenkins, G. Howard, J. Lawson:
The effects of microgravity on protein crystalliza-
tion: evidence for concentration gradients around
growing crystals, J. Cryst. Growth 196, 572–586
(1988)

47.63 F. Otálora, J.M. García-Ruiz, L. Carotenuto,
D. Castagnolo, M.L. Novella, A.A. Chernov:
Lysozyme crystal growth kinetics in microgravity,
Acta Crystallogr. D 58, 1681–1689 (2002)

47.64 M. Zeppezauer, H. Eklund, E.S. Zeppezauer: Mi-
cro diffusion cells for the growth of single protein
crystals by means of equilibrium dialysis, Arch.
Biochem. Biophys. 126, 564–573 (1968)

47.65 A. Yonath, J. Müssig, H.G. Witlmann: Parameters
for crystal growth of ribosomal subunits, J. Cell.
Biochem. 19, 145–155 (1982)

47.66 J.M. García-Ruíz: The uses of crystal growth in
gels and other diffusing-reacting systems, Key Eng.
Mater. 58, 87–106 (1991)

47.67 J.M. García-Ruíz, A. Moreno, C. Viedma, M. Coll:
Crystal quality of lysozyme single crystals grown by
the gel acupuncture method, Mater. Res. Bull. 28,
541–546 (1993)

47.68 J.M. García-Ruíz, A. Moreno: Investigations on pro-
tein crystal growth by the gel acupuncture method,
Acta Crystallogr. D 50, 484–490 (1994)

47.69 V.M. Bolaños-García: The use of oil in a counter-
diffusive system allows to control nucleation and
coarsening during protein crystallization, J. Cryst.
Growth 253, 517–523 (2003)

47.70 J.M. García-Ruíz, A. Moreno, D. Rondón, F. Otálora,
F. Zauscher: Teaching protein crystallization by the

Part
H

4
7



1602 Part H Special Topics in Crystal Growth

gel acupuncture technique, J. Chem. Educ. 75, 442–
446 (1998)

47.71 J.D. Ng, J.A. Gavira, J.M. García-Ruíz: Protein crys-
tallization by capillary counterdiffusion for applied
crystallographic structure determination, J. Struct.
Biol. 142, 218–231 (2003)

47.72 J.A. Gavira, D. Toh, J. Lopez-Jaramillo, J.M. García-
Ruíz, J.D. Ng: Ab initio crystallographic structure
determination of insulin from protein to electron
density without crystal handling, Acta Crystallogr.
D 58, 1147–1154 (2002)

47.73 C. Biertümpfel, J. Basquin, D. Suck, C. Sauter:
Crystallization of biological macromolecules using
agarose gel, Acta Crystallogr. D 58, 1657–1659 (2002)

47.74 N. Mirkin, B.A. Frontana-Uribe, A. Rodriguez-
Romero, A. Hernandez-Santoyo, A. Moreno: The
influence of an internal electric field upon protein
crystallization using the gel-acupuncture method,
Acta Crystallogr. D 59, 1533–1538 (2003)

47.75 M. Taleb, C. Didierjean, C. Jelsch, J.P. Mangeot,
A. Aubry: Equilibrium kinetics of lysozyme crystal-
lization under an external electric field, J. Cryst.
Growth 232, 250–255 (2001)

47.76 C. Nanev, A. Penkova: Nucleation of lysozyme crys-
tals under external electric and ultrasonic fields,
J. Cryst. Growth 232, 285–293 (2001)

47.77 M.I. Al-Haq, E. Lebrasseur, H. Tsuchiya, T. Torii:
Protein crystallization under an electric field, Crys-
tallogr. Rev. 13, 29–64 (2007)

47.78 E. Nieto-Mendoza, B. Frontana-Uribe, G. Sazaki,
A. Moreno: Investigations on electromigration
phenomena for protein crystallization using crystal
growth cells with multiple electrodes, effect of the
potential control, J. Cryst. Growth 275, 1443–1452
(2005)

47.79 A. Moreno, G. Sazaki: The use of a new ad hoc
growth cell with parallel electrodes for the nu-
cleation control of lysozyme, J. Cryst. Growth 264,
438–444 (2004)

47.80 G. Sazaki, A. Moreno, K. Nakajima: Novel coupling
effects of the magnetic and electric fields on pro-
tein crystallization, J. Cryst. Growth 262, 499–502
(2004)

47.81 A. Penkova, O. Gliko, I.L.D. Feyzim, V. Hodjaoglu,
C. Nanev, P.G. Vekilov: Enhancement and suppres-
sion of protein crystal nucleation due to electrically
driven convection, J. Cryst. Growth 275, e1527–e1532
(2005)

47.82 G. Sazaki, E. Yoshida, H. Komatsu, T. Nakada,
S. Miyashita, K. Watanabe: Effects of a magnetic
field on the nucleation and growth of protein
crystals, J. Cryst. Growth 173, 231–234 (1997)

47.83 Y. Suzuki, S. Miyashita, G. Sazaki, T. Nakada,
T. Sawada, H. Komatsu: Effects of pressure on
growth kinetics of tetragonal lysozyme crystals,
J. Cryst. Growth 208, 638–644 (2000)

47.84 A. Kadri, G. Jenner, M. Damak, B. Lorber, R. Giegé:
Crystallogenesis studies of proteins in agarose gel–

combined effect of high hydrostatic pressure and
pH, J. Cryst. Growth 257, 390–402 (2003)

47.85 Y. Mori, K. Takano, H. Adachi, T. Inoue, S. Mu-
rakami, H. Matsumura, T. Sasaki: Protein crystal-
lization using femto-second laser irradiation and
solution-stirring, Proc. 11th Int. Conf. Cryst. Biol.
Macromol. (Quebec City 2006)

47.86 A. McPherson, P. Shlichta: The use of heteroge-
neous and epitaxial nucleants to promote growth
of protein crystals, J. Cryst. Growth 90, 47–50
(1988)

47.87 T.E. Paxton, A. Sambanis, R.W. Rousseau: Mineral
substrates as heterogeneous nucleants in the crys-
tallization of proteins, J. Cryst. Growth 198/199,
656–660 (1999)

47.88 N.E. Chayen, E. Saridakis, R. El-Bahar, Y. Ne-
mirovsky: Porous silicon: An effective nucleation-
inducing material for protein crystallization, J. Mol.
Biol. 312, 591–595 (2001)

47.89 N.E. Chayen, L. Hench: (Imperial College Innova-
tions Limited, UK) Mesoporous glass as nucleant
for macromolecule crystallisation, Patent No.
WO2004041847 (2003)

47.90 R.P. Sear: Protein crystals and charged surfaces:
Interactions and heterogeneous nucleation, Phys.
Rev. E 67, 061907/1–061907/7 (2003)

47.91 N.E. Chayen, E. Saridakis, R.P. Sear: Experiment
and theory for heterogeneous nucleation of pro-
tein crystals in a porous medium, Proc. Natl. Acad.
Sci. USA 103, 597–601 (2006)

47.92 W.W. Wilson: Monitoring crystallization experi-
ments using dynamic light scattering: Assaying
and monitoring protein crystallization in solution,
Methods Companion Methods Enzymol. 1, 110–117
(1990)

47.93 G. Juárez-Martínez, C. Garza, R. Castillo, A. Moreno:
A dynamic light scattering investigation of the nu-
cleation and growth of thaumatin crystals, J. Cryst.
Growth 232, 119–131 (2001)

47.94 N. Chayen, M. Dieckmann, K. Dierks, P. Fromme:
Size and shape determination of proteins in so-
lution by a noninvasive depolarized dynamic light
scattering instrument, Ann N. Y. Acad. Sci. (Trans-
port Phenomena in Microgravity), 1027, 20–27
(2004)

47.95 C. Chin, J.B. Dence, J.C. Warren: Crystallization
of human placental estradiol 17β-dehydrogenase.
A new method for crystallizing labile enzymes,
J. Biol. Chem. 251, 3700–3705 (1976)

47.96 M.C. Vaney, I. Broutin, P. Retailleau, A. Douang-
math, S. Lafont, C. Hamiaux, T. Prangé, A. Ducruix,
M. Riès-Kautt: Structural effects of monovalent
anions on polymorphic lysozyme crystals, Acta
Crystallogr. D 57, 929–940 (2001)

47.97 A. McPherson, J. Weickmann: X-ray analysis of
new crystal forms of the sweet protein thau-
matin, J. Biomol. Struct. Dyn. 7, 1053–1060
(1990)

Part
H

4
7



Protein Crystal Growth Methods References 1603

47.98 J. Qi, N.I. Wakayama, M. Ataka: Magnetic sup-
pression of convection in protein crystal growth
processes, J. Cryst. Growth 232, 132–137 (2001)

47.99 S.X. Lin, M. Zhou, A. Azzi, G.J. Xu, N.I. Wakayama,
M. Ataka: Magnet used for protein crystallization:
novel attempts to improve the crystal quality, Bio-
phys. Res. Commun. 275, 274–278 (2000)

47.100 T. Sato, Y. Yamada, S. Saijo, T. Hori, R. Hirose,
N. Tanaka, G. Sazaki, K. Nakajima, N. Igarashi,
M. Tanaka, Y. Matsuura: Enhancement in the per-
fection of orthorhombic lysozyme crystals grown in
a high magnetic field (10 T), Acta Crystallogr. D 56,
1079–1083 (2000)

47.101 C.W. Zhong, N.I. Wakayama: Effect of a high mag-
netic field on the viscosity of an aqueous solution
of protein, J. Cryst. Growth 226, 327–332 (2001)

47.102 L. Wang, C.W. Zhong, N.I. Wakayama: Damping of
natural convection in the aqueous protein solu-
tions by the application of high magnetic fields,
J. Cryst. Growth 237, 312–316 (2002)

47.103 D.C. Yin, N.I. Wakayama, Y. Inatomi, W.D. Huang,
K. Kuribayashi: Strong magnetic field effect on the
dissolution process of tetragonal lysozyme crystals,
Adv. Space Res. 32, 217–223 (2003)

47.104 D. Lübbert, A. Meents, E. Weckert: Accurate
rocking-curve measurements on protein crystals
grown in a homogeneous magnetic field of 2.4 T,
Acta Crystallogr. D 60, 987–998 (2004)

47.105 A. Moreno, B. Quiroz-García, F. Yokaichiya, V. Sto-
janoff, P. Rudolph: Protein crystal growth in gels
and stationary magnetic fields, Cryst. Res. Technol.
42, 231–236 (2007)

47.106 T. Sato, Y. Yamada, S. Saijo, T. Hori, R. Hirose,
N. Tanaka, G. Sazaki, K. Nakajima, N. Igarashi,
M. Tanaka, Y. Matsuura: Improvement in diffrac-
tion maxima in orthorhombic HEWL crystal grown
under high magnetic field, J. Cryst. Growth 232,
229–236 (2001)

47.107 T. Terwillinger: Structural genomics in America,
Nat. Struct. Biol. 7, 935–939 (2000)

47.108 R. Hui, A. Edwards: High-throughput protein crys-
tallization, J. Struct. Biol. 142, 154–161 (2003)

47.109 J.-W. de Gier, J. Luirink: Biogenesis of inner mem-
brane proteins in Escherichia coli, J. Mol. Microbiol.
40, 314–322 (2001)

47.110 S.A. Lesley: High-throughput proteomics: Protein
expression and purification in the postgenomic
world, Protein Expr. Purif. 22, 159–164 (2001)

47.111 Stephen White: http://blanco.biomol.uci.edu/
Membrane_Proteins_xtal.html (2009)

47.112 R. Grisshammer, C.G. Tate: Overexpression of in-
tegral membrane proteins for structural studies,
Q. Rev. Biophys. 28, 315–422 (1995)

47.113 A. Arora, D. Rinehart, G. Szabo, L.K. Tamm: Re-
folded outer membrane protein A of Escherichia
coli forms ion channels with two conductance
states in planar lipid bilayers, J. Biol. Chem. 275,
1594–1600 (2000)

47.114 M. Müller, H.G. Koch, K. Beck, U. Schäfer: Protein
traffic in bacteria: Multiple routes from the ribo-
some to and across the membrane, Prog. Nucleic
Acid Res. Mol. Biol. 66, 107–157 (2001)

47.115 G. Chang, R.H. Spencer, A.T. Lee, M.T. Bar-
clay, D.C. Rees: Structure of the MscL ho-
molog from Mycobacterium tuberculosis: A gated
mechanosensitive ion channel, Science 282, 2220–
2226 (1998)

47.116 C.G. Tate: Overexpression of mammalian integral
membrane proteins for structural studies, FEBS Let-
ters 504, 94–98 (2001)

47.117 K.E.S. Matlack, W. Mothes, T.A. Rapoport: Pro-
tein translocation: Tunnel vision, Cell 92, 381–390
(1998)

47.118 J.C. Otto, D.L. De Witt, W.L. Smith: N-glycosylation
of prostaglandin endoperoxide synthases-1 and -2
and their orientations in the endoplasmic reticu-
lum, J. Biol. Chem. 268, 18234–18242 (1993)

47.119 M.P. Patricelli, H.A. Lashuel, D.K. Giang, J.W. Kelly,
B.F. Cravatt: Comparative characterization of a wild
type and transmembrane domain-deleted fatty
acid amide hydrolase: Identification of the trans-
membrane domain as a site for oligomerization,
Biochemistry 37, 15177–15187 (1998)

47.120 M.H. Bracey, M.A. Hanson, K.R. Masuda, R.C. Ste-
vens, B.F. Cravatt: Structural adaptations in
a membrane enzyme that terminates endo-
cannabinoid signaling, Science 298, 1793–1796
(2002)

47.121 G.J. Turner, R. Reusch, A.M. Winter-Vann,
L. Martínez, M.C. Betlach: Heterologous gene ex-
pression in a membrane-protein-specific system,
Protein Expr. Purif. 17, 312–323 (1999)

47.122 J.L. Cereghino, J.M. Cregg: Heterologous protein
expression in the methylotrophic yeast Pichia pas-
toris, FEMS Microbiol. Rev. 24, 45–66 (2000)

47.123 K. Sreekrishna, R.G. Brankamp, K.E. Kropp,
D.T. Blankenship, J.T. Tsay, P.L. Smith, J.D. Wiersch-
ke, A. Subramaniam, L.A. Birkenberger: Strategies
for optimal synthesis and secretion of heterolo-
gous proteins in the methylotrophic yeast Pichia
pastoris, Gene 190, 55–62 (1997)

47.124 P.J. Loll: Membrane protein structural biology: The
high throughput challenge, J. Struct. Biol. 142, 144–
153 (2003)

47.125 J.P. Rosenbusch: Stability of membrane proteins:
relevance for the selection of appropriate meth-
ods for high-resolution structure determinations,
J. Struct. Biol. 136, 144–157 (2001)

47.126 E.M. Landau, J.P. Rosenbusch: Lipidic cubic phases:
A novel concept for the crystallization of membrane
proteins, Proc. Natl. Acad. Sci. USA 93, 14532–14535
(1996)

47.127 A. Cheng, B. Hummel, H. Qiu, M. Caffrey:
A simple mechanical mixer for small viscous lipid-
containing samples, Chem. Phys. Lipids 95, 11–21
(1998)

Part
H

4
7

http://blanco.biomol.uci.edu/Membrane_Proteins_xtal.html
http://blanco.biomol.uci.edu/Membrane_Proteins_xtal.html


1604 Part H Special Topics in Crystal Growth

47.128 S.D. Durbin, W.E. Carlson: Lysozyme crystal growth
studied by atomic force microscopy, J. Cryst.
Growth 122, 71–79 (1992)

47.129 A.J. Malkin, Y.G. Kuznetsov, A. McPherson: In-
corporation of microcrystals by growing pro-
tein and virus crystals, Proteins 24, 247–252
(1996)

47.130 D.A. Walters, B.L. Smith, A.M. Belcher, G.T. Paloczi,
G.D. Stucky, D.E. Morse, P.K. Hansma: Modification
of calcite crystal growth by abalone shell proteins:
an atomic force microscope study, Biophys. J. 72,
1425–1433 (1997)

47.131 H. Li, A. Nadarajah, M.L. Pusey: Determining the
molecular-growth mechanisms of protein crystal
faces by atomic force microscopy, Acta Crystallogr.
D 55, 1036–1045 (1999)

47.132 Y.F. Dufrene: Application of atomic force mi-
croscopy to microbial surfaces: From reconstituted
cell surface layers to living cells, Micron 32, 153–165
(2001)

47.133 M. Plomp, A. McPherson, A.J. Malkin: Repair of
impurity-poisoned protein crystal surfaces, Pro-
teins 50, 486–495 (2003)

47.134 A.J. Malkin, R.E. Thorne: Growth and disorder
of macromolecular crystals: Insights from atomic
force microscopy and X-ray diffraction studies,
Methods 34, 273–299 (2004)

47.135 S. Hiroyuki: Modification, characterization and
handling of protein molecules as the first step
to bioelectronic devices, Electron. Biotechnol. Adv.
(EL.B.A.) Forum Ser. 2, 157–174 (1996)

47.136 I. Reviakine, W. Bergsma-Schutter, A. Brisson:
Growth of protein 2-D crystals on supported pla-
nar lipid bilayers imaged in situ by AFM, J. Struct.
Biol. 121, 356–361 (1998)

47.137 S.-T. Yau, B.R. Thomas, P.G. Vekilov: Molecular
mechanisms of crystallization and defect forma-
tion, Phys. Rev. Lett. 85, 353–356 (2000)

47.138 A.P. Wheeler, C.S. Sikes: Proteins from oyster
shell: biomineralization regulators and commer-
cial polymer analogs, Mater. Res. Soc. Symp. Proc.
599, 209–224 (2000)

47.139 H. Kim, R.M. Garavito, R. Lal: Atomic force
microscopy of the three-dimensional crystal of
membrane protein, OmpC porin, Colloids Surf. B:
Biointerfaces 19, 347–355 (2000)

47.140 A. Nadarajah, H. Li, J.H. Konnert, M.L. Pusey: New
AFM techniques for investigating molecular growth
mechanisms of protein crystals, Proc. SPIE 4098,
31–39 (2000)

47.141 A. McPherson: Macromolecular crystal structure
and properties as revealed by atomic force mi-
croscopy, NATO Sci. Ser. I: Life Behav. Sci. 325, 1–8
(2001)

47.142 A. McPherson, A.J. Malkin, Y.G. Kuznetsov: Atomic
force microscopy in the study of macromolecu-
lar crystal growth, Annu. Rev. Biophys. Biomol.
Struct., 29, 361–410 (2000)

47.143 J. Yang, L.K. Tamm, T.W. Tillack, Z. Shao: New ap-
proach for atomic-force microscopy of membrane
proteins. The imaging of cholera toxin, J. Mol. Biol.
229, 286–290 (1993)

47.144 P. Hallett, G. Offer, M.J. Miles: Atomic force mi-
croscopy of the myosin molecule, Biophys. J. 68,
1604–1606 (1995)

47.145 D. Pang, S. Yoo, W.S. Dynan, M. Jung, A. Dritschilo:
Ku proteins join DNA fragments as shown by atomic
force microscopy, Cancer Res. 57, 1412–1415 (1997)

47.146 K.K. Chittur: Proteins on surfaces: methodologies
for surface preparation and engineering protein
function, Surfact. Sci. Ser. 75, 143–179 (1998)

47.147 J. Cao, D.K. Pham, L. Tonge, D.V. Nicolau: Simula-
tion of the force-distance curves of atomic force
microscopy for proteins by the Connolly surface
approach, Proc. SPIE 4590, 187–194 (2001)

47.148 W. Huang, S. Taylor, K. Fu, Y. Lin, D. Zhang,
T.W. Hanks, A.M. Rao, Y.-P. Sun: Attaching pro-
teins to carbon nanotubes via diimide-activated
amidation, Nano Lett. 2, 311–314 (2002)

47.149 J. Torres, T.J. Stevens, M. Samso: Membrane pro-
teins: the "Wild West" of structural biology, Trends
Biochem. Sci. 28, 137–144 (2003)

47.150 A. Tulpar, D.B. Henderson, M. Mao, B. Caba,
R.M. Davis, K.E. Van Cott, W.A. Ducker: Unnatural
proteins for the control of surface forces, Langmuir
21, 1497–1506 (2005)

47.151 P.L. Silva: Imaging proteins with atomic force mi-
croscopy: An overview, Curr. Protein Peptide Sci. 6,
387–395 (2005)

47.152 E.A. Stura, I.A. Wilson: Applications of the
streak seeding technique in protein crystallization,
J. Cryst. Growth 110, 270–282 (1991)

47.153 Y. Zhang, T. Fu, H. Li, K. Xu, K. State: Co-deposition
of electocrystallized calcium phosphate and pro-
tein as biocoatings on the prosthetic materials,
Guisuanyan Xuebao 28, 379–380, 384 (2000), in
Chinese

47.154 A. Moreno, M. Rivera: Conceptions and first results
on the electrocrystallization behaviour of ferritin,
Acta Crystallogr. D 61, 1678–1681 (2005)

47.155 Y.H. Chen, J.Y. Wu, Y.C. Chung: Preparation
of polyaniline-modified electrodes containing
sulfonated polyelectrolytes using layer-by-layer
techiques, Biosens. Bioelectron. 22, 489–494
(2006)

47.156 J.P.H. Perez, E. Lopez-Cabarcos, B. Lopez-Ruiz:
The application of methacrylate-based polymers
to enzyme biosensors, Biomol. Eng. 23, 233–245
(2006)

47.157 A. Baba, W. Knoll, R. Advincula: Simultaneous
in situ electrochemical, surface plasmon opti-
cal, and atomic force microscopy measurements:
Investigations of conjugated polymer electropoly-
merization, Rev. Sci. Instrum. 77, 064101 (2006)

47.158 G.A. Álvarez-Romero, E. Garfias-García, M.T. Ramí-
rez-Silva, C. Galán-Vidal, M. Romero-Romo,

Part
H

4
7



Protein Crystal Growth Methods References 1605

M. Palomar-Pardavé: Electrochemical and AFM
characterization of the electropolimerization of
pyrrole over a graphite–epoxy resin solid com-
posite electrode, in the presence of differ-
ent anions, Appl. Surf. Sci. 252, 5783–5792
(2006)

47.159 T. Hernández-Pérez, N. Mirkin, A. Moreno,
M. Rivera: In situ immobilization of catalase
monocrystals on HOPG by the voltammetric growth
of polypyrrole films for AFM investigations, Elec-
trochem. Solid-State Lett. 5, 37–39 (2002)

47.160 F. Acosta, D. Eid, L. Marín-García, B.A. Frontana-
Uribe, A. Moreno: From cytochrome c crystals
to a solid-state electron-transfer device, Cryst.
Growth. Des. 7, 2187–2191 (2008)

47.161 N. Mirkin, J. Jaconcic, V. Stojanoff, A. Moreno: High
resolution X-ray crystallographic structure of cy-
tochrome c from bovine heart and its application
to the design of an electron transfer biosensor,
Proteins: Structure, Function, Bioinformatics 70,
83–92 (2008)

47.162 T.L. Blundell, L.N. Johnson: Protein Crystallography
(Oxford Univ. Press, Oxford 1976)

47.163 C. Giacovazzo, C. Giazovazzo, H.L. Monaco, G. Ar-
tioli, D. Viterbo, G. Ferraris: Fundamentals of
Crystallography (Oxford Univ. Press, Oxford 2002)

47.164 D.M. Blow: Outline of Crystallography for Biologists
(Oxford Univ. Press, Oxford 2002)

47.165 A. McPherson: Macromolecular Crystallography
(Wiley, New York 2002)

47.166 D.E. McRee: Practical Protein Crystallography (Aca-
demic, New York 1999)

47.167 H.M. Einspahr: A functioning crystallization
database: What do we want and how do we get
it? Int. Sch. Biological Cryst. (Granada 2006)

47.168 N. Niimura: Neutron Protein Crystallography:
Hydrogen and Hydration in Proteins. Neutron Scat-
tering in Biology (Springer, Berlin Heidelberg 2006)
pp. 43–62

47.169 D.A.A. Myles: Neutron protein crystallography: cur-
rent status and brighter future, Curr. Opin. Struct.
Biol. 16, 630–637 (2006)

47.170 R.M. Glaeser, K. Downing, D. DeRosier, W. Chiu,
J. Frank: Electron Crystallography of Biologi-
cal Macromolecules (Oxford Univ. Press, Oxford
2007)

Part
H

4
7





1607

Crystallization48. Crystallization from Gels

S. Narayana Kalkura, Subramanian Natarajan

48.1 Gel Growth in Crystal Deposition Diseases1608
48.1.1 Gel Growth of Crystals ............... 1608
48.1.2 Types of Gels ........................... 1608
48.1.3 Mechanism of Gelling ............... 1609

48.2 Experimental Methods .........................1609
48.2.1 Chemical Reaction .................... 1609
48.2.2 Complex Dilution ..................... 1609
48.2.3 Solubility Reduction ................. 1610
48.2.4 Chemical Reduction .................. 1610
48.2.5 Electrochemical/Electrolysis ....... 1610
48.2.6 Crystal Growth in the Presence

of a Magnetic Field ................... 1610
48.2.7 Nucleation Control ................... 1610

48.3 Pattern Formation in Gel Systems .........1610

48.4 Crystals Grown Using Gel Technique ......1611
48.4.1 Advantages of Crystallization

in Gels .................................... 1613

48.5 Application
in Crystal Deposition Diseases ...............1614
48.5.1 Crystal Deposition Diseases ........ 1614
48.5.2 Significance

of In Vitro Crystallization ........... 1614
48.5.3 Crystallization

of the Constituents
of Crystal Deposits .................... 1616

48.6 Crystal-Deposition-Related Diseases .....1616
48.6.1 Urinary Stone Disease ............... 1616
48.6.2 Theories

of Urinary Stone Formation ....... 1616
48.6.3 Role of Trace Elements

in Urinary Stone Formation ....... 1617

48.7 Calcium Oxalate ...................................1617
48.7.1 Crystallization of Calcium Oxalate1617
48.7.2 Effect of Trace Elements ............ 1618
48.7.3 Effect of Tartaric and Citric Acids. 1618
48.7.4 Effect of the Extracts

of Cereals, Plants, and Fruits ..... 1618

48.8 Calcium Phosphates .............................1619

48.9 Hydroxyapatite (HAP) ...........................1620

48.10 Dicalcium Phosphate Dihydrate (DCPD) ...1620
48.10.1 Effect of Additives

on Crystallization
of Calcium Phosphates .............. 1620

48.10.2 Effect of Some Extracts
of Cereals, Plants, and Fruits
and Tartaric Acid ...................... 1622

48.10.3 Calcium Hydrogen Phosphate
Pentahydrate
(Octacalcium Phosphate, OCP) .... 1622

48.10.4 Magnesium Ammonium
Phosphate Hexahydrate (MAP)
and Magnesium Hydrogen
Phosphate Trihydrate (MHP) ...... 1622

48.11 Calcium Sulfate ...................................1623

48.12 Uric Acid
and Monosodium Urate Monohydrate....1623

48.13 L-Cystine ............................................1624

48.14 L-Tyrosine, Hippuric Acid,
and Ciprofloxacin ................................1625

48.15 Atherosclerosis and Gallstones ..............1625
48.15.1 Crystal Growth in Bile ............... 1625
48.15.2 Cholesterol and Related Steroids 1626
48.15.3 Cholic Acid .............................. 1627

48.16 Crystallization of Hormones:
Progesterone and Testosterone.............1628

48.17 Pancreatitis ........................................1628
48.17.1 Calcium Carbonate ................... 1629

48.18 Conclusions .........................................1629

References .................................................. 1630

Among the various crystallization techniques,
crystallization in gels has found wide applications
in the fields of biomineralization and macro-
molecular crystallization in addition to crystallizing
materials having nonlinear optical, ferroelectric,
ferromagnetic, and other properties. Furthermore,
by using this method it is possible to grow single
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crystals with very high perfection that are diffi-
cult to grow by other techniques. The gel method
of crystallization provides an ideal technique to
study crystal deposition diseases, which could
lead to better understanding of their etiology.
This chapter focuses on crystallization in gels of
compounds that are responsible for crystal de-
position diseases. The introduction is followed
by a description of the various gels used, the
mechanism of gelling, and the fascinating phe-
nomenon of Liesegang ring formation, along with
various gel growth techniques. The importance
and scope of study on crystal deposition diseases
and the need for crystal growth experiments us-
ing gel media are stressed. The various crystal
deposition diseases, viz. (1) urolithiasis, (2) gout
or arthritis, (3) cholelithiasis and atherosclero-
sis, and (4) pancreatitis and details regarding the

constituents of the crystal deposits responsible
for the pathological mineralization are discussed.
Brief accounts of the theories of the formation
of urinary stones and gallstones and the role of
trace elements in urinary stone formation are
also given. The crystallization in gels of (1) the
urinary stone constituents, viz. calcium oxalate,
calcium phosphates, uric acid, cystine, etc., (2) the
constituents of the gallstones, viz. cholesterol,
calcium carbonate, etc., (3) the major constituent
of the pancreatic calculi, viz., calcium carbonate,
and (4) cholic acid, a steroidal hormone are pre-
sented. The effect of various organic and inorganic
ions, trace elements, and extracts from cereals,
herbs, and fruits on the crystallization of major
urinary stone and gallstone constituents are de-
scribed. In addition, tables of gel-grown organic
and inorganic crystals are provided.

48.1 Gel Growth in Crystal Deposition Diseases

48.1.1 Gel Growth of Crystals

Recently, there has been increasing interest in crystal
growth in gels on account of its suitability to grow
crystals of biological macromolecules and in studies
involving biomineralization. The gel method of crys-
tal growth is probably the most simple and versatile
technique, compared with other methods of crystal
growth from solutions under ambient conditions [48.1].
In 1896, Liesegang first observed the periodic pre-
cipitation of slightly soluble salts in gelatin [48.2].
Later, this technique was used extensively to crystallize
many organic, inorganic, and even biological macro-
molecules in various colloidal media. The gel method
of crystallization is well described by Henisch [48.1,3],
Arora [48.4], and Patel and Venkateswara Rao [48.5] as
well as by Lefaucheux and Robert [48.6]. The present
chapter aims to review crystallization in gels with a spe-
cial focus on crystallization of compounds causing
crystal deposition diseases.

48.1.2 Types of Gels

Gel growth is a particular case of solution growth where
the solution is trapped in a polymeric structure. The gel
is a loosely linked polymer of a two-component sys-

tem formed by the establishment of a three-dimensional
system of cross-linkages between molecules of one of
the components. The system as a whole is permeated
by the other component as a continuous phase, giv-
ing a semisolid, generally rich in liquid. Gels can be
prepared by a variety of techniques and materials. The
most commonly used ones for crystallization are gels
of silica, agar, gelatin, clay (bentonite), and polyacry-
lamide.

Silica gel is prepared [48.1] by mixing aqueous so-
lution of sodium metasilicate and mineral or organic
acid. Gelation takes place in times ranging from a few
seconds to a few months, depending on the pH, tem-
perature, and concentration of the gel solution. To form
agar gel [48.7], agar-agar is dissolved in water (1–2%
by weight) and boiled. When this solution cools down,
gelation takes place. Gelatin gel is prepared [48.8]
by dissolving gelatin in water, stirring at a constant
temperature of 50 ◦C for 1 h and cooling to room tem-
perature. A small quantity of formaldehyde is added
to strengthen the gel. To prepare clay gel, powdered
clay is slowly sifted on rapidly stirred water making
a blend until about 9% clay has been added; the gel
sets immediately. Polyacrylamide gel [48.9] is prepared
by dissolving 3.99 wt % acrylamide and 0.02 wt % of
a cross-linking agent in water. The solution is bubbled
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with nitrogen and degassed by lowering the pressure.
This results in a rigid transparent gel. Crystallization
has also been attempted using other gels such as pectin,
polyethylene oxide (PEO), polyvinyl alcohol (PVA),
and tetramethoxysilane (TMOS) [48.1, 3–7].

48.1.3 Mechanism of Gelling

Gels can be formed by cooling of a sol, by chem-
ical reaction or by addition of a precipitating agent or
incompatible solvents. The time taken for the gelling
process varies from minutes to days, depending on the
nature of the reagents and its temperature, pH, and his-
tory. The mechanical properties of fully developed gels
can vary, depending on the gel density.

In the case of silica gels, when sodium metasili-
cate (Na2SiO3) is dissolved in water, monosilicic acid
and sodium hydroxide are produced initially as per the

following reaction

Na2SiO3 +3H2O → H4SiO4 +2NaOH . (48.1)

Later on, monosilicic acid polymerizes with the
liberation of water. The process of polymerization con-
tinues, until a three-dimensional network of Si-O links
is established. The hydrogen ion concentration (pH)
plays a vital role in the gelling process. During polymer-
ization, it is known that two types of ions, viz. H3SiO−

4
and H2SiO2−

4 , are produced, whose relative amounts de-
pend on the pH. The formation of the more reactive
H2SiO2−

4 is favored at high pH values. However, higher
charge implies a greater degree of mutual repulsion.
H3SiO−

4 is favored at low pH values and is responsible
for the sharp increase in viscosity. Very high or very low
pH values inhibit gelation. Gelling mechanism regard-
ing agar and TMOS gels are reviewed by Lefaucheux
and Robert [48.6].

48.2 Experimental Methods

Crystal growth methods in gels fall into the following
classes: chemical reaction, complex dilution, reduction
of solubility, chemical reduction, and electrochemical
techniques [48.5].

48.2.1 Chemical Reaction

This method is suitable for crystals which are mostly
insoluble or sparingly soluble in water and which de-
compose before melting. Here, two soluble reactants are
allowed to react inside the gel medium by incorporation
of one of the reactants (I) in the gel, whereas the other
reactant (II), which is used as the supernatant, diffuses
into the gel medium (Fig. 48.1). The reaction inside the
gel leads to the formation of an insoluble or sparingly
soluble crystalline product. The basic requirements of
this method are:

1. The gel must remain stable in the presence of react-
ing solutions

2. It must not react either with the solutions or with the
product.

U-tubes are used, where the two reactants are allowed
to react by diffusion into an inactive gel. This technique
can also be adopted to crystallize compounds which
have poor aqueous and organic solubility (uric acid and
cystine) using the displacement reaction method [48.10,
11].

48.2.2 Complex Dilution

In this method, the material to be crystallized is first
complexed in some reagents which enhance its solubil-
ity. It is then allowed to diffuse into a gel which is free
from active reagents. As the complex solution diffuses
through the gel it gets diluted. This results in a high
supersaturation of the material to be crystallized and

Reactant II

Gel +
reactant I

Fig. 48.1 Reaction method (single diffusion)
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hence nucleation and subsequent crystallization occurs.
Crystals of mercuric sulfide, cuprous, and silver halides
and selenium have been grown using this method [48.5].

48.2.3 Solubility Reduction

This method is generally used for crystallization of
highly water-soluble substances. The substance to be
grown is dissolved in water and incorporated in the gel
before gelation. After the gel has been set, a solution
that reduces the solubility of the substance (solute) is
added as a supernatant solution to induce crystalliza-
tion. Compounds which have low aqueous solubility
can also be crystallized using this technique. Steroids
which have low aqueous solubility have been crystal-
lized using this technique by reducing the water content
in the gel by incorporating an organic solvent [48.12].
During this process of crystallization, crystals can be
observed in the supernatant solution above the gel
due to the reverse diffusion of the precipitating sol-
vent [48.13, 14].

48.2.4 Chemical Reduction

This method is particularly suitable for growing metal-
lic crystals (Cu, Au, and Ni). The metallic salt is
incorporated with the gel and an aqueous solution of
a reducing agent is slowly allowed to diffuse through
the gel, where chemical reduction takes place to form
metallic crystals [48.5].

48.2.5 Electrochemical/Electrolysis

Gels can be used to crystallize metals by electrolysis.
George and Vaidyan [48.15] reported growth of sin-
gle crystals and dendrites of silver. Recently, Muzikar
et al. [48.16] reported crystallization of microcrystals
of gold. Here, a small current was passed between two
gold electrodes through a silica gel doped with HAuCl4.
Single crystals of gold of sizes ranging from hundreds
of nanometer to hundreds of micrometer were grown by

this technique. Muzikar et al. [48.17] have also crystal-
lized platinum particles and a platinum complex by an
identical procedure.

48.2.6 Crystal Growth in the Presence
of a Magnetic Field

The effect of a magnetic field (up to 3 T) on the crys-
tallization of calcium tartrate [48.18] and strontium
tartrate [48.19] has been reported. The magnetic field
has the effect of reducing the number of crystals formed
but helps in the growth of a few, larger crystals. Crys-
tallization of cholesterol in gels in a magnetic field was
studied by Sundaram et al. [48.20,21]; it was found that
the presence of the magnetic field reduced the nucle-
ation time and number of crystals but that there was an
increase in the size of the crystals grown.

48.2.7 Nucleation Control

During crystallization in gels, the growing crystals com-
pete with one another for the solute atoms, leading to
a reduction in crystal size and perfection. Hence, nu-
cleation has to be suppressed until only a few crystals
are formed. The use of a particular combination of re-
actants, to grow the required crystals, has been found
to reduce the nucleation density [48.22]. Acid-set gels,
choosing a particular acid (based on experiments with
various acids), is known to yield larger crystals [48.22].
It has been reported that changing the gel structure by
varying one or more of the parameters, viz. pH and
density, and by gel aging, can decrease the number
of nucleation centers [48.1, 3–7]. The use of an inter-
mediate neutral gel is also found to slow down the
reaction and thereby reduce the number of nucleated
crystals [48.23]. In another method, the concentration
of the diffusing reactant is initially kept below the level
at which nucleation is known to occur and then in-
creased gradually in a series of small steps. Crystals
grown by this method are more perfect and larger than
those grown otherwise.

48.3 Pattern Formation in Gel Systems

Pattern formation is widespread in nature and can be
found in structures ranging from agate rocks and gold
veins to the growth of bacterial rings in agar and
gallstones [48.24–26]. A specific example discussed
below is the Liesegang ring structure, discovered in
1896 [48.2]. When coprecipitated ions interdiffuse in

a gelatinous medium, the sparingly soluble salt may
precipitate discontinuously in a spectacular pattern of
parallel bands. The pleasing appearance of Liesegang
bands, as well as their spatiotemporal distribution, has
elicited a steady proliferation of publications on the
subject [48.3, 27–29]. It is quite easy to produce the
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Fig. 48.2 Disc and helical Liesegang rings of calcium
phosphates in silica gel (after [48.32])

patterns in the laboratory. Liesegang rings can be pro-
duced in gels by diffusing one of the reactants into
an inert gel medium containing another reactant. The
simplest and usual way to perform a Liesegang ring ex-
periment is to fill a tube with an inert semisolid medium
which contains one of the reactants (B), called the in-
ner electrolyte. The other reactant (A), referred to as
the outer electrolyte, is poured over the gel column
as the supernatant solution. Usually the concentration
level of the outer electrolyte is maintained high to min-
imize the possible loss of ions due to evaporation and
other such transport mechanisms during the experimen-
tal processes. It involves the formation of concentric
laminated rings or bands clearly separated in the direc-
tion perpendicular to the motion of the front [48.27].
The structures, which are often rings in circular ge-
ometries and bands in linear geometries, are formed
by the nonuniform spatial distribution of crystals in
a precipitation reaction in a gel [48.28, 29]. Recently,
George and Varghese reported the formation of triplet
Liesegang ring patterns [48.30]. Terada et al. [48.31]
described the formation of sheets and helices of stron-

tium carbonate in silica gel. Helical rings of calcium
phosphates (Fig. 48.2) were formed in silica gels by the
diffusion of calcium ions into a phosphate-containing
gel [48.32].

Though in vivo occurrence is rare, chemical concen-
tration, geometry of the reactant containers or vessels,
temperature, pH, and the presence of impurities are the
main factors that influence the formation of Liesegang
rings [48.33]. The role of the gel during the formation
of Liesegang rings is essentially passive, i.e., to prevent
convection of solutions and sedimentation of the precip-
itate. The dynamics of the banding are very complex,
involving the coupling of diffusion and precipitation
processes in a nonequilibrium regime.

Theoretical models explaining Liesegang patterns
fall into two broad categories. The first one, called the
prenucleation model, is based on the classical feedback
cycle of supersaturation, precipitation, and depletion
as originally proposed by Ostwald [48.34]. In the sec-
ond theory, the so-called postnucleation or competitive
particle growth model, it is assumed that competition
between growing particles can, by itself, produce pe-
riodic precipitation structures, even in the absence of
strong external gradients. It is worth mentioning that
all the theories share the assumption that the precipitate
appears as the system passes through some nucleation
or coagulation thresholds. However, the theories differ
in their pre- or postnucleation assumptions. The main
unresolved problem in all these theories is the under-
standing of the mechanism behind the transformation
of the diffusive reagents A and B into an immo-
bile coagulant. George and Varghese proposed a new
model [48.30, 35–38] based on the prime assumption
that the boundary that separates the outer ions and the
inner electrolyte virtually migrates in the positive direc-
tion of the advancement of the type A ions. Izsák and
Lagzi [48.39] proposed a universal law, which is also
valid in the case of various transport dynamics (purely
diffusive, purely advective, and diffusion–advection
cases). The mechanism responsible for these structures
is not yet fully understood. The interest in precipitate
patterning phenomena is growing because of the suit-
ability of their underlying dynamics for modeling many
self-organization processes [48.40, 41].

48.4 Crystals Grown Using Gel Technique

Recently, there have been several reports on the
crystallization of inorganic, organic, organometallic
compounds, and metals apart from biological macro-

molecules using gels. Some of the compounds (except
biological macromolecules) which have been crystal-
lized using gels are listed in Table 48.1a,b.
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Table 48.1 (a) Organic/organometallic crystals grown in gels

Crystals grown Gel used Method adopted Studies carried out Reference

2-Amino-5-nitropyridinium
dihydrogen phosphate

Silica Single diffusion Crystal growth
and growth rate studies
by holographic interferometry

[48.42]

Ammonium hydrogen d-tartarate Silica Single diffusion Bulk growth, habit [48.43]

Antimony thiourea-bromide Silica Single diffusion Dielectric constant,
refractive indices

[48.44]

Aspargine monohydrate Agarose,
carrageenan,
gelatin

Single diffusion Crystallization
and habit modification

[48.45]

Barium oxalate Agar-agar Double diffusion Growth and characterization [48.46]

Benzil, phenyl phenol Sephadex Single diffusion Growth and characterization [48.47]

Bis-(1,3,5-
benzenetricarboxylato)
dipyridine, Zinc(II) nitrate

PEO Double diffusion Crystal growth [48.48]

Cadmium tartarate Silica Double diffusion Optical absorption [48.49]

Calcium malate-decahydrate Silica Single diffusion Growth and characterization [48.50]

Calcium l-tartarate-tetrahydrate
(Mn2+ doped)

Silica Single diffusion Doping and dielectric studies [48.51]

(Sr2+ doped) Growth and characterization [48.52]

Cerium lanthanum-oxalate Silica Single diffusion Growth and characterization [48.53]

Cholic acid Silica,
TMOS

Single diffusion Growth and characterization [48.54]

Dysprosium-gadolinium oxalate Silica Single diffusion Optical absorption
and fluorescence studies

[48.55]

γ -Glycine Silica Single diffusion NLO studies, dielectric
constant, photoconductivity

[48.56]

Iron-manganese levo-tartarate
(pure and mixed)

Silica Single diffusion Growth and characterization [48.57]

Lead (II) n-octa-, n-nona-
and n-decanoate

Silica Double diffusion Morphology [48.58]

β-dl-Methionine Silica Single diffusion Growth and characterization [48.59]

3-Methyl-4-nitropyridine-1-
oxide

TMOS Single diffusion X-ray topography,
NLO experiments

[48.60]

l-Phenylalanine Silica Single diffusion Growth and characterization [48.61]

Rubidium hydrogen-tartrate,
strontium tartrate-trihydrate
and tetrahydrate

Silica Single diffusion Growth and characterization,
effect of magnetic field,
(Pb)2+ doping laser scattering
tomography,
magnetic susceptibility
measurements

[48.62]
[48.19]

[48.63]

Strontium malate trihydrate Silica Single diffusion Growth and characterization [48.64]
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Table 48.1 (b) Inorganic crystals grown in gels

Crystals grown Gel used Method adopted Studies carried out Reference

Ammonium chloride Agarose,

Agar,
gelatin,
pectin, PVA

Single diffusion

Reduction of solu-
bility by reducing
the temperature

Periodic roughening transi-
tions, AFM, interference con-
trast microscopy
Morphology

[48.65]
[48.66]

Barium nitrate,
boric acid,
potassium dichromate

Agar,
gelatin,
pectin, PVA

Reduction of solu-
bility by reducing
the temperature

Morphology [48.66]

Barium iodate-monohydrate,
calcium iodate
(mono- and hexahydrates)

Silica Single diffusion
Double diffusion

Growth and characterization
Growth,
doping microtopography

[48.67]
[48.68]

Calcium tungstate Silica Double diffusion Nucleation behavior,
crystal morphology

[48.69]

Copper iodide Silica Single diffusion
(decomplexation)

Growth and characterization
Influence of CuI-HI complex

[48.70]
[48.71]

Gold Silica Electrochemical
growth

Backscatter electron
diffraction

[48.16]

Lead bromide Silica Double diffusion Growth [48.72]

Lead carbonate Silica Double diffusion Topotactic relationships [48.73]

Lead hydrogen-phosphate TMOS Single diffusion Influence of a polycrystalline
precipitation zone

[48.74]

Lead iodide Silica Single diffusion Morphology, microstructure [48.75]

β-Lithium ammonium-sulfate, TMOS Single diffusion Morphology,
epitaxic phenomena

[48.76]

β-Lithium sodium-sulfate,
lithium sulfate-monohydrate

TMOS Single diffusion Epitaxic,
intergrowth phenomena

[48.77]

Platinum,
ammonium-
hexachloroplatinate(IV)

Silica Electrochemical Growth [48.17]

Potassium ferrocyanide-
trihydrate

Silica Solubility
reduction

Growth and characterization [48.78]

Sodium bromate Agrose,
gelatin,
silica

Single diffusion Habit changes in various gels [48.79]

Sodium chlorate Agarose Single diffusion Selective growth and distribu-
tion of crystalline enantiomers

[48.80]

48.4.1 Advantages of Crystallization in Gels

The gel is an ideal medium for diffusion reaction
and it acts as a three-dimensional crucible holding
the crystals in fixed positions without overlapping. It

is a chemically inert, transparent system for grow-
ing good-quality crystals. It is possible to observe the
entire growth process and the grown crystals can be
harvested easily. Gel method allows effective control
over factors such as density, concentration, and pH
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of the medium. Since crystals grow in the absence
of convection, gel growth provides a good simula-
tion of space growth experiments, as in the case
of growth of protein crystals. To get valuable clues
towards understanding the biomineralization process,
extensive studies have been carried out on carbon-
ates of calcium, barium, and strontium in silica gel

medium [48.81–84]. Crystal growth in gels has been
used to simulate the crystal growth process in sed-
imentary environments [48.85]. The simulation of
pathological biomineralization in human organs us-
ing gel technique and the crystallization of biological
macromolecules using gels are some of the recent ad-
vancements in this field.

48.5 Application in Crystal Deposition Diseases

Quite a variety of materials occur as crystals in living
tissues and plants. Biomineralization is found exten-
sively among living systems (eggs, mollusks, shells,
pearls, corals, bone, and teeth). Biomineralization leads
to crystals of uniform size and morphology with spe-
cific crystallographic orientation and properties [48.86].
The use of sophisticated methods of crystal identifica-
tion including analytical electron microscopy has led
to the discovery of crystals in the human body system.
In organisms, some tissues calcify while others do not.
The control over their nucleation and growth patterns
and their location developed during evolution. Many of
the mineral deposits assist in the regulation of the lev-
els of free cations and anions in cellular systems. The
presence of crystals in the human body produces both
beneficial and harmful effects. Bone and teeth are com-
posed of oriented nanocrystals of hydroxyapatite (HAP,
Ca10(PO4)6(OH)2). Our sense of balance and accelera-
tion is dependent upon the small calcite crystals present
in the inner ear. Many crystal depositions in tissues are
pathological, with unusual crystal forms and patterns of
mineralization. The harmful effects of crystals result in
the pathological deposition of crystals known as crystal
deposition diseases.

48.5.1 Crystal Deposition Diseases

Crystal deposition diseases may be defined as patho-
logical processes associated with the presence of
microcrystals which contribute to tissue damage and
cause pain and suffering [48.87]. The increasing inci-
dence of crystal deposition diseases (Table 48.2) such
as heart diseases, gout, gallstones, urinary stones, de-
position in eyes, thyroid glands and bone marrow, etc.,
among our population has resulted in extensive research
to understand their etiology and cure. Crystal nucleation
frequently occurs in urinary tract, coronary artery tract,
and gallbladder, resulting in formation of pathological
urinary stones, atherosclerotic plaques, and gallstones,
respectively. Although much technical advancements

have been made in the area of treatment of crystal de-
position diseases, relatively little is known about the
mechanisms involved in the process of pathological
crystallization. Crystal deposition diseases are the re-
sult of a complex sequence of events that give rise
to diseases through simple mechanical effects such as
blocking ducts or hardening or weakening of flexible
tissues. The formation of crystalline deposits in vivo is
a multifactorial disorder, some of the significant factors
being age, sex, occupation, diet, fluid intake, geograph-
ical location, and climate.

48.5.2 Significance
of In Vitro Crystallization

Extensive research work is being carried out on the
physicochemical aspects of compounds that are respon-
sible for diseases such as atherosclerosis, gallstones,
arthritis, urinary stones, etc., to study their growth
mechanism and to find factors that can inhibit their
growth in our body system [48.87–99]. One of the prin-
cipal aims in this area is first to identify the mechanism
of crystal growth conditions prevalent in biological
systems and then to devise means of inhibiting the un-
wanted crystal growth. Despite the enormous research
aimed at obtaining thorough knowledge of the genesis
of pathological mineralization, the mechanism of crys-
tal deposition remains largely unexplained. The main
reason for this is the fact that mineralization in vivo
cannot be observed directly. Also, in vivo experiments
are possible only to a limited extent. Thus, the need to
understand the situations that give rise to crystal depo-
sition diseases has necessitated in vitro investigations
of the crystalline components that lead to pathological
deposits. The crystal growth process in gels is essen-
tially like crystallization from solution and consists of
the following three basic steps [48.81]:

1. Attainment of supersaturation of the salt to be de-
posited
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Table 48.2 Location of stones/crystal deposits and the major crystals involved in crystal deposition diseases (∗stones or crystal
deposits are heterogeneous mixtures, some of them with more than one crystalline phase held together by a matrix)

Diseases Location of the deposits Major crystals involved∗

Acute and chronic gouty arthritis Joints of hands and feet Monosodium urate monohydrate, uric acid

Acute pseudo gout Knees, wrists, and pelvis Calcium pyrophosphate dihydrate

Acute calcific periarthritis Shoulders, hip, and spine Hydroxyapatite (HAP)

Atherosclerotic arteries and veins Arteries and veins Cholesterol

Calcific pancreatitis Pancreas Calcium carbonate

Cholelithiasis Gallbladder Cholesterol

Urolithiasis Stones in kidney, ureter, bladder,
and urethra

Calcium oxalate-monohydrate (COM),
calcium oxalate dihydrate (COD),
dicalcium-phosphate dihydrate (DCPD),
magnesium hydrogen phosphate-trihydrate
(MHP), magnesium ammonium-phosphate
hexahydrate (MAP), uric acid, urates,
cystine, xanthine

Table 48.3 Constituents of crystal deposits grown in gel

Crystals grown Gel used Method adopted References

Calcium carbonate Silica,
polyacrylamide

Double diffusion [48.82, 90–94]

Calcium oxalate-monohydrate (COM)
Calcium oxalate dihydrate (COD)

Agar-agar,
agarose,
gelatin,
silica

Single, double diffusion [48.89, 95–99]

Calcium sulfate dihydrate Silica Double diffusion [48.100, 101]

Cholesterol Silica Single diffusion [48.12, 102, 103]

Cholesteryl acetate Silica Solubility reduction [48.12]

l-Cystine Silica Single, double diffusion [48.11, 104]

Single, double diffusion [48.98, 99, 105–110]

Hippuric acid Silica Double diffusion [48.111]

Hydroxyapatite (HAP) Silica Single diffusion [48.112, 113]

Magnesium hydrogen-phosphate trihydrate
(MHP), magnesium ammonium-phosphate
hexahydrate (MAP)

Silica Single diffusion [48.114]

Monosodium urate-monohydrate (MSUM) Silica,
TMOS

Single diffusion [48.115]

Octacalcium phosphate (OCP) Polyacrylamide Double diffusion [48.116]

β-Sitosterol Silica Single diffusion [48.12]

l-Tyrosine Silica Single diffusion [48.117]

Uric acid Silica,
TMOS

Single diffusion [48.10]
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2. Nucleation
3. Subsequent crystal growth.

Investigations of either solution or solid-phase phe-
nomenon will yield useful information regarding the
etiology of calculi formation. The growth of crystals
in vivo will be dependent on the same factors of sol-
ubility, nucleation, and growth rate as in vitro. It is also
possible to study the effects of various inhibitors (cov-
ering a wide range of molecular weights) which are
present in biological fluids, by knowing the growth and
dissolution of the stones and stone mineral phases. The
in vitro experiments simulate the conditions of stone
formation artificially to infer the general principles of
calculogenesis, which can shed some light on crystallo-
genesis of pathological stones.

There is increasing interest in using gel as a crystal-
lizing medium, as it acts as a medium for crystallization
of biomolecules and to evaluate the processes of

biomineralization in vitro [48.6, 12, 32, 88, 89]. This is
because of their viscous nature, providing simulation
of synovial fluid, cartilage, and other biological fluids.
This method also provides a convenient technique for
assessing the effect of various compounds (present in
the human body) in altering crystallization parameters
such as aggregation of crystals and also the morphol-
ogy of the insoluble particles. Hence, the gel method of
crystal growth is considered ideal for studying crystal
deposition diseases [48.88, 89].

48.5.3 Crystallization of the Constituents
of Crystal Deposits

Table 48.3 lists references (1994–2006) related to the
gel growth of materials that are constituents of calculi
occurring in crystal deposition diseases. The references
to earlier research contributions of this category are
available in previous reviews [48.1, 3–6].

48.6 Crystal-Deposition-Related Diseases

48.6.1 Urinary Stone Disease

Generally, urinary stones are called renal stones,
ureteral stones, bladder stones, or urethral stones, de-
pending on their specific site of growth (Table 48.2).
Variations in urine flow and tube blockage can cause
local fluctuations in pH and concentration, leading
to supersaturation of urine and subsequently crys-
tal nucleation, growth, and aggregation resulting in
the formation of calculi of different shapes and sizes
(Fig. 48.3 [48.118, 119]).

The ultimate control of urolithiasis requires proper
application of both approaches of stone removal and
drug therapy. Drug therapy is mainly aimed at inhibi-

a) b)

Fig. 48.3a,b COM urinary stones with (a) smooth surface
(b) rough surface

tion of growth and dissolution of the existing stone and
prevention of stone recurrence. Hence, it is important
to understand the mechanism of stone formation and
identification of the inhibitors of different crystalline
materials present in urinary calculi.

48.6.2 Theories of Urinary Stone Formation

There are various theories to explain the actual mecha-
nism by which urinary calculi develop [48.89,120–124].
Randal, in 1937 [48.125], reviewed all the existing the-
ories and described that there must be some lesion
in the renal pelvis to which a calculus could remain
anchored during its period of growth. Anderson and
McDonald, in 1946 [48.126], improved this theory by
suggesting that the small crystalline deposits in the kid-
ney reach renal papilla, come into contact with urine,
and subsequently grow into stones by deposition of
urinary salts. Butt and Hauser, in 1952 [48.127], con-
cluded that crystalline constituents of the urine separate
out of the urine because of the shortage of protec-
tive colloids. Crystalline deposits can also occur as
a result of excessive excretion or abnormal pH of the
urine. Vermeulon and Lyon, in 1968 [48.128], proposed
an advanced theory by explaining the different stages
such as supersaturation, nucleation, growth, aggrega-
tion, and retention involved in the formation of the
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stone. During the formation of urine, when it traverses
the nephron, much of its water content is reabsorbed
and urine gets supersaturated with respect to substances
of limited solubility such as those found in stones.
Molecular agglomerates of these substances having
proper lattice orientation result in the formation of nu-
clei, or such nucleation can also be extraneous. When
these nuclei attain critical size, they act as seeds and
then grow into visible crystals. There are two differ-
ent types of agglomeration, viz. primary and secondary
agglomeration. Primary agglomeration is the growth of
crystals on the surface or tips of crystals already formed.
Secondary agglomeration is that which results from
crystal-to-crystal collision. Primary agglomeration was
recognized as a possible mechanism for the develop-
ment of calculi [48.129,130]. The conditions prevailing
in the kidney are not conducive to the secondary ag-
glomeration process, which is expected to play only
a minor role in the formation of stones. The crystals,
once formed, are retained inside the urinary tract and
grow [48.89]. New small crystals originate upon the
larger parent crystals and the matrix material binds crys-
talline material together, giving the stone its cohesive
wholeness.

48.6.3 Role of Trace Elements
in Urinary Stone Formation

The presence of certain trace elements may play a vi-
tal role in the formation of crystal deposition diseases.
In recent years, the function of trace elements in the hu-
man body and the environment and their importance for
medical practice have been increasingly recognized in
the biomedical field. It has been suggested that some
trace elements enhance the growth rate of deposits of
crystalline compounds and that their high concentra-
tion in body fluids and tissues may be significant in
this respect. One of the main problems is in determin-
ing whether nucleation is essentially homogeneous and
takes place spontaneously from highly supersaturated
fluids or whether it is heterogeneous and is initiated
by some other agent such as trace elements (Mg, Pb,
Ba, Fe, Sr, Zn, etc. [48.125, 127, 128, 131–133]). Im-
purities and diffusion limitations are suspected to play
a major role in agglomeration. The process of aggre-
gation through electrostatic forces would be expected
to be controlled by the zeta potential of the particles,
which is readily modified if any ion gets absorbed on
the particles.

48.7 Calcium Oxalate

Calcium oxalate urolithiasis is the most common
pathological condition associated with oxalate crys-
tal deposition. Calcium oxalate crystalline deposits are
also found in myocardium, bone marrow, and blood
vessels. In urinary stones, calcium oxalate may ex-
ist as monohydrate (COM, Ca(COO)2 ·H2O, 43%) or
as dihydrate (COD, Ca(COO)2 ·2H2O, 20.5%). The
formation of oxalate stone may be the result of super-
saturation of the urine with its components, viz. calcium
and oxalate, deficiency of inhibitors or the increase
in concentration of promoters. Calcium oxalate forms
mixed stones with calcium phosphates, uric acid, and
magnesium ammonium phosphate hexahydrate (stru-
vite, MAP, MgNH4PO4 ·6H2O).

48.7.1 Crystallization of Calcium Oxalate

COM was crystallized by Girija et al. [48.95] using cal-
cium chloride and oxalic acid as the reactants in silica
gel. Single-diffusion experiments yielded microcrystals
of COM as seen in Fig. 48.4a. Crystallization using dou-
ble diffusion yielded COM crystals of millimeter size.
COM is a polymorphic crystal, and the crystals obtained

in this experiment were of prismatic (single, twinned,
and bunched) morphology. These crystals enabled the
measurement of Vicker’s and Knoop microhardness and
the values were found to be 192 and 73 kg/mm2, re-

240 µm

550 µm

a) b)

c)

Fig. 48.4a–c COM single crystal in silica gel: (a) without any ad-
ditives (b) in presence of cadmium, (c) in presence of zinc
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spectively. Achilles et al. [48.89] designed a flow model
of crystallization in gels, where crystal growth is per-
formed from a flow of supersaturated urine at nearly
constant supersaturation on COM particles in a gel
matrix. Here, they used the discontinuous measure-
ment of scattered light intensity by microphotometry to
quantify various crystal growth parameters. These ex-
periments to a large extent simulate the physiological
conditions in which the pathological urinary crystals
develop in vivo [48.134].

48.7.2 Effect of Trace Elements

Analyses of urinary stones showed the presence of more
than 20 trace elements, and it is believed that these el-
ements might play an important role in the formation
of these stones [48.133]. Girija et al. [48.95] studied
the effect of Mg, Cd, Zn, and Pb on the crystalliza-
tion of COM at room temperature. There was significant
influence of these ions on the process of primary ag-
glomeration of COM.

The presence of the elements Mg and Zn, which are
known to act as inhibitors of calcium oxalate urinary
stones, was found to have less effect on crystal ag-
glomeration and dendritic formation than the presence
of the nephrotoxic elements Cd and Pb. Furthermore,
Cd and Pb reduced the number of individual crys-
tals and increased the tendency to form agglomerates
of COM and dendrites of COD as seen in Fig. 48.4b.
The incorporation of Cd and Pb was found to be
high, the amount of incorporation following the order:
Pb > Cd > Zn > Mg. The addition of Zn modified the
morphology of the crystals from prismatic to rhom-
bohedral (Fig. 48.4c [48.95]). Furthermore, Petrova
et al. [48.97] crystallized COM in gelatin, agar-agar,
agarose, and sodium silicate gels and studied the dis-
solution rates in the presence of Al and Fe. The rate
of dissolution was found to increase in the presence of
these ions, due to the adsorption of ions on the surface
of the crystal, hindering further growth.

48.7.3 Effect of Tartaric and Citric Acids

Marickar and Koshy [48.135] crystallized COM,
COD, dicalcium phosphate dihydrate (DCPD, brushite,
CaHPO4 ·2H2O), octacalcium phosphate (OCP,
Ca8(HPO4)2(PO4)4 ·5H2O), HAP, MAP, and magne-
sium hydrogen phosphate trihydrate (MHP, newberyite,
Mg(PO3OH) ·3(H2O)) by reaction method in silica gel.
The effect of known inhibitors of crystallization, viz.
tartaric acid, citric acid, and human urine (affected and

unaffected), were studied. Tartaric and citric acid al-
tered the crystal habit and inhibited growth. Urine from
patients with stones modified the crystal habit. Normal
urine samples produced reduction in the size of the crys-
tals along with change in morphology. It is surmised
from these observations that normal urine contains in-
hibitors of crystallization and that these were absent in
the urine of certain patients affected by urinary stones.

48.7.4 Effect of the Extracts
of Cereals, Plants, and Fruits

Natarajan et al. [48.99] grew crystals of COM, DCPD,
and MAP in silica gel medium using reaction method,
incorporating extracts of some cereals, plants, and fruits
to screen these materials for their inhibitory role on
crystallization of these compounds. Control experi-
ments were carried out simultaneously to compare the
growth of crystals without [48.98] and with the extracts.
The concentration of the various substances incorpo-
rated in the gel was about 5 g/l. The generally expected
inhibitory effects are the following:

1. No nucleation to lead to crystal growth (a powdery
mass being produced)

2. Reduction in the number and size of the crystals
3. Change in the morphology of the crystals.

By carefully observing the shape, size, and approxi-
mate number of crystals obtained and also from the
knowledge of their total mass, conclusions were derived
regarding the inhibitory or promotive effect of the ex-
tracts incorporated. It was observed that the extracts of
Cocus nucifera, Citrus limon, Lycopersicon esculentum,
Mimosa pudica, Musa sapientum, Hordeum vulgare,
Tribulus terrestris, and Policos biflorus produced very
good inhibitory effects on COM crystallization. The
extracts of Mentha spicata, Raphanus sativus, and Vi-
tis vinifera had no effect on crystal growth. It was
also interesting to observe that the extracts of Borassus
flabellifer and Ananas comosus promoted the crystal-
lization, producing larger crystals of COM crystals.

Irusan et al. [48.108] studied the effect of the herbal
extracts Phyllanthus niruri and Ocimum sanctum on
the crystallization of DCPD and found that, in the
presence of these herbal additives, there was consid-
erable reduction in the thickness of the crystals and
also that the crystals became dendritic in nature. Fre-
itas et al. [48.136] have also studied the effect of the
aqueous extract of the folk medicinal plant Phyllan-
thus niruri on COM crystallization and concluded that
the plant extract has an inhibitory effect on crystal
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Table 48.4 Effect of cereal, plant, and fruit extracts on the crystallization of some urinary stone components

Cereal/plant/fruit Effect of extracts on crystallization
Botanical name Popular name COM DCPD MAP Reference

Ananas comosus Pineapple Promoter Inhibitor No effect [48.99]

Bergenia ligulata Pashanbhed Inhibitor Not done Not done [48.137]

Borassus flabellifer Palm juice Promoter Inhibitor Inhibitor [48.99]

Citrus limon Lemon fruit Inhibitor Inhibitor Inhibitor [48.99]

Cocus nucifera Tender coconut water Inhibitor Inhibitor Inhibitor [48.99]

Hordeum vulgare Barley Inhibitor Inhibitor Promoter [48.99]

Lycopersicon esculentum Tomato fruit Inhibitor Inhibitor Inhibitor [48.99]

Mentha spicata Mint No effect Inhibitor Inhibitor [48.99]

Mimosa pudica Touch-me-not plant Inhibitor Inhibitor Inhibitor [48.99]

Musa sapientum Plantain stem Inhibitor No effect Inhibitor [48.99]

Oscimum sanctum Thulasi Not done Inhibitor Not done [48.108]

Phylanthus niruri Kizhanelli Not done
Inhibitor

Inhibitor
Not done

Not done
Not done

[48.108]
[48.136]

Policos biflorus Horsegram Inhibitor Promoter No effect [48.99]

Rahanus sativus Radish No effect Inhibitor Inhibitor [48.99]

Tamarindus indica Tamarind fruit pulp Promoter
Not done

Inhibitor
Inhibitor

Inhibitor
Not done

[48.99]

Tribulus terrestris Nerringi Inhibitor
Inhibitor

Inhibitor
Not done

Promoter
Not done

[48.98]
[48.138]

Vitis vinifera Grapefruit No effect Inhibitor No effect [48.99]

growth. Recently, Joshi et al. [48.137] have shown the
inhibitory effect of two herbs, viz. Tribulus terrestris
and Bergemia liuqulata, on the growth of COM crystals,
in vitro. Bergemia liuqulata was found to be a better
inhibitor of COM than was Tribulus terrestris. They in-
fer that the presence of some macromolecules in these

herbs seems to play an important role in inhibition of
COM crystals. It may be pertinent to point out that the
particular ingredient of the cereals/plants/fruits respon-
sible for the inhibitory or promotive effect is yet to be
identified. The observations of the various experiments
described are summarized in Table 48.4.

48.8 Calcium Phosphates

Calcium phosphates are the major constituents of bone
and teeth. Dental calculus, bursitis, arthritis etc. are
the pathological conditions involving the deposition of
calcium phosphate-like minerals. Calcium phosphate
may mineralize in various phases, such as HAP, trical-
cium phosphate (TCP, whitlockite, Ca3(PO4)2), OCP,
dicalcium phosphate (DCP, monetite), and DCPD, in
order of increasing solubility. Investigations on the

Fig. 48.5 Microstructure of a COM stone showing HAP as
nidus of about 600 μm in diameter (indicated by an arrow)
�
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1620 Part H Special Topics in Crystal Growth

nucleation and growth of calcium phosphates such
as DCPD, DCP, OCP, TCP, and HAP have received
considerable attention in connection with the forma-
tion of metabolic and nonmetabolic stones [48.138–
140]. Among these, DCPD plays an important role in
the formation of caries lesions under acidified con-
ditions. Needles of DCPD crystals were reported in
the outer layer of calculi [48.141]. It also forms the
basis for the nucleation of calcium oxalate crystals.

Tiny crystals of HAP sometimes form in and around
joints and can cause inflammation around the ar-
ticular cartilage and periarticular connective tissues.
They have been described as a cause of inflamma-
tions of the shoulder [48.87]. HAP is also a con-
stituent of the urinary calculi and is sometimes found
in the nidus of COM stones (Fig. 48.5 [48.142]).
HAP has also been detected in atherosclerotic le-
sions [48.143].

48.9 Hydroxyapatite (HAP)
Fig. 48.6 Platy crystals of HAP grown in silica gel (af-
ter [48.144], c© IOS) �

At present, there is no simple technique to crystal-
lize large single crystals of HAP at ambient tempera-
ture. The crystal growth of HAP at ambient temperature
and pressure conditions always yielded crystals of
nanometer size. Ashok et al. [48.112] reported the
crystallization of platy crystals of HAP, using single-
test-tube diffusion technique in silica gel media at
physiological temperature (37 ◦C). Discs of HAP con-
taining platy crystals of size 27 × 2 μm were obtained
(Fig. 48.6, [48.112, 144]) using low-temperature crys-
tallization techniques using gels. Girija et al. [48.113]
also crystallized HAP biomimetically on collagen gel
to evaluate the biomineralization process.

48.10 Dicalcium Phosphate Dihydrate (DCPD)
There are several reports on the crystallization of DCPD
in gels [48.109]. Spherulitic DCP and DCPD of dif-
ferent morphologies which have close resemblance to

1615 17 18 19 20

Fig. 48.7 Elongated platy crystals of DCPD grown in silica gel

those found in pathological joints, stones, and dental
calculi were crystallized in silica gel at physiological
pH and temperature by Sivakumar et al. [48.107]. The
crystals grown without any additives had characteristic
platy and spherulitic morphology of DCPD and DCP,
respectively (Figs. 48.7, 48.8a). Scanning electron pho-
tomicrographs of synthesized spherulitic DCP crystals
revealed that the crystal consisted of radially arranged
aggregation of rectangular rod-like spokes and rectan-
gular platelets (Fig. 48.8b).

48.10.1 Effect of Additives
on Crystallization
of Calcium Phosphates

The influence of organic and inorganic ionic species
(Mg/Ca, Cd, Zn, Pb, P2O4−

7 , and citrate) on crystal-
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Crystallization from Gels 48.10 Dicalcium Phosphate Dihydrate (DCPD) 1621

lization of DCP, DCPD, and magnesium phosphates
have also been studied by Sivakumar et al. in silica
gel [48.107, 114]. Incorporation of magnesium ions in
the crystallizing medium led to a change in the size and
morphology of crystals and the mechanical properties
of the crystals (Fig. 48.9).

Even when the concentration of the calcium ions
was considerably less than that of the magnesium ions,
platy DCPD crystals were found to crystallize along
with the MHP and MAP crystals (Fig. 48.10). The hard-
ness of the MHP and MAP crystals increased with
increasing calcium ions. The presence of magnesium
ions in the crystallizing medium drastically reduced
the hardness and also reduced the number of DCPD
crystals. The magnesium ions decreased the hardness,
whereas lead ions increased the hardness of the DCPD
crystals. The incorporation of calcium in MHP and
MAP crystals increased the hardness, whereas cadmium
reduced the hardness. The presence of pyrophosphate
and citrate ionic species in the crystallizing medium did
not have any influence on the morphology, microstruc-
ture, and lattice parameters of DCP, DCPD, MHP, and
MAP crystals. From in vitro crystallization using silica
gels, it was concluded that Mg2+, Zn2+, P2O4−

7 , and
citrate ions inhibit growth of DCP, DCPD, and MAP
crystals, whereas Cd2+ and Pb2+ accelerate the growth
of crystals [48.107].

Anee et al. [48.110] studied the effect of Fe3+ ions
on the crystallization of DCPD at various temperatures
(27, 37, and 47 ◦C) using agarose gel medium. In these
experiments, crystallization was inhibited in the ab-
sence of Fe3+ at 37 and 47 ◦C. Figure 48.11 shows
iron-doped DCPD crystallized by single-diffusion tech-
nique at 27 ◦C. At 47 ◦C, spherulites of HAP were found
to grow in the gel medium along with DCPD crys-
tals. These crystals were of average length 1.33 mm

500 µm400 µm

(1
–
02)

(102)(101)
(100)

(110)

(111)

(101)

(110)

(001)

(012)

(011)

a) b)

Fig. 48.10a,b Crystals
of (a) newberyite
(MHP) and (b) stru-
vite (MAP) grown in
silica gel

3 µm200 µm

a) b)

Fig. 48.8 (a) Spherulitic crystals of DCP and (b) its microstructure

750 µm

Fig. 48.9 Change in habit of DCPD when crystallized in
silica gel with magnesium ions

and breadth of 4.28 μm, forming spherulites of more
than 2.7 mm in diameter. Previous studies reported crys-
tallization of needle-like morphology of HAP, of only
micro- or nanometer size [48.111,145,146]. These stud-
ies [48.110] showed that Fe3+ played a significant role
in the crystallization of phase-pure HAP at physiologi-
cal pH. Furthermore, this technique provided an easier
method to synthesize large crystals of HAP, at a low
temperature.

Combined influence of an organic and an inorganic
ion (cobalt and malic acid) on crystallization of DCPD
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1 mm

Fig. 48.11 DCPD crystals grown in agarose medium in
presence of Fe3+

in agarose gel was reported by Anee et al. [48.105].
Morphological changes were noticed when the growth
assay was doped with cobalt and malic acid. Even at
very low concentrations, malic acid exerted an influence
on crystal morphology, producing elongated crystals.
Increase in the malic acid concentration in the crystal-
lization media promoted entry of Co2+ into the DCPD
crystals. Hence, malic acid is expected to be a medi-
ator for transporting Co2+ from the supernatant liquid
into the gel where crystallization occurred. However,
no crystallization occurred in the presence of malic
acid alone. Presence of cobalt promoted crystallization,
whereas malic acid modified the morphology of DCPD
crystals. The molecules of organic additives can bind
specifically to certain crystal planes during growth and
modify the morphology of the crystals [48.147]. These
types of studies help in understanding the process by
which organic molecules control the biomineralization
process leading to crystal deposition.

48.10.2 Effect of Some Extracts of Cereals,
Plants, and Fruits and Tartaric Acid

Natarajan et al. [48.99] have also grown crystals of
DCPD using reactants in silica gel and experimented
with extracts of various cereals, plants, and fruits as
possible inhibitors, as described in Table 48.4. It is of
interest to observe that all the extracts tested, except
Policos biflorus and Musa sapientum, inhibited crys-
tallization of DCPD. The extract of Policos biflorus
showed a promotive effect, whereas Musa sapientum
had no effect on the crystal growth. Tartaric acid and
tamarind (Tamarindus indica) were found to inhibit the

crystallization of DCPD in silica gels, due to the for-
mation of calcium tartrate in preference to DCPD, as
reported by Joseph et al. [48.138].

48.10.3 Calcium Hydrogen Phosphate
Pentahydrate
(Octacalcium Phosphate, OCP)

Iijima and Moriwaki [48.116] crystallized OCP in
polyacrylamide gels; their experiments revealed that,
in addition to other enamel extracellular matrix pro-
teins, amelogenin nanospores are directly involved in
controlling the morphology of crystals during enamel
mineralization. Marickar and Koshy [48.135] also re-
ported growth of OCP crystals in silica gel.

48.10.4 Magnesium Ammonium Phosphate
Hexahydrate (MAP) and Magnesium
Hydrogen Phosphate Trihydrate
(MHP)

MAP and MHP are two major crystalline con-
stituents of nonmetabolic or infection-induced urinary
stones [48.139, 140]. These stones arise from infection
produced by urea-splitting organisms such as Proteus
mirabilis. The urease-catalyzed hydrolysis of urea gen-
erates ammonia, which elevates urine pH and causes
precipitation of Mg2+, as struvite. Though surgical
treatment gives an immediate relief, it is usually fol-
lowed by relapse of infection and recurrence of stone
formation. The recurrence rate of struvite and new-
beryite stone formation is high compared with other
urinary stone constituents [48.148].

MAP and MHP were crystallized through the direct
crystallization method in silica gel medium [48.114] as
mentioned in Sect. 48.10.1; the presence of Mg/Ca, Zn,
P2O4−

7 , and citrate was found to inhibit the growth of
MAP and MHP, whereas Pb and Cd promoted growth.

The effect of the extracts of several cereals, plants,
and fruits on the crystallization of MAP was studied
by Natarajan et al. [48.99]. As evident from the Ta-
ble 48.4, all the extracts screened (except Vitis vinifera,
Policos biflorus, Ananas comosus, Hordeum vulgare,
and Tribulus terrestris) played inhibitory roles in the
growth of MAP crystals. Hordeum vulgare and Tribu-
lus terrestris promoted, whereas Vitis vinifera, Policos
biflorus, and Ananas comosus had no effect on crystal-
lization of MAP.
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48.11 Calcium Sulfate

Naturally occurring mineral, gypsum (calcium sulfate
dihydrate (CaSO4 ·2H2O, CSD)) is one of the rare
constituents of urinary stones. Gypsum also finds appli-
cations in dentistry and pottery, apart from its major use
in the medical field to immobilize broken limbs after the
bones have been set. Growth of gypsum crystals in silica

gel has been reported [48.100,101]. Kumareson and De-
vanarayanan [48.101] crystallized CSD using double-
diffusion technique in silica gel and further studied the
influence of additives such as citric acid, borax, and bar-
ium chloride. It was found that the presence of these
additives increased the perfection of the grown crystals.

48.12 Uric Acid and Monosodium Urate Monohydrate

Uric acid (C5H4N4O3) is the major end-product of
purine metabolism (Fig. 48.12). The classic example
of a crystal deposition disease is gout. Gout is a very
painful inflammatory condition associated with deposi-
tion of monosodium urate crystals [48.149] in various
tissues of the body. Crystals of uric acid anhydrate and
dihydrate as well as its sodium salts have been found
in the renal tract, and interstitial tissues of the kidney
and its collection ducts. Uric acid anhydrate and dihy-
drate are often found as a constituent of urinary calculi
and have a high incidence in nephrolithiasis resulting in
severe kidney damage [48.150, 151]. The solubility of
uric acid changes dramatically with pH and, in acidic
urine when supersaturated with uric acid, it is deposited
as uric acid crystals [48.152]. It is found to occur in
pure form or in association with calcium oxalates, HAP,
struvite, and sodium and ammonium urates. In addi-
tion, it has been suggested that uric acid crystals could
act as a support for heterogeneous nucleation of other
crystalline species [48.153, 154].

Uric acid is insoluble in alcohol, ether, and most
common organic solvents and, owing to its extremely
low solubility in water, it would be difficult to pre-
pare a pure specimen because of the large volume of
solvent needed. As uric acid has very poor aqueous
and organic solubility, it is very difficult to crystallize
them in an aqueous medium such as silica gel. Kalkura
et al. [48.10] crystallized uric acid dihydrate in TMOS

O N
H

O

NH

O
HN

NH

Fig. 48.12 Molecular structure of uric acid

and silica gels using single- and double-diffusion tech-
niques (Fig. 48.13). In this case, a solution of uric acid
in sodium hydroxide was allowed to diffuse into the gel
to produce a displacement reaction with dilute HCl in-
side the gel medium, producing uric acid crystals. These
experiments showed that uric acid, which has a low
aqueous and organic solubility, can be crystallized in
an aqueous medium such as silica gel and in TMOS
without the use of bulk solvents.

Monosodium urate monohydrate (MSUM) is the
salt of singly ionized state of uric acid, and a component
of urinary stones. It has also been identified in articular
tissues of patients managed with long-term dialy-
sis [48.155]. The presence of characteristic needle or
spherulitic forms of MSUM in synovial fluid and within
synovial leukocytes is recognized as a strong indication
of the presence of gouty arthritis [48.156]. The syn-
thetic crystals of MSUM were needle shaped, whereas
the crystals grown in the presence of serum, synovial
fluid, and components thereof closely resembled the
morphology of the MSUM crystals present in the artic-
ular cartilage in vivo [48.157]. A saturated solution of

Fig. 48.13 Crystals of uric acid grown in TMOS gels
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a) b)

Fig. 48.14 (a) Spherulites of sodium urate monohydrate crystallized in TMOS gels, (b) magnified image

sodium urate in the presence of urate seeds at pH greater
than 6.0 will form needle-shaped sodium urate crystals.

MSUM, which resembled the crystals found in syn-
ovial fluid of gouty patients, has been crystallized fairly
easily by Kalkura et al. [48.115] without resorting to

any heating of the solutions in a wide range of pH
(3–10) using TMOS and silica gels compared with the
other existing standard method, viz. slow cooling of
a NaOH–uric acid solution kept at pH of 8.9 from 60
to 4 ◦C, as seen in Fig. 48.14 [48.115, 154].

48.13 L-Cystine

Crystallization of cystine (C6H12N2O4S2, Fig. 48.15),
a dibasic sulfur-containing amino acid present in the
body, results in disorders such as cystinuria and cysti-
nosis. Cystinuria is characterized by excretion of large
quantities of the above amino acid in urine. Cystinosis
results in the formation of cystine calculi and could

0.03 mm

0.3 mm 0.03 mm

a) b)

c) d)

Fig. 48.16a–d Different morphologies of crystals of cystine crys-
tallized from silica gels: (a) Bipyramidal (after [48.11], c© Springer
1995), (b) hexagonal (after [48.11], c© Springer 1995), (c) hol-
low crystal with a thread passing through it, (d) rectangular
crystals
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H2N
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H

Fig. 48.15 Molecular structure of cystine

even lead to kidney damage. Cystine crystals could
also occur in liver, spleen, thyroid glands, bone mar-
row, and ocular tissues [48.158]. Cystine can act as
a seed and favors the crystallization of MAP [48.159],
a urinary stone constituent with a high degree of recur-
rence [48.160].

Since cystine has low aqueous and organic solu-
bility, it is difficult to crystallize using conventional
methods of gel technique. Earlier, cystine crystalliza-
tion was carried out in solution by dissolving it in
an alkaline solution (ammonia) and then reducing it
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Crystallization from Gels 48.15 Atherosclerosis and Gallstones 1625

using a weak acid, such as acetic acid. In a novel
technique, reported by Girija et al. [48.11], cystine
was dissolved directly in silica gel and the crystals
of cystine appeared without the diffusion of any su-
pernatant solution into the gel medium. Here, acetic
acid used for acidifying the silica gel also played
the role of the reduction agent to produce crystals.

Single, twinned, and bunched hexagonal, cubic, rectan-
gular, bipyramidal, and hollow morphologies of cystine
crystals (Fig. 48.16a–d) were obtained by this tech-
nique [48.11, 104]. Cystine crystallized in the presence
of ascorbic acid exhibited tetragonal structure and in
addition had hourglass-type inclusion in crystals of rect-
angular morphology [48.161].

48.14 L-Tyrosine, Hippuric Acid, and Ciprofloxacin

Some components that are rarely found in urinary
stones include l-tyrosine (C9H11NO3), hippuric acid,
and ciprofloxacin (C17H18FN3O3). Tyrosine is an
amino acid present in living organisms. Hippuric acid
(C6H5CONHCH2COOH) is a colorless crystal obtained
from urine of domestic animals and humans [48.162].
It is believed to be a natural regulator of urinary sat-
uration with regard to calcium oxalate crystallization,
which is the most frequent chemical constituent of all
the urinary stones. Also, hippuric acid is a potential
nonlinear optical (NLO) material. Ciprofloxacin is an
antibiotic drug used for a wide range of infections.
Drugs such as ciprofloxacin and triamterene induce
calculi and they, along with many other drug metabo-
lites, represent 1–2% of all renal calculi [48.160].
Ciprofloxacin crystals form rarely in humans. Ra-
machandran and Natarajan [48.111, 117, 163] reported

0.3 mm

c

b

Fig. 48.17 Scanning electron micrograph of a crystal of
ciprofloxacin

the crystal growth of l-tyrosine, hippuric acid, and
ciprofloxacin (Fig. 48.17) in silica gel.

48.15 Atherosclerosis and Gallstones

Cardiovascular disease is one of the leading causes of
death in humans. Cardiovascular diseases include such
conditions as heart attacks, strokes, high blood pressure,
and heart failure [48.165]. The main cause of these dis-
eases is atherosclerosis (thickening of the artery due
to the fatty deposits which are largely composed of
cholesterol). Atherosclerotic plaques normally consist
of lipids such as cholesterol, cholesteryl esters, and
phospholipids [48.166]. These deposits interfere with
normal blood flow and may result either in depriving
some areas of adequate blood supply, in the formation
of a blood clot or in the rupture of blood vessels.

48.15.1 Crystal Growth in Bile

Crystal growth frequently occurs in bile, usually result-
ing in the formation of gallstones. Generally, gallstones

Table 48.5 Constituents of gallstones and their relative
abundance (%) (after [48.164], c© Elsevier 1981)

Anhydrous cholesterol C27H46O 52.3

Cholesterol monohydrate C27H46O ·H2O 16.0

Vaterite CaCO3 6.4

Calcium palmitate CH3(CH2)11(COO)2Ca 5.9

Aragonite CaCO3 4.6

Calcite CaCO3 4.1

Cholesterol II C27H46O 2.7

Apatite Ca10(PO4)6(OH)2 2.4

Whitlockite β-Ca3(PO4)2 0.4

Palmitic acid CH3(CH2)14COOH 0.1

Artefacts, – 3.3

unidentified material
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a) b)

c)

Fig. 48.18a–c Types of gallbladder stones: (a) cholesterol, (b) pig-
ment, (c) mixed type

vary from patient to patient in number, size, color,
and shape, as well as in composition (Fig. 48.18a–
c, [48.164, 167]). Cholesterol is the most common
constituent but certain calcium salts, notably calcium
carbonate, are frequently present (Table 48.5). As
cholesterol has low aqueous solubility, it is either
solubilized in bile salt micelles or associated with
different phospholipids, vesicles or with lipoprotein par-
ticles as free cholesterol or as cholesterol fatty-acid
esters [48.168].

Bile secreted by the liver becomes supersaturated
with cholesterol. Such abnormal bile contains an ex-
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Fig. 48.19 Molecular structure of cholesterol ring

cess of cholesterol relative to the solubilizing agents,
bile salts, and the phospholipid lecithin [48.169]. The
liver, perhaps as a result of genetic programming, pro-
duces supersaturated bile by decreased secretion of bile
salts or increased secretion of cholesterol, or both. The
excess cholesterol precipitates out of the solution as
solid monohydrated cholesterol microcrystals [48.170].
The cholesterol microcrystals precipitated from the bile
are retained and subsequently aggregate and grow into
macroscopic stones (Fig. 48.18a, [48.171]).

A possible explanation for the lack of cholesterol
crystallization in some supersaturated bile is that a nu-
cleating factor is required to seed crystal formation.
Evidence has been obtained from bile-mixing experi-
ments that gallbladder bile contains a nucleating factor
that could be specific to the gallbladder or bile of
cholesterol gallstone patients. Nucleation of cholesterol
has been recognized as an important step in gallstone
formation but few studies have been performed to exam-
ine the ability of potential nucleating agents to influence
cholesterol crystal formation. Some of the factors which
contribute to crystallization in bile may be crystal ag-
gregation, overgrowth, and epitaxy [48.172].

48.15.2 Cholesterol and Related Steroids

Steroids are an important class of chemical compounds
found in virtually all forms of plant and animal life.
They are also extensively used in the treatment of
ailments ranging from coronary insufficiency to en-
docrine hormone alterations. Cholesterol (C27H46O) is
one of the most abundant steroids found in the ani-
mal kingdom. It is found in brain, nerve tissues, cell
membranes, and gallstones. Plant sterols are structurally
similar to cholesterol, and β-sitosterol (C29H50O) is the
most common plant steroid. β-Sitosterol is a constituent
of the gallbladder bile and gallstones. Cholesterol is
supposed to be the causative agent for coronary heart
diseases and gallstones. Cholesterol and similar com-
pounds are the precursors of the steroid hormones,
which play vital roles in human metabolism.

Cholesterol crystals are also seen in rheumatoid
nodules, tophi, unicameral bone cysts, and even in
isolated cholesterol granulomas of the skin [48.173].
When the cholesterol concentration exceeds the solubil-
ity limit in the lipid bilayers of micelles, deposition of
cholesterol takes place. This leads to nucleation of crys-
talline cholesterol and subsequently to atherosclerosis
and gallstones. The cholesterol has a ring system as il-
lustrated in Fig. 48.19. It consists of three six-membered
rings and a five-membered ring. The interesting fea-
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ture of the cholesterol crystals is the bilayer nature of
its structure, with a molecular arrangement generally
similar to that of cholesterol in biological mem-
brane [48.174].

The physicochemical properties of cholesterol are
important to its necessary functions on membranes.
Many of the features of cholesterol are also found
in its physiologically important derivatives. Choles-
terol plays a significant role in the synthesis of
essential steroids such as bile acids, sex hormones
produced in special glands (ovaries, corpus leutum,
placenta, and testis), adrenocortical hormones and
vitamin D [48.158]. An esterified form of choles-
terol plays an important role in atherosclerosis and
cholelithiasis. Cholesteryl esters are precursors for the
cyclic formation of free cholesterol synthesis. In ad-
dition to cholesterol monohydrate, anhydrous form of
cholesterol is also present in freshly removed human
gallstones, whereas atherosclerotic plaques contain only
monohydrated cholesterol [48.103].

Kalkura and Devanarayanan have shown that
cholesterol and related steroids such as cholesteryl
acetate and β-sitosterol, which has a low aqueous sol-
ubility, can be crystallized in an aqueous silica gel
medium without cholesterol being precipitated [48.12].
The single-test-tube diffusion method was employed
to grow crystals of cholesterol in silica gel medium
by solubility reduction technique. Cholesterol and
cholesteryl acetate crystals grown in vitro are shown in
Fig. 48.20 [48.12]. Cholesterol and β-sitosterol formed
anhydrous crystals in the absence of water and mono-
hydrated crystals in the presence of water. Platy and
fibrous crystals of cholesterol monohydrate were ob-
tained when crystallized in silica gels. This technique
has also been used to study the effect of various sol-
vents and the extracts from medicinal plants on the
crystallization [48.102, 175]. The extracts of some In-
dian medicinal plants, viz. Commiphora mughul, Aegle
marmeleos, Cynoden dactylon, Musa paradisiaca, Poly-
gala javana, Alphinia officinarum, and Solafolium were
used as additives to study their effect on the crystalliza-
tion behavior of cholesterol. It was found that many of
these herbs have an inhibitory effect on crystallization
in terms of nucleation, crystal size or habit modification.
Trace elements also seem to play an important role in
the pathological mineralization of gallstones [48.176–
178].

0.2 mm 0.2 mm

a) b)

Fig. 48.20 (a) Cholesterol and (b) cholesteryl acetate crystallized
in silica gel

0.2 mm0.2 mm

a) b)

Fig. 48.21a,b Cholic acid crystallized in (a) silica, (b) TMOS gels
(after [48.54], c© Akademie Verlag 1997)

48.15.3 Cholic Acid

Cholic acid (C24H40O5) is one of the bile acids and
is responsible for many physiological functions, in-
cluding promotion of lipid diffusion through intestinal
mucosa, resorption of drugs, vitamins, and hormones,
activation/inhibition of various enzyme reactions, and
excretion of cholesterol [48.175]. Steroidal cholic acid
and its derivatives can serve as host molecules to form
inclusion compounds with a wide variety of organic
substances. Cholic acid is also a promising candidate
to be used as a building block in biomimetic/molecular
recognition chemistry and in the construction of ex-
tended, preorganized molecular structures [48.179].
Kalkura et al. reported the crystallization of cholic acid
in silica and TMOS gels. Crystals grew with different
morphologies, and Liesegang rings were also seen in
some cases. The grown crystals were found to be mono-
hydrate in form (Fig. 48.21a,b, [48.54]). Since the bile
salts have the ability to form inclusion compounds with
a variety of molecules, these studies will be helpful in
understanding the role played by cholic acid and its
derivatives in cholesterol crystallization in gallbladder.
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48.16 Crystallization of Hormones: Progesterone and Testosterone

Steroid hormones are derived from cholesterol, and
a very small amount of these exerts potent physio-
logical effects. Progesterone (C21H30O2) is a naturally
occurring mammalian hormone. It is known as the
hormone of pregnancy because of its importance just
prior to and during the gestation period. It is se-
creted by corpus luteum (material which surrounds
the egg). The main functions of progesterone are the
following:

1. Preparation of the uterine endometrium for the im-
plantation of fertilized ovum

2. Maintenance of uterus during/after pregnancy
3. Inhibition of spontaneous contraction of the uterus
4. Participation in the development of breast
5. Inhibition of ovulation [48.180].

Progesterone is an important intermediate in biosyn-
thesis of adrenocortical and gonadal steroid hor-
mones. It also forms the basis for oral contraceptive
agents.

Testosterone (C19H28O2) belongs to a class of com-
pounds called androgens. Androgens are responsible for
the development of the male sex organs. Testosterone
is the most active androgen and it is the functioning
hormone found in the testes, ovary, and adrenal cor-
tex. This most potent male sex hormone is isolated
from testicular tissue and spermatic vein blood. The im-
portant function of this group is in the development

0.2 mm0.3 mm

a) b)

Fig. 48.22a,b Crystals of progesterone grown inside (a) silica gel,
(b) crystallized in the supernatant due to reverse diffusion of the
precipitating solvent

1.2 cm

Fig. 48.23 Crystals of testosterone as grown in silica gel
with crystals in the supernatant solution due to the reverse
diffusion (arrow)

of masculine sexual characteristics such as deepen-
ing of voice, growth of a beard, and distribution of
pubic hair. Their structure is similar to that of the
female sex hormones, viz. estrogens [48.181]. Crys-
tallization of the above hormones was carried out by
Kalkura and Devanarayanan [48.12–14] by modify-
ing the techniques of crystallization of steroids in gels.
Crystals were obtained (Fig. 48.22a,b) when there was
a slow diffusion of water into the gel medium contain-
ing sex hormones (progesterone and testosterone) in
liquid phase. This suggests a possible mechanism for
the growth of crystals. Water, while diffusing through
the gel, supersaturates the sex hormone which is in a li-
quid phase in the gel medium, leading to nucleation
of the crystals and their subsequent growth. In addi-
tion, crystals also appeared in the supernatant solution,
due to the slow reverse diffusion of the precipitating
solution from the gel medium into the supernatant so-
lution, leading to the supersaturation of the hormones
(Fig. 48.23).

48.17 Pancreatitis

The pancreas in all mammalian species is an important
gland located in the upper abdomen behind and be-
low the stomach. The pancreas has both exocrine and

endocrine functions. Inflammation of the pancreas is
known as pancreatitis. Chronic pancreatitis is a continu-
ing inflammatory disease of the pancreas characterized
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Fig. 48.24 Surgically removed pancreatic stones

by irreversible morphological changes that typically
cause pain and permanent loss of pancreatic function.
Initially, pain dominates, soon followed by the clinical
complication of calcification, leading to stone formation
(pancreatic calculi), in the main duct (Fig. 48.24). Bio-
logical fluids are generally supersaturated with respect
to calcium salts such as oxalates in urine, phosphates
in saliva, and carbonates in bile or pancreatic juice.
It might become harmful if continuous crystal growth
is allowed, leading to the formation of stones. Inhi-

0.3 mm

Fig. 48.25 Scanning electron micrograph of a bipyramidal
calcite crystal

bition of stones is mainly done by protein inhibitors.
In the pancreas, the stone formation is inhibited by
a 144-amino-acid glycoprotein (15.5 kDa). However,
the role of the pancreatic stone protein (PSP), called
lithostathine, is controversial and is expected to con-
tribute to the stone formation.

Studies on the composition of pancreatic stones us-
ing x-ray diffraction methods revealed calcium carbon-
ate as the primary constituent [48.182,183]. In addition,
traces of nickel and fatty acids, organic matrix with
desquamated epithelium, fibrin mucoid substances, and
protein have also been reported [48.182]. Recent studies
on pancreatic stones using x-ray diffraction, Fourier-
transform infrared (FTIR) spectroscopy, and elec-
tron paramagnetic resonance (EPR) by Narasimhulu
et al. [48.184] support the view that lithostathine has
a role in the formation of pancreatic stones.

48.17.1 Calcium Carbonate

Calcium carbonate (CaCO3) exists in three polymor-
phic forms: aragonite, vaterite, and calcite [48.185].
Calcite occurs as a biomineral and happens to be the
major constituent of pancreatic calculi [48.186] and also
a constituent of gallbladder and urinary stones [48.156,
159].

Gel method of crystallization has been used exten-
sively to study calcium carbonate crystals to elucidate
the biomineralization process. Double-diffusion tech-
nique using silica gel has been employed to study the
effect of divalent cations Ba2+, Sr2+, Co2+, and Mn2+,
in small concentrations (50, 200, and 600 ppm) [48.82].
Furthermore, calcite has also been crystallized using
double-diffusion technique with polyacrylamide hydro-
gels incorporating carboxylate groups [48.93]. Imai
et al. have crystallized porous aragonite crystals in silica
gel [48.94]. Ramachandran et al. [48.91] have crystal-
lized CaCO3 in silica gel (Fig. 48.25) and studied the
thermal parameters by photoacoustic method.

48.18 Conclusions

The in vivo processes leading to formation and growth
of crystals in biological fluids are influenced by vari-
ous factors which are very complex and not yet fully
understood. Gel is the most suitable medium to study
biomineralization because of its viscous nature, pro-
viding simulation of synovial fluid, cartilage, and other
biological fluids where crystallization occurs. An ideal
in vitro crystallization technique which mimics or sim-

ulates exactly the in vivo mineralization processes is
yet to be developed. As described in this chapter, crys-
tallization in gels is an ideal technique to study the
pathological biomineralization in vitro, as this method
provides a fairly simple technique which closely re-
sembles crystallization in vivo. Furthermore, it can be
extended to understand problems concerned with bio-
logical, medical, and geological aspects of biominerals.
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Almost all major and minor constituents of pathologi-
cal deposits which are responsible for diseases, such as
atherosclerosis, gallstones, urinary stones, etc., can be
crystallized in various gel media. Gel method of crys-
tallization is also an ideal method to study the effect on
crystallization of electric and magnetic fields, various
drugs, herbal extracts, and the epitaxic relationship be-
tween the constituents in order to understand the anti-
and pronucleating factors, which will help in finding
factors that help in dissolution of pathological crystal
deposits under physiological conditions. Once stones
are formed in our body system, they rarely disappear
and always grow in size. The factors responsible for this

are not clearly understood. Hence, suitable solvents and
inhibitors could be applied to crystals in gel medium to
determine the conditions under which already formed
crystals can be dissolved, modified or inhibited from
the viewpoint of devising new treatments and means to
control crystal deposition diseases.

Intense research is going on into the pathogene-
sis and etiology of crystal deposition diseases. Medical
treatment of crystal deposition diseases and prevention
from further attacks are still at the experimental stage.
Extensive research work is still needed to understand
the factors that influence the formation and growth of
various crystals in biological fluids.
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Crystal Growt49. Crystal Growth and Ion Exchange
in Titanium Silicates

Aaron J. Celestian, John B. Parise, Abraham Clearfield

In situ experiments, whether carried out in-house
or at synchrotron sources, can provide valuable
information on the nucleation and subsequent
growth of crystals and on the mechanism of growth
as well as mechanisms of phase changes and ion-
exchange phenomena. This chapter describes
the types of x-ray detectors, in situ cells, and
detectors used in such studies. The procedures
are illustrated by a study of the preparation of
a tunnel-structured sodium titanium silicate,
the partially niobium framework phase, and the
mechanism of ion exchange as revealed by time-
resolved x-ray data.
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49.1 X-Ray Methods

Hydrothermal techniques for the synthesis of new ma-
terials and for crystal growth have been used extensively
since the 1950s, and this has increased substantially
over the last decade. The use of in situ studies in many
cases is desirable since the data collection and analysis

methods do not disrupt the chemical reaction or pro-
cess. In the ex situ hydrothermal process, especially
when new materials are the goal, the experimentalist
usually has control over the time/temperature/pressure
conditions and reactant ratios of the synthesis. What is
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missing in these ex situ processes is knowledge of what
takes place as the reaction proceeds. It is possible that
the phase(s) formed at elevated temperatures may re-
vert to a more stable phase on cooling. Furthermore,
several phase transformations, or metastable interme-
diates, may occur during the synthesis procedure that
would otherwise go undetected in a typical cook-
and-look experiment. Nucleation and crystal growth,
mechanisms of phase changes, and ion-exchange pro-
cesses are readily studied using in situ x-ray diffraction
as the major experimental tool [49.1–3]. If the re-
action is relatively slow and the resolution required
is moderate, the in situ study can be carried out in
an in-house x-ray facility or at a neutron facility.
New detectors and more powerful x-ray and neu-
tron sources are enabling new experimental techniques
that allow routine data collection from in situ ex-
periments. Compared with conventional sealed-tube
x-ray sources, synchrotron radiation is 104 –1012 times
brighter. At the advanced photon source (APS), Ar-
gonne National Laboratory and the newly renovated
facility at Brookhaven National Laboratory, National
Synchrotron Light Source (NSLS) x-ray powder pat-
terns can be recorded in seconds and with excellent
resolution. In what follows, we will describe the types
of facilities and provide several examples of how in situ
studies are performed at synchrotron and neutron user
facilities.

There are compromises involved in the collec-
tion and interpretation of time-resolved data. The data
quality is affected chiefly by the poorer signal-to-
noise discrimination, compared with data collected over
longer time frames and high-quality ex situ data. How-
ever, by combining data collected in a static manner, on
materials representing the beginning and end or the re-
action pathway, for example, with time-resolved data,
a more complete picture of the mechanism emerges;
for example structural models of the kinetics of zeo-
lite synthesis [49.4–6], ion exchange in their various
cation-exchanged forms [49.5, 7, 8], in their dehydrated
and hydrated states [49.9, 10], and with and without
sorbents, are important to rationalizing their mode of
operation. Monitoring these structural changes in situ
and as a function of time allows the mechanism of trans-
formation to be followed. Several case studies involving
this approach are given below.

The quality and types of data required to un-
cover mechanisms depends on the information being
sought. The optimization of synthetic conditions only
requires identification of the phases and the pressure–
temperature–composition conditions over which they

are stable, and many of these can be carried out in the
laboratory setting, particularly since the wider availabil-
ity of area detectors. Powder diffraction data suitable for
Rietveld refinement require:

1. Access to brighter x-ray beams at second- and third-
generation synchrotron storage rings

2. Versatile high-pressure/temperature and hydrother-
mal cells designs.

49.1.1 X-Rays and Diffraction Theory

A crystal may be defined as a solid composed of atoms,
ions or molecules arranged in a pattern that is periodic
in three-dimensional space. The smallest repeating pat-
tern containing all elements and symmetry operations
is termed the unit cell, and is constructed by three non-
coplanar vectors a, b, c, where a, b, and c are the axial
lengths of the unit cell, and three angles α, β, γ , where
α, β, and γ are the angles between the axes. It is con-
venient to focus on the geometry of the periodic array.
The crystal is then represented as a three-dimensional
array of points, each of which has identical surround-
ings. There exist 14 such lattices, the Bravais lattices,
that describe the geometry of crystals. The lattices are
infinite in extent and it is possible to construct many sets
of parallel planes that pass through the points. The per-
pendicular distance between any set of such planes is
known as the d-spacing.

When a beam of monochromatic x-rays is passed
through a crystal, diffraction occurs because the wave-
length of the x-rays and the distances between atoms, or
the sets of planes, are of the same order of magnitude.
Diffraction only occurs when the waves being diffracted
constructively interfere, and therefore not all d-spacing
diffraction occurs at the same time. The Bragg equation
defines the conditions for diffraction to occur

sin θ = nλ

2d
, (49.1)

where λ is the x-ray wavelength, θ is the angle of
diffraction, and n is an integer, which for our purposes
may be set to unity. From knowledge of the d-spacings
it is possible to obtain the values of the unit cell con-
stants. The orientation of a plane in space relative to an
axial system may be given in terms of the intercepts of
the plane with respect to the axes, or the vector from
the origin of the axial system that is perpendicular to
the plane. This latter distance is d and the intercepts are
designated by hk�, where hk�, are integers that are the
reciprocals of the intercepts; for example, if the plane
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cuts the a-axis at 1
2 a then

h = a
1
2 a

= 2 .

Similarly, k and � are the reciprocals of the intercepts
along the b- and c-axis, respectively. There are six axial
systems by which unit cells and lattices are described, or
seven if we separate trigonal from hexagonal. For each
axial system there is an equation relating d with hk�.
For the cubic system there is only one unknown as all
the unit cell dimensions are equal and the angles are all
90◦, then

d = a

[h2 + k2 +�2]1/2 . (49.2)

In single-crystal studies it is possible to align each set
of parallel planes at their respective Bragg angle to
the x-ray beam and record all the d-spacings in three-
dimensional space. For in situ synthesis studies this
method would be time consuming, and most starting
materials used in hydrothermal crystallization experi-
ments are not single crystals, but rather solutions, gels
or powders. It is advantageous to use the powder diffrac-
tion method to record a large number of d-spacings in
one or two dimensions quickly.

The powder method is predicated on the fact that
the powder will have an equal number of crystal-
lites in all possible orientations to the x-ray beam,
and all diffraction from the sets of d-spacings will be
generated simultaneously [49.12]. The angle between
the incident beam and the diffracted beam is always
2θ (Fig. 49.1). The detector travels about a circle of
fixed radius with the sample at the center of the cir-
cle. The x-ray powder diffraction pattern (XRPD) is
recorded as the diffracted intensities as a function of
2θ, and is a one-dimensional pattern. For complex
structures or mixtures, the diffracted intensities may

I
Incident

beam

C D

Reflected beam

hkl planes

θhkl

θhkl

θhkl

Fig. 49.1 Bragg reflection from a set of lattice planes
showing that the angle between the incident beam and the
reflected beam is always 2θ

overlap, and extracting the intensities of overlapping
features becomes increasingly difficult with increasing
number of crystalline phases. Therefore the resolving
power of the diffractometer becomes an important fea-
ture in planning in situ studies. Resolution afforded by
synchrotron-based diffraction is much greater than that
of in-house powder diffraction techniques. The breadth
of an x-ray diffracted peak is measured as the width
of the peak at half-height, designated the full-width at
half-maximum (FWHM). For medium-resolution pow-
der diffractometer at a synchrotron storage ring the
FWHM is ≈ 0.01◦, as compared with 0.1−0.5◦ for the
Kα doublet of Cu radiation from an in-house powder
diffractometer. Another point to consider is that x-ray
diffraction features generally broaden with increasing
2θ values, so that overlap of peaks at high 2θ values
also increases.

X-ray scattering arises from the interaction of elec-
trons with the electromagnetic field of the collimated
and coherent x-ray beam. As an element’s atomic num-
ber increase, so does the total number electrons around
the atom, and as the number of electrons of the atom
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Fig. 49.2 Variation of the atomic scattering factor as
a function of sin θ/λ (after [49.11])
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increases, so does the total x-ray scattering power. As
a consequence, distinguishing between the scattering
power of near neighbors in the periodic table, such
as Al and Si, is often difficult because their electron
configurations are similar. Also, the atomic scattering
factors are angle dependent and fall off with increasing
sin θ, as shown in Fig. 49.2 [49.11]. This dependence
decreases the intensities of high-angle reflections. All
these factors of x-ray diffraction require the use of
high-intensity, well-collimated, narrow-beam radiation
available at synchrotron sources. Nevertheless, in-house
studies have the advantage of unlimited access where
preliminary experimentation data collection may be ob-
tained. The results from in-house data are valuable for
determining experimental design, temperature ranges
for synthesis, and synthesis times to optimize time spent
at remote beam facilities, where access to the most de-
sirable and well-conditioned x-ray and neutron beams
is limited.

49.1.2 Neutron Diffraction Theory

Neutrons primarily interact with nuclei of atoms, lead-
ing to scattering and diffraction phenomena. According
to the de Broglie equation, a beam of particles of
mass M and velocity v generates a plane wave of
length

λ = h

Mv
, (49.3)

where λ is the generated wavelength, v is the velocity,
M is the mass of neutron, and h is Planck’s constant. At
a velocity of 4 km/s,

λ = 6.625 × 10−27 g cm2/s

1.67 × 10−24 g × 4 × 105 cm/s

= 0.992 × 10−8 cm .

This simple calculation shows that it is possible to have
neutrons whose associated wavelengths are in the range
to diffract from crystals or to be scattered by amor-
phous materials. The characteristics of neutrons provide
certain advantages not obtainable with x-rays:

1. The coherent neutron scattering length (b) anal-
ogous to the x-ray atomic scattering factors for
elements, does not increase with atomic number
but fluctuates from element to element, and can be
zero [49.13]. Thus, scattering from light elements
may be as intense as that from heavy elements.

2. As a consequence of the nature of atomic scattering
lengths the differences in scattering of neighboring

elements in the periodic may differ greatly, making
it easy to distinguish one from the other. Isotopes
also have different scattering lengths, making it pos-
sible to distinguish H from D, for example.

3. Because the nuclei are point scatterers, the value
of the scattering factor (more properly, the scatter-
ing length factor) does not change with increasing
values of θ. As a result, the intensity of diffracted
radiation does not decrease with increased θ as is
the case for x-rays.

4. Many materials exhibit low absorption values for
neutrons. This fact allows the use of thicker walled
vessels for high-temperature/pressure studies. Fur-
ther elements (vanadium), or alloys (Ti-Zr) with
b = 0, are exceedingly useful as null-scattering
sample containers. There is no equivalent to this ap-
plication for x-ray studies, where even amorphous
glass adds considerable parasitic scattering to the
powder diffraction pattern.

5. Magnetic behavior arises from the presence of un-
paired electrons in atoms. Because neutrons possess
a magnetic dipole moment, they interact with un-
paired electrons. This gives rise to an additional
scattering effect that results in the appearance of
weak peaks in the diffraction pattern. These extra
peaks can be indexed as a superlattice of the x-ray
lattice and reveals the magnetic ordering of the un-
paired electrons. Thus neutron diffraction can be
utilized to study ferro-, ferri-, and antiferromagnetic
phenomena not readily accessible to x-ray method-
ology.

Neutron beams can be obtained from nuclear
(steady-state) reactors, where they are typically mono-
chromated by means of curved germanium or silicon
crystals (Fig. 49.3).

A second method of neutron generation is through
a process termed spallation. A heavy-metal target, such
as uranium, mercury or tungsten, is bombarded with
450 MeV protons in short uniform bursts which sepa-
rate the neutrons from the target nucleus. The released
neutrons are at high kinetic energy levels and must
be thermalized, moderated or cooled (slowed) to be in
the 0.2–5.0 Å wavelength range for suitable diffraction
studies. This is accomplished by bringing epithermal
neutrons into thermal equilibrium with hydrogen-rich
moderators such as polyethylene and liquid methane
that reduce the velocity of the neutrons. Hydrogen, be-
ing about the same mass as the neutron, is most efficient
for this process. Because of the high flux of this neutron
beam and its range of neutron energies, it is advanta-
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geous to use the energy-dispersive method (Fig. 49.3).
The Spallation Neutron Source at Oak Ridge National
Laboratory uses a time-of-flight methodology. The sam-
ple is held at the center of a large ring (source-to-sample
distance is 20 m) with banks of detectors held at spe-
cific angles to the incident beam, ±30◦, ±90◦, and
±120◦. Use of multiple detector banks increases the
total collected intensities, which is necessary because
the neutron beam seldom interacts with the sample.
In the time-of-flight method, the time for a diffracted
beam to reach the detector is measured. Combining the
Bragg equation (49.1) in the form of d and substitut-
ing for λ the value given by the de Broglie equation

Detector

Sample

SlitsFilter

Collimation

Sample

Detector banks at fixed 2θ

Beam from
spallation
neutron
source

Low angle
detector
banks

Sample

Monochromator

Neutron beam
from reactor

a) b)

c)

X-Ray tube

Position
sensitive
detector

2θ

Fig. 49.3a–c Comparison of typical geometries for (a) a laboratory-based x-ray source, and for powder diffractometers
found at (b) reactor and (c) spallation neutron sources. In (a) the incident x-ray beam of characteristic radiation is selected
by the use of a filter (e.g., Ni filter for Cu-Kα radiation) while at a steady-state (reactor) source a single-crystal monochro-
mator selects the desired, narrow, wavelength range from the Maxwellian distribution of neutron energies emerging from
the reactor. The scattering from the sample is detected in a position-sensitive detector. In (a), at a spallation (pulsed) neu-
tron source the energies of the neutrons scattered at fixed 2θ are determined according to their time of flight along the
flight path relative to the origin of the neutron pulse. This is analogous to the use of energy-dispersive x-ray techniques
(see text)

yields

d = nλ

2 sin θ
= ht

2ML · sin θ
, (49.4)

where v = L/t. Here we utilize the definition of ve-
locity as length L divided by time. Because h, O, M,
and L are fixed quantities the d-spacing is proportional
to time. The larger the d-spacing, the longer the time for
the diffracted radiation to reach the detector. Thus the
powder pattern plot of I versus time inverts the normal
order of the powder pattern. The smallest d-spacings are
recorded at short times and the largest d-spacing is the
last peak in the pattern. Part

H
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49.2 Equipment for Time-Resolved Experiments

49.2.1 In-House X-Ray Sources

For time-resolved studies the experimenter needs to
record a large number of powder diffraction patterns
rapidly to capture time-dependent chemical reactions,
and therefore a high-intensity source of x-rays is re-
quired. A standard sealed-tube x-ray tube may provide
a power of 2 kW or 40 mA at 50 kV. Special sealed
tubes may be rated as high as 3 kW. The power limit
is controlled by the rate at which heat can be con-
ducted away from the anode, and x-ray intensities are
directly proportional to the power. About 98% of the en-
ergy of a sealed tube is converted to heat, which would
soon melt the target unless otherwise cooled. Therefore
a constant stream of cold water flows across the back of
the anode to conduct the heat away. Sealed-tube x-ray
intensities may also be increased by the use of optical
fibers. Each fiber consists of a large number of hollow
glass capillaries. These capillaries act as waveguides in
which the x-rays undergo total reflection from the cap-
illary surfaces and are led to the sample with little loss
of intensity.

For more powerful in-house units a rotating-anode
generator may be used. In a rotating-anode x-ray
generator, the anode is rotated rapidly to always sup-
ply a relatively cool metal target for the bombarding

electrons. The anode is connected to a shaft that
rotates through vacuum-tight seals in the tube hous-
ing. Such units come in two power models: 12 and
18 kW. Some of the new models of rotating anodes
approach the x-ray flux observed at second-generation
synchrotrons.

49.2.2 Synchrotron Radiation Sources

Synchrotron radiation [49.14] is produced by the accel-
eration of electrons moving at near the speed of light.
The charged particles move in circular orbits within
an evacuated chamber termed a storage ring. Magnetic
fields are used to alter the trajectory of the particles, and
this acceleration causes them to radiate energy tangen-
tial to the ring. This radiation is then made available to
the experimenter via a beamline pipe containing suit-
able optical components under vacuum. Compared with
conventional sealed-tube sources, synchrotron radiation
has a flux 104 –1012 times brighter. Other advantages
of synchrotron radiation are the broad spectral range
produced and small radiation divergence, which have
the advantage of wavelength selection (typically 0.4
and 1.5 Å at a bending magnet), narrow beam colli-
mation (typically 0.01–0.6 mm), and very low beam
divergence.

49.3 Detectors

To obtain a diffraction pattern suitable for structure re-
finement from in situ diffraction studies, a large portion
of the powder pattern must to be recorded in a short
period of time. Typically monochromatic radiation is
used with a detector such as an image plate, position-
sensitive detectors, or charge-coupled device (CCD) or
using energy-dispersive radiation and a multichannel
analyzer. Only the most common types of detectors are
discussed below.

49.3.1 Image Plates

Image plates (IP) consist of a thick layer of x-ray-
sensitive phosphor on an optically transparent backing.
When the x-rays strike the plate, the phosphor grains
ionize. The released electrons are trapped at F-centers,
which are point defects of the phosphor solid. The plate
is then scanned with a small-diameter laser beam that
liberates the trapped electrons, which recombine with

the ions from which they were liberated. This transi-
tion produces light that is collected in a photomultiplier
that amplifies the signal. The amount of light emitted
is proportional to the x-ray intensity. Any residual im-
age can be erased by exposing the film to a light source
and reused, and the IP is usually read and erased online
during the experiment.

The main advantage of using an IP for data collec-
tion is the size. The IP represents one of the largest
detectors for the collection of diffracted x-ray inten-
sities, with sizes up to and exceeding 34.5 cm. Using
a large detector allows data to be collected to ap-
proximately 0.8 Å depending on wavelength choice
and sample–detector distance. Another advantage of
using this type of area detector is that the entire
Debye–Scherrer ring can be collected. During in situ
crystallization studies, the material may not form in
abundance to produce smooth diffraction rings. These
rings will often appear spotty and incomplete con-
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tributing to the problems associated with small cells
that produce small quantities of crystallites. An area
detector can overcome this problem as it collects
data in two-dimensional space as opposed to point
detectors and position-sensitive detectors. The dis-
advantage of IP detectors is the readout time. The
IP must be digitally scanned and then erased be-
fore the next exposure can begin. The process of
reading and erasing can take up to 2.5 min, during
which time no data is being collected from the ex-
periment. Although this gap in data collection appears
to be problematic, the advantages of obtaining high-
resolution diffraction data in one exposure outweigh
those disadvantages.

49.3.2 Charge-Coupled Devices

A charge-coupled device (CCD) is simply a semicon-
ductor chip where one side of the chip is subdivided
into rectangular sections (pixels) that are approximately
10 μm on edge. Between the x-rays and the CCD are
a phosphor and a photodiode that convert the incom-
ing light into electrons. Depending on where the light
strikes the phosphor, the electrons build in number and
are trapped in the rectangular pixel on the CCD semi-
conductor surface. After a complete exposure, the CCD
is then read using analogue-to-digital conversion, which
counts the amount of electrons on each pixel, where the
number of electrons is proportional to the original light
intensity. In this process, it is possible to have rapid data
collection and readout time with little delay between
exposures.

However, there are caveats to using a CCD for x-ray
diffraction studies. For example, if a pixel fills with
electrons before the exposure is over, those excess elec-
trons will spill into the surrounding wells. This can
cause problems when trying to read the detector after
x-ray exposure, and may be visible on the processed
image as a vertical, or horizontal, streak across the en-
tire image. Another problem is that most CCD chips
are quite small, typical ranging in size from 512 × 512
to 2048 × 2048 pixels. Therefore, such small chips are
made usable by having a large phosphor front plate,
≈ 15 cm in size, and a fiber-optic taper that reduces the
image down to the CCD chip, which is ≈ 2 cm in size.
Naturally, information will be lost during the image size
reduction, and care must also be taken to remove the
distortion in the fiber-optic taper prior to data reduction.
The construction of larger CCD chips will eventually
lead to the removal of the fiber-optic taper and thus
produce a distortion-free raw image.

49.3.3 Position-Sensitive Detectors (PSD)

A PSD is a proportional counter that is position sensi-
tive. The proportional counter consists of a tube filled
with a noble gas such as xenon. A thin tungsten wire
runs down the center of the tube and is positively
charged. A thin window of low-absorbing glass allows
the x-ray photons to enter the tube and ionize the xenon,
which releases a cloud of electrons. The released elec-
trons are drawn to the positively charged wire, giving
rise to a charge pulse. The size of the pulse is propor-
tional to the energy of the incident photon, which allows
x-rays of different wavelengths to be distinguished. In
a PSD, the wire can be long and curved to coincide
with the diffractometer circle. The PSD is placed so as
to intercept any x-rays diffracted by the sample within
the angular range of the wire. The x-ray beam strikes
the wire at particular 2θ values dictated by diffraction
from the powder sample. The time of travel taken for
the pulse to reach the end of the tungsten wire fixes the
position or 2θ value. A multichannel analyzer is able to
sort out all the times and amplitudes into digital form
and the output is that of a conventional powder pattern.

PSDs are available in a range of sizes starting from
≈ 4◦ to 120◦ in 2θ. All the reflections within this range
are recorded simultaneously. By choosing a smaller
wavelength it is possible to record the entire usable
range of diffraction data in a single exposure using
a 30◦ or 60◦ PSD. The advantage of a PSD is their
readout time, which far exceeds that of the IP, and
allows near-continuous diffraction patterns to be col-
lected without interruption. Most PSDs are linear, thus
only one-dimensional diffraction data can be obtained,
which may result in diffracted intensities being missed
because of incomplete Debye–Scherrer rings from non-
ideal powder samples.

49.3.4 Energy-Dispersive Detectors

At a synchrotron source, a broad range of x-ray energies
can be produced. The peak of the energy distribution
depends on the ring characteristics, including the en-
ergy of the charged particles within the ring and the
strength of the magnets used to bend particles around
the ring. A beam of well-defined energy is produced for
monochromatic studies by intercepting this white radia-
tion with a single-crystal monochromator. Alternatively,
if the powder sample is held at a specific angle and
the incident beam contains a broad spectrum of wave-
lengths, a particular set of planes of fixed d-spacing
will diffract only that wavelength that satisfies Bragg’s
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law for that value of d. Thus, all the different wave-
lengths which satisfy this condition for all the planes
in the sample will enter the detector and be sorted out
by the multichannel analyzer. The entire pattern may
be recorded in less than 1 min. The main advantage
of using white radiation is the intensity of the beam.
The high flux, and hard x-rays, have a higher penetra-
tion depth and can pass steel environmental cells. One
disadvantage of the energy-dispersive detector is that
its peak resolution is poorer compared with monochro-
matic beams.

49.3.5 Silicon Strip Detector

A new detector, offered by Brucker Corporation, con-
tains 192 strips of silicon which act as 192 individual
detectors. This results in an almost 200 times increase
in intensity. This detector together with fiber optics may
open many opportunities for in situ studies in-house.

49.3.6 Other Considerations

There are several disadvantages when area detectors
are used without collimation, some of which are due
to the nondiscriminating nature of both imaging plates
and charge-coupled devices. The synchrotron beam in-
evitably excites fluorescence within the hutch and care
must be taken to shield these devices from stray radia-
tion. The difficulty in designing slits for these devices
also decreases the signal-to-noise discrimination since
scattering from sample containers, or environmental
chambers, often contaminates the pattern. Although this

can be eliminated using subtraction [49.15,16], another
possibility when powder averaging is not a problem
and angular resolution can be relaxed (Γ ≈ 0.03◦), is
to use an energy-discriminating PSD fitted with a slit.
While most commercial PSDs operate in the so-called
streaming mode, proportional counting and energy dis-
crimination are possible with these devices.

The highest possible time resolution is afforded by
energy-dispersive diffraction. Since the whole pattern
is recorded at once, this resolution is determined by
the brightness of the beam and the readout time of
the multichannel analyzer. Quantitative interpretation
of crystal structure is hampered by systematic errors
such as energy-dependent absorption corrections, ab-
sorption edges, and definition of the intensity versus
energy curve. Reliable results have been obtained, how-
ever, and the software and method to enable structure
determination using the Rietveld method are now well
established [49.16, 17]. The energy-dispersive x-ray
technique does have distinct advantages. The experi-
ment allows for straightforward collimation and data
collection at fixed angles, which makes it easier to dis-
criminate parasitic scattering from sample containers.

In general, for phase identification and determina-
tion of unit cell parameters, energy-dispersive x-ray
diffraction data are suitable and offer distinct advan-
tages in terms of spatial and time resolution. In those
cases where accurate determination of structural param-
eters is the objective, monochromatic data are preferred.
Many beamlines are capable of changing between these
two modes of operation, and a description of such
a setup is given in two recent reviews [49.18, 19].

49.4 Software

Collection of either x-ray or neutron diffraction data
with ever-increasing time resolution, as is envisioned
at third-generation synchrotrons, will inevitably lead
to data glut. While visual inspection, to identify the
appearance of one phase or the disappearance of an-
other, may be sufficient in some studies, an unbiased
method which can be automated to provide some real-
time feedback on the course of a reaction is desirable.
Such a method might provide information on system-
atic errors as well as the appearance of new phases
and the disappearance of others. It should also pro-
vide visual queues to allow the choice of a manageable
number (3–5) of diffraction patterns to analyze out
of the hundreds collected. One example in situ XRD

investigation, ion exchange in porous titanium sili-
cates, is discussed below and employs iterative target
transform factor analysis (ITTFA) [49.20], an unbi-
ased mathematical treatment of the diffraction data that
looks for changes as a function of time. From this
processing, kinetic information and clues as to which
patterns to use first for Rietveld refinement were ob-
tained. Problems and questions such as which patterns
to explore, whether measurable changes are occur-
ring, and determining if the reaction has completed
are vital for efficiently managing the ever-increasing
quantities of data. Also general structure analysis
software (GSAS), Fullprof+winplotr, and Powerd3D
are freeware that are capable of handling large sets

Part
H

4
9
.4



Crystal Growth and Ion Exchange in Titanium Silicates 49.5 Types of In Situ Cells 1645

of one-dimensional diffraction data. Since new soft-
ware is continuously appearing on the Internet, the
authors cannot give a detailed software overview. How-

ever, the CCP14 website contains a vast collection of
software that is useful in interpreting time-resolved
data [49.21].

49.5 Types of In Situ Cells
Fig. 49.4 Beamline geometry suitable for time-resolved
synchrotron powder diffractometry in monochromatic
mode. A double-crystal monochromator (M) is used to
select the incident energy that is focused on the sam-
ple, capillary or flat plate holder (SAC), and recorded on
a position-sensitive detector (PSD), image plate (IP) or
charge-coupled device (CCD). An incident-beam monitor
(IC) is needed to normalize the data to the same relative
intensity scale because the synchrotron beam decays with
time (after [49.22]) �

A schematic diagram of the beamline geometry suitable
for time-resolved synchrotron diffractometry is shown
in Fig. 49.4 [49.22]. For in situ studies where structural
studies are to be performed monochromatic radiation is
preferred. The beam passes through an incident beam
monitor ion chamber (IC) to record the intensity of the
incident beam during the entire run. Monitoring the in-
cident beam is necessary because the synchrotron beam
decays with time, and therefore the total intensity of the
diffraction pattern also decreases with time. If a syn-
chrotron runs in the so-called top-off injection mode,
where electrons are continuously supplied to the stor-
age ring, an IC is still required because the storage ring
is usually not topped off to a constant value. The moni-
tored data is then used to normalize the data to the same
intensity scale.

Our own interests are twofold: to grow crystals
from gels that possess ion-exchange properties and then
to study the mechanism of ion exchange. The crys-
tal growth is done to temperatures of 150–250 ◦C but
the ion exchange may be carried out at room temper-
ature and at ≈ 60 ◦C. Two different reaction cells are
used for these purposes. The crystal growth experiments
are carried out hydrothermally, requiring elevated pres-
sures. A quartz capillary reaction cell introduced by
Norby [49.23] is shown in Fig. 49.5. The capillary is
closed at one end (A) and is held in place with a Swage-
lock fitting (B) mounted on a modified goniometer head.
Heating can be effected by heating plates placed above
and below the capillary tube so as not to obstruct the
path of the x-ray beam, or by using an air blower heater.
A small amount of gel to be crystallized is placed into
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the capillary and fixed into the Swagelock fitting, and
a pressure of N2 is applied through the fitting. The de-
tector is an imaging plate of which only a portion is
exposed to the x-rays. This is done by placing two lead
shields (D) over the IP, exposing a portion of the plate
to the x-rays. At the end of each cycle the IP film is
moved to expose a fresh surface. A cycle consisted of
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Fig. 49.5 The capillary reaction cell and translating imaging-plate
detection system as used at the NSLS
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a 60 s exposure and erasure, and exposing a new IP
surface required 1.5 min for data processing or 2.5 min
per cycle. Recent improvements in the storage ring at
the NSLS Brookhaven National Laboratory and detec-
tion system have now reduced the time per cycle to
seconds. This cell has been widely used by many in-
vestigators [49.3].

49.5.1 SECeRTS Cell

A somewhat different type of cell was used for the
ion-exchange studies, and is also easily adaptable to
synthesis studies. The design of a small environmental
cell for real-time studies (SECeRTS) [49.24] is shown
in Fig. 49.6. A quartz, or sapphire, capillary (0.3–1 mm
OD) tube (A), open at both ends is mounted in a Swage-
lock tee (B) using a Vespel ferrule. A pressure can
be applied, through the connected tube (C), to the
surface of the reaction mixture in the capillary. For
titration synthesis studies, injection takes place through
a 0.3 mm quartz capillary (A) that goes through the
tee and into the 1 mm capillary. This 0.3 mm capillary

Oscillation

Swagelock tee

Heater
Synchrotron
x-rays

Quartz capillary

Vacuum/air

Glass wool plug

Powder sample

Thermocouple

Quartz capillary
open at both ends

Cotton wool plug

Powder sample

Exchange solution outletExchange solution inlet

Vespel ferrule

b)a) Injection port Exhaust port

Translator

Standard
goniometer
attachment

X-rays X-rays

1 mm OD/0.3 mm 
injector

E
D

C

B A

Fig. 49.6a,b View of the capillary-type small environmental cell for real-time studies (SECeRTS). (a) In situ hydrother-
mal titration cell and (b) simplified quartz or sapphire hydrothermal cell (courtesy of John Parise and coworkers, Suny
Stony Brook)

is mounted between a Swagelock elbow and tee with
Vespel ferrules, all of which are mounted on a modified
goniometer head (E). Injection under pressure through
the elbow (A) is possible via a gas-chromatography
syringe (not shown) mounted on an aluminum holder.
A screw connected to the piston of the syringe ensures
pressurization. By turning the screw, the piston is de-
pressed and a controlled volume can be injected into
the 1 mm capillary through the 0.3 mm capillary. Alter-
natively, the position of the sample capillary (A) can
be plugged, and the assembly can be extended to ex-
pose the injection capillary location in the x-ray beam.
Ports D and C then become the supply and exhaust
lines, respectively, for flow-through ion-exchange ex-
periments or solid/gas-phase reactions.

It is important to note that completely sealed cap-
illaries pose a significant risk to experimentalists and
equipment. The pressure generated during hydrother-
mal reactions is difficult to control in small-diameter
capillaries, and they could burst at any time during the
heating of the cell. Having an open end where an over-
pressure of inert gas is applied is a safety feature to
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prevent the cell from exploding while still maintaining
hydrothermal conditions.

49.5.2 Polyimide Environmental Cell

The polyimide environmental cell (PEC) was designed
to alleviate the problems and safety issues associated
with quartz capillaries and gas-driven solutions. Ini-
tially designed for flow-through experiments [49.26],
the PEC is easily adaptable to in situ synthesis ex-
periments by simply sealing one end and applying an
overpressure of nitrogen to the other. Polyimide tub-
ing was chosen to replace the quartz/sapphire capillaries
based on multiple criteria. The tubing is flexible, thin
walled, and x-ray transparent (within the radiation range
of 0.1–1.54 Å) in the wide-angle region. Controlled
solution flow through a larger-inner-diameter tube is
easier to maintain and reproduce. Tube breakage is
no longer a problem during sample loading or during
the experiment because of the flexibility of polyimide.
Tube transparency in the wide-angle region (2θ > 2◦)
means only x-ray scattering from the sample and solu-
tion contributes, with no parasitic scattering from the
polyimide cell, to the diffraction patterns in that region.
Thin walls (typically < 0.01 mm for a 0.8 mm OD tube)
allows more sample in the beam and increases peak-to-
background ratios.

49.5.3 High-Pressure Cells

High-pressure cells commonly in use can often be
adapted with slight modification for use in in situ studies
at a synchrotron. For example, the large-volume high-
pressure device originally designed for diamond growth
(DIA) has been successfully interfaced to a synchrotron
at the Photon Factory, Japan [49.13]. Similar installa-
tions were constructed at the NSLS Brookhaven, the ad-
vanced photon source (APS) Argonne, and at Deutsches
Elektronen Synchrotron (DESY) in Germany. They are
utilized in the study of materials at high pressure and
temperature using mainly energy-dispersive diffraction.
In some cases the use of monochromatic radiation to-
gether with the IP was more effective. An example
is the partitioning of Fe in a mixture of olivine and
the β-phase (Fe,Mg)2SiO4 [49.16] using an IP and
monochromatic radiation resulted in considerably better
time resolution, and the mechanism of the transforma-
tion from the olivine structure to the spinel structure was
observed [49.27].

Other sample cells, such as furnaces and diamond-
anvil cells, are also easily transferred. Similarly, steel

hydrothermal reaction vessels can be transferred from
the laboratory to the synchrotron.

49.5.4 Hydrothermal Steel
Autoclave-Type Cell

Evans et al. [49.25] introduced a hydrothermal auto-
clave reaction vessel (Fig. 49.7) that has been exten-
sively used in many studies [49.28]. The cell consists
of a modified Parr reaction vessel (25 ml) with a sec-
tion of the wall milled down to a thickness of 0.4 mm.
This thinner portion of the wall permits transmission of
white x-radiation and has a maximum operating tem-
perature of 230 ◦C. Higher operating temperature is
possible with thicker-walled cells. However they re-
quire the focusing optics available at a third-generation
source [49.29]. Attached to the top of the cell is
a head consisting of a pressure transducer, a safety
relief valve, and an injunction reservoir (2 ml). This
reservoir consists of a remotely placed gate valve that
permits injection of a second solution into the cell at

Pressure transducer

Injection
reservoir

Remote controlled air gate

Thermocouple

Safety release valve

Heating block

X-rays in

Magnetic stirrer

Sample

To detector

Parr cell

Fig. 49.7 The hydrothermal autoclave-type reaction cell due to
Evans et al. [49.25]. Walls are milled down to allow x-ray transmis-
sion while permitting a maximum operating temperature of 300 ◦C

Part
H

4
9
.5



1648 Part H Special Topics in Crystal Growth

controlled time and temperature conditions. Tempera-
ture control of the cell is done via a resistance-heated
aluminum block and is monitored with K-type ther-
mocouples in contact with the outside of the reaction
vessel.

49.5.5 Neutron Diffraction Cell

For neutron diffraction studies, a vanadium (V) tube
is used instead of polyimide, quartz or sapphire. The
coherent neutron scattering length of vanadium is

a 1/40 tubing with female quick release. Solution return.
b 1/40 to 1/80 tubing with female quick release.
c 1/40 to 1/80 to 1/160 tubing with mail quick release.
d 1/40 tubing with male quick release. Solution uptake.
e 1/40 to 1/80 tubing with male quick release.
f 1/40 to 1/80 to 1/160 tubing with mail quick release.
g 1/80 316 stainless steel pipe.
h Weld to bottom of V tube assymble. May instead use a Swagelok elbow.
i V tube with cap. Caps are covered with Cd metal during experiment.
j Swagelok 1/160 Tee fixed to top of V tube assymble.
 Top of tee sealed wiht 1/160 steel rod.
k Reducing assymble made by ISIS support staff.
 Metric to imperial thread conversion to fit to candle stick sample support
l 1/160 to 1/80 union. 

32
2 

m
m

28
7 

m
m

27
0 

m
m

Sample tank

ad

cd

b

f

g

k

j

i

h

l

Candle
stick

Electrolyte source

Peristaltic pump

Masterflex

Quick release valve
auto sealing

O-ring vacuum ports

Fig. 49.8 Diagram of vanadium can assembly for flow-through studies

small, b = −0.5 fm, compared with that of oxygen,
which is 5.8 fm, making it an ideal sample container
since it contributes primarily to the incoherent back-
ground and not to the Bragg diffraction in a powder
pattern (Fig. 49.3b). Also, the V-tube is much larger
in diameter (6.5 mm) to allow more powder to be
used (Fig. 49.8). The low absorption cross-section of
neutrons allows the use of larger samples, which
perhaps will be more representative of the situation
when using titanium silicate (TS) (see below) in the
field.
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49.6 In-Situ Studies of Titanium Silicates (Na-TS)
with Sitinakite Topology

49.6.1 Introduction to the Problem

Large quantities of nuclear waste were generated as
a byproduct of the US nuclear weapons programs. The
waste is held in large, underground steel tanks at both
the Hanford and Savannah River sites. A search for
efficient, cost-effective methods of removing cesium,
strontium, and actinides from the waste solutions is an
ongoing project of the Department of Energy. A sodium
titanium silicate (Na-TS) was found to be highly selec-
tive for Cs+ and Sr2+ in moderately alkaline solutions.
When the Na-TS material was immersed in the highly
alkaline wastes its selectivity for Cs+ was low, but in
a partially Nb-substituted form (Na-NbTS) the material
was highly effective at removing Cs+ [49.30]. Several
problems are attendant to the use of these titanium sili-
cates for separation of high-level waste.

The nuclear waste is a highly basic solution con-
taining 1–3 M NaOH. It also has high sodium ion
concentration, 5–7 M, and contains a variety of other
ionic species. The ions that are the highest γ -emitters
are the highly radioactive 137Cs and 90Sr, with 30 years
half-lives. In addition, small amounts of Pu and Np also
need to be removed from the mass of waste. This high-
level waste (HLW) would be sealed in a special glass
and stored in steel tanks below ground. The remaining
low-level waste (LLW) would be taken up in a grout and
stored aboveground.

The questions are: what are the structural and/or
chemical properties of sodium titanium silicate that dis-
play such high uptake of Cs+ in neutral to mildly basic
solution, but not in the waste solutions? Also, what ef-
fect does the substitution of Nb for some Ti have on the
increased selectivity toward Cs+? In short, what is the
origin of the high ion selectivity in these compounds?
In addition, the hydrothermal syntheses by which these
titanium silicates are prepared are often accompanied
by the appearance of impurity phases. What are these
impurities, and how can they be eliminated from the
synthesis [49.5, 6]?

49.6.2 Synthesis and Structure
of Sodium Titanium Silicate (Na-TS)

The ideal composition of this titanosilicate is
Na2Ti2O3SiO4 ·2H2O. However, hydrolysis occurs in
water to yield a composition of Na1.64H0.36Ti2O3SiO4
·1.8H2O [49.31]. The crystal structure of the sodium

ion phase and the partially exchanged Cs+ phase were
determined from powder x-ray studies [49.31].

The crystals are tetragonal, with a = 7.8082(2) Å,
c = 11.9735(4) Å, space group P42/mcm, and Z = 4.
The titanium atoms occur in clusters of four grouped
about a 42 axis, two up and two down, rotated by
90◦. Each titanium is octahedrally coordinated, sharing
edges in such a way that an inner core or four oxygens
and four Ti atoms form a distorted cubane-like structure
(Fig. 49.9).

These cubane-type structures are bridged to each
other through silicate groups along the a- and b-axis di-
rections. The titanium–oxygen clusters are 7.81 Å apart
in both the a- and b-axis directions, with the Si atoms
at c = 1

4 , 3
4 . The c-axis is ≈ 12 Å long, which is twice

the distance from the center of one cubane-like clus-
ter to its neighbor in the c-axis direction. Two views
of the framework are shown in Figs. 49.10 and 49.11.
The net result of this framework arrangement is that
one-dimensional tunnels are formed along the c-axis di-

H
O
Ti

a
b

c

Fig. 49.9 A portion of the titanosilicate structure showing the clus-
ter of four titanium–oxygen octahedra sharing edges to form the
cubane-like Ti4O4 group. The oxygens within the cubane group are
each bonded to a proton making them hydroxo groups. The Ti atoms
are light brown, oxygens are dark brown, and hydrogens are black
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y

x

z

Fig. 49.10 Top view (down the c-axis) of sodium titanium silicate
showing the clusters of four TiO6 octahedra bridged by silicate
groups. The tunnels are filled with Na+ and water molecules. The
Na+ on top of the tetrahedra symbolizes the Na+ ions sandwiched
between silicate groups within the framework. Refer to Fig. 49.11
for color legend

c

b

O

Na

Si

Ti

Fig. 49.11 Polyhedral representation of Na-TS structure
as viewed down the a-axis, showing the hexagonal-
shaped framework cavities in which half the Na+
reside. The water molecules reside within the 8MR tun-
nels

rection. Perpendicular to the tunnels are vacancies in the
faces, or four sides, of the tunnels. These cavities are
large enough to enclose sodium ions. Four silicate oxy-
gens bond to the sodium ion at a distance of 2.414(5) Å
(Fig. 49.11). The sodium ion coordination is completed
by bonding to two water molecules in the tunnels at
a Na–O bond distance of 2.765(1) Å. Half the sodium
ions are thus accounted for in the framework sites as
there are sodiums in each face at c = 0, 1

2 over one
c-axis cell length for a total of four out of the eight
required per unit cell. The remaining sodium ions re-
side within the tunnels along with the water molecules.
As a historical note, these compounds were originally
misnamed as crystalline silico titanate (CST). However,
they are silicates, so their preferred nomenclature is as
a titanium silicate M-TS, where M is the exchangeable
ion.

The Na–O bond distances within the tunnels are
longer than the sum of the ionic radii (2.42 Å) [49.32]
at 2.76(1) Å. This bond distance measurement was
made with only 64% of the sodium ion sites occu-
pied. The deficiency of sodium arises from hydrol-
ysis during washing so that the actual formula was
Na1.64H0.36Ti2O3(SiO4) ·1.8H2O. Because of the de-
ficiency of Na+, the sodium ion positions were found
to be disordered with partial occupancy by water
molecules. It is possible to obtain the fully occupied
sodium phase by not washing the product of the hy-
drothermal reaction with water, or washing with strong
NaNO3 solution.

On exchanging Cs+ for Na+ by a flow-through
procedure in near-neutral CsCl solution, a compo-
sition of Na1.49Cs0.2H0.31Ti2O3SiO4 ·H2O was ob-
tained [49.31]. The Cs+ occupied two positions within
the large tunnel. Site one (Cs1) is located at the center
of the eight-membered ring (8MR) window at 1

4 c, 3
4 c,

and Cs2 is located at approximately 0.13c and 0.63c
off from the 8MR window. Cs1 has eightfold bond-
ing coordination to eight oxygens of the framework,
four above and four below the Cs, with bond lengths
of 3.18 Å. Cs2 has fourfold bonding coordination to the
framework oxygens and twofold coordination to the in-
terstitial water with bond lengths of 3.06 and 2.95 Å,
respectively. The bulk of the Cs+ was in site 1 and about
20% in site 2.

49.6.3 Synthesis Problems
and In Situ Hydrothermal Study

A problem arose in the actual sol–gel synthesis of
the Na-TS crystals. Often an impurity began to form
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that on further investigation was determined to be
a sodium titanium silicate of composition Na2TiSiO5
referred to as sodium titanium oxide silicate (STOS).
In ex situ hydrothermal studies it was found that the
amount of STOS in the mixture increased with the
alkalinity of the starting gel. In contrast, the condi-
tions for favorable Na-TS formation required a lower
Na2O content as well as lower pH. Based on this
ex situ study we prepared two gels, one designed to
yield pure STOS and the other to yield pure Na-
TS [49.6]. The gel composition for Na-TS had the
composition 1.0TiO2 : 1.98SiO2 : 6.77Na2O : 218H2O.
In situ experiments were carried out at the Brookhaven
synchrotron. The source of Ti was titanium isopropox-
ide, to which was added NaOH and silica dissolved in
NaOH. The apparatus used is that shown in Fig. 49.5,
and the results are provided in Fig. 49.12. Figure 49.12
shows a three-dimensional plot of the x-ray diffrac-
tion pattern as a function of time during the TS gel
heating. As can be seen from the figure, the process
starts with the formation of a phase having a broad
peak at about 9.5–10 Å. This phase was identified as
sodium nonatitanate (SNT) Na4Ti9O20, a semicrys-
talline compound that is highly selective for Sr2+ in
alkaline solution [49.33, 34]. It starts forming at an

4 10 20 30 40

200

250

300

2θ (deg.)

Time (min)

Intensity
(arb. unit) (001) SNT

(100) TS

Fig. 49.12 Time-resolved x-ray powder diffraction spectra of SNT-TS transformation for the gel with composition
1.0TiO2 : 1.98SiO2 : 6.77Na2O : 218H2O. Powder patterns are collected in 2.5 min intervals

early stage of reaction, as confirmed by the collec-
tion of x-ray powder diffraction patterns of the dried
starting gel. The intensity of the (001) SNT reflection
does not change as the reaction progresses until the
growth of the TS phase begins. The process of trans-
formation of the SNT phase to the TS phase started
after 1 h of constant heating at 220 ◦C, with rapid de-
crease of the intensity of the SNT peaks and in-growth
of the TS peaks (Fig. 49.13). The whole process of
transformation lasted approximately 45 min. During the
period following the transformation to TS, no signifi-
cant changes occurred, except a minor increase in the
TS peak intensities. No other phases were observed in
this experiment.

Interestingly the highly alkaline base gel in ex situ
experiments also crystallized as the SNT phase first, as
shown in Fig. 49.14. After about 12 h at 200 ◦C it is
converted to the highly crystalline STOS phase in an
additional 15 h. Thus, it appears that in gels of different
composition and alkalinity the SNT phase forms ini-
tially. Then the sodium silicate that remains converts the
SNT phase to the Na-TS phase at low sodium content
and moderate alkalinity, while at higher sodium content
and higher alkalinity the STOS phase prevails. Several
avenues of synthesis are now open. The SNT phase is
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Fig. 49.13 XRD patterns of SNT (upper right) and its transformation with time to the TS phase at 220 ◦C. The pattern in
the upper right-hand corner is that of pure SNT

readily prepared from a mixture of titanium isopropox-
ide and NaOH. By adding the correct balance of silica
dissolved in NaOH it is possible to avoid the presence
of the STOS impurity. Furthermore, by proper control
of the reaction it may be possible to prepare a mixture
of Na-TS and SNT, such as to remove Cs+ and Sr2+ in
a simple one-step process.

49.6.4 Ion Exchange of Cs+ into Na-TS

The ion-exchange experiments were carried out at
the X7B beamline of the National Synchrotron Light
Source. The open-capillary SECReTS cell was used
(Fig. 49.6). Exchange of Cs+ from a 1 mM solution of
CsCl was used for the Na-TS phase and a 10 μM solu-
tion for the exchange with the protonated H-TS phase.
The lower-concentration solution was necessary to slow
the rate of exchange to fully observe the changes oc-
curring in the H-TS phase. Diffracted intensities were
recorded on a MAR345 imaging plate. Each diffraction

pattern was collected for 1 min with a 1.5 min lag time
to read and erase the IP.

As the Cs+ was exchanged for Na+ in Na-
TS, the unit cell volume increased from 728.8 to
732.4 Å3 [49.26]. The unit cell parameters a and
b showed a continuous increase from 7.8060(1) to
7.8435(1) Å and the c-axis decreased from 11.9599(2)
to 11.9054(4) Å. The ion exchange occurred in two
steps. The first step, from minutes 0 to 245, involved
occupancy of Cs+ in the Cs2 site to a fractional oc-
cupancy of 0.116(5). Simultaneous with the increased
occupancy of site Cs2, the water site OW2 began to
decrease in occupancy (Fig. 49.15). Figure 49.15 also
shows a concomitant loss of Na+ as the Cs+ was taken
up. The second step of the ion exchange from minutes
245 to 375 was initiated when site OW2 had zero oc-
cupancy (minute 245) and involved the rapid filling of
site Cs1 (Fig. 49.15). During minutes 245 to 275 the
occupancy of Cs2 increases and reaches a maximum
occupancy of 0.136(7). The maximum occupancy for
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Fig. 49.14 Dynamic XRD spectra of the evolution of the STOS phase obtained in ex situ experiments from the gel of
composition 1.0TiO2 : 1.98SiO2 : 10.53Na2O : 218H2O, T = 200 ◦C
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Fig. 49.15 Results of fractional oc-
cupancy refinements for Na2, OW2,
Cs2, and Cs1 during the Cs+ ion
exchange into Na-TS
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Fig. 49.16a,b Ball-and-stick representation of a portion
of the proton phase H2Ti2O3(SiO4)4 ·1.5H2O as viewed
down the c-axis, showing the hydrogen bonding scheme
between the acid proton and the water molecules O5 and
water–water and water–framework oxygens (a) and a poly-
hedral representation showing the elliptical nature of the
tunnel along the c-axis direction and the new unit cell (bold
line) along the diagonals of the Na-TS unit cell �

the Cs1 site was 0.25. These values yield a formula of
Na1.06Cs0.26H0.68Ti2O3SiO4 ·H2O. The proton content
was due to hydrolysis and the amount was calculated
to balance the charge. Almost all the Na+ in the tunnel
was lost to hydrolysis and exchange for Cs+. The maxi-
mum amount, or fraction, of Cs+ that can be exchanged
into the TS phase is 0.5. This has been shown by titra-
tion with CsOH [49.35, 36] and from ex situ structural
studies. The Cs+ is too large to occupy the Na1 frame-
work sites and for the same reason can only occupy half
the tunnel sites.

49.6.5 Cesium Ion Exchange into H-TS

There is a major difference between Cs+ ion-exchange
pathways in Na-TS and H-TS. Replacement of the
sodium ions by protons is accompanied by a space
group change from P42/mcm to P42/mbc and unit
cell dimensions [49.35, 37] of a, b = 11.039(5) Å,
c = 11.880(5) Å. The protons are covalently bonded
to the cubane oxygens and hydrogen bond to water
molecules in the tunnel. The reason for the change is
that the a, b axes transition from 7.806 Å to the larger
value (actually the ab square diagonal), and the sym-
metrical eight-membered ring perimeter of the tunnel
is distorted into an elliptical shape (Fig. 49.16). The
ratio of the length to the width of the tunnel in now
1.2. A very fast exchange of Cs+ into the Cs2 site
(six-coordinate site) occurs in the first 10 min of ex-
change, as shown in Fig. 49.17 [49.5]. The structure
then reverts back to the P42/mcm space group, restor-
ing the symmetrical tunnel shape. At this point the Cs1
site begins to fill up, occurring simultaneously with
the space group transformation. The diffraction patterns
contained both phases to the end of the experiment.
After 20 min, both sites continued to fill until a final
composition of Cs0.36H1.64Ti2O3SiO4. Since complete
filling with Cs+ would have the Cs fractional content of
0.5, the exchange was 72% complete. This value is quite
high considering how dilute the exchange solution was
initially.
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49.6.6 Sodium Niobium Titanosilicate
(Nb-TS)

Niobium forms a solid solution with the sodium
titanium silicate Na-TS up to about 25% replace-
ment of Ti by Nb. This phase, of ideal composition
Na1.5Ti1.5Nb0.5O3SiO4 ·2H2O, has a higher selectivity
for Cs+ in highly basic solutions containing higher lev-
els of Na+ than does the non-niobium-containing phase.
As a first step in determining why this phase possesses
such a high selectivity for Cs+, the crystal structure
of the cesium ion phase was determined [49.38]. The
presence of Nb5+ is statistically distributed over the ti-
tanium sites and reduces the sodium ion occupancy in
the tunnel by half. However, in this phase considerable
hydrolysis occurs, so that the tunnel contains almost no
Na+ but only water [49.38]. This lack of competing ions
in the tunnel changes the coordination number of Cs+ in
the tunnel to 12. That is, there are eight water molecules
per unit cell in the tunnel and two Cs+. With no Na+
in the tunnel all the water molecules bond to Cs+ at
a bond distance of 3.13 Å, compared with 3.26 Å for the
eight framework oxygens. This increase in coordination
number apparently greatly decreases the free energy of
exchange as Cs+ changes from a weak coordination in
the aqueous phase to very high coordination within the
tunnel.

49.6.7 In Situ Synthesis of Na-NbTS

The preparation of the niobium Na-TS phase is often
plagued with an impurity that is probably a polymeric
Keggin ion, referred to as Na-IPX. A gel was prepared
from Nb2O5, titanium isopropoxide, silicon tetraethox-
ide, and 3.3 M NaOH. The ratio of constituents was
1.0TiO2:0.167Nb2O5:1.33SiO2:6.9Na2O:228H2O. This
gel was heated in a Teflon-lined pressure vessel at
200 ◦C for 4 days. The resultant Na-NbTS was highly
crystalline but contained a small amount of Na-IPX.
A similar gel was prepared for the in situ study at
the X7B beamline of the National Synchrotron Light
Source, Brookhaven National Laboratory. The wave-
length used was 0.9223 Å and an external N2 gas
pressure of 250 psi was applied to the sapphire capillary.
A sapphire capillary was used because silica is solubi-
lized at the high-pH conditions of the starting gel and
would weaken the integrity of the capillary. The gel was
heated to 210 ◦C in 2 min and x-ray diffraction patterns
were recorded every 2.5 min.

The initial pattern of the gel exhibited two broad
peaks centered at 17.6◦ and 24.5◦ in 2θ. The results

1 2 3 4 5 6 7 8 9
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Fig. 49.17 In situ time-resolved x-ray diffraction showing the onset
of Cs+ for H+ ion exchange to be a site-selective process. The Cs2
position first filled to ≈ 20%. After Cs2 filled, Cs1 began to fill the
channels along the [001] direction and completed at ≈ 20%. The
mechanism of exchange is seen as an opening of the [001] channels
as Cs2 bonds to the Ti−O−Si polyhedra linkages, allowing Cs1
to fill the center of the eight-membered ring

are shown in Fig. 49.18. Between minutes 0 and 65,
the broad features began to diminish. Simultaneously
a third broad feature developed at ≈ 5.1◦ 2θ, associ-
ated with the crystalline ordering of the Na-IPX phase.
From minutes 65 to 75, the reflections from the im-
purity phase began to increase in intensity, with the
strongest peak arising from the broad feature at ≈ 5.1◦
(Fig. 49.18). From minute 75 to the end of the experi-
ment, the impurity phase ceased to increase in intensity
as the Na-NbTS phase began to crystallize. The Na-
NbTS phase continued to grow for 25 min, and after
100 min no further changes in the diffraction pattern
were observed.

Unit cell refinements of Na-TS during crystalliza-
tion showed an initial increase in the a- and b-axes
and a decrease in the c-axis in a brief span of 5 min
from minute 75 to 80 (Fig. 49.19). After the initial
anomalous expansion, the unit cell volume and unit
cell parameters increased until the end of the ex-
periment. The unit cell volume increased from 743
to 745 Å3 from minute 75 to the completion of the
run. By slight adjustments of the gel composition it
was possible to achieve phase purity by elimination
of Na-IPX formation, as illustrated by this in situ
study.
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Fig. 49.18a–c Three-dimensional (3-D) time-resolved XRD plots.
(a) The entire range of the acquired diffraction pattern, showing
the main Na-NbCTS, water, and gel signals contributing to the pat-
tern. (b) Zoomed plot showing the main Na-NbCTS phase index
and peaks from the impurity phases (marked). (c) Zoomed plot of
higher-angle diffraction data. Asterisk denotes the presence of an
unidentified phase

49.6.8 In Situ Ion Exchange
of Cesium Ion Exchange in Na-NbTS

The time-resolved x-ray patterns collected during
Cs+/Na+ exchange [49.26] are shown in Fig. 49.20.

Refinements of the cell parameters during the exchange
process indicated that no structural transformation had
occurred during exchange. The space group remained
P42/mcm and the eight-membered ring (8MR) of
the tunnel remained circular. The changes in unit
cell dimensions as exchange proceeded are provided
in Fig. 49.21. The a- and b-axes increased from
7.8470(5) Å to 7.8535(5) Å while the c-axis decreased
from 11.980(1) Å to 11.963(1) Å. However, after an ini-
tial increase in unit cell volume due to the more rapid
increase in the a, b parameters, the unit cell volume was
very nearly the same at the end of the Cs+ uptake as
for the original Na-NbTS. This exchange process was
interpreted as continuous filling of sites Cs1 and Cs2
with little structural distortion, which contrasts with the
exchange studies in the Na-TS and H-TS forms. The
break in the curves of Fig. 49.21 was due to filling of
the storage ring when no x-rays were available.

49.6.9 Cesium Ion Exchange into H-NbTS

A major difference between the Na-NbTS phase and
the Na-TS phase is that no space group change oc-
curred when the Na+ was replaced by H+. The Ti/Nb
fractional occupancies refined to 0.77(3) and 0.23(3),
respectively, and were fixed to a ratio of 0.75/0.25
based on previous compositional studies [49.38, 39].
No Na+ was detected by microprobe analysis. Thus,
the formula, both by elemental analysis and x-ray re-
finement, was fixed at H1.5Nb0.5Ti1.5SiO7 ·2H2O. The
proton parameters could not be determined by the x-ray
refinement, but it was assumed that they are covalently
bonded to the cubane oxygen sites in a similar fash-
ion as seen in the H-TS structure. The water molecules
were also distributed in crystallographic sites analogous
to Na-TS. Water (OW1) is located near the walls of
the 8MR and the intersection of the 6MR, i. e., those
cavities where the Na+ in the framework is located.
Water (OW2) is located near the center of the channel
along the c-axis, but not on the 42-screw special posi-
tion. This offset from the screw axis results in the partial
occupancy of the OW2 site where its maximal allowed
occupancy is 1/2 due to positional disorder.

No structural change was observed in the exchange
reaction since all peaks in the diffraction patterns
could be indexed on the basis of a single unit cell
(Fig. 49.22). The unit cell dimensions initially increased
to minute 70, then showed a continuous volume de-
crease as the a- and b-axes decreased from 7.837(1)
to 7.828(1) Å and the c-axis decreased from 11.921(2)
to 11.912(2) Å (Fig. 49.23). Rietveld refinement of the
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Fig. 49.19 Results of the unit cell refinements of Na-
NbTS during crystallization. Initial cell lengths were
a, b = 7.844(2) Å, c = 12.073(4) Å and final cell lengths
were a, b = 7.857(2) Å, c = 12.067(4) Å �

occupancies of the sites populated by Cs+ and water
indicated that ion exchange occurred in two distinct
steps (Fig. 49.24). The first occurred from minutes 0
to 197.5 and involved a gradual increase in Cs+ up-
take from 0 to 0.115(6) fractional occupancy at site 1.
After the initial Cs+ uptake, at minute 197.5, H2O at
site OW2 decreased in fractional occupancy from 0.51
to 0.24(3) within 1 min, amounting to slightly more
than 0.5 molH2O. From minute 200 to the end of the
experiment, the fractional occupancy of H2O at site
OW2 remained constant at 0.24(3). The second step
of the exchange begins at minute 197.5, during which
the Cs+ uptake increased to 0.339(7) fractional oc-
cupancy at the end of the experiment (700 min). The
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Fig. 49.20 Zoomed 3-D display of the time-resolved XRD data collected during Cs+ exchange into Na-NbTS. Peaks
from the Na-NbTS phase are indexed. Diffraction patterns are highlighted (black) every 25 min. Optimization of beam
path flight tube resulted in an increase of overall intensity near minute 275
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final formula as obtained from the x-ray data was
H1.33Cs0.17Nb0.5Ti1.5SiO7 ·1.5H2O.
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49.7 Discussion of In Situ Studies

49.7.1 Synthesis of Na-TS and Na-NbTS

Both the Na-TS and Na-NbTS are formed in a very
narrow window of gel composition and alkalinity.
An excess of silica relative to titanium is necessary
to form Na-TS, generally a 2 : 1 ratio. The critical
factor in crystallizing a pure TS compound is the
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Fig. 49.22 Zoomed 3-D time-resolved XRD display for the Cs+ exchange into H-NbTS experiment. No impurity phases
were present in the diffraction patterns. Diffraction patterns are highlighted (black) every 25 min. Optimization of beam
path flight tube resulted in an increase of overall intensity near minute 625

amount and concentration of NaOH in the initial gel.
At high molar ratios and concentrations of NaOH,
substantial amounts of STOS are obtained. At a con-
centration of 3.3 M and a ratio of 6.67Na2O : 1.0TiO2
a pure Na-TS phase is obtained. However, even with
higher ratios and concentrations of NaOH, sodium
nonatitanate is found to form first and then is con-
verted to STOS, Na2TiSiO5, a synthetic analogue
of the mineral natisite. Since the nonatitanate has
a high affinity for Sr2+ in alkaline solution [49.40,
41], it may be possible to provide a combination
of Na-TS and the nonatitanate to remove much of
the high-level waste, 137Cs and 90Sr, from weapons-
type nuclear waste with a combination of Na-TS and
SNT. Time-resolved synthesis experiments and opti-
mized synthesis procedures can be used to tailor the
Na-TS : SNT ratios for a specified removal capacity

Fig. 49.21 Results of the unit cell refinements for data
collected during Cs+ exchange into Na-NbTS. Unit cell
lengths changed from a, b = 7.8470(5) Å, c = 11.980(1) Å
at minute 0 to a, b = 7.8535(5) Å, c = 11.963(1) Å at
minute 355.5. The gap in data is when no x-ray beam was
available. Error bars are smaller than plot points �
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of 137Cs and 90Sr, respectively, without waste of ion-
exchange product.

Addition of Nb to the Na-TS reactant mix sup-
presses the formation of SNT but tends to form
Na-IPX [49.42] as an impurity phase. A systematic
study is required to determine which conditions give
rise to the impurity phase to prevent its occurrence. The
broad feature at 2θ = 24.5◦ in the in situ study of Na-
NbTS may result from scattering by amorphous solids
that are formed by hydrolysis of the alkoxides during
heating to the temperature of the reactant mix. In the
case of the gels prepared for synthesis of Na-TS, H2O2
was added so all the oxides dissolved in basic solution.
The lack of solubility of TiO2 in alkaline solution may
have been responsible for the absence of any crystalliza-
tion in the first 60 min of the in situ study for Na-NbTS.

49.7.2 Exchange Mechanisms

The results of Cs+ exchange into H-NbTS indicated that
the Cs1 site was the only site filled by Cs+. The uptake
of Cs+ in this exchanger was slow relative to exchange
in H-TS. Only 0.115 fractional occupancy was achieved
in the first 200 min of exchange into H-NbTS. This rep-
resents just 0.23 Cs+ on average per unit cell, compared
with an exchange capacity of two Cs+ per unit cell.
There are four water molecules per unit cell, and half
of them are lost when Cs+ has an occupancy of 0.23.
After this occupancy, site Cs1 continues to increase in
occupancy. This is a significantly different uptake path-
way then any other TS, or NbTS, phase where the filling
of one Cs site resulted in structural transition allowing
a second Cs site occupancy. One might expect that, as
the Cs+ enters the tunnel, a proton coordinately bonded
to a cubane oxygen would form a hydronium ion and
leave the unit cell. Thus, for each Cs+ exchanged, a wa-
ter molecule as a hydronium ion would leave the solid
phase. This evidently does not occur in the H-NbTS
phase. Rather it might be speculated that the proton
follows a hopping mechanism, traversing from lattice
oxygen to water to lattice oxygen. As the Cs+ diffuses
into a unit cell the protons leave that unit cell to main-
tain charge balance. At the surface, the proton hops to
a water molecule on the interface of the unit cell, and
then leaves the solid phase.

The exchange of Cs+ into the H-TS and H-NbTS
involves different mechanisms. In H-TS there is a rapid
uptake of Cs+ into the Cs2 site. Only when sufficient
cesium is present in this site does the 8MR change from
its elliptical shape, with length-to-width ratio L : S =
1.53, to the circular geometry with L : S = 1. Thereafter
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Fig. 49.23 Changes in unit cell parameters of the H-NbTS structure
as Cs+ exchanged for H+. The two-step process is seen between
minutes 0–200 and 200–700. Unit cell lengths at minute 0 were
a, b = 7.837(1) Å, c = 11.919(3) Å, and at minute 700 were a, b =
7.828(1) Å, c = 11.912(3) Å

continued diffusion takes place with the filling of the
Cs1 site while the occupancy of the Cs2 site remains
static.

The results of the time-resolved x-ray diffrac-
tion study of Cs+ exchange into Na-TS illustrated
a crystallographic-site-dependent process. Cesium first
occupies site Cs2, located outside of the 8MR, dur-
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Fig. 49.24 Occupancy refinement of the Cs+ sites Cs1 and Cs2.
Cs2 is not shown because the refinements were 0.00(1) occupancy.
The two-step process of Cs occupancy corresponds with the unit
cell trends (Fig. 49.22). Cs+ fractional occupancy at minute 200 was
0.115(6) and at minute 700 was 0.339(7)
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ing which time water occupancy at site OW2 decreased
rapidly. The process of loading site Cs2 occurred within
250 min, and was much slower in comparison with
Cs+ exchange into H-TS. When OW2 occupancy had
reached zero, Cs+ exchanged into site Cs1 located at the
center of the 8MR. The reduction in water occupancy in
the center of the 8MR during Cs+ exchange for Na+
may be caused by spatial restrictions due to the incor-
poration of the large Cs+ ionic radius at site Cs2, and
indirectly forces water to migrate out of the channels.
This suggests that direct replacement of Cs+ for Na+
was favored, and the disruption of the water–hydroxyl
bond network in the center of the 8MR was not favored.
Once the OW2 occupancy reached zero, the Cs1 site
became available and dominated the exchange process.

Although structure refinements of Cs+ exchange
into Na-NbCST could not be preformed, a possible
scenario of the exchange process may be inferred
in conjunction with previous static exchange stud-
ies [49.34] and these time-resolved studies. Starting

with the unit cell parameters (Fig. 49.18) as a basis for
the argument, the ion exchange may have proceeded in
two distinct steps. The first step was Cs+ uptake into
site Cs1, where no H2O occupied the center of the cir-
cular 8MR. This was indicated by a nonlinear increase
in the a- and b-axes lengths and a decrease in the c-
axis length. Incorporation of Cs+ at site Cs1 would
have continued for at least 235 min along the continu-
ous unit cell lengths trajectories. Between minutes 235
and 287 no x-ray beam was available, but a decrease
in the a and b cell lengths occurred, while the c-axis
maintained a decreasing trajectory. The decrease in the
a and b cell lengths would be the onset of the second
step, and at this point, site Cs+ would have started to fill
site Cs2. The availability of site Cs2 would have been
initiated by a decrease in OW2 occupancy. Similar ex-
change mechanisms were observed in the case of Cs+
into Na-TS, where the Cs2 site filled first to force OW2
out of the structure, and once OW2 achieved a fractional
occupancy of ≈ 0.1, Cs+ began to fill site Cs1.

49.8 Summary

An understanding of the time-dependent nature of
chemical reactions and processes is essential for the
quantitative description of synthesis processes and ion-
exchange mechanisms. Current time-resolved diffrac-
tion techniques do not have enough resolution to be
used as the sole method for modeling complex crys-
tallographic relationships. With current technologies
and techniques, in situ diffraction studies must also
be complemented by ex situ diffraction studies of the
end-member phases. The kinetics of material synthesis
observed here can be described as a series of com-
pound precursor phases that eventually lead to the
desired product as a result of changing gel compo-
sitions from precipitating phases. Only using in situ
techniques can these cursory phases be described in the
four-dimensional space of time, temperature, pressure,
and composition. In addition, the intermediate precur-
sor phases may themselves be important materials that

would normally go unnoticed during ex situ synthesis.
In any case, the crystallographic and chemical make-up
of the cursory phases will elucidate the mechanisms of
crystal growth.

In situ ion-exchange studies illustrate the complex
mobility of ion and water mobility within the voids
of crystalline phase, and the time and structure de-
pendency of the ion-exchange pathway. These types
of in situ time-resolved diffraction studies can be ex-
tremely useful in understanding the selectivity and
fundamental mechanisms of the ion-exchange process
in open-framework materials.

While we have concentrated on the latest results
from our own in situ studies, it should be recognized
that many other techniques are used as in situ time-
resolved procedures, particularly for crystal growth
studies. A representative few are listed [49.43–48] to
illustrate the extent and power of in situ methods.
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Single-Crystal50. Single-Crystal Scintillation Materials

Martin Nikl, Anna Vedda, Valentin V. Laguta

Scintillation materials are employed to detect
x-ray and γ-ray photons or accelerated par-
ticles. Wide-bandgap semiconductor or insulator
materials with a high degree of structural per-
fection are suitable for this purpose. They must
accomplish fast and efficient transformation of in-
coming high-energy photon/particles to a number
of electron–hole pairs collected in the conduc-
tion and valence bands, respectively, and their
radiative recombination at suitable luminescence
centers in the material. Generated ultraviolet (UV)
or visible light can then be detected at high sensi-
tivity by conventional solid-state semiconductor-
or photomultiplier-based photodetectors, which
are an indispensable part of scintillation detectors.

An insight into this field will be provided
for a wider scientific audience and at the same
time we will point out some current hot topics.
After reviewing the historical issues and funda-
mental physical processes of the x(γ )-to-visible
light transformation occurring in scintillators,
practically important material parameters, charac-
teristics, and related measurement principles will
be summarized. An overview of selected modern
single-crystal and optical ceramic materials will be
given. Particular attention will be paid to the rela-
tion between the manufacturing technology used
and the occurrence of material defects and imper-
fections. The study and understanding of related
trapping states in the forbidden gap and their role
in the energy transfer and storage processes in the
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material will be shown to be of paramount im-
portance for material optimization. Correlated
experiments of time-resolved luminescence
spectroscopy, wavelength-resolved thermally
stimulated luminescence, and electron param-
agnetic resonance offer a powerful tool for this
purpose. Future prospects and directions for activ-
ity in the field will be briefly mentioned as well.

50.1 Background

In the introductory part of this chapter, the history
of scintillator material development will be briefly
reviewed. Fundamental aspects of x(γ )-ray transforma-
tion to ultraviolet/visible photons will be explained and

practical scintillation parameters will be listed, which
will aid in the quantitative evaluation of candidate ma-
terials. Preparation techniques, occurrence of defects,
and their role will be discussed. Finally, experimen-
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tal techniques suitable for correlated characterization of
physical phenomena in scintillators will be described.

50.1.1 Historical Aspects

In November 1895 Wilhelm Conrad Röntgen noticed
the glow of a barium platinocyanide screen placed
next to his operating discharge tube, thus discover-
ing a new invisible and penetrating radiation [50.1, 2],
named x-rays in English or Röntgen radiation in some
other languages. For x-ray registration, simple pho-
tographic film was found to be rather inefficient and
the search for materials able to convert x-to-visible
started immediately in order to couple with sensitive
photographic-film-based detectors. Pupin introduced
CaWO4 powder, which was used for this purpose for
more than 75 years. Together with ZnS-based pow-
ders introduced later by Crookes and Regener, CaWO4
powder is the oldest phosphor material employed for
detection of x-rays.

In early 1896, the natural radioactivity (sponta-
neously released high-energy radiation) of uranium was
discovered by Henri Becquerel [50.3] and followed
by pioneering works of Marie Curie Sklodowska and
her husband Pierre Curie, which led to the discov-
ery of the strongly radioactive elements polonium and
radium [50.4, 5]. This kind of radiation is commonly
named gamma rays and its energy is higher than the
above-mentioned x-rays. Among the various methods
for the detection of gamma radiation, scintillator-based
detectors have been widely employed. It is also inter-
esting to note that, in 1897, the cathode ray tube was
invented by Braun, in which the energy of an accel-
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Fig. 50.1 Sketch of the scintillator principle and a timeline of
single-crystal scintillators

erated electron beam is converted into visible light (in
a process called cathodoluminescence) by a phosphor
material. The mechanism of this conversion is quite
similar [50.6] to that functioning in the case of x-ray
conversion. Thus, at the end of the 19th century, two en-
ergetic (photon and particle) radiations were available,
together with gamma rays generated by natural radioac-
tive elements. Their enormous application potential was
realized especially during World War I, which stim-
ulated the development of phosphor and scintillator
materials necessary for their practical exploitation.

The history of single-crystal scintillators begins in
the late 1940s with the introduction of NaI:Tl and CsI:Tl
scintillators by Hofstadter [50.7, 8]. Since that time
a number of material systems have been reported, see
Fig. 50.1 and [50.9] for an overview. The above two
materials and Bi4Ge3O12 (BGO), introduced by Weber
and Monchamp [50.10], became widespread scintilla-
tor materials and are often used as standard samples
to evaluate newly developed materials. Within the last
15 years there has been considerable activity in this
field, triggered mainly by the needs of high-energy
physics and advanced imaging applications in science,
medicine, and industry. This has led to a considerable
number of articles in the literature dealing mostly with
Ce3+-doped materials, due to the fast decay time of the
5d–4f radiative transition of the Ce3+ center (typically
20–60 ns) and its high quantum efficiency (close to 1)
at room temperature (RT). For reviews see [50.11, 12].

Due to the great practical importance and relatively
long history of this field, there already exists a large
amount of published information on the topic. Let us
mention the superb recent survey of luminescent ma-
terials by Blasse and Grabmaier [50.13], the overview
of methodology in use in the radiation measurement
by Knoll [50.14], the monograph devoted to scintillator
materials from Rodnyi [50.15], and the useful phosphor
handbook written by Shionoya and Yen [50.16]. Numer-
ous featured review papers on phosphor and scintillator
materials and their applications exist in the scientific
literature as well, for instance [50.17–22].

50.1.2 Fundamentals

Wide-bandgap materials are employed for transfor-
mation of the x(γ )-ray to ultraviolet/visible photons;
see the sketch in Fig. 50.1. Consistent phenomenolog-
ical descriptions of the scintillation conversion process,
efficiency criteria, etc., were developed already in
the 1970s [50.23] and later further refined [50.24].
Scintillation conversion is a relatively complicated pro-
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Fig. 50.2 Sketch of scintillator conversion of a high-
energy (HE) photon

cess, which can be divided into three consecutive
subprocesses: conversion, transport, and luminescence
(Fig. 50.2). During the initial conversion a multistep in-
teraction of a high-energy photon with the lattice of the
scintillator material occurs through the photoelectric ef-
fect, Compton scattering effect, and pair production; for
photon energies below 100 keV the first of these is of
major importance. Many electron–hole pairs are created
and thermalized in the conduction and valence bands,
respectively. This first stage is concluded within less
than 1 ps. More detailed considerations about the con-
version processes have been published in [50.25, 26].
In the transport process electrons and holes (eventually
created excitons) migrate through the material, repeated
trapping at defects may occur, energy losses are prob-
able due to nonradiative recombinations, etc. Consider-
able delay in the migration can be introduced due to this
charge-carrier recapture at trapping levels in the mater-
ial forbidden gap. This stage is the least predictable, as
point defects, flaws, surfaces, and interfaces can intro-
duce energy levels into the forbidden gap and strongly
modify/degrade otherwise high intrinsic scintillation
performance. These phenomena are strongly dependent
upon manufacturing technology [50.27]. During the
final stage, luminescence consists of consecutive trap-
ping of the electron and hole at the luminescent center
and their radiative recombination. Nonradiative energy
transfer towards the emission center via exciton-based
state is also possible. In a particular group of mater-

ials the light generation occurs in radiative transitions
between the valence and first core bands (sketched in
Fig. 50.2); these are so-called cross-luminescence scin-
tillators [50.15]. The latter mechanism enables very fast,
even subnanosecond, scintillation response, which is,
however, usually accompanied by much slower exciton-
related luminescence. This phenomenon is reported in
the literature mainly for BaF2 and other halide single
crystals [50.28]. The physics of luminescent centers is
usually well understood due to advanced experimental
methods available for their selective and time-resolved
study; see, e.g., [50.13, 14].

50.1.3 Material Characteristics

As mentioned above, in the early days of x-ray us-
age, just phosphor powders in the form of thin screens
were employed for their registration, coupled together
with a photographic film [50.17]. Later, due to the
need to additionally detect and monitor higher-energy
x- or γ -rays, scintillator materials were introduced in
the form of single crystals (Fig. 50.1).

Despite the fact that the underlying physics is iden-
tical, scientific communities working on phosphors and
scintillators have been partially separated, mainly due
to the different demands of related applications and dif-
ferent preparation technologies employed [50.16–18].
Commonly, materials are called phosphors when used
in applications using photon-integrating (steady-state)
mode detection, while scintillators are employed in
the (x- or γ -ray) photon-counting regime. Today, the
separation between phosphor (powders) and scintil-
lator (solid state) materials is somewhat diminished
as some materials are used in both detection modes,
in powder, bulk or other forms, depending on the
application [50.21].

Scintillation Parameters
In the case of scintillators, x(γ )-ray photon counting
consists of accumulating the generated light arriving
soon after the initial conversion stage is accomplished
(Fig. 50.2), as the scintillator works as a high-energy
photon counter. Strongly delayed light, e.g., due to
retrapping processes mentioned above cannot be tech-
nically exploited in the counting mode. Also x(γ )-ray
photons of different energy should be resolved for some
applications. The most important characteristics of scin-
tillation materials for detectors are as follows:

1. Light yield (LY)
2. X(γ )-ray stopping power
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3. Scintillation response – decay time
4. Spectral matching between the scintillator emission

spectrum and photodetector
5. Chemical stability and radiation resistance
6. Linearity of light response with the incident x(γ )-

ray photon energy – energy resolution.

The overall scintillation efficiency of x(γ )-ray-
to-light conversion is determined by both intrinsic
and extrinsic material characteristics. The number of
UV/visible photons Nph produced in the scintillation
conversion per energy E of incoming x(γ )-ray photon
can be expressed as [50.23–25]

Nph = [
E/(βEg)

]
SQ , (50.1)

where Eg represents the forbidden gap of the material,
S and Q are the quantum efficiencies of the transport
and luminescence stages, respectively, and β is a phe-
nomenological parameter which is typically found to be
2–3 for most materials. The relative efficiency can then
be obtained as

η = Evis Nph/E , (50.2)

where Evis is the energy of generated UV/vis pho-
tons. The most efficient material among the phosphors
and scintillators today is ZnS:Ag with η ≈ 0.2. If we
consider that the bandgap of the scintillator materials
discussed herein is higher than that of ZnS (≈ 3 eV),
then even more efficient materials could be found within
those with yet narrower bandgap.

The LY of a scintillator is always an inferior value in
terms of (50.1) as it represents the fraction of generated
visible photons that arrived at the photodetector within
a certain time gate after the high-energy photon absorp-
tion; typical values of such a time gate are in practice
set between 100 ns and 10 μs.

The x(γ )-ray stopping power (attenuation coeffi-
cient) for a material of given thickness depends on its
density ρ and its effective atomic number Zeff (for the
calculation of Zeff; see, e.g., [50.18]). Considering only
interaction through the photoelectric effect, the stopping
power is proportional to ρZ3−4

eff [50.20].
The kinetics of the light response of a scintillator

are governed by the characteristics of the transport and
luminescence stages in Fig. 50.2, as they are far slower
than the initial conversion. The decay rate of the lumi-
nescence center itself is defined by its transition dipole
moment from the excited to ground state and can be fur-
ther enhanced by additional nonradiative quenching or
energy transfer processes away from the excited state.
Such quenching or energy transfer, however, results in

the decrease of parameter Q in (50.1), and the over-
all conversion efficiency is also decreased. In the most
simple case of exponential decay, the emission intensity
I (t) is

I (t) ≈ exp(−t/τ) , (50.3)

where τ is the decay time. While decay times of the
parity and/or spin-forbidden transitions for most rare-
earth ions are typically of the order of several tens of
μs up to ms, in the case of allowed 5d–4f transitions of
Ce3+ and Pr3+ the values scale down to tens of nanosec-
onds, and fully allowed singlet–singlet transition in
organic molecules is still about ten times faster [50.29].
The fastest emission transitions are offered by the
radiative decay of Wannier excitons in direct-gap semi-
conductors, where subnanosecond values have been
reported for compounds such as ZnO, CuX, CsPbX3
(X = Cl, Br), PbI2, and HgI2 [50.30]. The emission
rate is enabled by the coherent nature of the exci-
ton state spread over a (large) number of elementary
cells [50.31]. However, a serious disadvantage of the
latter group of materials is the lower binding energy
of their excitonic state, which results in partial ioniza-
tion and consequently quenching of the exciton-related
emission at RT. In bulk materials, further efficiency de-
crease follows from the small Stokes shift, which leads
to noticeable reabsorption losses [50.32].

Due to the aforementioned retrapping processes
during the transport stage sketched in Fig. 50.2, the
light emission response of a material under high-energy
excitation is often further complicated by slower non-
exponential components. These processes are currently
quantified by the afterglow (sometimes called a persis-
tence), which is defined like a residual light intensity at
some time (from a few ms to min) after the excitation
is cut off [50.27]. The delayed radiative recombination
will contribute to slow scintillator response, lower LY
values, and worse signal-to-background ratio [50.33].
In some studies, a parameter α has been introduced to
provide a comparative measure for the occurrence of de-
layed radiative recombination within tens to hundreds
of μs. Due to the repetitive nature of the measurement,
they are reflected in the signal level before the rising
edge of the decay curve [50.33, 34], as illustrated in
Fig. 50.3. In practical evaluation of both phosphors and
scintillators, sometimes simple 1/e or 1/10 decay times
are provided, which are defined as the time when the
light intensity decreases to 1/e or 1/10 of its initial
intensity after a flash excitation, or the so-called mean
decay time can be calculated [50.22].
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Fig. 50.3 Spectrally unresolved scintillation decay of un-
doped PbWO4, fitted by three exponential functions, I (t),
convoluted with the instrumental response (solid line). The
true background level is displayed as well. Background en-
hancement in the repetitive decay measurement is reflected
in ISS, the superslow decay component amplitude which
comes from preceding excitations and is evaluated using
the coefficient α

Spectral matching between the scintillator emission
band and the photodetector spectral sensitivity depen-
dence is an obvious requirement. Classical criteria were
defined some time ago as near-UV/blue emission is
optimum for a photomultiplier detector, while for a pho-
todiode the green–red spectral region was considered
best. In recent years enormous development of semi-
conductor photodetectors has occurred and the latest
generation of back-illuminated charge-coupled devices
(CCDs) show enhanced sensitivity down to 200 nm.

Chemical stability concerns mainly the hygroscop-
icity of materials, which in some cases severely limits
their long-time operation in the open air (NaI:Tl,
CsI:Na, and LaX3:Ce with X = Cl, Br).

Radiation resistance of materials regards mainly
the performance changes and instabilities due to the
induced absorption resulting from material irradiation
and creation of color centers. It is a matter of con-
cern mainly in bulk scintillation materials [50.22]. In
the case of overlap between induced absorption and the
emission spectrum, reabsorption losses occur with re-
sulting loss of overall efficiency and LY. An example
of this behavior is shown in Fig. 50.4. While this pa-
rameter has been considered mainly in research into
scintillators for high-energy physics, it should be noted
that it has importance also in several medical imaging
techniques [50.20] and in the case of industrial flaw de-
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Fig. 50.4 Absorption spectra of 2 cm-thick YAlO3:Ce3+
single crystal before and after γ -ray irradiation (60Co,
500 Gy dose) at RT. Overlap of the irradiation-induced
absorption with luminescence spectrum of the material is
demonstrated

tection or synchrotron beam diagnostics applications as
well.

The linearity of light response with incident x(γ )-
ray photon energy in scintillators can be monitored
through the dependence of LY on the incident pho-
ton energy. The value for LY is energy dependent,
partly due to abrupt changes of the attenuation co-
efficient around the K and L edges of the elements
constituting the compound, but also due to the nonequal
conversion efficiency of the photoelectric and Comp-
ton scattering effects, which become progressively more
important with increasing energy of incoming x(γ )-
rays. As a result the energy resolution of a scintillator
material is degraded with respect to the intrinsic limits
based purely on statistical grounds [50.35].

The methodology of radiation detection is described
in [50.14]. To quantify the characteristics and param-
eters described above, the set of usually used routine
methods is described in [50.21].

Preparation Technology and Material Defects
Single-crystal scintillators are readily manufactured us-
ing crystal growth from the melt, i. e., by Czochralski,
Bridgman or similar techniques. Though such tech-
niques are well established and large crystals can be
grown [50.36], point or extended defects are present
in these artificial materials and often limit their perfor-
mance. In recent years, the micropulling down growth
technique has become frequently reported in the liter-
ature [50.37]. Enabling synthesis of circular or shaped
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a) a)

Fig. 50.5a,b Single crystal with square rod shape grown
by the micropulling-down method: (a) sapphire single
crystals and (b) LuAG single crystal (after [50.38])

single-crystal fibers of diameter up to several millime-
ters (Fig. 50.5) grown from the melt and of very good
structural quality, this is a fast and economic research
tool in the search for new scintillator materials [50.38]
or in producing device-size crystal elements without the
need for extensive cutting and polishing procedures.

The transport stage of scintillator conversion
(sketched in Fig. 50.2) was mentioned as a critical and
unpredictable period, during which the material per-
formance can be degraded due to defects and flaws
arising in the manufacturing process. In all mater-
ials, intrinsic point defects arise (e.g., cation and anion
vacancies, interstitial atoms) as a result of general ther-
modynamic conditions and are further accompanied by
extrinsic point (accidental impurities) or extended (dis-
locations, grain and domain interfaces) defects. In many
cases, such defects introduce energy levels in the for-
bidden gap, which can be involved in the capture of
migrating charge carriers. In the process of material
optimization it is necessary to diminish or deactivate
such defects to increase the material performance to
its intrinsic/theoretical limit. In the case of accidental
impurities or extended structural defects, the solution
consists of material purification and optimization of the
technological process to improve material purity and
structure. However, in case of intrinsic defects, alterna-
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Fig. 50.6 Sketch of the TSL process

tive solutions are pursued such as codoping the material
by aliovalent ion(s) that do not participate in the en-
ergy transfer and storage processes. Due to the different
charge state of the dopant ion (with respect to the origi-
nal substituted lattice ion) the Coulombic equilibrium of
the lattice is changed and this usually induces changes
in the concentration of intrinsic point defects. Examples
are the optimization of PbWO4 by doping or codoping
with trivalent ions at the Pb2+ site [50.22], the codoping
with Zr4+ in YAlO3:Ce [50.39] or the recent discov-
ery of positive influence of Eu2+ codoping in CsI:Tl to
reduce its afterglow [50.40].

50.1.4 Characterization Methods

To understand the relation between material defects and
the occurrence of traps in the material forbidden gap,
their involvement in energy capture and storage, and in-
terconnection with the production technology, a set of
specific characterization methods must be used in close
coordination with the manufacturing technology. Cor-
related experiments using time-resolved luminescence
spectroscopy, wavelength-resolved thermally stimu-
lated luminescence, and electron spin resonance in an
extended temperature interval (10–300 K at least) are
very powerful tools for this purpose.

Time-resolved UV/visible emission spectroscopy
enables detailed understanding of the luminescence
center itself, its intracenter transitions, and eventual
nonradiative quenching pathways [50.13, 41]. At the
same time its interconnection with the host lattice
environment via energy transfer processes can be
monitored. Selective pulse excitation in the vacuum ul-
traviolet (VUV)/UV/visible spectral region completed
with x-ray or single-photon gamma-ray excitations is
used for this purpose.

Thermally stimulated luminescence (TSL) or ther-
moluminescence allows the study of point defects
giving rise to localized energy levels (traps) in a mater-
ial forbidden gap. A TSL measurement is a two-stage
process, which involves at least one electron trap and
one hole trap. A highly simplified scheme is proposed
in Fig. 50.6; see [50.42, 43] for a systematic description
of these phenomena and measurement schemes. Dur-
ing irradiation at a given temperature (RT or cryogenic)
free carriers are trapped at electron or hole centers.
A subsequent heating cycle allows the carriers in shal-
low traps to be released and to recombine radiatively
with carriers of the opposite sign stably localized at re-
combination centers. In the example scheme illustrated,
electron traps are emptied while hole traps act as re-
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combination centers. The emitted light as a function of
temperature (glow curve) displays a peak at a character-
istic temperature related to the trap structure. If, before
recombination, electrons are transferred to the conduc-
tion band, a thermally stimulated conductivity (TSC)
signal can also be measured. In the simplest first-order
kinetics model [50.42, 43] the intensity I (t) of emitted
photons is

I (T ) = sn0 exp

(
− ET

kBT

)

× exp

⎡
⎢⎣− s

β

T∫
T0

exp

(
− ET

kBT ′ dT
′
)⎤
⎥⎦ , (50.4)

where n0 (cm−3) is the number of traps filled by irradi-
ation, s (s−1) is a frequency factor, β is the heating rate,
and ET (eV) is the trap depth. In the same simplified
model, if instead of being heated the sample is held at
a constant temperature after irradiation, the mean time
spent by carriers in the trap before recombination is

τ = 1

s
exp

(
ET

kBT

)
. (50.5)

This time governs the phosphorescence which can be
spontaneously emitted at constant temperature. Accord-
ing to trap parameters, τ can vary in a very wide interval
from ns–μs to hundreds or thousands of years. In suit-
able cases a detailed analysis of (50.4) or of more
general ones by numerical methods [50.42, 43] results
in the determination of the trap parameters (ET, s). The
mean time τ at RT can thus be evaluated, allowing di-
rect comparison with slow components in time-resolved
scintillation measurements or correlation with LY. Spa-
tial correlation between traps and recombination centers
can also sometimes be elucidated. Moreover, more de-
tailed information can be obtained by measuring the
wavelength spectrum of the emitted light (see the ex-
ample in Fig. 50.6). So, whereas temperature resolution
can separate different trapping processes, measurement
of the TSL emission spectrum can evidence differ-
ent recombination processes when several centers act
simultaneously.

The nature and local structure of the defects, traps,
and recombination centers mentioned above can be
studied in a detailed manner by electron spin reso-
nance (ESR) and related methods such as electron
nuclear double resonance (ENDOR) and optically de-
tected magnetic resonance (ODMR) [50.44, 45]. All
of these methods are so-called local methods and ex-
ploit the interaction of the magnetic moment of the
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due to 207Pb isotope
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Py

Pz

B0 = 0

Δ ≈ 23 000 cm–1

hυ
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B0 ≠ 0

Pb+ (6p1)

Fig. 50.7 ESR measurement principle

unpaired electron(s) or hole(s) and of the nuclei in
a defect with each other and with external magnetic
fields.

In a magnetic resonance experiment, the position
of the resonance lines reflects both local symmetry
and degree of lattice distortion around paramagnetic
particle. In addition, the electron–nuclear interaction
can give direct evidence for the nuclear (thus also the
chemical) species coupled to the paramagnetic particle.
This can be illustrated in Fig. 50.7 with an example re-
lated to the Pb+ center in a PbWO4 crystal [50.46]
where an electron is localized at the Pb+ pz orbital
around an oxygen vacancy. With the application of an
external magnetic field B0 the lowest energy level of
Pb+ splits nearly linearly with field strength. The mi-
crowave energy is absorbed by the sample when the
frequency of the irradiation is in resonance with the
energy splitting. For lead ions with nonzero nuclear
spin there is an additional splitting of the energy levels
(hyperfine splitting) due to the interaction of electron
and nuclear magnetic moments, which gives rise to
low-intensity satellites around the main resonance. De-
tection of hyperfine satellites in many cases allows
unambiguous determination of the local structure of
defects.

In favorable cases one can thus gain the following
information from ESR experiments:

1. Symmetry of a defect
2. Concentration of defects
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3. Identification of nuclei (atoms) constituting a defect
4. Charge state of paramagnetic ion(s) involved
5. Change of defect charge state under external influ-

ences (irradiation, temperature, etc.)
6. Dynamic properties of a defect, e.g., decay or

growth of the concentration of defects after the ir-
radiation is switched on (off).

The last item allows the direct determination of the
energy of the local electronic level of a defect cre-
ated by irradiation and thus can be correlated with TSL
characteristics.

Further refinement of the electronic structure of ab-
sorption or luminescence centers can be obtained using
the technique of optically detected ESR via magnetic
circular dichroism (MCD) [50.45]. This technique pro-
vides a direct correlation between ESR and MCD by
the tagged MCD method, when one keeps the magnetic
field constant on one of the resonance positions and
changes the wavelength at which the optical absorption
or luminescence is detected. Therefore, ODMR offers
the most compelling interrelation between atomic-scale
defects and the related optical absorption or lumines-
cence bands.

50.2 Scintillation Materials

Due to the wide variety of applications, about 20 can-
didate scintillator systems have been systematically
studied, their manufacturing industrialized, and most
of them also successfully commercialized to be used
in scintillation detectors (Fig. 50.1). Parameters of se-
lected materials are given in Table 50.1. In this section,
an overview of several material systems introduced
and/or intensively researched and optimized within the
last 10–15 years will be given. Specifically, manu-
facturing technology aspects will be mentioned and
essential luminescence characteristics will be described
together with the materials’ scintillation performance.
Further emphasis will be placed on the description of
point defects, which are typical for each material group,
and to their role in the processes of energy transfer and

Table 50.1 Survey of characteristics of selected single-crystal scintillators (for those based on rare-earth halides, see
Table 50.2). Light yield values are spectrally corrected

Crystal Density Light yield Dominant scint. Emission ΔE/E
(g/cm3) (phot/MeV) decay time (ns) maximum (nm) at 662 keV (%)

CsI:Tl 4.51 61 000 800 550 6.6

NaI:Tl 3.67 41 000 230 410 5.6

BaF2 (only crosslumin.) 4.88 1500 0.6–0.8 180–220 7.7

Bi4Ge3O12 7.1 8600 300 480 9.0

PbWO4 8.28 300 3 410 30–40

CdWO4 7.9 20 000 5000 495 6.8

YAlO3 : Ce 5.6 21 000 20–30 360 4.6

LuAlO3 : Ce 8.34 12 000 18 365 8–10

Y3Al5O12 : Ce 4.56 24 000 90–120 550 7.3

Lu3Al5O12 : Ce 6.67 12 500 55 530 11

Lu3Al5O12 : Pr 6.67 19 000 20 308 5–6

Gd2SiO5 : Ce 6.7 12 500 60 420 7.8

Lu2SiO5 : Ce 7.4 26 000 35 390 7.9

capture in a scintillator. Correlated use of several ex-
perimental techniques and well-defined samples is vital
to gain necessary insight into the underlying complex
physical phenomena at the atomistic level. The opti-
mization of scintillation materials toward their intrinsic
limits can then be guided by knowledge gained about
the limitations in the scintillator conversion and their
relation to the manufacturing technology.

50.2.1 Lead Tungstate (PbWO4)
Single Crystals

Single crystals of PbWO4 (PWO) were the subject of
increased interest for scintillation detection in the early
1990s because of their potential use in electromag-
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netic calorimeters – the inner parts of huge detectors
used in high-energy physics accelerators. The essen-
tial luminescence characteristics of PWO had already
been studied by the 1970s [50.47–49] and the growth
of tungstate and molybdate single-crystal systems was
also reported in the literature [50.50]. However, the
first systematic scintillation-oriented reports appeared
in 1992 [50.51, 52], showing the favorable characteris-
tics of PWO for the above-mentioned applications.

PWO melts congruently at 1123 ◦C. It shows an ex-
ceptionally high density (8.28 g/cm3) when compared
with other scintillators. It exists in several structural
modifications, but only the scheelite structure character-
ized by the tetragonal space group I41/a or C4h can be
obtained using the high-temperature melt-based meth-
ods. Both Czochralski [50.53] and Bridgman [50.54]
methods have been widely employed, and industrial
size crystals up to about 30 cm length and 7–10 cm
diameter were grown [50.55, 56]. The stoichiometry of
the melt [50.57, 58], atmosphere of the growth, and
postgrowth annealing [50.59] were widely studied to
optimize the scintillation performance. Once the growth
process was optimized, the doping of PbWO4 by se-
lected trivalent ions was employed as another efficient
tool to further increase the figure of merit of this scintil-
lator. See [50.22, 55, 56] for reviews of reported results.

It is well established that the PWO emission spec-
trum consists of two dominant components. The blue
component, peaking at ≈ 420 nm (2.9 eV), was as-
cribed to the regular lattice center, namely the (WO4)2−
group [50.47,48], and identified later as the self-trapped
exciton (STE). At higher temperatures, however, this
component originates from various localized exciton
states, because the STE is thermally disintegrated
around 150 K [50.60, 61]. The green component, peak-
ing at 480–520 nm (≈ 2.5 eV), was ascribed to a defect
center (WO3) [50.49]. Moreover, a Mo impurity (i. e.,
the (MoO4)2− group) was also found to give rise to an
emission component at 520 nm [50.62,63]. Temperature
dependencies and temporal characteristics of these two
green emissions were studied in detail and compared in
a number of different PWO crystals [50.64]. Photolu-
minescence of PWO is heavily quenched at RT; this is
the reason why its scintillation response is dominated
by a decay time of a few ns only and its LY is very low
(Table 50.1).

The decay kinetics of the blue and green emis-
sion components has been reported already in [50.47,
48]. Very slow nonexponential components have been
observed in the 10−6 –10−4 s time scale even under
selective excitation within the lowest absorption peak

of PWO above 180 K [50.65, 66], or in the scintilla-
tion decays excited by the 511 keV photons of 22Na
radioisotope [50.34,67]. The thermally induced decom-
position of the STE and excited green emission centers
above 150 and 200 K, respectively [50.61, 68], estab-
lishes an intrinsic equilibrium between the localized and
free electron–hole states at higher temperatures. This
explains the coexistence of the first- and second-order
decay mechanisms due to the prompt and delayed ra-
diative recombination processes, respectively, observed
clearly in the decay at RT [50.66] (Fig. 50.8). Un-
desirable slowing of the luminescence response was
observed especially in PWO samples containing the
WO3 green emission centers [50.64].

Because of the mentioned thermal disintegration of
the excited emission centers, any shallow trap states
in the PWO lattice taking part in carrier capture
processes become important. They modify the mi-
gration characteristics of free charge carriers through
retrapping. Consequently, the speed of their delayed ra-
diation recombination is altered. Monitoring such trap
states by TSL measurements was reported some time
ago [50.69], and more recent measurements confirm
the rather rich variety of such shallow trap states in
the PWO lattice [50.66, 70, 71], which are strongly
dependent upon synthesis route. Simultaneous use of
TSL and ESR experiments was applied efficiently to
gain understanding about the nature of traps and details
about the energy storage in PWO lattice. Specifically,
electron self-trapping at the (WO4)2− complex anion
was revealed by ESR [50.72]. The related paramag-
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Fig. 50.8 Photoluminescence decay kinetics at RT of Mo-
doped (160 ppm) PWO. λex = 308 nm (XeCl excimer
laser)
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Fig. 50.9 Temperature dependence of ESR (dashed line) and TSL
(solid line) signals related to (WO4)3−, Pb+-VO, and (WO3)−-A+
electron centers. In the inset the TSL emission spectra within the
given temperature intervals are shown

netic (WO4)3− center can survive up to about 50 K
and its thermal disintegration is accompanied by a TSL
peak (Fig. 50.9) [50.73]. In undoped PbWO4, a frac-
tion of released electrons is stored in deeper Pb+-VO
traps [50.46, 74, 75], i. e., at the Pb+ p-orbital around
an isolated oxygen vacancy VO, creating an F+ cen-
ter. This center is stable up to about 190 K and during
its thermal disintegration again a TSL peak appears
(Fig. 50.9). Similar to the situation at ≈ 50 K, a fraction
of the released electrons are stored at still deeper traps,
namely the oxygen-deficient (WO3)−-A+ complex (A+
is a monovalent impurity or possibly a cation vacancy at
a Pb position). Thermal destruction of this center occurs
around 320–330 K and is again accompanied by a TSL
peak [50.76]. It is worth noting that TSL emission spec-
tra of the peaks at ≈ 50, 190, and 320 K show maxima
at different energies (inset of Fig. 50.9), pointing to the
existence of three different hole traps. However, no de-
tailed information about them could be obtained since
no related hole centers have been detected by ESR thus
far.

A significant change in the concentration of TSL-
monitored trapping states was observed in PWO
samples doped with large and stable trivalent A3+
ions (A3+ = La3+, Y3+, Lu3+, and Gd3+) [50.77–79].
Similar effects were obtained by using any of these
dopants. Traps and related TSL peaks above 150 K were
practically eliminated. La doping completely removes
electron traps associated with oxygen vacancies and

stabilizes the self-trapped electron in its vicinity up to
about 90–100 K [50.80]. New insight into the effect
of La doping was recently gained in the study of dou-
bly doped PbWO4:Mo,La [50.81]. The Mo6+ ion is
an efficient electron trap and the resulting (MoO4)3−
center is stable up to about 240–250 K [50.82]. Codop-
ing with La resulted in a considerable increase of
(MoO4)3− center concentration, which was detected
even without prior irradiation of the samples. Moreover,
electrical conductivity above RT appeared and is gov-
erned by the same activation energy as that obtained
from thermally induced disintegration of the (MoO4)3−
center. From these measurements, it was concluded
that La3+ at Pb2+ sites introduces free electrons in the
PbWO4 conduction band, i. e., La3+ behaves as a donor
impurity in a semiconductor. At the same time, a no-
ticeable decrease of TSL signal related to (MoO4)3−
thermal disintegration around 240–250 K was found in
doubly doped PbWO4:Mo,Y [50.83]. To explain the in-
crease of electron centers observed by ESR and the
decrease of related TSL signal in trivalent-ion-codoped
PbWO4:Mo, the suppression of related hole traps must
be considered. Hence, the effect of trivalent-ion dop-
ing has been understood, consisting of simultaneous
suppression of oxygen vacancies and some of the hole
traps. Furthermore, free excess electrons generated in
the conduction band can fill electron traps of any kind.
Such effects lower the capacity of the PbWO4 lattice
to trap and store generated charge carriers after x- or
γ -irradiation. Consistently, the faster scintillation and
photoluminescence decays are obtained [50.77, 84] and
also the transmission [50.77, 84] and especially radia-
tion resistance [50.78, 85] characteristics are noticeably
improved (Fig. 50.10). Theoretical calculations estab-
lished the energy levels of the defects based especially
on vacancies and clarified further the effect of the La
doping [50.86]. They are consistent with the experimen-
tal findings with the exception of the Pb+-VO center,
which was not found in the calculations.

For heavily A3+-doped samples (above a few hun-
dred molar ppm in the crystal), a decrease of LY was
observed; this was explained by the possible creation
of new nonradiative recombination traps related to La
dimers/small aggregates [50.77]. Surprisingly, a very
large concentration of trivalent ions could be accom-
modated in the PWO structure (even more than 10% of
La) without significant loss of transmittance or radia-
tion hardness. Due to extremely low LY, such heavily
A3+-doped PWO-based scintillators were proposed as
a Cherenkov radiator [50.87]. Coulombic compensation
of the excess charge of trivalent ions in such samples
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was proposed as a self-compensation process in which
a part of the La ions can reside at the W site [50.88].
Introduction of an interstitial oxygen was considered
by the same authors as well [50.89]. Recent theoretical
calculations favor the latter possibility [50.90].

Radiation damage processes and the nature of re-
lated defects were of special interest, because the
resulting loss of transmission, instability of LY or even
induced changes in the scintillation mechanism can
strictly limit the applicability of PWO as a scintillator
material in the severe radiation environments of planned
detectors. Related deep traps must be stable enough
at RT so that they are reflected in TSL glow curves
above RT [50.91]. An attempt was made to decompose
the induced absorption spectrum (inset of Fig. 50.10,
curve a) into a sum of Gaussians, which should be-
long to particular color centers [50.91]. Based on
correlated decomposition of irradiation-induced, high-
temperature-annealing-induced, and as-grown undoped
PWO absorption spectra, four bands were identified,
peaking at 3.5, 2.9, 2.4, and 1.8 eV. Two components
were found to contribute to the 3.5 eV band [50.92].
Ascription of these and other bands, extracted from
absorption spectra, was attempted by several research
groups [50.90–95]. However, none of these sugges-
tions was supported by more conclusive methods such
as ESR. An interesting suggestion about the physical
origin of coloration of PbWO4 was recently formu-
lated [50.96], taking into account the variation of
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Fig. 50.10 Initial transmission and irradiation (60Co ra-
dioisotope, 10 Gy dose) induced absorption of equivalently
grown undoped (a) and La-doped (b) PbWO4 single crys-
tals (after [50.78])

tungsten valence in oxygen-deficient clusters, which
can be created or destroyed by an appropriate post-
growth annealing. In general, deep traps associated with
radiation-damage-induced defects are expected to be
rather complex, taking into account that the (WO3)−-
A+ electron trap responsible for the 300–330 K TSL
peaks includes an oxygen vacancy and another defect
nearby [50.76].

Recently, an effort has been made to increase the
LY of PbWO4 [50.97], which could allow its applica-
tion outside of high-energy physics. Such a possibility
is worth attempting since the thermal quenching of
PbWO4 emission is not due to intracenter quenching,
but rather due to a nonradiative electron–hole recom-
bination over the material bandgap [50.68] or around
other defects [50.60]. If such thermally released elec-
trons and holes can be efficiently and quickly radiatively
recombined at an additional center, integral scintil-
lation efficiency would rise. Doubly doped crystals
(Mo, A3+) were reported, in which the LY value was
increased about 3–4 times with respect to undoped ma-
terial, while scintillation response was kept reasonably
fast [50.98–100]. The effect of PbWO4 nonstoichiom-
etry on the LY value was studied as well [50.101].
Recently, another strategy was introduced, namely fluo-
rine doping [50.102]. A common problem in all of these
studies is that additional emission centers frequently
give rise to additional shallow traps, which delay ra-
diative recombination and keep the LY below ≈ 10% of
BGO even if the integral scintillation efficiency could be
increased up to a level comparable to BGO, i. e., about
25 times that of undoped PbWO4 [50.103].

50.2.2 Aluminum Perovskite XAlO3:Ce
(X = Y, Lu, Y/Lu)-Based Scintillators

Ce doping has provided scintillators with the highest
figure of merit in this group of materials so far. Fast and
efficient luminescence and scintillation is achieved due
to the parity- and spin-allowed 5d–4f transition of Ce3+,
which gives rise to the emission band at 360–370 nm
(Fig. 50.11). Moreover, it is free from thermally in-
duced nonradiative quenching at least up to 500 K.
Luminescence of YAlO3:Ce (YAP:Ce) was reported by
Weber [50.104] and favorable properties of this mater-
ial for scintillation applications were described later by
Takeda et al. [50.105] and Autrata et al. [50.106]. A re-
view paper devoted also to this group of scintillation
materials has been published recently [50.22, 107].

Yttrium aluminate YAlO3 has an orthorhombically
distorted perovskite structure with space group Pbnm.
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Fig. 50.11 Normalized radioluminescence spectra of doped
YAlO3 (see the legend) at RT

Crystals are grown from nonstoichiometric melt at tem-
peratures of 1835–1875 ◦C [50.108], in which the 1 : 1
melt composition (Y2O3:Al2O3) is stable. In the case
of LuAP this temperature region is shifted up by about
80 K. The nearly congruent growth of aluminum per-
ovskites from high-temperature melt is further troubled
by twin formation [50.109, 110]. Presence of light scat-
tering centers was also reported [50.111]. The growth
process is usually performed in Ar, Ar + H2 or N2
atmospheres or even under vacuum [50.108–112]. Op-
timized YAP:Ce single crystals with Ce concentration
up to 0.6 at.% in the crystal can be grown in boules up
to about ∅ 5 cm × 15 cm in length in CRYTUR Ltd.,
Turnov, Czech Republic (Fig. 50.12). The boules of

Fig. 50.12 Zr-codoped YAP:Ce single crystal (45 mm
diameter and 125 mm length)

LuAP:Ce grown by the Bridgman method [50.113] ap-
proach dimensions of about ∅1.2 cm × 6 cm in length
with similar Ce concentrations. Due to the difficul-
ties associated with the growth of pure LuAP single
crystals (instability of perovskite phase and frequent
appearance of the garnet one), attempts were made to
grow mixed Y1−xLuxAP:Ce crystals (x ≤ 0.3) [50.114].
Mixed Y1−xLuxAP:Ce (0.15 ≤ x ≤ 0.8) crystals were
grown also by vertical Bridgman method [50.115].
Mixed (Y/Lu)AP:Ce crystal growths, x = 0.6–0.7, us-
ing Czochralski method, have been already mastered by
a few industrial producers [50.116].

Five bands in the 180–300 nm region were clearly
distinguished in the excitation spectrum [50.117] of
the 370 nm emission of Ce3+, in good agreement with
the expected splitting of the 5d Ce3+ excited-state
level due to the low Y3+ site symmetry. The 370 nm
emission band shows a single-exponential fast pho-
toluminescence decay (about 17 ns decay time) and
slightly slower scintillation decay governed by decay
time between 22 and 38 ns followed by a minor slow
component of a few hundred ns [50.118,119]. The latter
component can be explained by delayed recombination
of charge carriers at Ce3+ centers (similar to the recom-
bination decay components in PbWO4). The scintilla-
tion response of pure LuAP:Ce is dominated (≈ 80%
of the overall intensity) by the fast decay component of
about 17–19 ns, and the rest of the intensity is released
with a decay time of 160–180 ns. In the case of Lu-rich
mixed (x = 0.65–0.7) crystals, the intensity of the fast
component is lowered considerably (40–54%) and ac-
cordingly the second slower component of about 190 ns
decay time is more intense [50.116]. The origin of this
degrading phenomenon has not yet been understood.
High LY of YAP:Ce, up to 20 000–22 000 phot/MeV,
was reported by several laboratories [50.120] (Ta-
ble 50.1), decreasing with the admixture of Lu down
to ≈ 12 000 phot/MeV in LuAP:Ce. In the process of
energy transfer towards the Ce emission centers the
excitonic mechanism was evidenced [50.117], but se-
quential capture of holes and electrons at Ce centers
seems to be more important due to low efficiency of
lattice exciton creation by hot electrons in the process
of initial energy conversion in the YAP and LuAP lat-
tices [50.121].

Doping aluminum perovskites by Pr3+ and Yb3+
was accomplished as well to obtain scintillators with
still faster response with respect to the Ce3+-doped
ones; related radioluminescence spectra are shown
in Fig. 50.11. The 5d–4f transition of Pr3+ provides
a ≈ 1.5 eV high energy shifted and faster emission
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with respect to the Ce3+ center in the host matrices
with medium–strong crystal field, where the lowest
5d state is shifted below the 1S0 level of Pr3+. Both
YAP:Pr [50.122] and LuAP:Pr [50.123] showed at
least two times shorter dominant decay time with re-
spect to the Ce-doped hosts. However, the reported
LY is 2–4 times lower, so that their figure of merit is
significantly degraded. The reason for the latter phe-
nomenon is not clear as the RT quantum efficiency
of Pr3+ luminescence center in YAP was found to be
close to unity [50.124]. Cross-relaxation among Pr3+
ions [50.123] and lower efficiency of the energy transfer
from the host to Pr3+ [50.124] were tentatively pro-
posed as explanations.

Yb3+ doping gives rise to the charge transfer lumi-
nescence extending over near-UV and visible regions
in a YAP host (Fig. 50.11). This luminescence mech-
anism became of renewed interest, as in the case
of Yb3+ this kind of radiative transition is parity
and spin allowed [50.125, 126] and the luminescence
lifetime is typically below 100 ns. However, in most
hosts it shows onset of thermal quenching well below
RT, so that relatively low radioluminescence inten-
sity and extremely fast, subnanosecond scintillation
decay have been reported in Y1−xYbxAlO3 [50.127].
The highest radioluminescence intensity is obtained for
x = 0.3–0.4. Favorably high Yb concentration is al-
lowed due to limited concentration quenching in this
system [50.128].

If one compares the results from different laborato-
ries, the Ce3+ emission data in the YAP and LuYAP
matrices exhibit slightly different shapes and posi-
tion shifts. Several inequivalent Ce3+ positions were
found also in ESR measurements [50.129]. The pres-
ence of stable Ce4+ ions is indicated in [50.130],
and Ce4+-related absorption transitions are ascribed
to the parasitic absorption overlaying the region of
the Ce3+ emission. Detailed studies of the tempera-
ture dependence of the LY below RT indicated the
importance of shallow traps in the process of energy
transfer in the YAP matrix; correlations between LY,
TSL intensity, and scintillation decay were found and
explained by a model based on the participation of trap-
ping state(s) in the processes of electron transfer to
trapped holes at Ce3+ sites [50.131]. However, no in-
terpretation of the nature of the defects involved was
proposed. Deeper electron traps related to TSL peaks
at about 50 ◦C, 100–130 ◦C, 175 ◦C, and 225 ◦C in
YAP:Ce and (Lu/Y)AP:Ce were ascribed to oxygen-
vacancy-related defects; a thermally assisted tunneling
process with the nearby lying Ce4+ hole center could

explain the calculated trap depth and frequency factors
of these traps [50.132]. It is worth noting that in an early
study [50.133] antisite defects (Y at Al site and vice
versa) were considered for the stabilization of F or O−
centers, and their relation to various absorption bands
in the 290–760 nm region was hypothetically assumed.
The occurrence of color centers is a frequent problem
in YAP and there are numerous studies in the litera-
ture dealing with this problem, [50.134, and references
therein]. The induced absorption after γ -irradiation (ra-
diation damage) of YAP:Ce was also reported [50.135]
(Fig. 50.4), and bands peaking at 2.2–2.9 eV, ≈ 3.3 eV,
and ≈ 3.89 eV were obtained by decomposition of the
induced absorption spectra into Gaussian components.
Deviation from stoichiometry, presence of transition-
metal and rare-earth impurity ions, and temperature
conditions during growth process strongly influence the
presence and concentration of defects and color centers
in as-grown crystals. Postgrowth annealing is frequently
employed to decrease parasitic absorptions of the crys-
tals in UV/visible spectral regions.

Literature information on intrinsic paramagnetic ac-
tive defects in YAP crystals is rather limited. The
autolocalization of holes in the form of O−-bound small
polarons was evidenced in YAP some time ago us-
ing ESR and optical techniques [50.136]. Recent ESR
measurements of lightly (50 ppm) Ce-doped YAP have
shown at least four different O− center configurations
caused by site inequivalence of the oxygen ions in
the lattice. They are progressively transforming within
themselves with increasing temperature as shown in
Fig. 50.13. At the same time thermally induced decay

50 ppm Ce
5000 ppm Ce

30050 75 100 125 150

TSL

OIII

OIV

OII

OI

175 200 225 250 275

EPR, TSL intensity (arb. units)

T (K)

3

2.5

2

1.5

1

0.5

0

Fig. 50.13 Correlation between EPR intensity of O− cen-
ters and corresponding TSL peaks in YAP crystals
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Fig. 50.14 TSL spectra in the temperature range indicated
in the legend and related to glow curves in Fig. 50.6.
Curves for temperatures above 140 K refer to 50 ppm Ce.
Curves are vertically shifted for clarity

of each O− center is accompanied by a TSL peak. This
means that, when a hole is liberated from an O− cen-
ter, it is either captured at a deeper hole trap or migrates
until a localized electron is met and such electron–hole
pair radiatively recombines giving rise to a TSL glow
curve peak.

The site of the just mentioned radiative-recombin-
ation process was revealed from TSL emission spec-
tra within the glow curve peaks (Fig. 50.14). Dominant
glow curve peaks related to OI-OIII annihilation show
the emission at 3.5–4.0 eV ascribed to a localized
exciton luminescence. Localization of excitons was as-
sumed to be close to F or F+ centers [50.137]. In
undoped YAP, also time-resolved luminescence of F+
and F centers themselves was reported at 350 nm and
440 nm, respectively [50.138].

The above hypothesis is further confirmed by
finding F+

A centers in the same sample by ESR mea-
surements [50.139]. They are also found in several
configurations with gradually increasing stability within
the range 200–300 K, which enables the radiative re-
combination suggested from TSL. The F+

A centers are
attributed to the charged oxygen vacancy near the an-
tisite yttrium ion where, however, electron density is
essentially shifted to this antisite ion. Such a defect
can be described to the Al3+-VO-Y2+(Al) complex. In
a heavily Ce-doped sample, only the self-trapped hole
OI center survives and holes are dominantly trapped at
Ce3+ ions, as evidenced in TSL spectra (Fig. 50.14).
The TSL glow curve is dominated by another electron-

trap-related peak at 100–105 K, the origin of which is
still unknown. Based on the recent finding in YAG:Ce
that the TSL peak at 92 K is related to an electron
trap around the YAl antisite defect [50.140] and taking
into account the structural and chemical similarity of
such a defect in both aluminum perovskite and garnet
structure ((YAlO6)9− octahedron) one can tentatively
suggest a similar interpretation for the 100–105 K peak
in YAP:Ce.

Impurity-related centers can come either from the
raw materials or due to the particular synthesis tech-
nology used. In the former case, mainly iron [50.108]
and titanium ions in YAP and furthermore Yb ions in
(Lu/Y)AP were evidenced by ESR. In the latter case
molybdenum ions were evidenced coming from the cru-
cible used for the growth of bulk crystals [50.108, 112].
Mo3+ centers in YAP were described in detail with the
help of ESR [50.141]. Being transition-metal elements
with easily variable charge state they can be ionized
and/or serve as nonradiative recombination centers.

The above-described color centers and impurity ions
in YAP crystals give rise to local electronic levels in the
forbidden gap, as presented in Fig. 50.15. The Ce3+ im-
purity ion is exploited as a fast and efficient radiative
recombination center in YAP:Ce scintillator. In paral-
lel, Mo and Ti impurities serve as ionization centers
which produce free electrons and holes under irradia-
tion with energy lower then the bandgap. The position
of the Ti3+ level is about 4.2 eV above the valence band
(VB) edge [50.142]. The Mo4+ level is somewhat lower
as 330 nm UV irradiation is already enough to excite
electrons from the VB to the Mo4+ ions, which be-
come Mo3+. The ionization energy of Ce3+ ions is at
least 5.5 eV [50.143]. Migrating holes can be trapped or
self-trapped by the O sublattice in the form of O−-like

T
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Y2+-VO

Mo4+
Eg = 8.8 eV

VB  O 2p

CB  Y 4d

Ti3+
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Fig. 50.15 scheme of local electronic levels of different
defects in the forbidden gap of YAP
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centers. The Y antisite ions give rise to the Y2+
Al -VO

defects acting as electron traps.
All the above-mentioned possibilities for hole and

electron trapping can deteriorate scintillation perfor-
mance of the crystal because they compete with or delay
the radiative recombination at Ce3+ ions. In YAP:Ce,
it has been proposed [50.131] that only 25% of the
electrons generated by the ionizing photon/particle are
transferred promptly to the Ce ion. The rest become
trapped in three discrete sites. Consequently, there is
considerable room for material optimization, particu-
larly if the existence of these traps can be avoided. Such
attempts have already been made by codoping with an
aliovalent ion, which can change the Coulombic equi-
librium and therefore the overall defect concentrations.
Namely, Zr4+ codoping was used in YAP:Ce [50.39,
144], which resulted in a dramatic decrease of deep
oxygen-vacancy-related electron traps monitored by
TSL above RT (Fig. 50.16). It is worth noting that re-
cent atomistic calculations of Stanek et al. [50.145]
dealt systematically with defect reaction energies in
rare-earth aluminum perovskites and the above effect
was explained considering the Frenkel recombination
of Zr-induced oxygen interstitials with oxygen vacan-
cies. Moreover, it has been shown [50.145, 146] that
the relative importance of antisite and Schottky (va-
cancy) defects varies strongly with the cation size.
While Schottky defects are of major importance in YAP,
antisite defects might play a major role in LuAP. Such
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Fig. 50.16 TSL glow curves of YAP:Ce after irradiation at
RT. Concentration of Zr in the sample is indicated on the
curves, see also [50.39, 144]

a difference may be of some importance to explain the
decreasing LY in LuAP:Ce. Combination of mentioned
computer simulations and systematic experiments to-
gether with electronic structure calculations can provide
a tool for deeper understanding of these scintillation
materials and the possible technological approaches
leading to their optimization.

50.2.3 Aluminum Garnet X3Al5O12:Ce
(X = Y, Lu, Y/Lu)-Based Scintillators

Single crystals of Y3Al5O12 (YAG) were among the
first oxide materials grown by Czochralski technique
during the 1960s [50.147]. Their development was
stimulated mainly by the application for solid-state (Nd-
doped) lasers, but soon the potential of Ce3+-doped
YAG single crystal for fast scintillators was realized
as well [50.148]. The first comprehensive description
of YAG:Ce scintillator characteristics was reported by
Moszynski et al. [50.149], who included this mater-
ial among the high-figure-of-merit oxide scintillators.
Isostructural LuAG has a higher density (6.67 g/cm3)
than YAG (4.56 g/cm3), which is advantageous in the
case of hard x- and γ -ray detection (see the definition
of stopping power in Sect. 50.1). LuAG:Ce scintillator
became of interest relatively recently [50.150, 151]. An
early study of the Ce3+ and Pr3+ photoluminescence
decay kinetics in YAG host [50.152] revealed the ab-
sence of nonradiative thermal quenching up to about
550 and 250 K, respectively. Consequently, at RT the
5d–4f transition of Ce3+ center can be exploited for
fast and efficient scintillation in both YAG and LuAG
matrices.

The growth of YAG or LuAG crystals by Czochral-
ski technique provides large and high-quality crystals
(Fig. 50.17), but also the micropulling down technique
has been successful in growing single-crystal rods of
comparable structural quality (Fig. 50.5). The former
is usually accomplished using either an iridium cru-
cible in an inert atmosphere (N2) with small addition of
oxygen [50.153], or a molybdenum crucible in a reduc-
ing (Ar+H2) atmosphere [50.154]. Isostructural cubic
garnet structures of YAG and LuAG form a solid so-
lution and any intermediate mixed composition can
be grown. The solidification points of mixed compo-
sitions range between 2010 ◦C (LuAG) and 1930 ◦C
(YAG) [50.153]. The garnet structure appears very
flexible for cation substitution; such substitution was
used to prepare materials with tailored lattice con-
stants [50.155] and can, in principle, be used for the
preparation of highly substituted crystals with homo-
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geneous composition. However, at the same time this
readiness of solid-solution formation in the garnet struc-
ture points to a relative ease of compositional defect
formation. Ce3+ predominantly substitutes for the Y
(Lu) cation, but a small fraction can be found at the anti-
site (Al) position as well. The segregation coefficient of
Ce3+ in YAG and especially in LuAG host is relatively
small (less than 0.1), which is an obstacle to obtaining
homogeneous doping profile in large crystals.

Due to high crystal field at the dodecahedral Y (Lu)
site, the 5d states of Ce3+ are shifted to lower en-
ergy in garnet with respect to perovskite host. The
lowest 4f–5d1 absorption and emission bands peak
around 450–460 nm and in the green–yellow part of
the spectra, respectively (Fig. 50.18). With the help of
photoionization threshold and excited-state absorption
measurements [50.156] it was established that the low-
est 5d1 relaxed state is placed about 1.2 eV below the
conduction band of YAG, which is enough to com-
pletely inhibit undesired ionization of Ce3+ relaxed
excited state around RT. In a LuAG host, Ce3+ emis-
sion is high energy shifted by about 0.1 eV with respect
to YAG, pointing to a somewhat weaker crystalline field
and/or covalent bonding at the Lu site. Consistently,
a slightly shorter Ce3+ photoluminescence decay time
(≈ 55 ns) is obtained at RT in LuAG with respect to
YAG (≈ 62 ns) host.

While the steady-state scintillator efficiency (radio-
luminescence intensity) of both YAG:Ce and LuAG:Ce
of high (5–6 N) purity can reach up to 700–800%
of that of BGO [50.33, 157], their LY is consider-
ably lower. Namely, values up to 300 and 150% of

Fig. 50.17 LuAG:Ce crystal, ∅ 20 × 30 mm

YAG undoped, 20 mm thick
LuAG undoped, 20 mm thick
LuAG:Ce 0.03 wt%, 0.5 mm thick

200 400

F+ center in LuAG

F+ center in YAG

4f–5d transitions of Ce3+

600 800 1000

Optical density

Wavelength (nm)

3

2

1

0

Fig. 50.18 Absorption spectra of YAG and LuAG crystals
at RT

BGO were reported for YAG:Ce and LuAG:Ce, respec-
tively [50.120]. This points to a considerable amount
of slow scintillation light in both materials. Very slow
components are reflected in the increased background
before the rising edge of the LuAG:Ce scintillation de-
cay, which can be quantified by the already mentioned
α coefficient (Fig. 50.3). It is worth noting that the back-
ground level is systematically higher in LuAG:Ce than
in YAG:Ce of comparable doping level, quality, and
purity [50.33] in agreement with the trend in their LY
values. The scintillation decay of LuAG:Ce can be ap-
proximated by a two-exponential fit with decay times
of about 55–60 ns and 300–1000 ns. A recent study of
LuAG:Ce [50.158] has shown that the consecutive cap-
ture of a hole and an electron at Ce3+ centers is the
dominant energy transfer pathway in the scintillation
mechanism. More than 65% of the light in the LuAG:Ce
scintillation decay is released in the above-mentioned
slower decay component, which appears due to delayed
radiative recombination at Ce3+ ions. The occurrence
of slow decay components over an extended time scale
suggests the existence of several traps with different
thermal depths, which participate in charge-carrier trap-
ping processes.

Scintillation decay characteristics of Pr3+-doped
YAG were reported for the first time in 1992 [50.122]
and became of renewed interest recently [50.159] when,
despite partially quenched emission of the Pr3+ center
itself, spectrally uncorrected LY values of about 300%
with respect to BGO and leading to a scintillation decay
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component below 20 ns were measured in high-quality
single crystals. Similar to Ce3+, the 5d1–4f emission
of Pr3+ at the dodecahedral Y site is low energy
shifted with respect to perovskite host and shows the
double peak band at 318+375 nm. Pr3+-doped LuAG
scintillator characteristics were reported only very re-
cently [50.160]. The 5d1–4f emission of Pr3+ is high
energy shifted by about 0.12 eV and the onset of thermal
quenching is shifted to noticeably higher temperatures
(above 350 K) with respect to YAG:Pr. At RT, the pho-
toluminescence and leading scintillation decay times
are very similar (20 ns). The integral of the radiolumi-
nescence spectra in LuAG:Pr is 1.4–1.5 times higher
than in LuAG:Ce, suggesting higher intrinsic scintilla-
tion efficiency. A spectrally uncorrected LY obtained
in optimized Czochralski-grown crystal exceeds 300%
that of BGO [50.161]. Another advantage consists in the
negligible intensity of slower 4f–4f emission lines in ra-
dioluminescence spectra in the 450–700 nm range for
any Pr concentration, contrary to the situation found in
YAG, YAP or LuAP matrices [50.122, 159, 160].

Among the point defects and extrinsic impurities
studied in aluminum garnets it is worth mentioning the
so-called antisite defects, F and F+ centers (two and one
electron in an oxygen vacancy, respectively), and iron
impurity ions. Furthermore, recently in LuAG single
crystals, the presence of Yb3+ was reported. Due to the
variable charge state of iron (Fe2+ ↔ Fe3+) it can eas-
ily participate in charge-carrier capture and give rise to
a competing energy loss pathway. At higher concentra-
tions (above 0.1%) Fe3+ is evidenced by a characteristic
absorption doublet at 407+415 nm and a luminescence
band around 800 nm [50.162]. At trace Fe concentra-
tions, the lattice distortions due to embedding Fe3+ at
the Al site were studied in detail by ESR. Presence
of Fe3+ in the YAG lattice is also manifested through
the charge transfer transition resulting in a wide ab-
sorption band at 255 nm [50.163] (Fig. 50.18). Also
a Yb3+ ion can introduce additional nonradiative losses
in LuAG:Ce scintillator as its charge transfer lumines-
cence (similar in shape and about 0.14 eV high energy
shifted with respect to that of YAP:Yb; Fig. 50.11) is
heavily quenched at RT [50.164]. Fe and Yb ions come
from the Al2O3 and Lu2O3 raw materials, and can be
effectively detected by ESR [50.163, 165]. The param-
agnetic Ce3+ ion in YAG was studied via ESR as early
as the 1960s [50.166]. However, only very recently has
the occurrence of Ce3+ ions at Al sites and possible
space correlation between the regular CeLu and LuAl an-
tisite defect been reported in LuAG host [50.167, 168].

Oxygen-vacancy-based color centers are typical de-
fects in aluminum garnets, because of the inert or even
reducing atmosphere used during crystal growth. Such
atmosphere is necessary to suppress the oxidation of the
Ce3+ ion, which can decrease scintillator performance.
Oxygen vacancies form deep electron traps; they can
also effectively lower the scintillation efficiency of Ce-
doped aluminum garnets. F+ centers in YAG host show
absorption bands at 235 and 300 nm (Fig. 50.18) and un-
der excitation within these bands, F+ luminescence was
reported at ≈ 400 nm. Evaluation of polarization of this
luminescence led to the proposal that F+ centers might
be perturbed by an adjacent YAl antisite defect [50.169].
Absorption bands at 240 and 200 nm were ascribed to F
centers; excitation within these bands yields lumines-
cence band at 460 nm [50.170]. The most studied defect
in A3B5O12 garnet structure (where A and B are are
trivalent cations), however, is the antisite defect cre-
ated by an A cation occupying a B site and vice versa
(Fig. 50.19). Such defects arise due to the presence of
two equally charged cations and high growth temper-
ature, which induces thermodynamical lattice disorder.
In Ce (Pr)-doped aluminum garnets the AAl (A = Y, Lu)
one is of special importance (Fig. 50.19) as it gives rise
to: (i) slower emission centers in the UV region, peaking
at RT within 300–350 nm, which create an unwanted
competitive de-excitation pathway in addition to Ce3+
(Pr3+); (ii) shallow electron traps, which effectively
delay the radiative recombination at the fast emission
center and strongly degrade scintillator timing char-
acteristics and LY value. These defects were detected
by the existence of satellite 4f–4f emission lines of
RE3+ ions (Er3+, Nd3+) revealing an octahedral (rather
then dodecahedral) emission site symmetry [50.171,
172]. Systematic study of characteristics of the men-
tioned UV emission has been published recently using
time-resolved emission spectroscopy under synchrotron
excitation [50.173, 174]. Direct comparison of the bulk
single crystals with single-crystalline films grown by
liquid-phase epitaxy (LPE) was made. Such films are
grown at substantially lower temperature (≈ 1000 ◦C)
and therefore are free of such defects. Moreover, it
was shown in aluminum garnet structure that doping by
trivalent ions of strongly different radius with respect to
original cations, either at the dodecahedral or octahedral
sites, induces new UV emission bands, i. e., an effect
analogous to process (i). La or Sc doping are some of
the most studied cases [50.175, 176]. Despite the easy
doping and high overall scintillator efficiency achieved
in the latter case, long decay times of this lumines-
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Fig. 50.19 The LuAl antisite defect in
the LuAG structure. The resulting
electron trap in the material for-
bidden gap is sketched on the left.
The emission band within the range
300–350 nm due to the antisite defect
and its competition with that of the
Ce3+ center can be derived from ra-
dioluminescence spectra at RT (upper
left). Emission lines around 312 nm
and 615 nm in the undoped sample
are due to Gd3+ and Eu3+ accidental
impurities, respectively

cence (600–800 ns at RT) prevent practical application
of such materials as fast scintillators.

It is worth noting, however, that in optimized
YAG:Ce and LuAG:Ce bulk single crystals the residual
UV emission contributes only a few percent to the total
scintillation intensity, and no substantial energy trans-
fer from the UV to Ce3+ band was found [50.158], so
that the slowing of the scintillation response mentioned
above is mainly due to the mechanism (ii), i. e., elec-
tron trapping at the antisite defect-related shallow traps
before their radiative recombination at Ce3+ centers. In
YAG:Ce, the TSL peak at 92 K was ascribed to such
a trap, taking advantage of the comparison between
a bulk single crystal and optical ceramics [50.140,178].
In LuAG:Ce a comparison was made between a bulk
single crystal and LPE-grown films [50.177]; the TSL
structure within the 120–200 K interval was ascribed
to such a trap (Fig. 50.20). Strong support for this
ascription was obtained from TSL measurements of
LuAG:Pr [50.179], where the glow curve below 250 K
is found to be closely similar to that of LuAG:Ce, while
TSL spectra are different, featuring the Pr3+ and Ce3+
emission spectra, respectively. Using the partial clean-
ing method, the thermal depth of the 92 K peak in
YAG:Ce was calculated to be about 0.18 eV, while the
triple TSL structure with peaks at 147, 169, and 187 K
in LuAG:Ce was characterized by the energy values of
0.29, 0.40, and 0.47 eV, respectively. Deeper electron
traps around the antisite defect and presumably higher
concentration of these defects in LuAG with respect to

YAG result in a more severe delay in energy delivery
to the Ce3+ centers in LuAG host and can thus explain
the more severe LY degradation in the Lu-based garnet
structure.

An interesting and technologically feasible possibil-
ity to decrease substantially trapping phenomena related
to antisite defects in bulk crystals was recently an-
nounced. In mixed Lu3Ga2Al3O12:Pr single crystal the
TSL peaks in the 100–200 K temperature interval were
completely suppressed, UV luminescence of the host
disappeared at RT, and slower components and the

50 150

LPE film
Single crystal

LuAG:Ce

250

TSL intensity (arb. units)

Temperature (K)

2

1

0

Fig. 50.20 TSL glow curves after x-irradiation at 10 K:
comparison of LuAG:Ce LPE film and single crystal, see
also [50.177]
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α coefficient of scintillation decay were substantially
lowered [50.179]. Even if the exact explanation of this
effect has yet to be found, selective embedding of Ga3+
ions at octahedral lattice sites and related modification
of the bottom of the conduction band due to lower-lying
Ga-related energy levels [50.180] might be responsible
for the observed effect.

Optimization of YAG- or LuAG-based fast scintil-
lators by aliovalent ion codoping has not succeeded
thus far. An attempt to codope LuAG:Ce with Zr4+
did not result in suppression of deep traps, at vari-
ance with what occurs in YAP:Ce [50.39, 144]. Deep
traps related to 80 and 280 ◦C TSL peaks were
markedly increased and only TSL peaks above 300 ◦C
were suppressed [50.181]. It is interesting to note
that recent atomistic simulations of defect creation in
RE3Al5O12 [50.182] point to a different response of the
garnet lattice to tetravalent ion doping with respect to
perovskite lattice [50.145, 146]. While in the latter case
the production of interstitial oxygen was found as the
least energy-requiring reaction, in the former case the
production of RE cation vacancies seems to be the most
energetically favorable process. Such a result may in-
dicate that a different technological approach must be
taken to improve aluminum garnet scintillators further.

50.2.4 Ce-Doped Silicate Single Crystals

The scintillation characteristics of Ce-doped rare-
earth (RE) oxyorthosilicates were reported for the
first time more than 20 years ago. After the first
study, which revealed the promising properties of
Gd2SiO5:Ce (GSO) [50.183], numerous investigations
were devoted to several other compounds of this ma-
terial series, such as Lu2SiO5:Ce (LSO), Y2SiO5:Ce
(YSO), (Y2)-Lu2Si2O7:Ce (YPS and LPS), and sev-
eral mixed compounds (most notably (Gd)2−x- or
Lu2−xYxSiO5:Ce; GYSO and LYSO, respectively). Sin-
gle crystals were predominantly grown by Czochralski
technique using an iridium crucible, which is nec-
essary due to the very high melting point of these
compounds (in the range ≈ 1950–2150 ◦C). Radiofre-
quency (RF) induction heating was used in order to
decrease the formation of polycrystalline regions, voids,
and cracks [50.184, 185]. The optimization of all the
manufacturing process enabled the growth of large sin-
gle crystals (approximately 70–80 mm diameter and
200 mm length) with very good and reproducible
scintillation performance [50.186–189]. Furthermore,
material preparation in bulk, powders, and thin-film
forms was pursued by other routes such as the pulling-

down technique [50.190], the sol–gel method [50.191,
192], and pulsed laser deposition [50.193]. In all cases
promising scintillation characteristics were reported.

GSO possesses the monoclinic P21/c crystal struc-
ture, while LSO and YSO possess the monoclinic
C2/c structure [50.194, 195]. The LSO structure is de-
picted in Fig. 50.21: it features SiO4 tetrahedra and
non-Si-bonded O atoms surrounded by four Lu atoms
in a distorted tetrahedron. Band-structure and density-
of-states calculations on YSO and YPS were recently
performed [50.196].

In undoped crystals, in addition to intrinsic emis-
sion bands, further emission is clearly detected in the
250–400 nm region and interpreted as due to self-
trapped excitons and holes [50.197]. Optical studies of
Ce-doped samples showed two Ce3+ emission bands
related to two different Ce3+ crystallographic sites
in GSO, LSO, and YSO [50.198]. Due to its higher
scintillation efficiency LSO was more thoroughly in-
vestigated; its PL spectra at 11 K are reported in
Fig. 50.22 [50.199]. The doublet emission peaking at
393 and 427 nm was ascribed to Ce1 whose lumines-
cence is not quenched up to RT. On the other hand,

a

b c Lu
Si
O

Lu1

Lu2

Fig. 50.21 The structure of LSO, with two Lu sites dis-
played and surrounding SiO4 tetrahedra. Three oxygen
ions with cut bonds form OLu4 tetrahedra and do not par-
ticipate in Si–O bonds
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Fig. 50.22 Emission spectra of LSO at 11 K. The two
emission spectra have excitation wavelength of 356 nm
(solid line) and 376 nm (dashed line). Curves 1 and 2 refer
to Ce1 and Ce2 centers, respectively (after [50.199])

the composite emission peaking at 460 nm, detected
well only below 80 K, was ascribed to the Ce2 cen-
ter. The ionization processes of excited Ce3+ energy
levels were studied by means of parallel photocon-
ductivity and photoluminescence excitation–emission
experiments [50.200], and by the microwave resonator
technique [50.201], revealing three different delocaliza-
tion processes of direct photoionization, tunneling, and
thermal ionization of the lowest relaxed 5d1 level, found
0.45 eV below the conduction band.

The presence of two distinct Ce3+ emissions is in
accordance with the existence of two Lu3+ crystallo-
graphic sites and with the substitutional incorporation
of Ce for Lu.

Detailed information about incorporation of Ce3+
ions into Lu2SiO5 was obtained from ESR stud-
ies [50.202]. The g-value of a rare-earth ion is closely
related to the wavefunction of its electronic ground state
and therefore strongly depends on the point symmetry
of the crystallographic site. Therefore ESR is indeed
a good tool to investigate Ce3+ site symmetry and oc-
cupancy in crystal lattice.

Lu ions reside at two crystallographic sites with low
(C1) symmetry, Lu1 and Lu2, with seven and six oxygen
neighbors, respectively. Ce3+ ions are expected to sub-
stitute only for Lu3+ ions due to their similar ionic radii
(Ce3+: 0.103 nm; Lu3+: 0.085 nm; Si4+: 0.026 nm).
ESR measurements support this assumption since Ce3+
ions are found at both lutetium sites. As the ESR
intensity is directly linked to the concentration of para-

magnetic ions, the relative Ce3+ concentration in each
site could be determined. The values are: Ce1 = 95%
and Ce2 = 5%. The most substituted site is attributed to
the larger Lu1 site with 6+1 oxygen neighbors. ESR
spectra of LSO showing two Ce3+ resonance lines are
shown in Fig. 50.23b. Moreover, in Fig. 50.23a the ESR
spectrum of lutetium pyrosilicate (Lu2Si2O7, LPS, with
space group C2/m; see [50.203]) is also shown. In this
case only one resonance signal is detected due to Ce3+
substituting for Lu3+ ion at the lone C2 symmetry site.

In the (RE)2SiO5 material group, LSO presents
the best figure of merit due to its highest density
(7.4 g/cm3), short decay time (about 40 ns), high light
output (about 3.5–4 times that of BGO), and satis-
factory energy resolution (7.75%) [50.187]. Another
important advantage is the absence of shallow traps,
as indicated by the very low TSL intensity below
RT [50.204], which is consistent with the absence of
slower components in scintillation decay. On account
of these characteristics, LSO found large-scale applica-
tion, substituting for BGO in medical positron emission
tomography (PET) systems [50.205]. Yttrium-admixed
(several percent) LSO (LYSO) is an interesting alter-

250210 215 220 225 230 235 240 245

LPS

a)  EPR intensity (arb. units)

460380 390 400 410 420 430 440 450

LSO

Zoom
CeII

CeI

b)  EPR intensity (arb. units)

Magnetic field B (mT)

Magnetic field B (mT)

Fig. 50.23a,b ESR spectra at 12 K of Ce3+ in (a) LPS and
(b) LSO crystals with the magnetic field B parallel to the
a-axis (after [50.102]) (±5%). The spectra were recorded
at 9.5 GHz with a microwave power of 20 mW; modulation
amplitude was 1 mT (after [50.202])
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native to LSO because of its more favorable growth
properties due to a lower melting point, lower for-
mation of inclusions, lower cost of starting materials,
and comparable or even better scintillation perfor-
mance [50.186]. GSO has clearly inferior light output
(Table 50.1) and scintillation decay also shows slower
components. Recently, a positive effect of Zr codop-
ing was reported, which increases its LY by about
20% [50.206]. Due to the lower density (6.7 g/cm3) its
attenuation length is 40% longer than that of LSO. How-
ever, its application in PET cameras is being considered
as well [50.207].

In the case of LSO, it was soon recognized that it
exhibits a fairly strong afterglow [50.209]. It consists of
a light-emission signal which decreases exponentially
following the end of an excitation pulse, and that can
persist for several minutes up to hours at RT. This is
a detrimental property of the crystal, since it causes
background instability during repeated measurements.

Fundamental studies aimed at the comprehension
of the microscopic physical mechanism governing af-
terglow were thus carried out in order to find possible
technological solutions. The activation energy of the
process was found to be approximately 1 eV [50.209];
the is in accordance with the calculated trap depth of
a TSL peak at 375 K (using a heating rate of 6 K/s)
so that afterglow appears to be due to RT carrier
detrapping from the trap responsible for this peak fol-
lowed by radiative recombination at Ce3+ luminescent
centers. Actually the 375 K peak is the first of a se-
ries of as many as six peaks observed in the glow
curve above RT, whose spectral emission coincides
with the Ce3+ 5d–4f transition [50.209]. Annealing ex-
periments in reducing or oxidizing atmosphere led to
the suggestion that traps could be related to oxygen
vacancies [50.210]. The presence of oxygen-related de-
fects following irradiation was suggested from optical
absorption measurements [50.211]; oxygen vacancies,
together with STEs and STHs, were proposed to be re-
sponsible for TSL peaks below RT [50.197,212]. A very
nice confirmation of the intrinsic origin of traps was
the finding that all oxyorthosilicates possessing C2/c
structure (YSO, LSO, YbSO, ErSO) are characterized
by similar TSL glow curves above RT, irrespective
of their doping [50.208, 211], so that crystal structure
seems to play an important role in trap properties. In
Fig. 50.24 the glow curves of LSO, LSO:Ce, YSO:Ce,
and YbSO:Ce are compared. The favorable absence of
afterglow in LPS, accompanied by the lack of TSL glow
peaks close to RT [50.213], can thus be explained in
terms of its different C2/m structure, leading to different

Ce3+–oxygen (and thus oxygen vacancy) configura-
tions and distances.

It is interesting to note that Pr3+ doping was also at-
tempted in order to obtain a faster scintillation response
of LSO-based scintillator. Fast Pr3+ 5d–4f photolumi-
nescence has a maximum at 273 nm and decay time
of about 6–7 ns at RT [50.214]. However, significant
ionization of the 5d1 relaxed excited state occurs at
RT, because the 5d1 level was found to be closer to
the conduction band (0.28 eV) compared with the Ce3+
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Fig. 50.24 (a) X-ray induced TSL glow curves of un-
doped and Ce-doped LSO taken by heating the samples at
5 ◦C/s. (b) X-ray-induced TSL glow curves of YSO : Ce
and YbSO : Ce. The sharp upturn above 650 ◦C for the
weak YbSO : Ce TSL is due to black-body radiation em-
anating from the silver sample holder (after [50.208])
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center (0.45 eV). This ionization process significantly
degrades LY values of LSO:Pr and prevents its practical
application.

In conclusion, Ce-doped LSO, LYSO, and GSO
proved to have excellent scintillating performances and
are presently key materials for medical diagnostic PET
applications; their further improvement should be based
on better control of intrinsic point defects, especially
those including oxygen vacancies.

50.2.5 Ce-Doped Rare-Earth Halide Single
Crystals

During the last decade research on fast and efficient
scintillators has found new very interesting candidates
in the family of rare-earth (mostly La and Lu) halides.
These are Ce-doped bromides, chlorides, and iodides

Table 50.2 Structural and optical characteristics of Ce-doped RE halides. Numbers in parenthesis in the scintillation decay time
column represent the percentage of total intensity governed by the indicated decay time, while slower components characterize
the decay of the remaining intensity. Times in parenthesis in the LY column represent the time gates with which the LY was
evaluated. Original references are shown in square brackets

Crystal Space group Density Band Ce 5d–4f Ce 4f–5d Ce conc. Scintillation LY (103 Energy

(g/cm3) gap em. (nm) abs. (nm) (mol%) decay time phot/MeV) res. (%)

(eV) (ns)

LaCl3:Ce Hexagonal 3.86 7 337, 358 243, 250, 10 24 (60%) 50 3.1

P63/m (C2
6h) [50.215] [50.216] [50.215] 263, 274, [50.217] [50.217] [50.217]

[50.215] 281

[50.215]

LaBr3:Ce Hexagonal 5.29 5.6 355, 390 260, 270, 5 16 (100%) 70 2.6

P63/m (C2
6h) [50.218] [50.219] [50.219] 284, 299, [50.217] [50.217] [50.217]

[50.215] 308

[50.219]

LaI3:Ce PuBr3 5.614 3.3 452, 502 420 0.5 19 ≈ 0 (RT) –

Cmcm [50.220] [50.220] [50.220] [50.219] (T < 150 K) [50.220]

[50.215] [50.220] 16

(T < 100 K)

LuCl3:Ce Monoclinic 4.00 374, 400 215, 235 0.45 50 (25%) 1.3 (0.5 μs) 16

C2/m [50.215] [50.215] [50.215] [50.215] 5.7 (10 μs) [50.215]

[50.215] [50.215]

LuBr3:Ce Rombohedral 5.17 408, 448 310–400, 0.76 32 (10%) 10 (0.5 μs) 5

R–3 [50.215] [50.215] 230 [50.215] [50.215] [50.215]

[50.215] [50.215] 24 (10 μs)

LuI3:Ce Hexagonal 5.6 475, 520 ≈ 300, 390, 0.5 < 50 ns 42 (0.5 μs) 4.7

R–3 [50.221] [50.221] 419 (50%) [50.222] [50.222]

[50.222] [50.221] [50.222] 51 (10 μs)

2 58 (0.5 μs) –

[50.222]

71 (10 μs)

such as LaX3:Ce and LuX3:Ce, where X = Cl, Br or
I. Some of their characteristics are listed in Table 50.2
where scintillation time decay, LY, and energy resolu-
tion are given for a specific Ce concentration.

Single crystals of Ce-doped rare-earth (RE) halides
are usually obtained by vertical Bridgman growth tech-
nique using binary RE halides as starting materials.
These starting materials can be prepared by several
different routes [50.217, 223, 224]; for example, the
preparation of RE iodides is performed by direct sealing
of the metal with slight excess of iodine under vacuum
in a silica ampoule, and heating up to the iodine melt-
ing point. On the other hand, the so-called ammonium
halide route can be employed for the preparation of
rare-earth chlorides and bromides. This process consists
of two main steps. First, the dissolution of RE oxides in
HCl or HBr with the addition of ammonium halide is
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achieved

M2O3 +6HX+6NH4X → 2(NH4)3MX6 +3H2O ,

(50.6)

where M stands for the RE element (for instance La or
Lu) and X stands for Cl or Br.

Subsequently, the ternary salt is heated under vac-
uum (typically up to 400 ◦C) and decomposed to obtain
the final RE halide

(NH4)3MX6 → MX3 +3NH4X . (50.7)

Purification of the binary halides by sublimation under
high vacuum is finally performed, allowing oxy-
halides to be separated as involatile residues. The
obtained powders can be used as starting materials for
Bridgman growth. The crystals grown are highly hygro-
scopic. They must be sealed in appropriate ampoules
for handling and characterization. Recently, Bridgman
growth from commercially available anhydrous binary
halide powders was performed and crystals with very
good optical and scintillation characteristics were ob-
tained [50.224].

While Pr3+ and Nd3+ doping of RE halides were
considered for laser applications [50.226,227], only the
Ce3+ ion appears to be suitable as a dopant of these

250 300 350 400 450 500 550 250 300 350 400 450 500 550 250 300 350 400 450 500 550

a) b) c)

Wavelength (nm) Wavelength (nm) Wavelength (nm)

LaCl3
0.6% Ce

LaCl3

4% Ce
LaCl3

10% Ce

400 K
400 K

200 K

175 K

135 K 100 K

400 K

100 K

Fig. 50.25a–c X-ray excited emission in LaCl3 : Ce as a function of temperature and Ce concentration: panel (a) 0.06%
Ce; panel (b) 4% Ce; panel (c) 10% Ce. Unless otherwise indicated spectra are separated by 50 K temperature intervals
(after [50.225])

matrices to obtain fast and efficient scintillators. The
radioluminescence spectra of Ce-doped samples are
dominated by an intense 5d–4f Ce3+ emission. Other
emissions related to the host crystal were detected as
well. The assignment of such bands to specific cen-
ters and the study of their role in the energy transfer
processes towards Ce3+ were soon the subject of sys-
tematic investigations. In this respect the most detailed
study was performed on LaCl3:Ce [50.215, 216, 219,
225, 228, 229]. Figure 50.25 displays the x-ray excited
emission of LaCl3:Ce3+ at different Ce3+ concentra-
tions [50.225]. Apart from the Ce3+ doublet peaking
at 337 and 358 nm, a shoulder attributed to STE emis-
sion is observed at about 400 nm. The excitonic nature
of the 400 nm emission was established by an opti-
cally detected magnetic resonance investigation which
revealed the existence of two excited triplet states at-
tributed to out-of-plane STEs [50.230], one peaking at
about 310 nm (superimposed to the Ce3+ emission) and
the second at about 420 nm, similar to the shoulder seen
in Fig. 50.25. On the other hand, no stable self-trapped
holes (Vk centers) were found due to their immediate re-
combination with an electron from the conduction band
resulting in STE state creation.

The mutual intensities of the Ce3+ and STE emis-
sions are found to change with temperature (Fig. 50.26).
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Fig. 50.26 Temperature dependence of the Ce3+, STE,
and total luminescence in LaCl3:0.57% Ce, derived from
x-ray-induced emission spectra. The error bars are compa-
rable with the dimensions of the data points (after [50.215])

Namely, STE emission decreases for T > 200 K, while
an opposite dependence is detected for the Ce3+ 5d–4f
transition. The anticorrelation between STE and Ce3+
luminescence was interpreted by assuming the occur-
rence of energy transfer towards Ce3+ ions through
STE diffusion. Specifically, soon after irradiation, ther-
malized electrons and holes form STEs, which can
migrate and be trapped at Ce sites before their ra-
diative de-excitation. STE mobility increases with
increasing temperature in accordance with the observed
temperature dependences in Fig. 50.26 [50.229]. The
nonexponential character of the Ce3+ scintillation time
decay [50.215, 229] was interpreted as due to the exis-
tence of two energy localization mechanisms at Ce3+
sites, namely (i) prompt trapping of holes and electrons
by cerium ions, leading to a fast decay component deter-
mined by the intrinsic cerium 5d–4f emission lifetime,
and (ii) the above-mentioned thermally assisted energy
transfer from STE to cerium ions, leading to a slow
scintillation decay governed by STE lifetime in the mi-
crosecond timescale. Room-temperature STE lifetime
(3.5 μs) was derived from the scintillation time decay
of an undoped LaCl3 sample [50.229]. Moreover, a pos-
sible role of defects acting as trap levels in the slow
scintillation decay processes was taken into account.
Such trap levels were investigated in a few TSL stud-
ies [50.231, 232]. These studies showed the presence of
several TSL peaks in LaCl3 and LaBr3 both below and
above RT. However, TSL properties have not yet been
clearly correlated with slow decay components.

0 100 200

a

Time (ns)

Counts

0 500 1000

a

b

1500

Counts

Time (ns)

Fig. 50.27 Scintillation decay time spectra of (a) LaBr3:
0.5%Ce and (b) pure LaBr3 at RT under 137Cs γ -ray ex-
citation. The decay of the doped sample is approximately
single-exponential with decay time of 30 ns. The faster
component in the decay of pure LaBr3 is probably due
to Ce3+ trace impurities; the longer component is due
to STE luminescence. The inset shows the spectrum of
LaBr3 : 0.5%Ce on a shorter time scale (after [50.233])

The best scintillation performances in terms of LY,
decay time, and energy resolution are displayed by
LaBr3:Ce [50.218, 233, 234]. In Fig. 50.27 scintilla-
tion time decay spectra of LaBr3:Ce are shown, which
feature a fast and approximately single exponential
component. In this crystal, efficient direct energy lo-
calization at Ce3+ ions occurs and an intermediary role
of STE migration processes seems to be not relevant,
probably due to the shorter STE decay time and higher
STE migration rate evidenced in bromides with respect
to chlorides [50.219]. Moreover, a higher number of
electron–hole pairs are generated with respect to LaCl3
due to a smaller bandgap (Table 50.2), resulting in
a very high LY of 70 000 phot/MeV.

Even smaller bandgap, shorter STE decay time,
and higher STE migration rate characterize the heavi-
est iodides [50.219]. However, other drawbacks arise in
the case of LaI3:Ce. For example, the small bandgap
value and the small energy difference (0.1–0.2 eV) be-
tween the position of the Ce 5d level and the bottom
of the conduction band seem to be responsible for its
very poor scintillation properties at RT [50.220]. At
T > 120 K 5d electrons can be thermally activated to the
conduction band and luminescence becomes quenched.
A more favorable situation is encountered in the case
of LuI3 [50.221, 222, 235] due to the slightly higher
bandgap value and longer emission wavelength, so that
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the energy difference between the Ce3+ 5d level and the
conduction band is greater. Thermally activated transi-
tion into the conduction band does not occur and a quite
high LY (70 000 phot/MeV, Table 50.1) was reported.
Optimization of LuI3:Ce is still needed as it presently
shows intense slow decay components; moreover crys-
tal inhomogeneities were also reported [50.222].

In conclusion, Ce-doped RE halides constitute
a very interesting material group in which scintilla-
tion properties vary strongly due to slightly different
microscopic properties. At the present time LaBr3:Ce
possesses the best scintillator performances, due to a fa-
vorable combination of STE lifetime, STE migration
rate, bandgap value, and position of Ce3+ energy levels
in the forbidden bandgap.

50.2.6 Optical Ceramics
and Microstructured Materials

Optical ceramics are transparent or translucent ma-
terials constituted by tight aggregating crystallite mi-
crograins, each randomly oriented with respect to its
neighbors. They have been under development as an
alternative to single-crystal materials to provide bulk
optical elements in the case where single crystals cannot
form or when ceramic materials show superior proper-
ties, for example, in terms of achievable concentration
or homogeneity of the dopant. The associated tech-
nology has developed greatly, mainly within the last
two decades; in the case of cubic material, technolog-
ical progress enabled bulk elements that were visually
indistinguishable from single crystals and in terms of
some parameters (doping profile) even clearly supe-
rior. Among the developed materials, mainly YAG:Nd
and Y2O3:Nd reached the highest degree of perfection;
their primary application is in the field of solid-state
lasers [50.236,237]. The size of the single-crystal grains
is on the order of a few tens of microns, interface
thickness is reported to be only about 1–2 nm, and the
residual volume of pores is several ppm.

It is worth noting that the application demands are
clearly higher in the case of scintillators compared with
laser optical ceramics. In the latter case the scattering
losses due to pores (voids) and grain interfaces limit the
material performance. The already achieved reduction
of the pore volume down to a few ppm and inter-
face thickness to a few nm reported in [50.236, 237] is
enough to make them fully comparable to their single-
crystal analogs. However, in the case of scintillators,
even point defects at the atomic scale can seriously
limit material performance due to the introduction of

trapping levels in the material forbidden gap. If we con-
sider a grain size on the order of a few tens of μm and
thickness of the interface layer of 1–2 nm, the expected
concentration of the interface-related (trapping) states
may easily reach several hundred ppm. Such a concen-
tration can noticeably influence the characteristics of the
transport stage due to retrapping of the migrating carri-
ers or even the introduction of nonradiative traps, which
can seriously degrade the scintillation response and/or
overall efficiency parameters.

Development of optical ceramics for scintillator
applications was triggered by the needs of computer
tomography (CT) medical imaging. A review of the
results achieved, mainly for the manufacturing and
characterization of (Y,Gd)2O3:Eu, Gd2O2S:Pr,Ce,F,
and Gd3Ga5O12:Cr,Ce ceramics, was reported by
Greskovich and Duclos [50.238]; see also [50.239–241]
for more details about the particular materials. In the
latter two materials, codoping with Ce3+ is used to
reduce the afterglow through the capture of holes at
Ce ions, Ce3+ → Ce4+ conversion, and subsequent
nonradiative recombination with migrating electrons
and/or temporary Eu2+ centers. Moreover, codoping
of (Y, Gd)2O3:Eu [50.242] with Pr3+ appeared to be
an efficient tool to reduce the afterglow (by a mecha-
nism similar to that of the Ce ions above). Annealing
in a controlled atmosphere can further diminish or pas-
sivate trapping states in the forbidden gap related to
the grain interfaces. Eu3+- or Tb3+-doped Lu2O3 are
worth mentioning among new optical ceramics sug-
gested for scintillator applications and based on the slow
4f–4f transitions of rare-earth ions. True optical ceramic
Lu2O3:Eu samples were synthesized, their performance
was tested in comparison with CsI:Tl, and a large-area
scintillation screen was prepared [50.243, 244]. While
providing 60% of the emission intensity of CsI:Tl,
a better match to the CCD photodetector sensitivity
was concluded. Unfortunately, Lu2O3:Eu was found
to suffer of noticeable afterglow for times longer than
6 ms [50.245].

Recently, fast and potentially less expensive optical
ceramics based on Ce-doped YAG have been reported
in the literature [50.246]. Nowadays, Ce-doped YAG
optical ceramics are available from Baikowski, Japan
Ltd., the production technology of which should be
analogous to that of YAG:Nd described in [50.236].
Figure 50.28a,b shows a comparison of radiolumines-
cence and scintillation decay characteristics in equally
shaped samples (∅15 × 1 mm) of an industrial standard-
quality single-crystal YAG:Ce produced by CRYTUR,
Ltd., Czech Republic and the aforementioned opti-
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Fig. 50.28 (a) Radioluminescence spectra (Mo cathode,
35 kV) of YAG:Ce single-crystal (1) and ceramic (2) scin-
tillators at room temperature. (b) Spectrally unresolved
scintillation decay of YAG : Ce single-crystal (1) and ce-
ramic (2) scintillators at RT, with excitation by 511 keV
photons of 22Na radioisotope. Approximation by a sum of
exponentials yields decay time of 119 ns (1) and 85 ns (2)
for the dominant component

cal ceramics [50.140]. While the radioluminescence
intensity in the Ce3+ band at 550 nm is comparable
in both samples (Fig. 50.28a), the host 300–350 nm
band is absent in the ceramic sample. This UV emis-
sion is ascribed to a luminescence center based on an
antisite YAl defect (Sect. 50.2.3) and its formation is
crucially dependent on the preparation temperature. As
the preparation temperatures of YAG-based optical ce-
ramics are noticeably lower with respect to the single
crystal [50.236], it can be concluded that the YAl anti-

site defects are absent in the former system. Normalized
scintillation decays are shown in Fig. 50.28b. The ce-
ramic material shows faster decay in its initial part, the
decay time of which is closer to the photoluminescence
lifetime of the Ce3+ center (about 60–65 ns). This can
be explained by a higher Ce concentration and the ab-
sence of YAl antisite defects. However, a higher content
of very slow scintillation components is reflected in
lower amplitude-to-background ratio. The presence of
such very slow decay components is usually related to
traps monitored by TSL measurements somewhat be-
low RT. Indeed, the ceramic system shows higher TSL
intensity above approximately 190 K [50.140], possi-
bly due to the presence of traps at the grain interfaces.
Recently, also LuAG:Ce optical ceramics were pre-
pared by a coprecipitation route [50.247] (Fig. 50.29)
and the scintillation performance was compared with
that of LuAG:Ce single crystal [50.248]. Similar to

a)

b)

Fig. 50.29a,b Scanning electron microscopy (SEM) pho-
tographs of LuAG:Ce ceramics sintered at 1800 ◦C for 10 h
under vacuum: (a) the fracture surface; (b) the polished
surface after thermal etching at 1400 ◦C for 1.5 h [50.247]
(courtesy of Xue-Jian Liu, Shanghai Institute of Ceramics)
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YAG:Ce optical ceramics, high radioluminescence ef-
ficiency was found. However, noticeably lower LY and
the presence of more intense slow components in the
scintillation decay point to retrapping phenomena at the
grain interfaces, which is supported also by measured
TSL characteristics.

Microstructured materials can be classified as
single-crystal-based systems grown with tailored spatial
morphology. These materials were developed to meet
the demand of increased x-ray absorption, while keep-
ing high spatial resolution in the x-ray imaging screens.
Few scintillation materials, namely CsBr:Tl [50.249],
CsI:Na [50.250], and CsI:Tl [50.251–253], can be pre-
pared by vacuum evaporation in the form of long (up to
1–2 mm) and thin (several μm diameter) needles, which
are densely packed and optically isolated (Fig. 50.30).
A needle layer can be directly deposited on the pho-
todetector and, due to the light-guiding effect in the
needles, the high spatial resolution is preserved with
increased layer thickness, ensuring higher x-ray ab-
sorption. While this concept has been used for a long
time for CsI:Na in image intensifiers [50.254], where
the CsI:Na is at the inner side of the photocathode,
i. e., in vacuum, it could not be used in the open
atmosphere due to its extreme hygroscopicity. Only
the development of this growth morphology for much
less hygroscopic CsI:Tl, and the availability of large-

Fig. 50.30 Vapor-deposited column-shaped CsI : Tl scin-
tillation crystals of very smooth structure. Diameter
≈ 3 μm, length > 0.5 mm; see also [50.20] (courtesy of
Philips Research Laboratories, Aachen)

area position-sensitive semiconductor detectors (CCD,
a-Si:H panels) enabled the construction of a new gener-
ation of flat-panel detectors, which provide a qualitative
upgrade in many kinds of medical, industrial, and sci-
entific imaging systems [50.255].

50.3 Future Prospects

Acceleration of research and development in the field
of scintillation materials over the last 20 years has been
motivated mainly by new demanding applications in the
medical, industrial, scientific, and security imaging sec-
tors. Further development and exploitation of powerful
x-ray sources, e.g., synchrotron radiation, the availabil-
ity of new radiopharmaceuticals significantly enhancing
PET imaging capability in oncology [50.256], and
the wider exploitation/monitoring of radioisotopes in
different branches of human activity continue to con-
tribute to increasing interest in fast and efficient
scintillators.

Currently, there is a need for high-density, fast, and
high-light-yield scintillators for PET. While LSO:Ce
and GSO:Ce were successfully introduced and are re-
placing the previously used BGO [50.205–207] the
search for a second material to be used in combined
PET detectors to correct for the depth-of-interaction er-
ror continues [50.257]. Furthermore, in PET detectors

sufficiently fast and bright Ce- or Pr-doped materials
enable evaluation of time-of-flight information related
to the coincidence detection of two 511 keV photons
from the rising edge of the scintillation decay. Such in-
formation can limit the number of random coincidences
and increase the signal-to-noise ratio [50.258]. The can-
didates are (Lu/Y)AP:Ce or LuAG-based scintillators,
which are under intense investigation. Undoubtedly, all
of these materials could be further improved since the
nature of defects participating in the scintillation con-
version and degrading their performance is not yet fully
understood.

As the majority of applications use x-ray sources
with energies below 150 keV, there is significant mar-
ket potential for very high light yield, medium density,
fast scintillators, where the latest developments led
to the discovery of the group of Ce-doped rare-earth
halides. Also in this case, understanding of material
point defects is at the early stages and improve-
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ments in crystal quality are expected in the near
future.

The rapidly developing field of optical ceramics
may bring completely new material systems into con-
sideration, which cannot be prepared in the form of
single crystals. The recent success of slow scintillation
ceramics based on Tb3+-, Eu3+- or Pr3+-doped ma-
terials in CT medical imaging has clearly shown the
potential of this manufacturing technology. Even in the
case of YAG:Ce or LuAG:Ce materials, which can be
relatively easily grown in single-crystal form, optical
ceramics may offer an interesting alternative due to the
absence of specific (e.g., antisite) defects, which de-
grade scintillation performance of the single crystal.
On the other hand, one should keep in mind that grain
boundaries and interfaces in the ceramics introduce
other trapping states with undesirable consequences as
described in Sect. 50.2.6.

It is interesting to mention recent literature re-
ports dealing with phosphors prepared from materials
of smaller bandgap (sulfides, selenides, tellurides) due
to their expected higher conversion efficiency. In these
materials the emission center can be based on an exciton
localized close to a suitable doped impurity ion. Very
high efficiency and decay time of about 1 μs at RT were
reported for ZnTe:O [50.259]. Apart from the powder
form, these materials can be prepared in the form of thin
films as well using a novel sol–gel technology, which
offers better controlled synthesis conditions and more
perfect microcrystal grain surfaces. Thin-film scintilla-
tors were developed for special applications requiring
high two-dimensional (2-D) resolution in monitoring
tiny objects. High-quality single-crystalline films can
be grown by liquid-phase epitaxy technique, which was
demonstrated in the case of YAG and LuAG-based scin-
tillators [50.260, 261] or ZnO [50.262].

Renewed interest in the scintillation characteristics
of direct-bandgap semiconductors based on ZnO or
other binary compounds has arisen recently [50.30, 31,
263] due to their superfast emission with decay times
below 1 ns. Emission in these materials is due to Wan-
nier excitons, free or localized at defects/doped ions. In
the latter case it shows a low energy shift and still faster
decay times of the order of tens of picoseconds.

Donor–acceptor recombination luminescence in
suitably doped systems was also reported [50.264].
Such materials can show an unbeatable combination of
superfast scintillation response and (intrinsically) high
light yield. The problem of low Stokes shift and en-
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Fig. 50.31 RT photoluminescence decay of ZnO : In, Li
liquid-phase epitaxy grown film. λexc = 260 nm, 150 fs
laser pulse, λem = 420–430 nm. The solid line shows the
I (t) dependence proportional to inverse time typical of
donor–acceptor pair recombination luminescence

hanced emission reabsorption in bulk elements might
be solved by the aforementioned exciton localization or
exploitation of fast donor–acceptor recombination lumi-
nescence (Fig. 50.31) [50.32]. A new class of so-called
quantum scintillators based on quantum dots (nano-
structures) of direct-gap semiconductors embedded in
a suitable host was announced recently [50.265, 266].
These materials exploit a quantum size effect in free ex-
citon emission, which can enhance the efficiency and
luminescence speed in such nanostructured materials
with respect to the bulk analogues.

A separate group of scintillation materials is un-
der development for neutron detection. These materials
must contain elements with high cross-sections for neu-
tron capture (6Li, 10B, 155,157Gd) and ideally should
have a low effective Z-number, rendering them insensi-
tivity to γ -rays. These constraints substantially limit the
number of candidate material compositions [50.267].
Such scintillation detectors are needed in new safety
precautions to be employed at airports, seaports, and
country borders to defend against terrorist activities and
to detect illicit trafficking or inadvertent circulation of
nuclear materials or radioactive sources and chemical
warfare agents. Development of such monitoring portals
is conditional on the availability of sufficiently intense
portable neutron sources, which are under development
as well.
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50.4 Conclusions

In this chapter the broad field of scintillation mater-
ials has been introduced, albeit limited to selected
single-crystal groups, optical ceramics, and microstruc-
tured materials. The variety of materials considered or
currently under development is due to the range of
demands of the ever-growing number of practical ap-
plications and the need to tailor scintillation materials
to each of them.

Attention was paid not only to listing the materials
and their scintillation characteristics, but also to ad-
dressing the issue of specific material defects and their
relationship with the manufacturing technology used.
Material defects and irregularities often give rise to en-
ergy levels in the host forbidden gap. Such energy levels
can constitute trapping states, which serve as centers of
nonradiative recombination or simply as delaying ele-

ments in the process of energy transport to the emission
centers. Consequently, both the scintillator efficiency
and timing characteristics are degraded. Understanding
the underlying physical mechanisms of energy transfer
and storage and the role of particular material defects is
of crucial importance for bringing material performance
close to the intrinsic limits. The necessity to use corre-
lated experiments based on time-resolved spectroscopy,
thermoluminescence, and magnetic resonance to under-
stand the nature of defects has been demonstrated in
several examples.

Finally, it is worth noting that another area of
progress in the realization of advanced detector design
concerns the rapid development of the field of semicon-
ductor photodetectors, which are an indispensable part
of scintillation detectors.
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50.78 S. Baccaro, P. Boháček, B. Borgia, A. Cecilia,
I. Dafinei, M. Diemoz, M. Ishii, O. Jarolimek,
M. Kobayashi, M. Martini, M. Montecchi, M. Nikl,
K. Nitsch, Y. Usuki, A. Vedda: Influence
of La3+-doping on radiation hardness and

Part
H

5
0



1694 Part H Special Topics in Crystal Growth

thermolumines-cence characteristics of PbWO4,
Phys. Status Solidi (a) 160, R5–R6 (1997)

50.79 S. Baccaro, P. Boháček, A. Cecilia, S. Croci,
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Er3+, Nd3+ and Ce3+ in YAlO3 single crystals, Solid
State Commun. 104, 5–9 (1997)

Part
H

5
0



1696 Part H Special Topics in Crystal Growth

50.130 C. Dujardin, C. Pedrini, W. Blanc, J.C. Gâcon,
J.C. van’t Spijker, O.W.V. Frijns, C.W.E. van Eijk,
P. Dorenbos, R. Chen, A. Fremout, F. Tallouf, S. Tav-
ernier, P. Bruyndonckx, A.G. Petrosyan: Optical and
scintillation properties of large LuAlO3:Ce3+ crys-
tals, J. Phys. Condens. Matter 10, 3061–3073 (1998)

50.131 A.J. Wojtowitz, J. Glodo, A. Lempicki, C. Brecher:
Recombination and scintillation processes in
YAlO3:Ce, J. Phys. Cond. Matter 10, 8401–8415 (1998)

50.132 A. Vedda, M. Martini, F. Meinardi, J.A. Mareš, E. Mi-
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50.215 O. Guillot-Noël, J.T.M. De Haas, P. Dorenbos,
C.W.E. Van Eijk, K. Krämer, H.U. Güdel: Optical
and scintillation properties of cerium-doped LaCl3,
LuBr3 and LuCl3, J. Lumin. 85, 21–35 (1999)

50.216 J. Andriessen, O.T. Antonyak, P. Dorenbos,
P.A. Rodnyi, G.B. Stryganyuk, C.W.E. van Eijk,
A.S. Voloshinovskii: Experimental and theoreti-
cal study of the spectroscopic properties of Ce3+
doped LaCl3 single crystals, Opt. Comm. 178, 355–
363 (2000)

50.217 K.W. Krämer, P. Dorenbos, H.U. Güdel, C.W.E. van
Eijk: Development and characterization of highly
efficient new cerium doped rare earth halide scin-
tillator materials, J. Mater. Chem. 16, 2773–2780
(2006)

50.218 E.V.D. Van Loef, P. Dorenbos, C.W.E. van Eijk: High
energy resolution scintillator: Ce3+ activated LaBr3,
Appl. Phys. Lett. 79, 1573–1575 (2001)

50.219 E.V.D. Van Loef, P. Dorenbos, C.W.E. van Eijk,
K. Krämer, H.U. Güdel: Influence of the anion on
the spectroscopy and scintillation mechanism in
pure and Ce3+-doped K2LaX5 and LaX3 (X = Cl, Br, I),
Phys. Rev. B 68, 045108 (2003)

50.220 A. Bessiere, P. Dorenbos, C.W.E. van Eijk,
K.W. Krämer, H.U. Güdel, C. de Mello Donega,
A. Meijerink: Luminescence and scintillation prop-
erties of the small band gap compound LaI3:Ce3+,
Nucl. Instrum. Methods Phys. Res. A 537, 22–26
(2005)

50.221 J. Glodo, K.S. Shah, M. Klugerman, P. Wong,
B. Higgins, P. Dorenbos: Scintillation properties of
LuI3:Ce, Nucl. Instrum. Methods Phys. Res. A 537,
279–281 (2005)

50.222 M.D. Birowosuto, P. Dorenbos, C.W.E. van Eijk:
Scintillation properties of LuI3:Ce3+-high light yield
scintillators, IEEE Trans. Nucl. Sci. 52, 1114–1118
(2005)

50.223 G. Meyer: The ammonium chloride route to anhy-
drous rare earth chlorides – The example of YCl3,
Inorg. Synth. 25, 146–150 (1989)

50.224 W.M. Higgins, J. Glodo, E. Van Loef, M. Klugerman,
T. Gupta, L. Cirignano, P. Wong, K.S. Shah: Bridg-
man growth of LaBr3:Ce and LaCl3:Ce crystals for
high-resolution gamma ray spectrometers, J. Cryst.
Growth 287, 239–242 (2006)

50.225 P. Dorenbos: Scintillation mechanism in Ce3+
doped halide scintillators, Phys. Status Solidi (a)
202, 195–200 (2005)

50.226 J.S. Chivian, W.E. Case, D.D. Eden: The photon
avalanche: A new phenomenon in Pr3+-based
quantum counters, Appl. Phys. Lett. 35, 124
(1979)

50.227 N. Pelletier-Allard, R. Pelletier: Multiphoton exci-
tations in neodymium chlorides, Phys. Rev. B 36,
4425 (1987)

50.228 E.V.D. Van Loef, P. Dorenbos, C.W.E. van Eijk,
K. Krämer, H.U. Güdel: Scintillation properties of
LaCl3:Ce3+ crystals: Fast, efficient, and high energy
resolution scintillators, IEEE Trans. Nucl. Sci. 48,
341–345 (2001)

50.229 E.V.D. Van Loef, P. Dorenbos, C.W.E. van Eijk:
The scintillation mechanism in LaCl3:Ce3+, J. Phys.
Cond. Matter 15, 1367–1375 (2003)

50.230 U. Rogulis, S. Schweizer, J.-M. Spaeth, E.V.D. Van
Loef, P. Dorenbos, C.W.E. van Eijk, K.W. Krämer,
H.U. Güdel: Magnetic resonance investigations of
LaCl3:Ce3+ scintillators, Radiat. Eff. Defects Solids
157, 951–955 (2002)

50.231 S.M. Kuzakov: Electron-hole traps and thermo-
luminescence of the LaCl3:TR single crystals, Rad.
Prot. Dosim. 33, 115–117 (1990)

50.232 J. Glodo, K.S. Shah, M. Klugerman, P. Wong, B. Hig-
gins: Thermoluminescence od LaBr3:Ce crystals,
Nucl. Instrum. Methods Phys. Res. A 537, 93–96
(2005)

50.233 E.V.D. Van Loef, P. Dorenbos, C.W.E. van Eijk,
K. Krämer, H.U. Güdel: Scintillation properties
of LaBr3:Ce3+ crystals: fast, efficient and high-
energy-resolution scintillators, Nucl. Instrum.
Methods Phys. Res. A 486, 254–258 (2002)

50.234 P. Dorenbos, E.V.D. Van Loef, A.P. Vink, E. van der
Kolk, C.W.E. van Eijk, K.W. Krämer, H.U. Güdel,
W.M. Higgins, K.S. Shah: Level location and spec-
troscopy of Ce3+, Pr3+, Er3+, and Eu2+ in LaBr3,
J. Lumin. 117, 147–155 (2006)

50.235 K.S. Shah, J. Glodo, M. Klugerman, W. Higgins,
T. Gupta, P. Wong, W.W. Moses, S.E. Derenzo,
M.J. Weber, P. Dorenbos: LuI3:Ce – a new scintil-
lator for gamma ray spectroscopy, IEEE Trans. Nucl.
Sci. 51, 2302–3205 (2004)

50.236 J. Lu, K. Ueda, H. Yagi, T. Yanagitani, Y. Akiyama,
A.A. Kaminskii: Neodymium doped yttrium alu-
minum garnet Y3Al5O12 nanocrystalline ceramics
- a new generation of solid state laser and
optical materials, J. Alloy. Compd. 341, 220–225
(2002)

50.237 V. Lupei, A. Lupei, A. Ikesue: Single crystal and
transparent ceramic Nd-doped oxide laser ma-
terials: a comparative spectroscopic investigation,
J. Alloy. Compd. 380, 61–70 (2004)

50.238 C. Greskovich, S. Duclos: Ceramic scintillators, Ann.
Rev. Mater. Sci. 27, 69–88 (1997)

50.239 B.C. Grabmaier, W. Rossner: New scintillators for
x-ray computed tomography, Nucl. Tracks Rad.
Meas. 21, 43–45 (1993)

Part
H

5
0



1700 Part H Special Topics in Crystal Growth

50.240 W. Rossner, M. Ostertag, F. Jermann: Proper-
ties and applications of gadolinium oxysulfide
based ceramic scintillators. In: Physics and Chem-
istry of Luminescent Materials: Proc. 7th Int.
Symp, Vol. 98–24, ed. by C.W. Struck, K.C. Mishra,
B. DiBartolo (Electrochemical Society, Pennington
1998), 187–194

50.241 R. Hupke, C. Doubrava: The new UFC-detector for
CT-imaging, Phys. Medica XV, 315–318 (1999)

50.242 S.J. Duclos, C.D. Greskovich, R.J. Lyons, J.S. Vartuli,
D.M. Hoffman, R.J. Riedner, M.J. Lynch: Devel-
opment of the HiLight scintillator for computed
tomography medical imaging, Nucl. Instrum.
Methods Phys. Res. A 505, 68–71 (2003)

50.243 A. Lempicki, C. Brecher, P. Szupryczynski, H. Linger-
tat, V.V. Nagarkar, S.V. Tipnis, S.R. Miller: A new
lutetia-based ceramic scintillator for x-ray imag-
ing, Nucl. Instrum. Methods Phys. Res. A 488,
579–590 (2002)

50.244 V.V. Nagarkar, S.R. Miller, S.V. Tipnis, A. Lempicki,
A. Brecher, H. Lingertat: A new large area scin-
tillator screen for x-ray imaging, Nucl. Instrum.
Methods Phys. Res. B 213, 250–254 (2004)

50.245 C. Brecher, R.H. Bartram, A. Lempicki: Hole traps in
Lu2O3:Eu ceramic scintillators. I. Persistent after-
glow, J. Lumin. 106, 159–168 (2004)

50.246 E. Zych, C. Brecher, A.J. Wojtowitz, H. Lingertat:
Luminescence properties of Ce-activated YAG opti-
cal ceramic scintillator materials, J. Lumin. 75, 193
(1997)

50.247 H.-L. Li, X.-J. Liu, R.-J. Xie, Y. Zeng, L.-P. Huang:
Fabrication of transparent cerium-doped lutetium
aluminum garnet ceramics by Co-precipitation
routes, J. Am. Ceram. Soc. 89, 2356 (2006)
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Silicon Solar C51. Silicon Solar Cells: Materials, Devices,
and Manufacturing

Mohan Narayanan, Ted Ciszek

The phenomenal growth of the silicon pho-
tovoltaic industry over the past decade is
based on many years of technological devel-
opment in silicon materials, crystal growth,
solar cell device structures, and the accompa-
nying characterization techniques that support
the materials and device advances. This chap-
ter chronicles those developments and serves
as an up-to-date guide to silicon photovoltaic
technology. Following an introduction to the
technology in Sect. 51.1, an in-depth discussion
of the current approaches to silicon material
crystal growth methods for generating so-
lar cell substrates is presented in Sect. 51.2.
Section 51.3 reviews the current manufactur-
ing techniques for solar cell devices and also
presents the latest advances in device structures
that achieve higher efficiency. Finally, a per-
spective on the technology and what might
be expected in the future is summarized in
Sect. 51.4.
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51.1 Silicon Photovoltaics

Solar cells convert sunlight into electricity via the
photovoltaic effect. The photovoltaic (PV) effect was
first reported in 1839 by Becquerel when he observed
a light-dependent voltage between electrodes immersed
in an electrolyte. However, nearly a century later in
1941, the effect was reported in silicon. In 1954, the first
working solar cell module was announced. The photo-
voltaic industry has grown from producing a few kW
in the 1960s to a multi-GW production in this decade.
The success of the industry is mainly due to its ability
to supply reliable and modular power, cost effectively,
from a few W to multi-MW. With the market grow-
ing by nearly 20% per year for the past 10 years, the
amount of silicon used in the PV industry is poised to be

significantly more than that used in the semiconductor
industry in this decade.

51.1.1 Physics of a Solar Cell

When incident sunlight (photon) is absorbed by a semi-
conductor, photon energy is transferred to the material.
If the absorbed photon has sufficient energy, interband
transition occurs and an electron is excited from the
valance band into the conduction band. The valance
state vacated by the electron is called a hole. The
free electrons generated flow freely inside the material
and can be drawn to the external world to be used as
electricity.
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The solar radiation spectrum can be broadly di-
vided into three portions: (1) infrared, (2) visible, and
(3) ultraviolet. The long-wavelength, infrared portion
of the sun spectrum does not have the threshold en-
ergy needed to free electrons from silicon atoms and
passes through the cell without interacting. The material
is transparent to these long wavelengths. The ultravio-
let (short-wavelength) portion of the sun spectrum has
more than enough energy to create the electron–hole
pairs. In the case of silicon, with a bandgap of 1.1 eV
at room temperature, only photons with energy greater
than 1.1 eV will exhibit the PV effect. The excess energy
transferred to the charge carriers is dissipated as heat.
Hence, only about 40% of the incident light energy is
effectively used. The irradiance spectrum is an impor-
tant consideration in designing solar cells, as solar cells
respond differently to photons of different energy. The
spectrum of sunlight changes continually as a function
of time of the day, weather, and location. Solar cells are
exposed to different spectra and hence need to operate
under a variety of irradiances.

The solar cell is a p–n junction, like a large-area
diode with metal contacts on either side, as illustrated
by Fig. 51.1. The n-type portion (typically near the front
of the device) has a high density of electrons and few

Mine
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Refining

Deposition

Trichlorosilane

Polycrystalline
silicon

Single-crystalline
silicon

Single-crystalline
wafer

Solar cell Solar cell module

Melting
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Semiconductor applications
Polycrystalline silicon solar products
Single-crystalline silicon solar products

Fig. 51.2 PV silicon value stream (after [51.2])

(  )

Current
collector grid Light
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External
circuit

Electrons
Holes

Fig. 51.1 Operation of a silicon solar cell (after [51.1])

holes, so generated electrons can travel easily in this re-
gion. The opposite is true in the p-type region, where
holes travel easily. The built-in electric field near this
junction of n- and p-type silicon causes photogenerated
excess electrons to wander toward the grid on the front
surface, while the holes wander toward the back con-
tact. The electrons generated far away from the junction
in the bulk tend to diffuse towards the junction if they
are within the influence of this built-in electric field.
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a) b)

Fig. 51.3 (a) Series connection of solar cells. (b) Components of the PV module (after [51.7])

If the electrons survive their trip across the cell thick-
ness, without recombining at defects or impurities, they
are collected at the grid. Then they flow through an ex-
ternal circuit as current that can operate an electronic
instrument or appliance. After that, they reenter the so-
lar cell at the back contact to recombine with holes and
the process repeats [51.3–6].

51.1.2 The Photovoltaic Value Chain

More than 80% of manufactured solar cells are based
on a crystalline silicon (single-crystalline or multicrys-
talline) substrate. The value stream of the photovoltaic
industry is shown in Fig. 51.2 [51.2].

High-purity polysilicon (produced by the conven-
tional Siemens polysilicon process or by a fluidized
bed process) along with recycled silicon is the domi-
nant feedstock for the PV industry. Due to increased
demand for PV systems, several programs to upgrade
metallurgical-grade silicon are also being actively pur-
sued. The feedstock is then converted into silicon wafers
by casting or crystal growth followed by a wire-sawing
process. Details of this process step are described in
Sect. 51.2. The silicon substrate is converted into solar
cells using technologies based on semiconductor de-
vice processing and surface-mount technology (SMT).
The cell process technology (Sect. 51.4) mainly consists
of wafer surface etching, junction formation, antireflec-
tion coating deposition, and metal contact formation.
The individual solar cells are connected and assem-
bled into the finished product: PV modules, which are
integrated with system components, inverters, charge

conditioners, batteries etc. and then installed at the
site.

The crystalline silicon wafer accounts for about
40% of the cost of a PV module. There have been ongo-
ing efforts to reduce the cost of PV modules: the use
of thinner substrates to save the cost of silicon used,
device research to increase the conversion efficiency
of the module, high-volume manufacturing with inline
process control to reduce the cost of manufacturing,
etc.

51.1.3 The Photovoltaic Module

The PV module is designed to generate electricity for
many years (usually more than 25 years). It has to oper-
ate over a wide range of daily and seasonal variations of
sunlight and weather. It must be mechanically rigid to
provide a means for mounting the module into its ser-
vice structure. It must be dielectrically rigid in order to
protect living beings from coming into contact with dan-
gerous electrical voltages, as well as to prevent system
failure through short circuit.

The photovoltaic module (as shown in Fig. 51.3a,b)
consists of a number of solar cells electrically connected
to each other with metal interconnects and supported by
a rigid superstrate. The interconnected cells are encap-
sulated by one or more layers of polymeric materials
like ethyl vinyl acetate (EVA) and Tedlar, which pro-
vide electrical insulation. The encapsulation provides
mechanical rigidity to the brittle cells and the flexible
interconnection. In addition, it offers chemical pro-
tection as a moisture barrier. The encapsulated cell
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assembly, called a laminate, is then attached to a tem-
pered, low-iron glass superstrate. An electrical junction
box is provided at the rear of the module to harness the
electricity generated by the module.

51.1.4 Commercial PV Technologies

The commercial success of PV is largely due to the
proven reliability and long lifetime (> 25 years) of
crystalline silicon modules. Accelerated environmen-
tal testing, based on correlation of the specific failure
mechanism with outdoor field test results, is used to
certify the module performance in the field. If the mod-
ule passes the environmental tests it will likely perform
reliably for more than 20 years.

More than 85% of all modules sold today are based
on crystalline-silicon solar cells. Several factors have

contributed to the choice of crystalline silicon: high
cell conversion efficiencies of 15–20%; availability of
commercial equipment from the semiconductor and
SMT industries; extensive volume of knowledge on
silicon device physics, established feedstock technolo-
gies, abundant supply of the source material (sand), etc.
Other PV technologies include devices based on amor-
phous silicon (a-Si), cadmium telluride (CdTe), copper
indium diselenide (CIS), and gallium arsenide (GaAs).
While a-Si-based devices suffer from lower efficien-
cies, devices based on GaAs and CdTe have shown high
conversion efficiencies. However, the high cost of the
material, scarce raw material availability, and toxic na-
ture of the process and material are major challenges
facing these technologies for multi-GW manufacturing.
Here, only silicon-based PV issues will be discussed in
detail.

51.2 Crystal Growth Technologies for Silicon Photovoltaics

51.2.1 Silicon Photovoltaics

The history of crystalline and multicrystalline silicon
growth for PV applications starts with, and is closely
aligned with, the methods utilized in the semiconduc-
tor industry. From the first solar cell produced at Bell
Labs in 1954 [51.8] on Czochralski (CZ)-grown silicon
through to the development of modern high-efficiency
cells, the prominent integrated circuit (IC) industry
crystal growth methods have served the PV industry
well. The highest-efficiency PV cells and modules com-
mercially available today continue to use the CZ method
and, to a lesser extent, the float-zone (FZ) method.

Early in IC development, it was realized that
elimination of ingot wafering held many advantages, in-
cluding simplified surface preparation, thinner wafers,
and improved feedstock utilization. The dendritic web
Si ribbon growth method, originated in 1962 [51.9],
was briefly explored commercially by Dow Corning
Corporation in the mid 1960s with an eye toward IC
use as well as applications in the fledgling PV indus-
try. Despite more than 30 years of development for PV
use, largely by Westinghouse, the web method ulti-
mately proved nonviable for PV production throughput
needs in the rapidly growing PV industry. When Tyco
Laboratories announced the growth of shaped sapphire
crystals by the edge-defined film-fed (EFG) method in
1971 [51.10], Dow Corning researchers quickly real-
ized that this method might also be useful for PV and

they published the first growth of silicon ribbons by
EFG, using graphite capillary dies, in 1972 [51.11].
A few years later, in 1975, researchers at IBM published
the first growth of silicon tubes by EFG [51.12] for po-
tential application as the active, internally cooled, PV
receiver in linear parabolic concentrators. The closed
tubular shape eliminates edge instability problems and
is easier to grow than ribbons. The later, larger, hybrid
consisting of a closed tubular shape, but with multi-
ple flat walls, is the current EFG production method
for PV wafers. The wafer blanks are laser-cut from the
flat tube walls. While dendritic web growth produces
single-crystal ribbon surfaces, EFG growth yields mul-
ticrystalline wafers.

The dendritic web method, in a sense, spawned an-
other multicrystalline ribbon growth method in which
foreign filaments replace the continuously propagating
edge dendrites. This simplifies thermal control consid-
erably. The method was introduced as edge-supported
pulling (ESP) [51.13] in 1980, using carbon-based edge
filaments incorporated into the growing ribbon. After
many years of dormancy, it was resurrected by Ev-
ergreen Solar as string ribbon. The string ribbon and
flat-sided tubular EFG growth methods are in use to-
day and have made strides in improving throughput by
effectively increasing the width of material grown in
a single apparatus through multiple wide faces (EFG)
and multiple ribbons (string ribbon). This was not pos-
sible with the more complex dendritic web growth
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method. Another class of silicon sheet growth methods
that we will include in this discussion, although there
is currently no large commercial application, is that in
which the sheet moves rapidly in a direction orthogonal
to the direction of heat removal. This class of growth
methods has shown remarkable throughput potential
(more than 40 MW of PV wafer material per machine
per year), but so far has suffered from relatively large
sheet thickness, small grain size, high impurity content,
and low cell efficiencies.

Casting of multicrystalline silicon shapes has been
conducted for over 80 years. In the mid 1970s, atten-
tion was turned to this method as a way of producing
PV wafer material. Fischer and Pschunder reported
casting of silicon into graphite molds for PV applica-
tions [51.15] in 1976. The technique of melting and
then resolidifying silicon in the same graphite container
(thermal expansion-matched to silicon), with bottom
seeding, was introduced in 1979 [51.16]. Multicrys-
talline ingot growth has become the dominant method
for PV wafer production and is most often conducted
by melting and then directionally solidifying (DS) the Si
material in the same silicon-nitride-coated, silica-based,
square crucible with small height-to-width aspect ra-
tio. This allows more columnar growth than taller
crucibles. One semicontinuous multicrystalline ingot
casting method introduced in 1985 [51.17,18] uses elec-
tromagnetic repulsion to keep silicon from adhering to
water-cooled metal finger walls. Electromagnetic cast-
ing (EMC) currently produces > 2000 kg silicon ingots
at a much higher throughput rate than conventional di-
rectional solidification in silica crucibles.

We will consider the above silicon growth methods
that are presently in use for PV wafer manufactur-
ing in the following sections. The categories include
single-crystal ingots, multicrystalline ingots, and mul-
ticrystalline ribbons or sheets.

51.2.2 Single-Crystal Ingot Growth
(CZ and FZ)

Since CZ growth is the main silicon growth method of
the IC industry, it is quite well documented in other lit-
erature, and we need not go into it in detail here. A basic
schematic of the process is shown in Fig. 51.4, along
with one for FZ growth. Here we will focus primarily on
the aspects of growth pertinent to PV applications. CZ
and FZ ingots are round, so the active area of a module
relative to the total area is lower than for cast or rib-
bon wafers, unless the ingots are trimmed to a square
or rounded-square cross-section. For optimum perfor-
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Picket-fence heater
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V2

ω2

V1
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Fig. 51.4a,b Schematic of CZ (a) and FZ (b) crystal growth (after
(a) [51.14], (b) [51.1])

mance, the ingots must be both single crystalline and
dislocation free. Multicrystalline CZ or FZ ingots are
more highly stressed than cast multicrystalline ingots,
and the grain boundaries are more electrically active,
resulting in poorer cell efficiency. If ingot growth is
initiated single crystalline but not dislocation free, the
ingots soon become multicrystalline (an exception is the
special case of using a tricrystalline seed [51.19]). The
requirement for dislocation-free growth means that care
must be taken to avoid particulate matter, high impurity
levels, sudden thermal changes, and other perturbations
that could disrupt dislocation-free growth. Impurities
in CZ growth (and in directional solidification of mul-
ticrystalline ingots) obey the normal freezing equation,
C/C0 = k(1 − f )k0−1, if there is thorough mixing in
the liquid. C is the impurity concentration in the ingot
where a fraction f of the melt has been solidified, and
k is the effective segregation coefficient of the impurity
(always less than the ideal segregation coefficient k0);
C0 is the initial average impurity concentration in the
melt before solidification commences. Impurity segre-
gation is quite effective in the early-grown portion of
the ingot where C ≈ kC0, but impurity concentrations
rise monotonically to levels > C0 near the termination
of growth, as shown in Fig. 51.5. Boron hardly seg-
regates at all, since k ≈ 0.9. This is advantageous for
giving a flat doping profile along the ingot, but it also
dictates that no excess boron can be present in the feed-
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Fig. 51.5a,b Distribution of selected impurities as a function of ingot fraction solidified for CZ or directional solidifica-
tion carried out in near-atmospheric pressure (a) and in vacuum (b) (after [51.14])

stock, since it cannot be removed by segregation during
growth.

The vapor pressure and hence the effective evapora-
tion coefficient of a particular impurity also can affect
the observed impurity distribution in the ingot. The
evaporation of an impurity depends on the growth rate
and exposed melt surface area [51.20]. The approxi-
mate effect for selected impurities is shown graphically
on the right-hand side of Fig. 51.5 for growth in a vac-
uum. By selecting an appropriate partial vacuum level,
the distribution of dopants such as P or Ga can be made
nearly uniform along most of the ingot length. The im-
portance of a vacuum for reduction of P content in the
material is also evident, although the magnitude of such
reduction is small.

In FZ growth, or other semicontinuous growth pro-
cesses, the impurity distribution, given by Peizulaev’s
equation [51.21], is more complex, especially if both
effective segregation k and effective evaporation g co-
efficients are incorporated and if more than one growth
pass is made on the silicon rod

Cn(x)

C0
=

[
k

(k + g)

]n [
1− (1− k − g)Zn e−(k+g)x

]
,

where

Zn = n −
n−1∑
s=1

(n − s)(k + g)s−1

× e−s(k+g)
[

(s + x)s−2

s!
]

× {(s −1)x + (s + x)[1− (k + g)x]} ,

where n is the number of times the ingot is zone-melted,
and Cn(x) is the impurity concentration at position x
along the ingot (x is in units of melt zone length) after
n solidification passes. Here, C0 is the initial concentra-
tion of the impurity in the feed rod (assumed uniform).

Figure 51.6, analogous to Fig. 51.5 for CZ growth,
gives the distributions of selected impurities as a func-
tion of position along a FZ ingot or other semicon-
tinuously grown silicon form where continuous melt
replenishment is used. A total length equivalent to
20 melt zones is depicted.

Note that the characteristic shape of the impurity
profiles differs from the CZ case. However, judicious
use of a partial vacuum can again allow flatter profiles
for impurities that evaporate, and can allow phospho-
rous removal to some extent.
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Fig. 51.6a,b Distribution of selected impurities as a function of position along ingot for FZ or other semicontinuous
solidification processes with continuous melt replenishment carried out in near-atmospheric pressure (a) and in vacuum
(b) (after [51.20])

For CZ growth near atmospheric pressure, the flat-
test doping profiles that can be attained are those shown
in Fig. 51.5, where all dopant is mixed into the ini-
tial melt volume. On the other hand, for FZ growth
and other semicontinuous processes, if the dopant has
a small segregation coefficient (Ga for example), there
is an advantage to inserting the dopant in the first melt
zone rather than having it uniformly distributed along
the feed rod. This is called pill doping and results in
a flat doping profile. Impurities with large segregations
coefficients (B, P) must be added continuously with
consumption of the feed rod.

Typically, CZ growth is conducted with an argon or
argon/partial vacuum ambient and the gas flows down
over the seed and melt interface, then over the rim
of the crucible and down toward the bottom of the
growth furnace. In this way, the copious amounts of
SiOx that form from dissolution of the quartz crucible
are swept away from the growth region. FZ growth is
typically conducted in a slight overpressure of argon.
While growth can be done in a vacuum, some evapora-
tion of silicon will result and cause growth disruption
problems if solid Si deposits flake off the chamber or

radiofrequency (RF) coil surfaces and fall into the melt
zone.

51.2.3 Multicrystalline Ingot Growth

Using a container to shape the growing ingot instead
of manipulation of the solid–liquid–vapor boundary
greatly simplifies control of the growth process, allows
much larger ingots, and allows ingots to have a square
cross-section. All of these factors improve productiv-
ity. A schematic diagram of the directional solidification
(DS) or casting process is shown in Fig. 51.7. Silicon
can be melted in the same container in which it is so-
lidified, eliminating the top vessel in Fig. 51.7, which
is designated directional solidification. Alternatively, it
can be melted in one container and poured into a sec-
ond container for solidification, as implied in the figure.
This might properly be called casting with directional
solidification. However, the terms DS and casting tend
to be used interchangeably for either process.

Either induction (shown in the figure) or resistance
heating can be used. The heat source, insulation, and
heat sink are designed to provide a nearly unidirectional
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Growth crucible
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Fig. 51.7 Schematic diagram of the directional solidifica-
tion process for multicrystalline silicon (after [51.22])

temperature gradient to drive columnar growth, and
some relative motion may be imparted to components as
growth progresses. Square-cross-section, flat-bottomed
silica crucibles contain the liquid silicon. They are
coated with silicon nitride to minimize sticking of the
ingot to the crucible, and are a one-use item. Because of
the crucible–ingot contact, single-crystal growth is not
generally achieved, although some attempts at seeding
have been reported, as mentioned earlier.

The same impurity distribution equation applies
here as for CZ growth, and the general impurity profiles

Feedstock

b) c)a)

Manifold

Arc shield

RF coil

Crucible
fingers

Support
pedestal

Induction
coil

Melt

Melt

Cast
ingot

Fig. 51.8 (a) Biot–Savart repulsion [51.23], (b) EMC schematic [51.22], (c) EMC laboratory apparatus

follow those in Fig. 51.5 (melt residence time and melt
surface area exposed to the ambient modify the details
of the profiles in the case of a vacuum ambient). There
are additional impurity phenomena to contend with in
this process that are not present for CZ growth. Because
the melt and the grown ingot are in contact with the
container for an extended period of time, impurities can
both dissolve and diffuse into the melt and later diffuse
into the sides and bottom of the ingot from the crucible.
Metallic impurities in the melt are strongly segregated
to the last layer to freeze at the top of the ingot. Dur-
ing cool down of the massive ingot, these impurities can
diffuse back into the top region of the ingot. These phe-
nomena, along with small grain sizes at the ingot bottom
and sides, require that a portion of the bottom, sides,
and top of the ingot be cropped away because the mi-
nority charge carrier there is too low for adequate PV
performance.

In the electromagnetic casting process (EMC)
method, container walls comprised of water-cooled,
electrically conductive fingers provide the sidewall melt
confinement during a semicontinuous casting process.
Silicon is prevented from making substantial contact
with these walls by Biot–Savart law repulsion between
the fingers and the melt. This is visualized in Fig. 51.8a,
where a helical induction coil, a cylindrical array of fin-
gers, and the Si melt are depicted in a top sectional view.
The current directions at one instant in the RF cycle are
shown. The induced currents in the fingers and in the
melt are in opposite directions, giving rise to the repul-
sive force. In PV ingot production, a square array of
fingers is used and new material is fed into the top of
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the container while the ingot is continuously withdrawn
from the bottom. A schematic of the process is shown
in Fig. 51.8b, and a small, laboratory-scale apparatus is
shown in Fig. 51.8c.

The impurity distribution profiles in EMC ingots
follow the Peizulaev equation, since the configuration is
essentially like float zoning, and the curves of Fig. 51.6
apply. Again, the details of the profiles under vacuum
will depend on melt residence time and melt surface
area exposed to the ambient.

In current production, ingots weighing 1 metric ton
are grown with a 35 × 35 cm2 cross-section and length
of ≈ 4 m, at a throughput (with sawing) of 500 m2/day
– approximately seven times faster than any other in-
got growth method. The ingots are generally cleaner
than DS ingots, but have smaller grain size, with the
PV conversion efficiency being about the same.

51.2.4 Silicon Ribbon or Sheet Growth

Many approaches to ribbon or sheet growth of sili-
con have been made over the years. Only two are in
large-scale use at the time of this writing. They are
the EFG and string ribbon methods mentioned in the
introduction. Other methods that had been pursued un-
til recently are dendritic web growth and a form of
horizontal ribbon growth on substrate (RGS) where
melt is solidified on a moving substrate that is later
detached for reuse. There are indications that RGS
growth may reemerge on the PV scene, so this sec-
tion will summarize the EFG, string ribbon, and RGS
techniques.

The EFG technique utilizes a die that is wetted by
liquid silicon. The liquid rises up capillary channels in
the die to reach the die top, and connects to a seed.
As the seed is pulled upward, the top portion of the li-
quid meniscus continually solidifies, adding growth to
the seed. The bottom of the meniscus spreads to the
outer edges of the die top and is pinned there. The ris-
ing of liquid up the capillary channel is governed by
Laplace’s equation, which relates the pressure differ-
ence Δp across a liquid surface to the two principal
radii of curvature of the surface R1 and R2, and the
surface tension γ as Δp = γ (1/R1 +1/R2) = ρgh. The
liquid will rise vertically to a height h; ρ is the liquid
density, and g is the acceleration due to gravity. For cap-
illary channels comprised of plates or annular tubes, one
radius of curvature R2 is approximately infinite and the
other is R1 = s/2 cos θ, where s is the plate or tube sepa-
ration and θ is the wetting angle, so h = (2γ/ρgs) cos θ.
For silicon in graphite dies, θ ∼ 0 and h ∼ 2γ/ρgs.

Heights of several centimeters to 10 cm could be used,
but for a number of practical reasons the height is
kept quite small (impurity segregation is improved be-
cause back-mixing of the rejected impurities is better,
the meniscus is higher and there is less susceptible
to freeze-out to the die, the meniscus is more stable,
and pick up of SiC particles on the ribbon surface is
reduced).

A schematic of EFG growth using an annular die is
shown in Fig. 51.9a. EFG wafer growth for PV use is
similar, with the tube having eight flat faces. Sections
of octagonal tubes with 10 and 12.5 cm faces are shown
in Fig. 51.9b. After growth, the tubes are transported to
a laser-cutting station, which removes rectangular cell
blanks from the tube faces.

Typically, induction heating is used and the tubes
grow in an argon ambient at about 2 cm/min linear
pulling speed. FZ-type impurity profile equations apply,
since the process is continuous with melt replenishment.

0 10 20 30 cm

Crucible

Die Melt

a)

b)

Tube

Fig. 51.9a,b Schematic of EFG tube growth (a); 10 and
12.5 cm face octagonal tube sections (b) [51.12]
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Fig. 51.10a,b Schematic of string ribbon growth (a) and
(b) a growing ribbon [51.24]

However, the effective zone length is extremely large.
Also, the fast pulling speed, lack of rotation, and capil-
lary die restriction of back-mixing of impurities rejected
at the solid–liquid interface back into the melt all reduce
the effective segregation.

The string ribbon growth process is shown schemat-
ically in Fig. 51.10, along with its original ESP imple-
mentation using a quartz crucible and graphite filament
strings. Two thin filaments enter the bottom of the cru-
cible through small openings, pass upward through the
melt, and are bridged above the melt by a seed plate.
A liquid meniscus rises up to the seed plate and contin-

a)

b)

Fig. 51.11 (a) Development of grain structure in a 32 mm wide
ribbon grown with graphite filaments and seed plate [51.25].
(b) A 10 mm long portion of the edge of a 20 mm wide ribbon grown
with quartz filaments, showing no grain nucleation [51.24]

ually solidifies onto it as the string–seed plate assembly
is moved upward at about 2 cm/min.

Carbon-based strings are typically used. They are
easily wetted by the liquid silicon, and become an
integral, imbedded part of the ribbon, but have the dis-
advantage of nucleating many small grains near the
ribbon edges. The central portion of the ribbon, how-
ever, is reasonably large-grained. Other string materials
(based, e.g., on alumina or quartz) can be used and nu-
cleate much fewer grains at the edge [51.24], but the
contact to the ribbon is less definite and the thermal-
expansion mismatch causes them to partially or totally
break away from the ribbon edge during cooling. Fig-
ure 51.11 shows the development of grain structure for
graphite filaments and a graphite seed plate, as well as
the lack of grain nucleation at the edge when quartz fil-
aments are used. Graphite can be used for the crucible,
as well as quartz.

A drawback of both EFG and string ribbon growth
is the slow areal throughput. EFG addresses this by
effectively growing eight ribbons simultaneously via
the eight-sided tube structure. In modern string ribbon
production [51.26], a long and narrow graphite mesa
crucible is used to retain the continuously replenished
melt by capillarity on its top surface. The long edges
of the mesa are close and parallel to the ribbons, and
the edges define the base of the meniscus from which
the ribbons grow. Multiple pairs of strings (four in the
present quad growth system) are used to delineate the
edges of the ribbons. The mesa crucible thus plays
a similar role to the die in EFG growth, the main dif-
ference being that the melt is replenished directly onto
a region of the mesa top and flows laterally along it
rather than arriving via distributed capillary channels
as in EFG. The small volume of the melt zone reduces
heater power requirements and hot-zone material re-
quirements for growth, and the close proximity of the
mesa edges to the ribbon helps to stabilize flat ribbon
growth.

Impurity and dopant distribution in this system is
basically governed by the same equation as for FZ
growth, with some ribbon-to-ribbon variations in con-
centrations due to the path length differences from the
replenishment point to each ribbon.

Large-area solid–liquid interface growth with heat
removal perpendicular to the pulling direction has the
potential to be the highest throughput silicon sheet
growth method. A number of variants of the process
have been tried in the past, but none are currently
in large-scale commercial production. A representative
schematic, in this case of the ribbon growth on sub-
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strate (RGS) process, is shown in Fig. 51.12. Some
approaches utilize a moving substrate that is reusable.
Others attempt to grow the ribbon off of the free melt
surface in a crucible. The important aspect is that the
length of the melt zone b be much greater than the sheet
thickness t. Then fast pulling speeds can be achieved
according to the equation

Vs = 4αKmb(
2Km −αt

)
tLρm

ΔT ,

where α is the effective coefficient of heat transfer, ΔT
is the temperature gradient between melt and substrate
(or free surface, if no substrate is used), L is latent
heat of fusion, ρm is the density at the melting tempera-
ture, and Km is the thermal conductivity at the melting
temperature [51.27]. The equation predicts a 6 m/min
growth rate at ΔT = 160 ◦C, and experimental pulling
speeds near that value have been realized (Fig. 51.13).
Horizontal growth of this type can be hundreds of times
faster than vertical ribbon pulling, particularly if b and
ΔT are maximized.

51.2.5 PV Silicon Crystal Growth Approaches

Of the many approaches that have been tried for PV
silicon growth, only six are currently in commercial
use. The traditional CZ method (and to a lesser extent,
the FZ method) produces single-crystal silicon ingots
that yield the highest-efficiency silicon solar cells. The
DS and EMC multicrystalline ingot methods offer sim-
pler operation and higher throughput (especially EMC)
but a somewhat lower cell efficiencies. Ribbon growth
eliminates the need for wafering and hence provides
better feedstock utilization. The two methods in current
use are EFG and string ribbon growth. They provide
cell efficiencies similar to that of multicrystalline ingot.
The family of horizontal, large solid–liquid interface

Melt reservoir

Si melt

Si sheet

Substrate

Vg

Vs

Fig. 51.12 Schematic of the RGS sheet growth process (af-
ter [51.22])

Fig. 51.13 Wide silicon sheet growing at 3 m/min (As-
troPower, 2002)

techniques provides much faster sheet growth, but so
far these have not been viable commercially, with cell
performance limited by small grain size and high im-
purity content. Passivation of multiple, small grains has
also proved difficult in thin-film silicon growth on sub-
strates, and no commercially viable silicon thin-film
growth approaches have been found yet.

51.3 Cell Fabrication Technologies

The main challenge of PV fabrication technologies
is developing ways to cost-effectively mass-produce
high-performing devices with the highest yield, reli-
ability, and consistency. Capital efficiency, equipment
efficiency, cost of production, and device performance
have to be optimized to achieve these goals. In this
section, in addition to the commercial cell fabrication
technologies, a brief review of the advances in the sil-
icon solar cell technologies currently being pursued by

various researchers will be discussed. The basic device
structure will be discussed and the commercial produc-
tion tools and process will be highlighted.

51.3.1 Homojunction Devices

Solar cells manufactured by nine out of the top ten PV
cell companies in 2005 were based on homojunction de-
vices. In this structure, only one type of semiconductor
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Fig. 51.14 Cross-section of a commercial silicon solar cell
(after [51.28])

material, crystalline silicon, is used on both sides of the
junction. The device structure is shown in Fig. 51.14.

A p-type crystalline silicon wafer (typically 225 μm
thick and 156 mm × 156 mm in size) is used as the base
substrate. After cleaning and/or texturing the front sur-
face, n-type emitter is formed by a diffusion process
(junction depth of about 0.3 μm). The front and back
side are isolated by plasma or chemical etching or
laser scribing. An antireflection coating of silicon ni-
tride (about 75 nm thick and refractive index of about
2.10) is deposited using plasma-enhanced chemical va-
por deposition, low-pressure chemical vapor deposition,
or sputtering. The front (silver) and rear contacts (alu-
minum and silver) are screen-printed with metallic inks
and subsequently fired to make good mechanical and
electrical contact. The front metal coverage is typ-
ically 8%. The completed cells are then tested and
classified according to the cell parameters. The com-
mercial efficiencies of solar cells based on multi- and
monocrystalline silicon are in the range 14.5–15.5 and
16.0–17.0%, respectively. The efficiency ranges are due
to the material quality, cell design, and process tools.
The efficiency of monocrystalline solar cells is higher
as they can be more effectively surface-textured and the
electronic quality of the material is better than that of
multicrystalline silicon. In the following section, each
of the process steps used in commercial cell sequence
and the improvement techniques being evaluated will
be described [51.29, 30].

Surface Damage Removal and Texturing
In this step, the surface damage resulting from sawing
is etched off using hot, concentrated (10–30%) sodium
hydroxide (NaOH) solution. Approximately 10 μm of

silicon is removed during the process. About 200
wafers are etched in a batch process. Monocrystalline
silicon substrates are subsequently textured using a low-
concentration etch containing 2% sodium hydroxide
and isopropyl alcohol (IPA). The (100) crystal planes
are etched relatively faster than other planes. This re-
sults in the intersection of (111) planes and the exposed
surface forms with tiny pyramids, about 3–5 μm in size.
This process removes an additional 10 μm of silicon.

For the past 5 years, a new technique, isochemical
texturing, has been commercialized for saw-damage re-
moval and texturing for multicrystalline wafers. The
process involves use of an acid-based etch solution
[hydrofluoric (HF) and nitric acid (HNO3)] which is
a standard etch in semiconductor wafer preparation.
The main difference is that the etch solution is kept at
a constant temperature, below 10 ◦C. Only about 10 μm
of silicon is removed, resulting in a substantial saving
in raw material. Texturing of multicrystalline silicon
wafers increases the conversion efficiency of the cells
by reducing reflection and enabling advanced cell de-
sign parameters. A special feature of the process is that
it can be performed as an inline process, hence enabling
the use of thinner silicon substrates.

Emitter Formation
The semiconductor junction is formed by phosphorus
diffusion across the entire front surface. The process is
carried out in a tube furnace using POCl3 as the dopant
source. Inline belt furnace diffusion (using phosphoric
acid solution as the dopant source) is increasingly being
used to enable thin wafer processing. The semiconduc-
tor junction of the majority of commercial solar cells
is about 0.3–0.5 μm and the surface concentration is
about 5 × 1020 cm−3. The sheet resistivity (a measure
of lateral resistance in the n-type doped layer) of the
commercial cells is about 50 Ω/square. The diffusion of
dopant from a nearly infinite source into silicon at high
temperature > 860 ◦C results in a complementary error
function (erfc) or similar distribution of phosphorus (as
shown in Fig. 51.15).

Excess phosphorus beyond the solid solubility limit
is precipitated as inactive phosphorus in a silicon region
called the dead layer. In this region the minority-carrier
lifetime is significantly reduced or the generated carriers
are recombined instantly. The high surface concentra-
tion of phosphorus and low sheet resistivity are not
optimum conditions for maximizing the generation of
carriers. However, widespread use of this approach is
due to its compatibility with high-volume manufactur-
ing tools such as screen-printing metallization practiced
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Fig. 51.15 Diffusion profile of the silicon surface (af-
ter [51.31]) (SIMS – secondary ion mass spectroscopy)

in the surface-mount assembly industry. There are sev-
eral approaches being actively investigated to enhance
the performance of solar cells by reducing the dead
layer and developing screen-printing paste compatible
with higher sheet resistivity and lower surface concen-
tration of phosphorus [51.31].

Junction Isolation
During the diffusion step, the edge and the rear of the
wafers also gets diffused. Hence, to prevent leakage
paths, the front and the rear need to be isolated. There
are several techniques used to achieve this in commer-
cial solar cell manufacturing. One of the widely used
techniques is a plasma etch by which the edges of coin-
stacked wafers are etched. However, due to the textured
surface of the wafer, some active area of the cell in the
front surface is also etched. Another technique involves
the use of a laser system, where the edges of the wafers
(front or rear) are trenched or cleaved. During the past
3 years, a new technique has been commercialized, en-
abling thin wafer processing. This technique is based
on chemically etching off the rear phosphorus junction
without etching the front [51.33].

Phosphorus Glass Removal
In this step, the phosphorus glass formed during the dif-
fusion step is removed using a dilute hydrofluoric acid
etch. The glass is very thick (20–40 nm) and would af-
fect the effectiveness of the antireflection layer that will

be deposited later in the process. This step can be done
as a batch or inline process.

Antireflection Coating Deposition
The goal of this step is to minimize the reflection of
incident light, thereby increasing PV efficiency. The
weighted average of reflected sunlight from a bare
silicon surface is about 30%. Under glass in the encap-
sulated stage, this value can be reduced to about 15%.
By texturing the surface the reflection can be reduced
to 10%. In order to further decrease the reflectance, an
antireflection (AR) coating is applied to solar cells. By
selecting an appropriate film thickness and refractive in-
dex (RI) of the AR coating, the reflection can be reduced
to below 4%. Apart from ability to reduce refection,
the AR coating must be transparent, i.e., it should not
absorb incident sunlight.

The most widely used antireflection coating is a sil-
icon nitride film (about 75 nm thick with RI of about
2.10), deposited by plasma-enhanced chemical vapor
deposition (PECVD). In addition to providing the an-
tireflection properties, the silicon nitride deposition
process introduces hydrogen which diffuses into bulk
silicon. This hydrogenation improves the electronic
quality of surface and bulk silicon by means of passi-
vation [51.34].

Metallization and Contact Sintering
In this step, both top and rear contacts are printed and
sintered. A typical front pattern is shown in Fig. 51.16.

The most widely used technique to deposit metal
paste is screen printing. The top contact is a paste con-
taining silver with organic and glass binders. On the

Fig. 51.16 Front contact metallization of a solar cell with
antireflection coating [51.32]
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rear, an aluminum paste is printed in all areas except
where silver paste is applied to make contacts for the
external circuit. The aluminum paste after sintering pro-
vides a p+ surface (back surface field) and additional
gettering of impurities in the bulk silicon. The pastes
are applied sequentially with a drying step between
each printing step. The printed wafers are then fired
to make contact with the silicon. The front paste fires
through the silicon nitride layer and makes contact to
the n-type layer. If the sintering step is very aggres-
sive (higher temperature, longer duration), the metal
will make contact to the p-type bulk silicon, resulting
in electrical shorting. On the other hand, if the paste is
not sintered adequately the strength of the bond to the
interconnection between two solar cells will be weak
and will not have the required chemical and mechani-
cal contact properties. Hence the selection of the paste,
printing height, and the firing conditions are very im-
portant in determining the performance of the cell. This
step determines many of the cell parameters and long-
term performance of the solar cell. The strength of the
interconnection between the contacts and the tabbing
ribbon is affected by the paste/sintering characteristics
and the soldering process [51.35].

Testing and Binning
In this last step, the solar cell is measured using a sun
simulator at standard testing conditions (STC), i.e., ir-
radiance of 1000 W/m2 with an air mass 1.5 spectrum
(AM 1.5) at 25 ◦C. STC is selected as it is easy to re-
produce in the laboratory. The cell is tested against
a calibrated cell. Cell performance in air will be differ-
ent from its performance under encapsulated conditions
due to the difference in optical coupling and the in-
creased series resistance. The cells are sorted and
binned according to their electrical performance and
various mechanical and visual defects such as cosmet-
ics, color nonuniformity, edge chips etc. The finished
cells are packed for further processing into modules.
The modules will operate at conditions other than STC,
hence the module manufacturer provides temperature
coefficients of voltage and current as well as predicted
performance as a function of irradiance.

51.3.2 Enhancing Solar Cell Performance

The gap between the efficiency of laboratory cells and
commercial cells is decreasing with the commercial-
ization of several high-efficiency techniques. Efficient
solar cell design involves maximization of carrier gen-
eration and carrier collection. The generation of carriers

in a silicon solar cell depends on the electronic quality
of substrates (minority-carrier lifetime), the active area
(the area not covered by metal contact lines), spectral
response, absence of dead layer, etc. The collection of
carriers depends on bulk and surface passivation and the
lateral and contact resistance.

The performance of conventional commercial cells
is limited by the requirement of the metal pastes, the
capability of the printing equipment, and surface recom-
bination of the generated carriers. The front metal paste
requires heavier phosphorus diffusion and increased
surface concentration of phosphorus. This requirement
affects current generation and current collection. The
use of fine line-printing techniques, better screens, and
better metal pastes reduces the shading loses due to
metal coverage. The development of new pastes com-
patible with lower surface concentration of phosphorus
and higher sheet resistivity will increase the current
generation capability. The incorporation of a surface
passivation layer will enhance the beneficial effects of
cells with higher emitter sheet resistivity and thin cells.
In addition, thin cells (less than 150 μm) require a back
surface field which does not bow the cells. All of these
topics are being actively pursued by several paste man-
ufacturers in collaboration with cell technologists.

51.3.3 Advanced Commercial Solar Cell
Concepts

In this section, a few of the commercial sequences
which are not based on conventional screen-printing
technology are presented. These sequences are appli-
cable to limited types of substrates. However, several
research institutions and PV companies are trying to
incorporate some of the concepts of these cells into
conventional screen-printing sequences.

Buried-Contact Cells
The buried-contact solar cell sequence is one approach
which has been commercialized to overcome the lim-
itation of screen printing. Cell efficiencies up to 18%
(laboratory efficiency 22.7% record cell) have been
demonstrated on monocrystalline (CZ) wafers [51.36].
In this sequence the grooves are formed on the
top surface into which metal contacts are plated
(Fig. 51.17).

Additional high-efficiency concepts incorporated in
this sequence are surface passivation and a shallow
emitter with deep diffusion under the contacts. In ad-
dition to an increased number of steps, the sequence
involves several high-temperature steps. Hence it re-
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Fig. 51.17 Cross-section of a buried-contact solar cell (af-
ter [51.28])

quires monocrystalline silicon wafers with low oxygen
content. This limits the widespread commercialization
of buried-contact solar cells.

Back-Contact Cells
A back-contact (interdigitated contact) cell sequence
has been commercialized for high-lifetime n-type
wafers. Cell efficiencies up to 22.2% have been demon-
strated in large-scale production [51.38]. The sequence
includes a textured front surface with antireflection
coating, well-passivated surfaces, and screen-printed
metal contacts on the rear. The special feature of the cell
(shown in Fig. 51.18) is that all the contacts are on the
rear, thereby reducing the shading losses and improving
the cosmetic appearance of the cells.

HIT Cells
The heterojunction with intrinsic thin layer (HIT) cell
sequence has been commercialized. Efficiencies of HIT
cells up to 21.8% have been reported on n-type sub-
strates (as shown in Fig. 51.19). The unique feature of

Production cell

N-type monocrystalline silicon wafer

–
–

–
–

–

+
+

+
+

+

Textured front surface

22.2% Efficiency

Fig. 51.18 Back-contact solar cell [51.37]

TCO

p/i a-Si
(≈0.01 µm)

Crystalline Si
(n-type)

Electrode

i/n a-Si
(≈0.01 µm)

Fig. 51.19 HIT cell structure [51.37]

this sequence is the incorporation of a thin amorphous
silicon layer on both surfaces of the solar cell [51.39].
These layers provide high-quality surface passivation to
achieve a very low surface recombination velocity. An
additional advantage of this design is that the cell can be
bifacial, thereby converting backscattered light into use-
ful power output. TCO in Fig. 51.19 refers to a thin-film
conducting oxide.

It is exciting that many of these advanced cell con-
cepts, once only achievable in laboratory-scale devices,
are now being used successfully in manufacturing.

51.4 Summary and Discussion

The silicon photovoltaic industry has been on a rapid
growth path over the past decade – on the order of
30–40% per year. As of 2007, the consumption of high-
purity silicon for solar cells has exceeded the amount
used for all other electronic applications. The rapid
growth has presented challenges in all segments of the
PV value chain (Fig. 51.2). However, as these chal-
lenges are met and the industry benefits from economies
of scale, the technology becomes ever stronger and

closer to meeting the cost and performance milestones
that will establish it as a viable source of a significant
portion of world energy needs.

The well-established technology base and ready
availability, proven performance, and salubrity of sili-
con, coupled with economies of scale in larger factories,
will likely allow Si to remain the dominant PV mater-
ial for the foreseeable future. The rapidly increasing
demand for polycrystalline silicon feedstock for PV
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use has caused a disruption in the demand/supply
ratio, but this is not a fundamental problem, nor
does it represent a fundamental shortage. It is, rather,
a planning/forecasting issue which was exacerbated by:
(1) investor caution resulting from the economic and
high-technology downturn around the year 2000, and
(2) investor skepticism of the viability and continued
growth projections of silicon photovoltaic technology.
Part of this investor reluctance results from uncertainties
about whether there will be a future role of compound
semiconductor thin films in photovoltaics. The perfor-
mance and costs of the thin-film approaches have not
so far been competitive with silicon. Furthermore, the
Earth’s crust contains 27.7% Si, in contrast to 0.00002%
Cd, 0.00001% In, 0.000009% Se, and 0.0000002% Te
(commonly used thin-film elements). So it is difficult
to see how improved costs for thin-film PV can come
to fruition despite the fact that they use a thinner layer
of semiconductor material. The temporary shortage of
polycrystalline feedstock has instigated numerous met-
allurgical approaches to the purification of silicon, in the
hope that adequate purity for solar cells can be achieved
at a lower cost than that of the Siemens process. How-
ever, this is a difficult challenge because 99.9999% or
six-9s pure silicon is required for PV.

In single-crystal CZ ingot growth, we are likely to
see increased effort to make hot zones more energy
efficient, to grow larger diameters, and to achieve con-
tinuously melt-replenished long growth runs. There will
be continuing effort to achieve more wafers per length
of ingot, and to take advantage of potentially higher
cell efficiencies afforded by thinner wafers when back
surface fields are used in the cell design. Despite the po-
tential advantages of FZ material, it is unlikely that its
role in PV will increase significantly because of higher
costs for the crack-free, long cylindrical feedstock it
requires and the difficulty in producing the larger FZ
diameters. Multicrystalline casting, directional solid-

ification, and electromagnetic casting command the
largest share of the Si PV market. This trend is likely
to continue because the processes and equipment are
simpler and the throughputs are higher (especially for
electromagnetic casting) by a factor of 5–20.

Even though ribbon and sheet growth technologies
have the advantage of minimal silicon consumption
and elimination of wafering, it is difficult for them to
compete effectively with the higher throughput of in-
got technologies. Their challenge will be to increase
areal throughput via wider ribbons, multiple ribbons or
other approaches. The effective areal throughputs of in-
got growth range between 30 m2/day and 600 m2/day
per machine. By contrast, a capillary die octagon tube
growth machine produces about 20 m2/day and string-
supported ribbon machines produce about 8–9 m2/day.
We will probably see continued progress in horizon-
tally pulled, large-area solid–liquid interface sheets by
some variant of the horizontal growth method because
the throughput potential is enormous and one growth
furnace could easily generate material for 35 MW/a or
more of solar cell production.

The future is expected to bring continued explo-
ration of thin-layer Si growth approaches, in search of
ones that have significant economic advantages over
the best ingot and sheet techniques. Successful ones
will have fast deposition rates, large grain sizes, high
efficiencies (at least 14% production efficiency), com-
patibility with low-cost substrates, and amenability to
low-cost cell fabrication schemes. It is not likely that
production of thin-layer Si PV modules will account for
a significant fraction of the mainstream PV market for at
least 10 years, although they, like the ingot and sheet ap-
proaches, would have substantial advantages over many
other thin-film PV approaches. These include the simple
chemistry, the relative abundance of the Si starting ma-
terial, compatibility with SiO2 surface passivation, and
relative lack of toxicity.
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Wafer Manufa52. Wafer Manufacturing and Slicing Using Wiresaw

Imin Kao, Chunhui Chung, Roosevelt Moreno Rodriguez

Wafer manufacturing (or wafer production) refers
to a series of modern manufacturing processes
of producing single-crystalline or poly-crystalline
wafers from crystal ingot (or boule) of different
sizes and materials. The majority of wafers are
single-crystalline silicon wafers used in micro-
electronics fabrication although there is increasing
importance in slicing poly-crystalline photovoltaic
(PV) silicon wafers as well as wafers of different
materials such as aluminum oxide, lithium nio-
bate, quartz, sapphire, III–V and II–VI compounds,
and others. Slicing is the first major post crys-
tal growth manufacturing process toward wafer
production. The modern wiresaw has emerged as
the technology for slicing various types of wafers,
especially for large silicon wafers, gradually re-
placing the ID saw which has been the technology
for wafer slicing in the last 30 years of the 20th
century. Modern slurry wiresaw has been deployed
to slice wafers from small to large diameters with
varying wafer thickness characterized by minimum
kerf loss and high surface quality. The needs for
slicing large crystal ingots (300 mm in diameter or
larger) effectively with minimum kerf losses and
high surface quality have made it indispensable to
employ the modern slurry wiresaw as the preferred
tool for slicing. In this chapter, advances in tech-
nology and research on the modern slurry wiresaw
manufacturing machines and technology are re-
viewed. Fundamental research in modeling and
control of modern wiresaw manufacturing process
are required in order to understand the cutting
mechanism and to make it relevant for improving
industrial processes. To this end, investigation and
research have been conducted for the modeling,
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characterization, metrology, and control of
the modern wiresaw manufacturing processes
to meet the stringent precision requirements
of the semiconductor industry. Research re-
sults in mathematical modeling, numerical
simulation, experiments, and composition
of slurry versus wafer quality are pre-
sented. Summary and further reading are also
provided.

Wafer manufacturing (or wafer production) refers to
a modern process of producing single- or polycrys-
talline wafers from crystal ingots (or boules) of different

sizes and materials. The majority of wafers are single-
crystalline silicon wafers used in microelectronics fab-
rication. Due to the increasing importance of the pho-
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Fig. 52.1 Wafer manufacturing: from crystal ingots to prime wafers. Four categories of manufacturing operations are
illustrated: bulk crystal growth, wafer forming from crystalline ingot, wafer polishing to produce prime wafers, and
wafer preparing. Each category includes several operations

tovoltaic (PV) industry, polycrystalline silicon wafers
(although some PV wafers are single-crystalline sili-
con) are being produced in increased volumes. Wafers
of different materials such as aluminum oxide, lithium
niobate,quartz, and others have also been produced.

The health of the wafer manufacturing industry has
become a good economic indicator in this microelec-
tronics and information age; for example, when the
economy suffered a downturn in the USA around 2001,
the wafer production industry also suffered a drop in
production due to lower demands. On the other hand,
when the economy was picking up a few years af-
terwards, demand for wafer production heralded this
recovery before it happened. With greater reliance on
microelectronics, computers, and information world-
wide in the 21st century, this trend is expected to
become stronger than ever.

Wafer manufacturing includes a series of processes,
beginning with crystal growth and ending with prime
wafers, as illustrated in Fig. 52.1, in which a process
flow of wafer manufacturing with various categories
of operations is shown [52.1]. Slicing is the first ma-
jor postgrowth wafer-forming process, and is primarily
accomplished using various technologies, discussed in
Sect. 52.2. The first modern wiresaws were designed
and built by HCT. The first generation of industrial
wiresaws were employed to slice polysilicon photo-
voltaic (PV) wafers. Since the introduction of the
technology of the slurry wiresaw in the early 1990s,
this approach has seen a dramatic increase in usage

in the USA and worldwide, replacing thousands of
inner-diameter (ID) saws, primarily for the following
reasons:

• Acceptance of slurry wiresaws for the slicing of sil-
icon wafers, especially for single-crystalline silicon
wafers in the microelectronics industry at the turn of
the century.• In contrast to ID sawing, wiresaw slicing results
in higher throughput and can slice large wafers of
different crystal materials.• Recent research advances in slurry wiresaw and
slicing manufacturing processes [52.1–78] have
made significant contributions to the understanding
of fundamental manufacturing process modeling,
promoted research and development (R&D), and
provided insights into parameter optimization and
process control.• The versatility of wiresaws to slice wafers of various
sizes made of different materials.

When the single-crystalline silicon wafer manufac-
turing industry finally adopted the wiresaw as the
main slicing tool towards the end of the 1990s, it
prompted a wholesale replacement of thousands of
inner diameter (ID) saws which had been the only
slicing tool for decades until then. Many wiresaw
equipment producers also appeared on the horizon, as
well as ancillary industries for the supply of consum-
ables such as saw wire, abrasive grits, carrier fluid,
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etc. In addition to the silicon industry, wiresaws have
also been employed to slice crystal wafers such as
LiNbO3, SiC, InP, quartz, sapphire, aluminum oxide,
and others.

As slurry wiresaw technology continues to become
more mature and widely employed, applications in
other areas also arise. A case in point is the devel-
opment in the application of wiresaw reported in July
2005 [52.59]: a special-purpose wiresaw designed by
HCT for Corning Inc., which weighs 50 t with a height

of 8 m (much bigger than regular industrial wiresaws),
used for slicing fused silica for the production of liquid-
crystal display (LCD) image mask blanks, used in the
process by which makers of liquid-crystal displays im-
print a pattern of electrical circuits onto the mother glass
for computer and television displays. This example il-
lustrates the potential of modern wiresaws in a variety
of applications in the future due to the unique capa-
bility, configuration, and nature of the manufacturing
process.

52.1 From Crystal Ingots to Prime Wafers

Modern wafer manufacturing (also called wafer pro-
duction) includes a plethora of manufacturing oper-
ations by which prime wafers are produced from crystal
ingots [52.1, 79]. For example, semiconductor devices
are built on high-quality substrates and economics de-
mands thin wafers (500–900 μm thick) of large area.
Quality requirements of prime wafers include a high
degree of crystalline perfection, low defect, low mi-
crostructure and subsurface damage, global surface
planarization, uniform thickness, and very low resid-
ual stresses. Only when these demands are met can
the full potential of the various semiconductors be real-
ized. Figure 52.1 illustrates a flow of various processes
and categories associated with the production of prime
wafers from crystalline ingots.

The technology to produce semiconductor wafers
is driven by many factors. New materials result in
new applications that, in turn, inspire the design
and engineering of new and higher-quality materials,
new processing technologies, and special equipment.
Broader applications of these wafers and economics de-
mand continuous reduction in costs, improvements in
quality, and innovations in materials and manufactur-
ing technology. For example, both the size and quality
of silicon substrates have been constantly increasing,
and 400 mm-diameter wafer has already been used, al-
though 300 mm wafers are the most well established
today. The 400 mm silicon wafer has gradually become
the standard in today’s microfabrication industry, and
will eventually replace 300 mm fab lines. In a simi-
lar way, the reduction in silicon wafer costs can spur
exponential growth in the consumer market of solar
cells.

In the following subsections, the process and oper-
ations of wafer production will be discussed.

52.1.1 Semiconductor Single-Crystalline
Wafers

Typical semiconductor materials, such as silicon,
lithium niobate, III–V compounds, II–VI compounds,
and others, are hard and brittle. Silicon constitutes more
than 90% of the total consumption of semiconductor
materials, and has been extensively used in electronic
and photovoltaic (PV) industries. The wafer manu-
facturing processes from ingot to prime wafers are
illustrated in Fig. 52.1. As shown in the figure, slicing
is the first major postgrowth process in wafer man-
ufacturing. Recently, wiresaw slicing has emerged as
a leading technology of wafer preparation in the semi-
conductor industry, especially for PV and large silicon
wafers due to its capability of cutting ingots of large
diameter (e.g., 300 mm and up) with small kerf loss
and high yield. Nevertheless, the trend of using large
wafers (with diameter of 300 mm or higher) as the fu-
ture standard in microelectronic fabrication, projected
by National Technology Roadmap for Semiconductors
(NTRS), Semiconductor Industry Association (SIA),
and Semiconductor Manufacturing Technology consor-
tia (SEMATECH) [52.80–83], has virtually eliminated
the conventional ID saw as a slicing tool, making the
wiresaw an indispensable tool for wafer forming.

The importance of manufacture of silicon in the
USA is illustrated by the statistics showing that in
1993 the US$ 3 billion silicon resulted in an average of
US$ 6.67 billion device market per month and a total of
US$ 700 billion electronic equipment [52.80]. This fig-
ure has increased to sales of US$ 10.97 billion device
in 1998 [52.82] – a 65% increase over 6 years. Apart
from the increase in quantity, quality requirements have
also increased. Growing demand in chip surface area
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produced annually is expected with the expansion of
microelectronics, telecommunication, microelectrome-
chanical systems (MEMS), and medical applications.
Accompanied by the increase in wafer diameter, there is
an increasing degree of integration of components and
a decreasing structural width.

The objective of wafer manufacturing (or wafer pro-
duction) for semiconductor industry is to produce prime
wafers ready for microelectronics or PV solar cell fab-
rication, from single- and polycrystalline ingots. Four
categories are outlined in Fig. 52.1 and described in the
following. For the fabrication of PV solar cells, wafers
are often processed as-sliced, without going through the
rigorous process in Fig. 52.1, which is typically used for
the production of microelectronic-scale silicon prime
wafers.

Crystal Growth
Silicon ingots are grown using various techniques of
crystal growth as presented in the earlier chapters of this
Handbook, including bulk melt growth, powder vapor
growth, and others, as illustrated in Fig. 52.1. A cast-
ing process is often employed for polysilicon ingots,
normally in square shape, for PV wafers. Typical single-
crystalline silicon ingots assume a cylindrical shape
when grown, up to many feet tall, depending on the
process.

Once the crystal ingot is grown it is processed to
form wafers and substrates. The processes can be bro-
ken into three main categories, as described in the
following.

Wafer Forming
The second group of manufacturing operations, also
called wafer forming as shown in Fig. 52.1, forms the
shape of thin wafers. It includes the following oper-
ations:

• Cropping both ends of the ingot (especially the tail
end, which tends to have higher impurity)• Trimming it to have a cylindrical shape with consis-
tent cross-sectional area, followed by grinding of the
orientation flat or notch to identify the crystalline
orientation• Slicing the ingot into slices of wafers• Edge-rounding to smooth and remove tiny fractures
which may have been formed along the edges of the
wafer during the forming operations

Wafer Polishing
The objectives of this group of manufacturing oper-
ations are (1) to remove surface waviness and subsur-

face damage from the forming operations, and (2) to
polish wafers to high precision (submicron surface
roughness) with a mirror surface finish. It includes a se-
ries of operations as follows:

• Lapping: This is typically the first post-slicing
process, based on the mechanical free abrasive
machining (FAM) process to remove the surface
waviness after slicing. This involves abrasives sus-
pended in slurry to perform the mechanical process
of removing the surface roughness and subsurface
damage. An initial global planarization is achieved
after this process.• Grinding: As the size of silicon wafers becomes
larger (300 mm or larger), and slicing is performed
by slurry wiresaws, there are increasing demands on
the grinding of the surface after slicing operations.
One of the main reasons for the employment of
the grinding operation is the removal of the surface
waviness produced by the slicing process. Grind-
ing using diamond tools is a faster operation than
lapping. Often the demands of double-sided wafers
also require grinding to be performed with consider-
ation of elimination of the elastic spring-back effect
that has commonly been found in lapping of large
wafers.
The ground wafers can be subject to subsequent lap-
ping and polishing processes.• Polishing: This is the final process in this cat-
egory, to render well-polished wafers ready for
photolithography and microelectronics fabrication
to produce microelectronic chips. The standard pro-
cess at this stage is chemical–mechanical polishing
(CMP). Wafers at this stage are called prime wafers.

Wafer Preparing
The category of wafer preparing refers to steps through
which the prime wafers are cleaned, inspected for de-
fects to assure quality, and packaged in a boat ready to
be shipped.

52.1.2 Alternative Wafer Production
Processes

While the wafer manufacturing process outlined
in Fig. 52.1 represents the general operations in wafer
production, different operations in this production
process may be skipped, simplified or augmented, de-
pending on the substrate type and the requirements
on surface finish. For example, the generic process
can be slightly altered with epitaxial growth of a thin
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Surface grinding

Finished wafer

Sliced wafer

Epitaxial growth

Fig. 52.2 Sliced wafers with epitaxial growth of thin layer
of silicon for device fabrication. The sliced wafer is subject
to surface grinding using a diamond grinding wheel, fol-
lowed by the epitaxial growth process to render a finished
wafer for device fabrication

layer (5–60 μm) of silicon. By so doing, the etching
and CMP process can be bypassed to yield a fin-
ished wafer directly. An illustration of such a process
is shown in Fig. 52.2. Certain logic gates and devices
have been fabricated using these types of epitaxial
wafers.

Another example is the processing of photovoltaic
(PV) wafer. PV wafers are often employed as-sliced
without further polishing after slicing.

Measurement of flatness,
bow, warp, TTV, roughness

and residual stress

5–25 µm ≈1 µm < 1 µm

Stress anneal,
subsurface damage,
surface quality

Edging effect,
planarization,
surface finish

Reject
bin

Reject
bin

Reject
bin

Stress,
kerf loss,
warp and TTV

Monitoring and control of
wire separation and wear

Lapping

Particle density,
optimal clean speed and
cleaning uniformity

CleaningPackaging

Flatness, bow, warpage and TTV
Fizeau and Twyman-Green
interferometry: shadow moiré

Inspecting

Inspection and removal of metal
impurities and contaminants

PolishingSlicing

Fig. 52.3 Challenge and important process parameters in the wafer manufacturing, illustrated with typical scales of
surface finish after each operation, as well as issues and challenges associated in each operation and process flow

52.1.3 Substrate Manufacturing
with a System-Oriented Approach

The key processes and challenges in wafer manufactur-
ing are summarized in Fig. 52.3, which shows the flow
of operations discussed above. The values after each
box represent typical surface roughness. Various issues
related to each category of manufacturing operations are
summarized in the figure for the manufacturing oper-
ations ranging from slicing, lapping, and polishing to
inspecting, cleaning, and packaging.

Wafer Forming and Polishing Challenges
Tables 52.1 to 52.5 outline various important issues for
consideration at every stage of the wafer production.
In Table 52.1, the applications and corresponding is-
sues in wafer forming and slicing are identified, along
with research methodology. Table 52.2 outlines differ-
ent applications in grinding, lapping, and polishing and
relevant issues with some possible research approaches,
including also considerations of materials and process
control.

Wafer Preparing Challenges
Current cleaning, inspection, and metrology techniques
used by industry were developed 10–20 years ago.
Many recent innovations in metrology and laser-based
methodology can satisfy modern demands and be
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Table 52.1 Wafer forming: potential applications and issues of consideration, as well as research approaches and method-
ology. Some items represent future considerations

Potential applications Issues Research methodology

Large-diameter substrate Residual stress, warpage, TTV,
kerf loss, dynamics, vibration

Solid and fracture mechanics modeling, stiff-
ness control, stress relaxation, finite element
method (FEM), subsurface damage

Apply cutting Si to other
crystals

Different properties, process Model-driven design, flexible manufacturing,
optimized automation

Moderate number of slices
(10–50): no current tech-
nology, cost-effective

Flexibility and versatility on
number of slices

Model-based versatile design and fabrication in
research and development

Cost reduction Consumable, kerf loss, mater-
ials loss during forming process

Interconnected growth process control for more
uniform crystal to reduce crop/trim loss; reduce
kerf loss

Brittle, ductile, and very
hard materials

Abrasive, wire speed, surface
quality

Material- and size-independent substrate manu-
facturing strategies and equipment

Table 52.2 Applications and issues of consideration for lapping, grinding, and polishing in the wafer production process

Potential applications Issues Research methodology

Large-diameter substrate Residual stress, warpage, TTV,
kerf loss, dynamics, vibration

Modeling of stress influence, chemical
versus mechanical reactions, requirements
(0.35–0.13 μm), high level

Prime wafers of large
diameter/size

Global planarization, paral-
lelism of surfaces of wafers,
quick removal of initial surface
waviness and roughness

Geometry analysis, elastic analysis in grinding,
double-sided grinding

Different materials, e.g.,
ultrahard materials

Abrasive, lapping speed, micro-
cracks, defects, contaminants

Control strategies, holder design, expert sys-
tem, experimental validation

Alternative processes for
polishing, e.g., epitaxial
growth

Process control, surface finish,
orientation tolerance, flatness
tolerance

Model-driven design, Taguchi methods, sta-
tistical process control (SPC), total quality
management (TQM)

Table 52.3 Wafer preparation: the identification of potential applications as well as issues at hand with research ap-
proaches

Potential applications Issues Research methodology

Nonintrusive, online, mul-
tistaged, full-field, whole-
wafer inspection

Warp, bow, TTV, size, meth-
ods, resolution of measure-
ments

Capacitive probes, moiré, interferometry, and
optical metrology

Next-generation cleaning
tools

Clean, contaminants removal Laser-assisted method, gas cluster ion-beam
processor, superheated gas chamber

applied in the preparation of substrates. Table 52.3
outlines some issues identified and related research
approaches.

Metrology, Inspection, and Qualify Control
Technology’s simultaneous move towards smaller de-
vices and larger wafer size has created new challenges
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Table 52.4 Wafer manufacturing with a system-oriented approach: integrated issues with suggested research approaches
and methodologies

System-oriented Important issues Research approaches and methodology
manufacturing in the future

Real-time sensing and
control of wiresaw
manufacturing

Kerf loss, wire thinning and
breakage, control, quality
assurance

Modeling, dynamics, vibration, thermal and
residual stresses, and high-level control strate-
gies. Sensor fusion and metrology sys-
tems. Short-pulsed high-intensity laser-assisted
cleaning

Integrated computer-
based control systems and
manufacturing automation

Interconnected processes with
surface resolution from 0.5 to
0.18 μm slicing, lapping, CMP,
cleaning, metrology, quality,
SPC, TQM, reduce cost

Integrated engineering system. Size and ma-
terial index. Substrate manufacturing systems.
Implementation of optimized automation strat-
egy manufacturing management, and expert
system. Advanced control strategies, artificial
neural network (ANN)

Experimental validation
and benchmarking

Lab testing and new industrial
equipment development. Yields
and cost reduction

Taguchi experimental design. Interconnected
methodology from modeling, simulation, to ex-
periments

Industrial technology de-
velopment in partnership
with academics

Leadership and core
competence

Industrial manufacturing leadership and
knowledge base. Dissemination of research
results and information database

for metrology, as desired levels of accuracy cannot
be achieved by simply extending current technologies.
A suite of new metrological techniques is thus required.
Currently metrology is employed mostly in an offline
fashion. To reach the technological goals set by NTRS,
the role of metrology has to be redirected from of-
fline sampling to inline and in situ control [52.4, 9,
12, 17, 53, 84]. The future research effort in metrol-
ogy should emphasize inline or in situ measurement
for quick process feedback and quality control. Ta-
ble 52.4 presents system-oriented wafer manufacturing
and identifies important issues of research for the future,

Table 52.5 Identified metrology issues in wafer manufacturing and plausible research methodology

Metrology issues Research methodology

Nonintrusive, inline, full-field flatness, bow,
warpage, and TTV measurement

Shadow Moiré, reflective Moiré, Fizeau and Twyman–
Green interferometry

Inline residual stress measurement Moiré interferometry and others

Real-time wire separation inspection Moiré interferometry and others

Real-time wire thinning inspection Laser diffraction

Inline metal impurities and contamination inspection Fiber-optic sensors based on photoluminescence, Ra-
man scattering, photon correlation spectroscopy, and
evanescent-wavefield technique

along with possible methodology for solutions. Ta-
ble 52.5 shows the identified metrology issues in wafer
manufacturing and suggests several plausible research
methodologies. The specific topics can include, but are
not limited to, nonintrusive, inline, full-field wafer in-
spection; optical methods such as Moiré, Fizeau, and
Twyman–Green interferometry can provide nonintru-
sive, inline, full-field measurement of flatness, bow,
warpage, and total thickness variation (TTV). Using
these techniques, measurement throughput will be sig-
nificantly increased over current technologies, which
translates into cost savings. Also, measurement accu-
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racy, repeatability, and reproducibility can be improved
by eliminating scanning by performing measurements
on an entire piece simultaneously. In addition, laser
speckle technology and fiber-optic sensors can also pro-
vide inline and rapid measurement of surface roughness
after slicing and lapping, which is important for process
feedback and control.

Real-Time Inspection of Wiresaw Operations
Practitioners in the industry of wafer production us-
ing wiresawing to slice ingots are often faced with
challenges of understanding and optimizing process pa-
rameters to improve accuracy and efficiency. From the
process monitoring and control point of view, two is-
sues have been identified as having a critical impact on
the quality of sliced wafers: uneven separation of wires,
and wire thinning during operation. To this end, moiré
interferometry and laser diffraction methods, to name
but two, can be used to measure these two parameters,
which can be fed back to correct the wiresaw operation
in real time [52.27, 39, 85].

Inline Residual Stress Measurement
During both crystal growth and wafer production, resid-
ual stresses are created that result in warpage (i. e., the

potato chip effect) of the wafer slice. These stresses can
be quantified by using the moiré method to measure
the wafer warpage before and after the wafer annealing
step that relieves the residual stress. This information
can then be used to adjust, optimize, and improve the
previous steps.

Inline Metal Impurities
and Contamination Inspection

Integrated fiber-optic sensors can be designed to re-
motely sense metal impurities and contamination on
the wafers. Material composition can be determined
from the spectral response based on photolumines-
cence. The concentration of various species in a mix
can be measured through Raman scattering, while the
size of submicron particle contaminants (3–3000 nm)
can be measured using photon correlation spectroscopy.
A concentration of heavy metal ions as low as
1 ppb in processing baths can be estimated through
absorption measurements using evanescent-wavefield
sensors. Fiber-optic-based sensors can provide both
characterization and feedback during various stages of
high-quality wafer producing. Early detection and re-
moval of contaminants will increase yield and reduce
downtime.

52.2 Slicing: The First Postgrowth Process in Wafer Manufacturing

Slicing is the first postgrowth process in wafer man-
ufacturing for wafer forming from a crystalline ingot.
Different slicing technologies and equipment are dis-
cussed in the following.

52.2.1 ID Saws

In the early days of wafer production, inner diameter
(ID) saws were employed. An ID saw utilizes the edge
of its inner hole to slice through an ingot, as shown
schematically in Fig. 52.4. As shown in Fig. 52.4, a thin
annular steel blade with a round hole in the middle is
coated along the ID edge with industrial diamond abra-
sive grits, and is stretched with very high tension to

Fig. 52.4 Schematic of inner diameter (ID) saw for wafer
slicing. The ingot, held by the jig, is fed through the inner
opening of the ID saw with the inner edge coated by di-
amond abrasive grits. The annular steel blade is stretched
with very high tension and rotates at high speed to slice
through the ingot, as shown, by way of a fixed abrasive
ploughing machining process �

keep the blade surface taut. The ingot to be sliced is fed
through the inner-diameter hole, held by the jig shown
in the figure. As the ID blade traverses down, a slice
of wafer is obtained when the blade slices through the

Jig for
holding ingot

Annular
cutting blade
held in tension

Si ingot

Diamond-coated
blade
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ingot. Industrial motion control is employed for the
operation and control to generate each slice of wafer.

As the diameter of the wafers in microelectronics
application becomes larger, the inner diameter of the
hole needs to be enlarged in order to accommodate the
ingot and the jig. ID saws are practical for wafers up
to 8 inches in diameter. For ingots of larger diameters,
vibration becomes excessive, along with limitations of
other practical issues, making ID saws unsuitable for
wafer slicing.

52.2.2 The Modern Wiresaw

The modern slurry-based wiresaw has emerged as the
slicing technology for semiconductor wafer production
industry, as well as the preferred tool for slicing of in-
gots made of various materials. Since a century ago,
wire has been utilized as a cutting tool to slice through
stones and other materials. However, the literature on
slicing using wiresaw in patent disclosures (for exam-
ple [52.55, 57, 58, 62, 64, 71, 72, 86–89]) and research
has only appeared in the last decade. Employed to
slice single- and polycrystalline ingots to produce very
thin (as thin as 200 μm) and thick wafers, the mod-
ern wiresaw is subjected to more stringent requirements
to produce wafers with low total thickness variation
(TTV), low warp, and low residual stresses.

A schematic of the modern wiresaw is illustrated
in Fig. 52.5. A single steel wire is drawn from a supply
spool and wound over three or four grooved cylin-
drical wire guides (four wire guides are illustrated
in Fig. 52.5), to form the wire web surface on which
the crystal ingot mounted on a holding jig is fed, with
abrasive slurry manifolds feeding slurry with abrasive
grits. As the wire moves with high speed, the ingot on
the web is fed downward for slicing. Several hundred
slices of wafers are produced simultaneously when the
ingot traverses through the wire web to finish the slic-
ing operation. More details of this modern wiresaw will
be introduced in Sect. 52.3.

The modern wiresaw has sophisticated control of
various parameters for successful precision operation,
including control of wire tension [typical industrial
proportional–integral–differential (PID) control], slurry
temperature, wire speed, duty cycle of wire feed, ingot
feed rate onto the wire web, and others. This is done
through a computer-based monitoring and control unit
to give operators greater flexibility and the ability to
control and optimize the process parameters.

In addition, the wiresaw is capable of cutting much
harder materials such as some III–V compounds and

Tension control
unit and
tachometer

Wire guides
with grooves

Wire supply
spool

Wire take-up
spool

Ingot

Slurry and
abrasive

Slave drive

Master
drive

Wire web

υ

Fig. 52.5 Schematic of a modern wiresaw for wafer slicing. The
schematic shows a wire supply spool with a single wire, wind-
ing over four grooved wire guides, collected by the take-up spool.
The winding procedure provides wire webs as a surface of equally
spaced wire segments onto which the ingot is fed to be sliced into
wafers. Manifolds on both sides of the ingot pour abrasive slurry
continuously onto the wire web surface

ceramics with proper abrasive grits and carrier. It has
also been shown to work well for highly anisotropic
materials such as lithium niobate.

52.2.3 Saws
with Diamond-Impregnated Wires

Saws with diamond-impregnated wires are designed for
slicing operation with different configuration and mech-
anisms [52.62, 90–93]. Such saws rely on the abrasives
(typically industrial diamond) impregnated along the
circumferential surface of a wire for slicing. The saws
can be classified into rotary or reciprocating (linear)
motions. Conceptually, this type of saws is akin to the
ID saw because the diamond-impregnated wiresaw is
essentially an ID saw with a linear instead of an annular
cutting edge.

Fundamentally, however, the manufacturing pro-
cess model of such saws is entirely different from
that of the slurry wiresaw. This type of saw with
diamond-impregnated wires removes materials by
means of a ploughing process – a more brutal ma-
chining process than the rolling–indenting free abrasive
machining process of the slurry wiresaw. In addi-
tion, the abrasive grits on the surface of a wire
can be easily stripped off, leading to the loss of
the ability for the wire to perform further slicing
operations.
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52.2.4 Others

As mentioned earlier in Sect. 52.1.2, as-sliced wafers
can be ground first, followed by epitaxial growth pro-
cess to produce wafers ready for device fabrication.
In other cases, circular saws with the circumferential
outer edge coated with diamond abrasive grits are also
employed in slicing. This type of slicing tool is nor-
mally used for small samples, and typically is subject
to a large degree of vibration and inaccuracy of surface
finish.

52.2.5 Comparison of Slicing Technology

Modern wiresaw manufacturing is based on the so-
called free abrasive machining (FAM) process with
rolling–indenting, which removes materials via third-
party free abrasives in slurry [52.1]. In contrast, the
conventional inner diameter (ID) saw is based on the
ploughing machining process which is characterized
by the removal of materials with forceful media at-
tached to the tool. The two schematics in Figs. 52.4
and 52.5 contrast these two manufacturing processes
and arrangements.

The conventional ID saw in Fig. 52.4 cuts through
the ingot to obtain one slice of wafer each time with an
annular cutting blade stretched and held in high tension.
The blade rotates at very high speed while feeding onto
the ingot to cut through ingot with its diamond-coated
inner edge. Analysis of stress and vibration in the ID
saw with annular blades has been presented [52.75, 76,
94].

As shown in Fig. 52.5, and later in Fig. 52.9, the
wiresaw consists of one wire moving either unidirec-
tionally or bidirectionally on the surface of crystal ingot.

Table 52.6 Comparisons of various properties between the modern slurry wiresaw and ID saw. The comparison suggests
that the wiresaw is a more favorable tool for slicing of large quantities of wafers with better surface quality than the ID
saw

Property Wiresaw ID saw

Manufacturing process model FAM/lapping Ploughing/grinding

Typical cut surface features Parallel wire marks Chipping and fracture

Depth of damage Uniform, 5–15 μm Variable, 20–30 μm

Productivity (typical) 110–220 cm2/h 10–30 cm2/h

Total time per run 5–8 h (depending on ingot size) About 15 min for each slice

Wafers per run 200–400 wafers One wafer

Kerf loss 180–210 μm 300–500 μm

Minimum thickness of wafer 200 μm (typical) 350 μm

Maximum ingot diameter 300 mm or higher Up to 200 mm

The single wire is wound carefully on the wire guides
with grooves of constant pitch to form a wire web, as
shown in Fig. 52.5. The wire guides are rotated by a pair
of master–slave drives, causing the entire wire web to
move at high speed while carrying the abrasive slurry
to remove material from the surface of ingot. The ingot
is fed in the downward direction perpendicular to the
wire web as shown in Fig. 52.5. The wire is maintained
at constant tension during the cutting process. A spool
of cold-drawn steel wire is used to continuously supply
the wire necessary for cutting.

Depending upon the process control, parallel wire
marks may be visible on the wafer surface after they
are sliced. Typical surface of a wafer sliced by wire-
saw resembles that of a lapped wafer. The wiresaw is
capable of slicing wafers of large diameter as long as
the distance between the wire guides is larger than the
diameter of the ingot. With a wire web consisting of
200–400 strands of wound wire, a total of 200–400
wafers are produced simultaneously once the wire has
finished traversing through the ingot. Typical kerf loss
is the sum of the diameter of the wire, size of abrasives,
and vibration amplitude of wire. The thickness of the
wafer is controlled by the pitch of the grooves on the
wire guides.

Comparison Between Modern Wiresaw
and ID Saw

Comparisons of various properties between the modern
wiresaw and ID saw are offered in Table 52.6. From
the table, it is clear that the wiresaw has much higher
throughput and yield with less kerf loss and surface
damage. The wiresaw has found gradually increasing
usage in slicing 200 mm and 300 mm single-crystalline
silicon wafers and various shapes of polycrystalline
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Table 52.7 Comparisons between the modern slurry wiresaw and the saw with diamond-impregnated wires. The compar-
ison suggests that wiresaw is a more favorable tool for most slicing operations, while the saw with diamond-impregnated
wires can be quite effective for slicing very hard wafers with small size

Property Slurry wiresaw Saw with diamond-impregnated wires

Manufacturing process model FAM with rolling–indenting Ploughing

Abrasive grits Free abrasive; rejoin cutting proc. Lost forever once stripped off surface

Depth of damage Uniform, 5–15 μm Variable, 20–30 μm

Cost of consumables Lower (per wafer) Higher (per wafer)

Slicing very hard wafers Not very effective Very effective

Kerf loss 180–210 μm 250–400 μm

wafers with thickness as small as 200 μm for photo-
voltaic applications. The wiresaw can also be employed
to slice highly anisotropic crystals and other materials
such as alumina (Al2O3) and quartz.

Comparison Between Modern Wiresaw
and Saw with Diamond-Impregnated Wires

It is important to note that the modern slurry wiresaw
is entirely different from the saw with diamond-
impregnated wires in which the diamond grits coated on
the surface of wire are used to remove the materials by
the the shear-dominated process similar to the orthogo-
nal machining process [52.90, 91]. Table 52.7 contrasts
the wiresaw and saws with diamond-impregnated wires,
showing that the wiresaw is suitable for general slic-
ing operations, while saws with diamond-impregnated
wires can be effective in slicing very hard or specialized
wafers with small sizes.

52.2.6 Wafer Manufacturing
for Large Wafers

After slicing wafers by wiresaw, the subsequent process
is flattening to achieve a higher degree of paral-
lelism and flatness of the wafer [52.2, 10, 19, 57, 74].
Both grinding and lapping are conventionally used for
this process. Polishing is the next process to obtain
a smoother wafer surface.

For the production of large, 300 mm silicon prime
wafers using modern wiresaw for electronics fabrica-
tion, however, a special challenge with surface waviness
of different wavelengths, known as the nanotopog-
raphy, warrants special consideration. Such waviness
across the surface of the large wafer is not easily dealt
with using the conventional lapping operation because
of the elasticity of the large wafer, causing the waviness
to be flattened as the lapping tool is applied. Surface
grinding, therefore, has become an attractive alterna-

tive for the initial removal of such surface waviness and
roughness after slicing.

The nanotopography is illustrated in Fig. 52.6, as
defined by SEMATECH. In the figure, different ranges
of surface features are identified and categorized for the
sake of distinguishing one from the other. Neverthe-
less, nanotopography and waviness, with amplitudes of
surface roughness and wavelengths of waviness shown
in Fig. 52.6, are typically found in large wafers.

Grinding in Wafer Manufacturing
After wafers are sliced by wiresaw, grinding is often
employed for large wafers for flattening [52.66, 95, 96].
The advantages of grinding over lapping are (1) fully
automatic cassette-to-cassette operation, (2) use of
a fixed abrasive grinding wheel rather than loose abra-
sive slurry so the cost of consumables per wafer may be
lower, and (3) higher throughput. However, the grinding
process cannot entirely remove the waviness induced by
wiresaw slicing, which is why grinding cannot totally
replace the lapping process.

The grinding operation cannot remove the waviness
as effectively as the lapping operation because of elas-

0 mm 0.2 mm 20 mm 80 mm

Nano-
topography

Waviness
WarpRoughness

≈Å

≈10 nm

≈  µm

≈  10 µm
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Fig. 52.6 Illustration of surface roughness classified as the nan-
otopography by SEMATECH. Nanotopography and waviness are
typically found in large wafers
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Fig. 52.7 Illustration of revised wafer manufacturing process with
the insertion of the grinding operation, especially for very large
silicon wafers (Fig. 52.1)

tic deformation of the wafer. When the same total force
is applied on a wafer, the elastic deformation of the
wafer in lapping is much smaller than that in grind-
ing, resulting in a less pronounced spring-back effect
in lapping. The amount of deformation in lapping is
only 1/55 to 1/36 of that in grinding [52.77,78,97,98].
In order to improve the removal of surface waviness
in grinding operation, several methods have been pro-
posed, including:

1. Wafer grinding followed by a lapping
2. Wax mounting to reduce the effect of elasticity
3. Reduced vacuum
4. Use of a soft pad to avoid elastic spring-back after

the grinding operation

A revised wafer production flow is shown in
Fig. 52.7 in which the grinding operation follows the
slicing operation, followed by the lapping/polishing
operations.

52.3 Modern Wiresaw in Wafer Slicing

In the following subsections, the technology of modern
slurry wiresaw is introduced with discussions of vari-
ous topics involved in the technology and research of
modern slurry wiresaws.

52.3.1 Definition of Modern Wiresaw

The term wiresaw or modern wiresaw has been used
throughout this chapter to refer to the equipment for
slicing crystalline ingots using a bare wire (typically
cold-drawn steel wire) pressing onto the ingot with the
continuous supply of abrasive slurry at the cutting in-
terface. This is to distinguish them from saws that cut
into materials with diamond-impregnated wires under
various arrangements such as rotary or prismatic recip-
rocating motions. In a typical arrangement of a slurry
wiresaw, a wire web is formed with a single bare
steel wire drawn from a supply spool by winding it
along grooved cylindrical wire guides, as illustrated
in Fig. 52.5. Although the alternative name multiwire
saw is also used in the literature, this is potentially mis-
leading because modern wiresaw equipment actually
operates on a single wire wound on grooved cylindri-
cal guides. In addition, multiple wires are often used in
diamond-impregnated reciprocating saw, which could
be more appropriately called a multiwire saw. Since

separating materials with wire under a similar principle
is a century-old technology when wire was used to slab
stones in the 19th century, the term modern wiresaw
has been adopted in this chapter and used interchange-

Wire
web

Ingot

Control
console

Wire
management
unit

Fig. 52.8 Picture of a HCT wiresaw. The circled region in-
dicates the wire web formed by the single wire winding
over the grooved wire guides. To the upper right of this re-
gion is the ingot mounted on the jig, which is controlled to
move downwards for slicing operation (source: HCT Inc.,
and GT Equipment Inc.)
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Table 52.8 Operating parameters and their ranges and/or
values for wiresawing

Parameter Values and ranges

Speed of wire 5–15 m/s

Duty cycle of wire Continuous feeding or reciprocating

Wire tension 25–35 N

Diameter of wire 150–175 μm

Wire bow angle 2–5 ◦C

Kerf loss 180–210 μm (typically)

Slurry, carrier fluid Water soluble or oil based

Slurry, abrasive grits Silicon carbide (usually)

Feed rate of ingot 100–300 μm/min

Consumables Wire and slurry

ably with wiresaw. The modern wiresawing is a much
more rigorous process than the stone-slabbing operation
using wire, and also is subject to more stringent require-
ments on surface finish for typical applications.

A typical industrial wiresaw is shown in Fig. 52.8,
in which four wire guides are shown with a wire web
face circled in the figure. A silicon ingot is shown to be
fed top-down onto the top horizontal face of the wire
web for slicing. To the left are the control console of the
wiresaw and the wire management unit which controls
the tension of the wire and manages the supply, feeding,
tension, and speed of the wire.

52.3.2 Modern Wiresaw Technology

The modern wiresaw and associated technology dis-
cussed in this chapter utilizes a steel wire with abrasive
slurry, consisting of abrasive grits suspended in car-
rier fluid, for the purpose of slicing crystals. Wire
saws had been used in the 19th century in Europe to
slab stones. Modern wiresaws, however, are employed
to produce wafers with more stringent requirements
of surface quality (Fig. 52.3). A typical modern wire-
saw, as shown in Fig. 52.8, consists of three main
components:

1. Wire management unit
2. Control and program console
3. The slicing compartment, where the ingot is sliced

by feeding it onto the wire web

The slicing process of the modern slurry wiresaw
belongs to the category of free abrasive machining
(FAM). Modern wiresaws utilize a steel wire, under
high tension, moving at high speed on the surface of

Cut-away view at
contact surface

Slurry

Crystal ingot

Chip

V
Wire

Abrasive

Rolling-indenting process

Exaggerated
for
illustration

Fig. 52.9 Three-dimensional illustration of the rolling–indenting
process in the wiresaw slicing process in which abrasive grits rolls
and indents on the contact interface to remove materials from the
substrate surface. This body abrasion process is also called free
abrasive machining (FAM)

the substrate submerged in abrasive slurry. The wire
maintains a bow angle with the cutting surface, ap-
plying a normal load along the direction of cutting.
Typical parameters of wiresaw and operating parame-
ters are summarized in Table 52.8. A schematic drawing
of the modern wiresaw is shown in Fig. 52.5 with
the rolling–indenting process shown in Fig. 52.9. The
FAM process of wiresaw slicing with slurry is the-
oretically less brutal than cutting with fixed abrasive
grinding processes [52.90, 91], under the condition of
the same energy input, because of the inherent cut-
ting mechanism of rolling and indenting. The cutting
interface in Fig. 52.9 is exaggerated for the illustra-
tion of free abrasive grits interacting with the substrate
surface in rolling and indenting due to the speed dif-
ferential within the film of fluid trapped between the
wire and the substrate surface. Chips are removed from
the surface of the work material as a result of repeated
rolling–indenting with typical micro- and nanoindenta-
tion effects.

52.3.3 Modeling and Control
of the Modern Wiresawing Process

Research and studies of the modern wiresaw slicing
process started to appear in the 1990s, first in patent dis-
closures followed by academic and industrial research.
Academic–industrial–governmental synergy is charac-
teristic of such research due to the very nature of process
modeling for the wiresaw process, which requires a high
degree of collaboration in order to make research results
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Fig. 52.10 SEM micrographs at scales of 10 μm and 20 μm illustrating the typical surface of an as-sliced wafer. The
wafer surface shown here is from a polysilicon material sliced by an industrial wiresaw. The surface is full of random
pits resulting from the rolling–indenting manufacturing process. Such a surface is very representative of wafers sliced by
wiresaw under normal operating conditions

relevant. In the following subsections, a brief survey of
various aspects of research and studies in wiresaw man-
ufacturing processes is presented. Readers are referred
to the bibliography at the end of this chapter for further
reading.

SEM Study of Surface Characteristics
of Wiresawn Wafers

Figure 52.10 shows a typical surface of an as-sliced
wafer cut by an industrial wiresaw. The material of the
wafer is polysilicon with rectangular surface area, to be
used as a PV cell. As can be observed in the scanning
electron microscopy (SEM) photo to the left with the
scale bar of 20 μm, the surface is covered with a random
pattern of pits caused by the rolling–indenting process.
The abrasive grits used are silicon carbide 400 with an
average grit size of 17 μm. A more detailed photo on the
right with a scale bar of 10 μm shows magnified patterns
of random pits, with very little or nearly no fracture, as
opposed to typical surface of wafers sliced by ID saws
which are populated with more visible fractures on the
surface.

The Rolling–Indenting Process Model
Figure 52.10 illustrates the rolling–indenting manu-
facturing process model for slicing using a wiresaw.
A three-dimensional (3-D) illustration of the rolling–
indenting process associated with free abrasive ma-
chining is shown in Fig. 52.9. For more details on the
rolling–indenting model, readers are referred to [52.1,
13, 23, 48].

Hydrodynamic
and Elastohydrodynamic Interaction

It is known that even in a lubricated wire drawing manu-
facturing process, the hydrodynamic effect is present. In
the wiresaw machining process, the wire moving with
high speed (Table 52.8) in a slurry-rich environment
will induce not only the hydrodynamic effect but also
elastic interaction with the steel wire. The intertwined
effects result in the elastohydrodynamic phenomenon
common in the modern wiresaw process. In the ini-
tial study of such phenomena [52.23], hydrodynamic
process modeling and computer simulation were imple-
mented with realistic process parameters. Later, other
work also addressed and advanced this topic [52.21,
24, 39, 40]. The hydrodynamic film between the wire
and substrate surface supports and suspends the normal
force applied to the ingot. The contact interface through
the hydrodynamic film generally supports the free abra-
sive machining with abrasive grits rolling and indenting
on the surface of substrate. In some areas, there may
be intermittent direct contact made due to the thickness
of the slurry film. In [52.50], the author suggested that
direct contact may be a more regular occurrence.

Vibration of the Wire in Slicing Using a Wiresaw
Vibration analysis of a stationary wire is a century-
old problem with well-known solution (for example, in
a stringed musical instrument). The eigenvalue problem
and solution of the analysis of vibration of a moving
string, however, was only solved in the early 1990s,
although the differential equation of motion was first
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proposed around 1970. Excessive vibration of the wire
during slicing will increase the kerf – an undesirable
effect. The application of eigenvalue problems of the
moving wire in the wiresawing process has been pre-
sented in [52.7, 9, 20, 22, 31, 40].

Consumables in Wiresawing Process
The consumables of wiresawing process include the
abrasive grits, carrier fluid, and wire. In recent years, re-
covery and regeneration of abrasive grits have received
considerable attention due to environmental concerns.
Several pieces of equipment that recycle abrasive grits
have been constructed to recover a large percentage
of grits. The carrier fluid has typically become water
soluble instead of oil based. Wire used in wiresawing
process is made of steel in a cold-drawn process, and
is rather inexpensive with very consistent quality. Wires
are typically discarded after each slicing operation. In

the future, it is expected that more attention will be
paid to the management of these consumables due to
environmental concerns.

Material-Related Subjects and Thermal Issues
Wafer slicing also depends on the materials of the
crystalline ingots. It may generally be fine to assume
isotropy for consideration of slicing materials such
as polysilicon; however, highly anisotropic materials
such as lithium niobate will display specific behavior
based on its anisotropy. Even single-crystalline silicon
is anisotropic, although not to the extent seen in lithium
niobate. Some recent work with consideration of mater-
ials properties can be found in, e.g., [52.38, 42, 43].

Thermal issues and correlation to the surface wavi-
ness of large wafers sliced by wiresaw have attracted
much attention. Studies have been performed, resulting
in disclosures such as [52.51, 52, 69].

52.4 Conclusions and Further Reading

The advent of the modern wiresaw as a generic wafer
slicing tool has brought about a revolution in the
wafer manufacturing industry, particularly in the sili-
con wafering industry. As a result of the versatility and
capabilities of the modern wiresaw, it has entirely re-
placed the ID saw technology that from the 1970s to
1990s was the primary slicing tools for wafer produc-
tion. Equipped with better control and monitoring of
industrial processes and research knowledge base of
wiresaw process modeling and control, today’s indus-
trial wiresaws are gradually becoming the primary tool
of choice for slicing.

In this chapter, modern wafer manufacturing and
wafering process was discussed and illustrated. Wafer
production, based on the collection of operations shown
in Fig. 52.1, produces prime wafers from crystalline
ingots. Slicing is the first postgrowth wafer-forming

process. Several technologies of slicing were discussed
with historical perspectives. The modern slurry wire-
saw and its technological development with research
in process modeling to improve understanding and
control of the process were also presented. Surveys
of various topics in wiresaw processing and research
include: modeling and control of modern wiresaw-
ing process, SEM study of surface characteristics of
wiresawn wafers, the rolling–indenting process model,
hydrodynamic and elastohydrodynamic interaction, vi-
bration of wire in slicing using wiresaw, consumables
in the wiresawing process, and material-related subjects
and thermal issues.

Various references to research literature and patents
are cited throughout the chapter. The list of references
provides readers with suggestions for further reading on
topics of their interests.
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with several others pending, and 170 technical journal and proceedings publications.

Au
th

ors



About the Authors 1745

Abraham Clearfield Chapter H.49

Texas A&M University
Distinguished Professor of Chemistry
College Station, TX, USA
clearfield@chem.tamu.edu

Abraham Clearfield is a Distinguished Professor of Chemistry at Texas A&M
University. He has been awarded both the Southwest and the Northeast Regional ACS
awards and received an honorary PhD from Oviedo University, Spain. He discovered
the major zirconium phosphate phases that involved him in major contributions to the
field of inorganic ion exchange materials and its use in nuclear waste programs.

Hanna A. Dabkowska Chapter B.12

Brockhouse Institute
for Materials Research
Department of Physics and Astronomy
Hamilton, Ontario, Canada
dabkoh@mcmaster.ca

Hanna Dabkowska received the MS degree in Chemistry from Warsaw
University and the PhD degree in Physics from the Institute of Physics
Polish Academy of Science in 1983. In 1990 she joined McMaster
University as a Research Scientist. Her research interests include crystal
growth of oxide materials by different methods. She is a Chair of the
Commission of Crystal Growth and Characterization in the International
Union of Crystallography and a Member of the Executive Committee of
the International Organization for Crystal Growth. She is in author and
co-author of more than 91 research papers.

Antoni B. Dabkowski Chapter B.12

McMaster University, BIMR
Brockhouse Institute
for Materials Research,
Department of Physics and Astronomy
Hamilton, Ontario, Canada
dabko@mcmaster.ca

Antoni Dabkowski has extensive experience in crystal growth of oxide
materials with expertise in design, construction, and computerization
of crystal growth equipment. He works with techniques such as liquid-
phase epitaxy (magnetic garnets, thin films), the Czochralski method
and top seeding, growth from high-temperature solutions, directional
solidification and Bridgman, as well as optical floating zone. Since
recently he has been interested in piezo- and ferroelectric perovskites,
thin films of electrically conducive oxides as well as in the influence
of substrates on epitaxial film properties. He is author and co-author of
more than 45 research papers.

Rafael Dalmau Chapter D.24

HexaTech Inc.
Morrisville, NC, USA
rdalmau@hexatechinc.com

Rafael Dalmau received the PhD degree in Materials Science and Engineering from
North Carolina State University. His research interests are in bulk crystal growth,
metalorganic vapor phase epitaxy, and characterization of wide band gap nitride
semiconductors. He is currently developing aluminium nitride substrate technology at
HexaTech Inc.

Govindhan Dhanaraj Chapters A.1, D.23, G.42

ARC Energy
Nashua, NH, USA
dhanaraj@arc-energy.com

Dr. Govindhan Dhanaraj is a Chief Scientist and Manger of Crystal Growth Technolo-
gies at ARC Energy, Nashua, NH. He was a research faculty at the Department of
Materials Science and Engineering, Stony Brook University, NY from 2000 to 2007.
He served as a research Assistant Professor at Hampton University, VA until 1999 and
specialized in crystal growth of semiconductors and optical materials, epitaxial films
and defect evaluation. Dr. Dhanaraj earned a PhD degree from the Indian Institute of
Science (Bangalore) and then joined the Rajaramanna Center for Advanced Technol-
ogy in India as a senior scientist. Based on his accomplishments, he was awarded with
the prestigious Extraordinary Ability Category O1 VISA status by the United States
BCIS. He is a co-organizer of the Industrial Growth Symposium under the American
Crystal Growth Conference in 2009.

Au
th

ors



1746 About the Authors

Ramasamy Dhanasekaran Chapter D.27

Anna University Chennai
Crystal Growth Centre
Chennai, India
rdhanasekaran@annauniv.edu;
rdcgc@yahoo.com

Dr. Dhanasekaran is a Professor in Crystal Growth Centre at the Anna
University Chennai, India and is working there for the past thirty one
years. He obtained his PhD degree in 1986 and did extensive research at
Stanford University, USA and University of Nijmegan, The Netherlands.
He is the recipient of TANSA award in 2004 and IACG National
award-2006. His research interests include nucleation and theories of
crystal growth, growth of III–V, II–VI and I–III–VI2 compounds, NLO
and relaxor-ferroelectric single crystals. He has successfully completed
several National/International sponsored research projects in the field of
crystal growth.

Ernesto Diéguez Chapter B.9

Universidad Autónoma de Madrid
Department Física de Materiales
Madrid, Spain
ernesto.dieguez@uam.es

Ernesto Diéguez (PhD 1983, Madrid) is a Professor of Physics in the
Department of Physics of Materials, and Head of the Crystal Growth
Lab. His research interest is mainly in crystal growth processes and
technology of bulk crystals and thin films. He is currently (2006-2010)
Director of the Department of Physics of Materials.

Vijay K. Dixit Chapter B.11

Raja Ramanna Center
for Advance Technology
Semiconductor Laser Section,
Solid State Laser Division
Indore, India
dixit@rrcat.gov.in

Vijay Kumar Dixit obtained his BSc and MSc degrees in Physics from Kanpur
University, Uttar Pradesh (UP), India. He obtained his PhD degree from the Department
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InBiSb 347
incandescent heating 367
incidental dislocation boundary

(IDB) 182
inclusion 95, 160, 163, 186, 255,

456, 458, 491
– incorporation 190
– primary 95
– secondary 95
– trapping 191
– zonal 97
incongruent melting 370, 416, 726
incongruently melting 373
incorporation coefficient 172
indirect laser-heated pedestal growth

(ILHPG) 397
indium (In) 328
– bismuth (InBi) 328
– bismuth arsenic antimonide

(InBixAsySb1−x−y) 329
– phosphide (InP) 205, 231
– tin oxide electrodes (ITO) 1597
induction
– furnace 272, 803
– heater 253
– heating 247
– heating system 249
– period 764
industrial
– bulk growth 802
– crystallization 77
– production 435
inertial confinement fusion (ICF)

759
infinite crystal 57
infrared (IR) 15, 162, 283, 328
– absorption 224, 488, 716
– active lattice mode 355
– detector 1118
– laser scattering tomography 189
– photodetector 357
InGaAsN
– electronic property 1139
– nitrogen precursor 1139
– quantum wells 1137
– valence band offset 1140
inhibitor 1465, 1616
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inhomogeneity of impurity 544
inhomogeneous 337
initial dislocation density 1358
initial incorporation 1285
InN by HVPE 890
inner diameter (ID) saw 1728
inner-diameter (ID) 1722
InP 180, 185, 194
in-plane scattering 1418
InSb 191, 192, 330, 340, 350, 352
– wafer 342, 352
InSb substrate 1088
inspection 1726
integrated circuit (IC) 1706
interaction between dislocations

1356
interaction coefficient 1358
interface 359, 1501
– defect 1543
– diffusion 167
– growth kinetics 268
– kinetics 193
– of epitaxial systems 1483
– processing 1193
– roughness 1415
interface type
– castellated 1416
– fractal 1416
– staircase 1416
interference-contrast microscope

(DICM) 140
interferogram 591
intermediary image 1444
internal detector noise 1116
internal morphology 146
internal stress 543
International Microgravity

Laboratory (IML-1) 582, 583
intersecting stacking fault 1506
interstitial 167
interstitial atom 160
intrasectorial sector 146
intrinsic
– carrier concentration 349
– defect 260
– point defect 172, 1284
– point defect balance 1285
– point defect property 1327
inversion domain (ID) 1464, 1472
– boundary (IDB) 1501
inverted temperature gradient method

832, 839
in vitro crystallization 1614
iodine
– gallium reaction 1261
– vapor pressure 1260

– vapor-phase epitaxy (IVPE)
1243, 1245

ion acceleration 1200
ion beam etching (IBE) 625
ion chamber (IC) 1645
ion current 1205
– of plasma propagating in ambient

gas 1205
ion energy 1200
– spectrum 1201
ion exchange 708, 1652
– of Cs+ into Na-TS 1652
ion implantation 1105
– method 1168
ion-beam-assisted deposition (IBAD)

1204
ionic conductivity 694, 710
ionized impurity scattering 351
ion-scattering spectroscopy (ISS)

1087
island
– formation 1074, 1075, 1103, 1104
– growth 1596
– morphology 338
– structure 461
isopropyl alcohol (IPA) 1714
isothermal evaporation 575
isotropic thermal strain response

1343
iterative target transform factor

analysis (ITTFA) 1644

J

Jackson factor 167, 192
jewelery 4
jog 1356
joint density of states (JDS) 1094,

1096
Jones matrix 1091
junction FET (JFET) 940
junction isolation 1715

K

K6P4O13 751
K(DxH1−x)2PO4 (DKDP) 759
K(Gd0.5Nd0.5)(PO3)4 732
K(TaxNb1−x )O3 (KTN) 162
K2W2O7 737
K6P4O13 749
KDP
– rapid growth 126
kerf loss 1730
KGd(PO3)4 (KGdP) 742
KGd(WO4)2 738

KGdW 737
KH2PO4 (KDP) 730
KHoW 738
Kikuchi line 1488
Kim model 1095–1098
kinematic viscosity 564
kinematical theory 1413
– of x-ray diffraction 1436
kinetic
– deposition model 1271
– Monte Carlo method 1246
– of crystallization 610, 614, 761
– related conditions 1461
– roughening 72, 593
– step coefficient 168
– theory 1075
– trapping model 1556
kinetic model
– Bliznakow mechanism 78
– Cabrera–Vermilyea (CV)

mechanism 79
kinetic modeling 1256
– of surface reaction 1257
kinetically limited growth 1136
kink 55, 562, 581, 1354
kinked face (K-face) 57
KLiYF5 (KLYF) 738
KLuW 737
KNbO3 (KN) 730
KNd(PO3)4 (KNP) 742
knife-edge 587
Knoop microhardness 1617
Knudsen cell (K-cell) 1156
Kossel crystal 55
KREW 732, 737, 746
KTA crystal 702
KTi1 − xSnx OPO4 749
KTi1−xGexOPO4 750
KTi1−xGexOPO4 751
KTiOAsxP1 − xO4 749
KTiOAsO4 (KTA) 692
KTiOPO4 (KTP) 740, 746
KTiOPO4 (KTP) 691, 692
KTiOPO4 crystal 697
KTiOPO4 (KTP) 730, 746
KTP 714, 739, 742, 751
KTP crystal 702
KTP crystal growth 694
KTP crystal structure 692
KTP hydrothermal growth

694
KTP isomorph 702, 710
KTP-type 691
Kubota and Mullin model 79
KYbW 737
KYF4 (KYF) 738
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L

La0.67Ca0.33MnO3 410
La3Ga5.5Nb0.5O14 (LGN) 1055
La3Ga5.5Ta0.5O14 (LGT) 1055
La3Ga5SiO14 (LGS) 1055
LaAlO3 402
labile zone 562
laboratory instrument 1419
LaGaO3 (LGO) 1049
l-alanine doped triglycine

sulfo-phosphate (ATGSP) 579
Landau level spacing 351
Lang projection technique 1430
Lang technique 13
Langmuir isotherm 79
lanthanide 746
lapping 1724, 1725, 1731
large crystal 659
large-angle convergent-beam electron

diffraction (LACBED) 1478,
1488

large-angle grain boundary 185
large-eddy simulation (LES) 1216
large-mismatch heteroepitaxial

system 1500
large-mismatch interface 1502
l-arginine phosphate (LAP) 569
l-arginine phosphate monohydrate

(LAP) 568
l-arginine tetrafluoroborate (LAFB)

569
laser 4, 161
– and nonlinear optical material

727
– beam scanning (LBS) 135
– beam scanning microscope

(LBSM) 140
– beam tomography (LBT) 135
– conditioning 789
– crystal defect 487
– crystal growth 480
– damage threshold 787
– diffraction 1728
– diode (LD) 162, 879, 898, 1059,

1244
– emission microanalysis (LEM)

535
– gas breakdown 1198
– heated 393
– heated pedestal growth (LHPG)

174, 393, 395, 399, 486, 503
– heated pedestal growth method

(LHPG) 480
– host fluoride 479
– induced damage (LID) 789

– induced damage threshold (LDT)
787

– ion source 1197
– lift-off process (LLO) 879
– material 727, 746
– plasma ion source 1200
– plasma range 1203
– scattering tomography (LST)

177, 181, 1453
lateral epitaxial overgrowth (LEO)

953, 1086
lateral incorporation of vacancies

1331
lateral incorporation of vacancy

1321
lateral overgrowth 1026
lattice
– constant 693
– distortion 493
– matched substrate 877
– mismatch 1110
– near-coincidence 1502
lattice parameter 344, 446, 1411,

1488
– InAsSb 332
– InBiSb 332
Laue pattern 340
Laue photograph 379
Lawrence Livermore National

Laboratory (LLNL) 760, 775
layer-by-layer growth 167
LBO 743, 744
l-cystine 1624
lead tungstate 1670
lead zirconium titanate (PZT) 608,

634
ledge 562
Lely method 798, 799
– modified 800
Lely platelet 800
l-histidine tetrafluoroborate 573
l-histidine tetrafluoroborate (LHFB)

569
LHPG system 397
Li2O 416
Li(Nb,Ta)O3 410
LiAlO2 (LAO) 1060
LiB3O5 (LBO) 691
LiBO3 (LBO) 730
Liesegang ring 1608
LiGaO2 (LGO) 1060
light- and heavy-hole effective mass

350
light scattering 458
light-beam induced current (LBIC)

549

light-emitting diode (LED) 162,
328, 798, 898, 1059, 1244

– performance 802
LiIO3 731
limitation of chemical vapor transport

904
limitation of kinematical theory

1436
LiNbO3 (LN) 162, 168, 192, 252,

401, 404, 406, 413, 415, 416, 708,
729

line defect 11
line direction 1445
lineage 187
liquid and solid phase 561
liquid encapsulated Czochralski

(LEC) 163, 188, 206, 289, 1465
liquid inclusion 96
liquid phase 402, 1002
– diffusion (LPD) 979
– electroepitaxy (LPEE) 338, 967,

968, 1028
– electroepitaxy of semiconductors

967
– ELO 1027
– epitaxy (LPE) 9, 283, 328, 337,

725, 732, 734, 735, 746, 748, 751,
802, 946, 975, 1001, 1041, 1072,
1679

requirement 1044
– epitaxy (LPE) of nitride 1059
– lateral overgrowth 1007
liquid-crystal display (LCD) 1723
liquid–solid interface 337
LiTaO3 413
lithium
– gallate (LiGaO2) 877
– niobate (LiNbO3) 273
– strontium aluminum fluoride

(LiSAF) 728
lithium niobate
– near-stoichiometric 252, 255
lithium niobate (LiNbO3) 246
– crystal 253
LiYF4 (YLF) 738
load cell 249
local electronic properties of shaped

silicon 549
local lattice distortion 270
local shaping technique (LST) 540
local vibrational mode (LVM) 222
locking stress 1342, 1354
Lomer–Cotrell mechanism 187
long-range stress 114
long-wavelength infrared (LWIR)

358, 1105
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Lothe theorem 111
low pressure (LP) 1157
low to high complexity 1413
low-angle grain boundary (LAGB)

181, 185, 543, 1060
low-defect crystal 661
low-energy electron-beam irradiation

(LEEBI) 882, 1060
lower yield stress 1348
low-level waste (LLW) 1649
low-temperature growth 560
low-temperature method 1166
low-temperature poling 710
low-temperature-grown GaN

(LT-GaN) 876
low-thermal gradient 1374
low-viscosity melt 695
l-pyroglutamic acid crystal 573
l-tyrosine 1625
Lu2SiO5:Ce (LSO) 1681
LY 1666
Lyapunov equation 513
lysozyme 593

M

macroscopic motion of the fluid
563

macrosegregation 172
magnesium 1618
magnesium ammonium phosphate

(MAP) 1615, 1617, 1622
magnetic circular dichroism (MCD)

1670
magnetic Czochralski (MCZ) silicon

235
magnetic field 85, 175, 194, 970,

1374
– effect 220
– interaction with the melt 209
– level 990
magnetic liquid encapsulated

Czochralski growth (MLEC) 205
magnetic liquid encapsulated

Kyropoulos growth (MLEK)
205, 208

magnetic liquid-encapsulated
Czochralski growth (MLEC) 207

magnetite (Fe3O4) single crystal
441

magnetoresistive random-access
memory (MRAM) 1509

majority-carrier reaction 1454,
1459

malformed form 144
malic acid 1621

Marangoni convection 370
Marangoni number (Ma) 1391
mask width 958
mask width-to-window width ratio

958
mask-induced strain 1017
mass thickness contrast 1478
master equation for equilibrium

57
material synthesis and purification

333
materials compatibility 825
Maxwell–Jeffries-formula 1386
MBE growth
– technique 1072
– theory 1073
mean escape depth 343
mean lattice site 55
mean separation work 22
mean size of crystals 454
mechanical characteristics 468
mechanical polishing 881
mechanical stability 404
mechanical stirring of the solution

745
melt 437, 480, 1219
– based compound 1335
– convection 1369
– density 251
– epitaxy (ME) 328, 339
– growth 9, 855
– replenishment (MR) 1390
– replenishment model (MRM)

1390
melt meniscus 515
– shaping condition 514
melting point (mp) 370, 393
melt–solid (M–S) 319
– equilibrium 436
– interface 452
– interface shapes on radial

uniformity of ternary crystal 318
membrane protein 1594
meniscus instability 192
meniscus surface equation 514
meniscus wetting 273
merohedral twin 121
metabolic stone 1620
metal impurity 1728
metal ion complex 580
metal wire 394
metallization 1715
metalorganic chemical vapor

deposition (MOCVD) 829, 899,
901, 1044, 1072, 1133, 1245, 1541,
1569

metalorganic MBE (MOMBE)
1072, 1141

metalorganic vapor-phase epitaxy
(MOVPE) 10, 113, 283, 328,
869, 890, 901, 925, 1001, 1072,
1133

metal–oxide–semiconductor (MOS)
162, 1154

metal–oxide–semiconductor
field-effect transistor (MOSFET)
940, 1165, 1541

metal-semiconductor field effect
transistor (MESFET) 163

metamorphic rock 152
metaphosphate concentration 777
metastable condition 331
metastable phase boundary 330
metastable zone 561, 764
methyl-(2,4-dintropheny)-

aminopropanoate (MAP)
569

methyltrichlorosilane (MTS) 949
metrology 1726
microanalysis 1489, 1509
micro-area x-ray fluorescence

(MXRF) 135
microdefect 1283, 1286
microelectronics (ME) 162, 1721
microfaceting 376
microgravity 265, 335, 582
– condition 8
– diffusion-controlled crystallization

594
– environment crystallization 1588
– grown TGS crystal 589
– handheld protein crystallization

apparatus 594
– protein crystallization apparatus

(PCAM) 594
microinhomogeneity 174
Microphysics Laboratory (MPL)

1089, 1095, 1102, 1103
micropipe (MP) 98, 802, 806, 942
– density 805
micro-pulling-down method (μ-PD)

480
microsegregation 172
microstructure 461
microstructured material 1687
microtwin 1110
microtwinning 1079
microvoid 168
mid-wave IR (MWIR) 1105
mineral 133
minimum-energy theorem 110
minority-carrier
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– lifetime 1083
– reaction 1456, 1460
– recombination lifetime 1107,

1108
miscut 1077
misfit dislocation 186, 1494
mismatch between the substrate and

the film 751
mismatch heteroepitaxy 359
mismatched epitaxy 355
Mn diffusion 1509
mobility 1087
– ratio 348
model for dislocation generation

1339
model-based prediction 1380, 1389
modeling 434
modeling of AlN/GaN vapor

deposition 1246
modern wiresaw 1729, 1730, 1732,

1735
modifications of TPS 540
modified non-stationary model

(MNSM) 1386
modified quasi-steady-state model

(MQSSM) 1386
modulation-doped field-effect

transistor (MODFET) 1165
moiré fringe 1502
moiré interferometry 1727
mold-pushing melt-supplying

(MPMS) 255
molecular dynamics (MD) 76
molecular-beam epitaxy (MBE) 10,

18, 283, 328, 605, 869, 890, 946,
1004, 1044, 1069, 1070, 1133,
1156, 1162, 1206, 1245, 1567,
1569

mollusk 1614
molten zone profile 405
monitoring 1090
monoatomic crystal 86
monochromatic beam 1434
monochromator 1645
monoclinic (m) 445, 574
– phase 764
monodomain crystal 257
monohalide (GaCl) 926
monolayer (ML) 1172
monolithic microwave integrated

circuit (MMIC) 162, 216
monosilicic acid 1609
monosodium urate monohydrate

(MSUM) 1615, 1623
Monte Carlo simulation 69, 73
Morey autoclave 617

morphodrome 70, 82
morphological evolution 136, 1062
morphological habit 701
morphological importance (MI) 64
morphological instability 136, 173,

175, 781
morphological shape 706
morphology 133, 136, 578, 848,

1459
– and faceting 268
– of growth spiral 140
– of pits 1462, 1465
– of sillenite crystal 268
mosaic block 1409
Moss–Burstein effect 353
mother phase 57
mounting of the substrate 1088
MOVPE of InAs quantum dot 1144
MOVPE precursor 1133
Mueller matrix 1091
multicarrier conduction 350
multicrystalline (MC) 162
– ingot growth 1709
multidomain
– crystal 698
multilayer model 1092
multiple quantum well (MQW)

1469
multiple reflection 353
multiple-beam interferometry (MBI)

135, 140
multiple-exposure holography 585
multiplication rate 1348
multiwire saw 1732

N

Na-NbTS
– cesium ion exchange 1656
– in situ synthesis 1655
nanocrystal 637
nanomaterial 916
nanostructure 463
nanotopography 1731
National Aeronautics and Space

Administration (NASA) 583
National Ignition Facility (NIF)

761, 774
National Institute of Standards and

Technology (NIST) 588
National Physical Laboratory (NPL)

301
National Renewable Energy

Laboratory (NREL) 898
National Synchrotron Light Source

(NSLS) 1431, 1638

native point defect concentration
165

natural and synthetic diamond 150
natural and synthetic quartz 142,

145
natural convection 563, 970
natural crystallization 135
natural diamond 151
Navier–Stokes (NS) 1397
Nb2O5 413
Nd3Ga5O12 443
Nd:YAG 399
NdBa2Cu3O7−x (NdBCO) 1046
Nd-doped congruent LN (Nd:CLN)

252
Nd-doped laser crystal 489
NdGaO3 (NGO) 1049
near-band-edge (NBE) 838
near-coincidence
– lattice 1502
near-stoichiometric
– lithium niobate (nSLN) 252, 255
necking 382, 1359
– of seed crystal 256
needle defect 1082
negative ion 1564
neighboring confinement structure

(NCS) 1175
neutron diffraction 380
– cell 1648
– theory 1640
newberyite 1622
Newton–Raphson 1361
niobate 729
nitric acid (HNO3) 299
nitride 1059
nitrogen (N2) 822
nitrogen precursor 1138
NLO single crystal 736
Nomarski image 218
noncentrosymmetric 271
noncongruent melt 176
nonconservative system 173
noncritical phase matching (NCPM)

692, 714
nondilute system 1537
nonflat interface 269
nonintrusive wafer inspection 1727
nonlinear coefficient 708, 713
nonlinear optical (NLO) 162, 691,

1625
– crystal 691
– material 726, 728
nonmerohedral twin 121
nonmetabolic stone 1620
nonpolar layer 1572

Su
b
ject

In
d

ex



Subject Index 1807

nonstationary model (NSM) 1384
nonstoichiometry 171, 189, 699
nonuniform composition 1080
normal growth rate 65
n-type doping of GaN 882
nuclear hyperfine interaction 1526
nuclear magnetic resonance (NMR)

693, 1522, 1592
nucleation 45, 192, 339, 452, 565,

735, 763, 808, 1101
– at surface 17
– calculation 908
– control 1610
– exclusion zone 35
– of intrinsic point defects 1304
– phenomenon 1586
– study 763
nucleus (N) 1462
numerical
– implementation 1360, 1361
– method 983
– model for vapor growth systems

1247
– modeling of GaN IVPE growth

1258
– modelling of CVD process 1246
– result 1362
– scheme 667
– simulation 179
– solution 1251

O

observation of dislocations 1500
observation of growth rate 970
O-cluster 1306, 1309
octacalcium phosphate 1618
off-centered Czochralski system

258
one-dimensional
– crystal growth 1316
– initial incorporation 1288
– model 973
– nucleation 27
one-step ELO structure (1S-ELO)

877
operational condition 1264
OPO interaction 714
opposite domain LN (ODLN) 258
optical
– absorptivity 1108
– afterheater 397
– anomaly of growth sectors 105
– breakdown of gases 1198
– ceramic 1687
– characterization 224

– cutoff 1112
– dielectric function 1091
– glass 465
– material 726
– nonuniformity 713
– parametric oscillation (OPO) 691
– phonon occupancy 354
– plasmatron 1198
– property 679
– pyrometer 249
– pyrometry 1089
– transmittance 1108
– uniformity 458
optical absorption 1112
– spectrum 784
optical floating zone (OFZ) 368
– application for oxides 368
– composition evolution 374
– crack 382
– furnace 371
– high pressure 371
– inclusion 382
– modelling 370
– overheating 370
– self-flux 375
– technique 368, 369
optically detected magnetic

resonance (ODMR) 1546, 1669
optimization 1007, 1062, 1264
optimization of growth of GaN films

– a materials example 1206
optimization of liquid-phase lateral

overgrowth procedure 1007
optimization of plasma flux for film

growth 1204
optimum growth parameter 905
optoelectronic devices and integrated

circuit (OEIC) 968
optoelectronic integrated circuit

(OEIC) 216, 1153
optoelectronics 1336
ordinary differential equation (ODE)

1361
organic additive 778, 1622
organic light-emitting diode (OLED)

865
organic semiconducting single crystal

862
organic semiconductor
– Bridgman technique 856
– Czochralski technique 857
– gas phase growth 857
– single-crystal 845
organometallic crystal 1612
organometallic vapor-phase epitaxy

(OMVPE) 901

orientation
– contrast 1440
– dependence 956
– determination 340
– flat (OF) 1463
– state 121
oriented film 338
origin of dislocation 1338
origin of screw dislocation 808
Orowan relation 180, 1347
orthodox etching 1461, 1468
orthophosphate 692
Ostwald ripening 189, 1143
Ostwald’s step rule 86
overheating 194, 436
oxidation-induced stacking fault

(OSF) 168, 1284
oxide 393, 479, 728
– crystal 433, 434
– glass 433
– photorefractive crystal 262
oxygen
– contamination 824
– redistribution 463
– stoichiometry 441
– vacancy 715

P

packaging 1725
pancreatic stone protein (PSP) 1629
parabolic band 349
partial differential equation (PDE)

1397
partial dislocation 1344, 1497
partial pressure 1135
particle acceleration 1199
particle diagnostics 586
particle imaging 586
partly stabilized zirconium dioxide

(PSZ) 444
passivation 1086
pathological biomineralization

1614
pattern formation in gel systems

1610
patterned domain 257
patterned substrate 952, 1086
PbMoO4 170
PbTe 168, 185
pearl 1614
PED technique 1194
Peierls
– barrier 1343
– energy 113
– potential 178, 1346
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Peltier interface demarcation (PD)
291

Peltier-effect 1028
Peltier-induced growth kinetic

971
Pendellösung fringes (PF) 1444
pendeo-epitaxy (PE) 1031
– of GaN 1032
penetration twin 122
perfection 133, 152
– limit 164
– of crystals grown rapidly from

solution 125
– of single crystal 152
periodic bond chain (PBC) 54, 64,

137
periodic domain 259
– structure (PDS) 708, 711, 713
periodic modulation 259
periodic poled LN (PPLN) 258
periodic poling lithium niobate

(PPLN) 398
periodic solute feeding process

315
periodically poled KTP (PPKTP)

691, 708
periodically poled lithium niobate

structure 258
peripheral ring 1322, 1327
peritectic decomposition 374
peritectic transformation 373
permeability 670
perturbation frequency 175
pH of solution 577, 579
phase
– composition 460
– contrast microscopy (PCM) 135,

140
– extent 165, 169
– modulator 273
– relation 1046
– stability 661
– transformation 448
– transition 125, 446
phase conjugated optical waveguide

273
phase diagram 330
– of the ZrO2–Y2O3 system 445
phase equilibrium 663
– for binary compound 292
– for ternary compound 300
– of ZnO 662
phases with different composition

270
phase-shifting interferometry (PSI)

135, 140

phase-shifting microscopy (PSM)
135, 140

phlogopite 141
phosphate 730, 739
– flux 740
– solution 748
phosphide-based compound 296
phospholipid lecithin 1626
phosphorus glass removal 1715
photo-assisted MBE (PAMBE)

1072, 1107
photochromic property 271
photoconductive-decay lifetime

1082
photoconductivity 260
photoconductor (PC) 358, 1116
photodiode (PD) 162, 357
photo-EPR 1539
photoetching 1470
photogalvanic etching 1458, 1461,

1471
photoionization cross section 343
photoluminescence (PL) 15, 683,

835, 918, 1082, 1158, 1207
– mapping 1083
photorefractive (PR) 252
– crystal 264
– damage 258, 261
– gain 221
– oxide material 246
photovoltaic (PV) 898, 1703, 1722,

1723
– efficiency (PVE) 162
– module 1705
– value chain 1705
physical laws for transport processes

1217
physical property 346
physical vapor deposition (PVD)

135, 900
physical vapor transport (PVT) 135,

800, 821, 899, 900, 946, 953
physicochemical properties of the

solution 733
piezoelectric 262, 264, 703
planar defect 11
planar doping 1107
plasma 1202
– acceleration 1197
– energetics 1193
– enhanced chemical vapor

deposition (PECVD) 1715
– etching 881
– expansion 1197
– flux 1204
– formation 1198

– formation in PED 1198
– formation of vaporized material

1196
– processing 1193
– propagation in gas 1203
plastic
– deformation 156, 183
plastic relaxation 178, 180, 184
plastic state 116
plate shaped crystal 521
PLD technique 1194
ploughing 1730
plume range 1203
Pockels cell 760
point defect 11, 160, 161, 163,

1556, 1569
– characterization 1521
– concentration 164
– engineering 168
– generation 163
– identification 1560
– kinetics 167
point group symmetry 697
point seed 773
point-bottomed (P-type) etch pit

139
polar growth 1572
polar surface 72
polarity 1463, 1479, 1484, 1486
– of III–V material 1464
– of twinning 214, 215
polarizer 4
poling of crystal 252
poling of lithium niobate 257
polishing 1725
polyacrylamide 1629
polycrystal 192
polycrystalline SiC 804
polyelectrolyte 82
polyethylene oxide (PEO) 1609
polygonal or circular spiral 141
polyhedral crystal 138, 143
polyhedral seed 572
polyimide environmental cell (PEC)

1647
polymorphic transition 726
polypyrrole (ppy) 1597
polyscale crystal 599
– growth 4
polytype formation 805
polyvinyl alcohol (PVA) 1609
porous bed 670
– height 672
position-sensitive detector (PSD)

1643
positron
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– annihilation spectroscopy 1551,
1552

– density at a vacancy 1555
– emission tomography (PET) 1682
– implantation 1552
– lifetime 1553
– lifetime spectroscopy 1557
– state 1553
– trapping 1556
– trapping rate 1556
– wavefunction 1553
postgrowth dislocation 107, 118
postgrowth movement of dislocations

116
postgrowth treatment 788
potassium amide (KNH2) 664
potassium azide (KN3) 664
potassium dihydrogen phosphate,

KH2PO4 (KDP) 96, 560, 568,
569, 759

potassium double tungstate (KREW)
728

potassium iodide (KI) 664
potassium niobium tantalate (KTN)

398
potassium stoichiometry 716
potassium titanyl phosphate (KTP)

691
potassium vacancy 700
power rectifier 798
practical results of the theoretic

analysis 519
Prandtl number 734
precipitate 160, 163, 189, 1339
precipitation 376
precursor
– decomposition 1135
– for SiC CVD epitaxial growth

946
– ligand 1134
– vapor pressure 1134
predicting the growth morphology

65
prediction 1254
pregrowth purification 850
primary agglomeration 1616
primary crystallization field (PCF)

1046
primary nucleation 763
prime wafer 1723
prismatic stacking fault (PSF)

1501, 1504, 1508
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radial morphology 263
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435, 831, 1044
– generator 248
Raman 693
– peak 355
– spectrum 783
ramping mode 256
random alloy scattering 350
rapid analysis 1419
rapid growth 773
– method 73

Su
b
ject

In
d

ex



1810 Subject Index

– of ADP 126
– of KDP 126
rapid-thermal annealing (RTA)

1567
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1091, 1092
rotating compensator ellipsometer
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rough interface 136
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second-phase particle 189
sector boundary 786
Seebeck 408
seed 146, 152, 382, 441
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Si-face epilayer 811
SiGe heterostructure 1153
SiGeC structure 1415
SiGe-on-insulator (SGOI) 1169
signal-to-noise ratio (SNR) 1118
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– growth 1707
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single diffusion 1612
single slip 1346
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– growth 707
single-ended pinning point 813
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sixfold defect distribution 1341
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skull melting (SM) 433, 434
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slicing 1725, 1728
– technology 1730
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– titanium silicate (Na-TS) 1649
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– application 239
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– energy 193
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1501, 1506
stacking sequence rule 813
staining of crystal 102
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start melting 435
starting compound 914
starting material 913
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– 2-D–3-D transition 1142
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(C4H9)(H)NNH2 1138
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– DKDP crystal 772
– phase (TZP) 444
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transition 772
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theoretical calculations of hyperfine
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9, 487, 691, 725, 732, 734, 1042
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– silicon growth 546, 551
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transition
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– stress 1353
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– electron microscopy (TEM) 15,

189, 340, 380, 462, 829, 1006,
1079, 1162, 1426, 1453, 1477

– spectrum 354, 783
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transmitted wavefront (TWF) 786
transparent spectrum 783
transport
– agent 904
– equation 1248
– growth model 659
– kinetics 901
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– model 666, 901
– phenomena 1587
– property 347
– rate 906
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method 235
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– coefficient 1556, 1567
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174, 315, 335
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(TSFZ) 367, 368
– self-flux 373, 374
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TSSG (top-seeded solution growth)
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tube shaped crystal 520
tungstate
– flux 740, 741, 750
– melt 741
– solution 748, 750
tunneling current 1112
twin 160, 544, 1440, 1485
twin boundary 121
– growth-promoting effect 124
– propagation 123
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– during growth 122
twin law 120
twinning 120, 193, 194, 334, 341
– dislocation 121
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– mechanism 74
– nucleation 167, 767
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136
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type I diamond 156
type II diamond 156
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(UHPHT) 155

– metamorphic rock 155
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(ULSI) 231
ultraviolet (UV) 162, 728, 888
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undoped crystal of CuAlS2 918
undoped crystal of CuAlSe2 919
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universal compliant (UC) 944
upper yield stress 1348

Urbach tail energy 1109
uric acid 1623
urinary stone disease 1616
urinary stone formation 1616, 1617
– theory 1616
use of a defective seed 1339
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V/III ratio 1267
vacancy 160, 167, 694
– concentration 1567
– condensation 190
– in Si 1560
– in ZnO 1562
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– related complex 1575
vacancy defect 1554
vacancy–donor complexes 1566
valence band (VB) 1457, 1676
valved cell 1090
van der Pauw (vdP) 358
van der Waals force 6
vanadate 739
vapor composition 805
vapor condensation 798
vapor diffusion apparatus (VDA)

1589
vapor growth 799
– classification 899
– of III nitride 1244
vapor phase (VP) 897, 898, 1573
– epitaxy (VPE) 11, 901, 925, 926,

954, 1001, 1041, 1046, 1206
– growth 10
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– controlled Czochralski (VCz)

169, 170, 188, 190
vapor–liquid–solid (VLS) 138, 193
– mechanism 138, 146
Vegard’s law 332
Verdet constant 468
Verneuil
– method 9
– technique (VT) 509
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method 334
vertical Bridgman (VB) 169, 1216,

1227
– crystal 286
– technique (VBT) 480, 484, 502
vertical gradient freeze (VGF)

169, 188, 288
vertical magnetic field applied

Czochralski method (VMCZ)
235

vertical-cavity surface-emitting laser
(VCSEL) 1414

very large-scale integrated circuit
(VLSI) 939, 1153

vibration 1237
– of wire 1734
vicinal
– facet 103
– plane 703
– pyramid 103, 114
– sector 103
– sectorality 786
Vicker’s microhardness 1617
virtual interface approximation

1092
virtual-crystal approximation (VCA)

350
viscoplastic model 1342
viscosity 568, 733
– melt 695
void-assisted separation (VAS) 881
voids 676
volatility 567
volatilization 333
Volmer–Weber growth 20
– mode 1073
volume and surface diffusion 76
volume defect 12
von Mises contour 180
von Mises invariant 179
VPE system 926

W

wafer
– annealing 190
– bowing 880
– characteristics 1734
– forming 1724, 1725
– micromapping 1420
– polishing 1724
– preparing 1724
– slicing 1722, 1732
wafer manufacturing 1721, 1722
– and slicing using wiresaw 1721
warp 1727, 1731
warpage 1728
waste recycling 469
waviness 1731, 1735
weak beam dark field (WBDF)

1479
welded closure 618
wet-etching of semiconductor 1459
– mechanism 1454
wetting 59
– angle hysteresis 525
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– condition 523
– function 24
– to-catching condition transition

523
whisker 146
white-beam x-ray topography

1431
wide-bandgap semiconductor

821
Wilson plot 1589
window retardation 1092
window width (W) 958
wire web 1730
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