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Preface

Whole industries currently rely on bulk-grown crystals of a variety of materials. These
industries range from information technology, based on the ubiquitous silicon, through
radiofrequency applications, using gallium arsenide, etc.,'to telecommunications and light-
ing, based on ITI-V compounds, to infrared imaging, based on cadmium mercury telluride,
and to high-energy physics and medical imaging using scintillator materials. These mate-
rials are used either in the active mode, as for silicon, or in the passive mode where the
bulk-grown material is used as a substrate on which to deposit a wide range of binary,
ternary, quaternary, eic., compounds by several epitaxial growth processes.

This book is an attempt to summarise the position in a number of these areas where
bulk-grown crystals are central to particular industries. The book is aimed at senior under-
and post-graduates in physics, chemistry, materials science, electrical engineering and
optical engineering disciplines, as well as those employed in the various fields of crystal
growth within the relevant industries. It is hoped that the former group will find the book
readable both as an introductory text and as a useful guide to the literature. Workers in
industry will hopefully find the book useful in bringing them up-to-date information in
both their own and other areas of interest. To both groups of readers I trust that the book
will prove interesting and a spur to further progress in this key area of technology.

The first chapter deals with the most important semiconductor material, silicon. Silicon-
based systems on ‘chips’ form the basis for the huge information technology indus-
try, which is a fusion of computers and telecommunications. More demanding image-
processing requirements in computers require improved throughput and yield of these
chips on larger-diameter and high-quality silicon wafers. Currently 300-mm diameter is
the industry standard, but R&D work has already taken place on 450-mm crystals (weight
~ 400 kilograms) as the next logical step in the evolution. A large effort is also underway
on theoretical modelling of transport phenomena in these large growth systems to improve
our understanding of the growth and defect-production processes. The next chapter dis-
cusses the second most studied semiconductor, GaAs, which is used in high-frequency
opto- and microelectronic devices in a wide range of applications. Currently, crystals are
in production at 150-mm diameter, with 200 mm also recently demonstrated.

Chapter 3 outlines the current situation with regard to transport modelling, including
turbulence, of a range of bulk crystal growth processes, including vertical and horizontal
Bridgman, vertical gradient freeze, Czochralski, float-zone and travelling heater methods.
Examples are given to illustrate the features of this modelling in terms of the growth of
silicon sheets, cadmium zinc telluride and potassium titanyl phosphate, as representatives
of classes of materials.

The next two chapters deal with the In-based compounds InP and InSb. The former
is used as a substrate material for the epitaxial growth of alloys for use in emitters and
detectors of IR light at wavelengths matched to optical-fibre transmission, i.e. 1.33 and
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1.55 pm. These devices have been used in high-density trunk networks, supporting inter-
net usage and other telecommunications applications, e.g. mobile phones, etc. Currently,
crystal diameters are 100 mm with 150-mm diameter material also having been demon-
strated. Indium antimonide, InSb, is mainly used in very high performance large mid-IR
detectors (up to 1024 x 1024 pixels) but it also has some applications as magnetic sen-
sors, X-ray monochromators, IR filters and optical immersion lenses. It has the highest
room-temperature mobility of any semiconductor and hence has uses such as high-speed
transistors. Crystals of 100-mm diameter are now in production and there is a demand
for larger sizes, still driven by the need for larger IR focal plane arrays of detectors.

Chapter 6 discusses current work on bulk-grown GaN, a material system that has
received much attention recently. Together with additions of Al and In this material is
used for short-wavelength optoelectronics and for high-power, high-temperature electronic
devices. Currently, high-brightness blue and green LEDs and low-power blue LDs are
commercially available. Progress in the field is limited by a lack of large high-quality
substrates for the epitaxial growth of multilayer quantum structures. Quasi-bulk GaN can
be grown by epitaxy on sapphire, GaAs, etc., but the preferred compound is clearly GaN
itself. Currently size is limited (~ 14 mm) but 50-mm growth is being actively researched.

The next three chapters deal with a range of II-VI compounds. Chapter 7 deals with
the pre-eminent infrared material, cadmium mercury telluride, CMT. This is the third
most-studied semiconductor after Si and GaAs. Despite the current dominance of various
epitaxial processes to produce large areas of this material for current focal plane arrays
of diodes for thermal-imaging applications, bulk-grown material is still in use for the
simpler first-generation IR detectors based on the photoconductive principle. Size is gen-
erally limited to 20-mm diameter material, although 40-mm diameter material has been
produced, but this is not a major concern as devices tend to be rather small. Chapter 8
describes the production of CdZnTe for use as a substrate material for the epitaxial growth
of CMT. Currently production sizes are 100 mm but demonstrations of 125-mm growth
have recently been made. This material is also much in demand now for X-ray and
gamma-ray detection in a wide range of applications. Chapter 9 covers the field of wide
bandgap II-VIs, mainly Zn-based compounds. These are potentially useful in making laser
diodes and light emitting diodes in the visible and UV regions. Because of their high melt-
ing points and component partial pressures vapor growth has proved popular, but growth
from the liquid is also used. Crystal sizes can be up to 80-mm diameter (ZnTe), 50 mm
for Zn and 25 mm for ZnS and ZnSe.

The next few chapters cover a wide range of oxide and fluoride materials that are
used in numerous and diverse applications. The first material discussed is sapphire, which
has a unique blend of high melting point, exceptional hardness, transmission over a wide
wavelength band, radiation and chemical resistance and producibility in large and shaped
crystals. It is used in lasers, as a substrate for epitaxial growth (of, for example, Si and
GaN), shaped crystals in microelectronics, optical windows, etc. Various growth tech-
niques have been applied with the heat exchanger method producing the largest crystals
at some 340-mm diameter. The next chapter deals with a range of fluoride materials
that are produced for various applications in photonics, medicine, semiconductor pro-
cessing and optical communications from the vacuum-UV to the mid-IR regions. Device
types include lasers, upconversion media, optical amplifiers, diode-pumped and tunable
solid-state lasers, etc. Ultrahigh-quality calcium fluoride is widely used as a lens in



PREFACE xix

photolithography of Si-based integrated circuits. Other fluorides are used in scintilla-
tors, holographic media and transparent magnetic systems. Oxide and halide scintillators
form the basis of the subsequent chapter. Scintillators convert different forms of ionising
radiation into visible light. They are used in nuclear-medicine imaging (e.g. computer
tomography), high-energy physics and astrophysics, security systems, environmental con-
trol and other industrial uses. Materials include Nal, bismuth germanate, Csl and lead
tungstate, and several tons of a particular material might be needed for a specific high-
energy physics experiment. Crystal dimensions can reach 600 x 500 mm in some halide
systems, with weights of several hundred kilograms. The final chapter in the series dealing
with oxides and fluorides describes the growth and applications of quartz, more specif-
ically a-quartz grown by the hydrothermal technique. Quartz is the main piezoelectric
material and its uses are widely spread across industrial and consumer products, includ-
ing watches and timing circuits for computers and telecommunications. In addition, quartz
demonstrates birefringence and optical rotary power, leading to uses in optical filters and
waveplates. Some 3000 tons of quartz are produced each year, with up to 5000kg being
produced in a single run, with crystals up to 5 x 5 x 15cm in size.

The next three chapters are concerned with more Group IV elements and compounds.
The first material is diamond, which, besides its obvious uses in jewelry and in mechanical
engineering, has applications in electronics. This is due to its unique combination of high
hardness, high thermal conductivity, optical transparency and wide bandgap. Bulk growth
takes place under conditions of high pressure and high temperature. Commercially avail-
able sizes range from 110 mm, although the largest is 34.8 carats (~ 7 g) in weight, with
dimensions of almost 20 mm on the sides. The next chapter covers SiC, which is set to
replace conventional semiconductors in high-power electronics, e.g. motor controllers and
power distribution in electric vehicles. Its wide bandgap, high thermal conductivity, high
breakdown field strength and chemical stability make it attractive for high-temperature,
power-control and high-speed communication devices. Currently, some of the GaN devices
used in satellite communications at higher powers are grown on SiC substrates. Crystals
have been grown up to 75-mm diameter, depending on polytype and orientation. Silicon
is not only used in microelectronic devices, as described in Chapter 1, it is also used in
photovoltaic solar cells as described in Chapter 16. Standard Czochralski and float-zone
techniques have been used to grow material up to 150-mm diameter, but a range of other
techniques have also been used. The largest multicrystalline cast ingots can reach sizes
of 690 mm x 690 mm, weighing some 240 kilograms. Various ribbon and sheet crystals
are also produced, with widths up to 100-150 mm or 50 mm with lengths of 200cm, at
extremely high production rates, albeit with somewhat lower conversion efficiencies.

The final chapter of the book enters the fascinating area of growth under microgravity
conditions, which has been studied for the last 30 years. Initially, the absence of convection
in melt- and vapor-grown crystals was expected to produce more homogeneous material.
Most experiments were conducted on semiconductors, with a small amount of work on
detectors. Residual-gravity effects are still a problem, however, in realizing the goal of
larger crystals with improved homogeneity, although some improvements in homogeneity
and structural quality have been obtained. A dewetting phenomenon is seen in some
systems that dramatically improves the structural quality of crystals, and this has been
reproduced on earth.

Finally, I would like to sincerely thank all the contributors to the book, as well as
Jenny Cossham, Zoe Jenner and Susan Barclay of John Wiley & Sons Ltd for their help
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and patience throughout the course of the book preparation and production stages. I would
also like to thank two of my many mentors, Dennis Elwell and Hans Scheel for initiating
me into crystal growth, some 30 years ago, and for remaining good friends and colleagues
ever since. Thanks are also due to the management of BAE SYSTEMS Infra-Red Limited
for their support in this project.

Peter Capper,
Southampton, UK
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1.1 INTRODUCTION

Modemn society is being supported by IT (information technology), i.e., the fusion of
computer and communication technologies. From the hardware viewpoint, these are based
on silicon technology, i.e., systems on chips, where MPUs (microprocessor unit), logic,
and memories are fabricated on the same chip, whereas these functions were convention-
ally separately prepared. The evolution of IT requires high capability in image processing,
even in a lap-top computer. This causes an increase in the memory capacity installed
within computers. In order to improve throughput and yield of these LSI (large-scale

Bulk Crystal Growth of Electronic, Optical and Optoelectronic Materials Edited by P. Capper
© 2005 Johin Wiley & Soms, Ltd ISBN: 0-470-85142-2



2 BULK CRYSTAL GROWTH OF E, O, AND EO MATERIALS

Figure 1.1 Large-scale integration chips on a 300-mm diameter wafer. (Courtesy of NEC)

integration) chips, silicon wafers with large diameter and high quality are required.
Figure 1.1 shows LSI chips fabricated on a 300-mm diameter silicon wafer.

Historically, the first transistor was prepared using germanium. However, from the
viewpoint of temperature characteristics, silicon is better than germanium due to its wider
band gap (1.14 eV at room temperature) than that for germanium (0.67 eV at room temper-
ature), although the mobility of germanium is higher than that of silicon [1]. Nowadays,
almost all LSI chips are fabricated on silicon wafers except for high-speed devices and
optical devices fabricated on III-V compound semiconductor crystals.

The International Technology Roadmap for Semiconductors (ITRS) 2003 predicted
a future trend of LSI chip technology [2]. For example, for DRAM (dynamic random
access memory), memory size per chip will be increased from 4 Gbit (2004) to 120 Gbit
(2018) for introduction level, and from 1 Gbit (2004) to 32 Gbit (2018) for production
level. The performance of chips will also be improved; for example, the on-chip local
clock will be increased from 4.2 GHz (2004) to 53 GHz (2018) and power dissipation will
be also increased from 158 W (2004) to 300 W (2018). This improvement of chip perfor-
mance suggests that the chip size will increase with increasing number of transistors per
chip, without shrinking device-design rules. Chip size will be almost constant through con-
tinuous effort to shrink device-design rules, as follows. Typical specifications of DRAM
and MPU (microprocessor unit) are shown in Table 1.1. Conventionally, the specification
for DRAM is a kind of index for LSI fabrication technology; however, nowadays the
specification for MPU is also a guide of the development of technology. The DRAM
half-pitch, which shows the most representative feature of DRAM fabrication technol-
ogy with respect to scaling, is already as small as 100 nm and will be less than 50 nm
in 2010. The physical gate length, which is smaller than the real gate length, will be
7 nm in 2018. This suggests that the area of a gate will also be decreased from 0.065 mm?
(2004) to 0.0016 mm? (2018); consequently, the chip size is also required to be decreased.
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Table 1.1 Roadmap for LSI chip fabrication technology

2004 2007 2010 2013 2018
DRAM Generation (bit/chip) 1G 2G 4G 8G 32G
(Production introduction) 4G 16G 32G 64G 128G
On-chip local clock (GHz) 42 93 15 23 53
Allowable maximum power (W) 158 189 218 251 300
DRAM half-pitch (nm) 90 65 45 32 18
MPU physical gate length (nm) 37 25 18 13 7
Gate area (mm?) 0.065 0.028 - 0.012 0.0061 0.0016
Chip size at production (mm?) 110 97 83 83 87
Mask levels (MPU) 3 33 35 35 39
Wafer diameter (mm) 300 300 300 450 450

Nevertheless, the size of a chip will not be decreased to any great extent and the numbers
of chips per wafer will not be increased, because bit size per chip will be increased at the
same time. Corresponding to an improvement of performance, mask levels are increased,
e.g. for MPU, from 31 (2004) to 39 (2018). This suggests that yield can be degraded
during the chip-fabrication process.

In order to overcome this problem and to decrease the production cost of LSI chip
fabrication, an increase in wafer diameter is required. In 2004 silicon wafer size has been
converted from 200 mm to 300mm in diameter (see Fig. 1.1). The ITRS suggests that
450-mm wafers will be used in 2012. In order to respond to such a continuous requirement
for large-size wafers from the device-fabrication side, von Ammon [3] and Shiraishi and
coworkers [4] tried to grow 400-mm ingots, as shown in Fig. 1.2.

Not only is improvement of throughput by use of large-diameter wafers required but
also improvement of yield of LSI chips is needed. As feature size shrinks, the yield of
chip fabrication can be affected by defects in wafers whose size is comparable to that of
a feature size of 100 nm. This size of defect has not affected yield when the feature size
of device design is as large as 1 wm. However, now it becomes a problem.

Consequently, development of LSI chip technology requires large-size, defect-free sil-
icon single crystals. In this chapter, silicon single-crystal growth technology, mainly the
Czochralski technology, is reviewed, i.e., raw materials, crystal-growth process, wafer
fabrication, the melt process and characterization of defects.

1.2 CRYSTAL-GROWTH METHOD AND TECHNOLOGY
1.2.1 High-purity polycrystalline silicon

Nowadays, silicon crystals for LSI are based on two basic and very important technologies.
The first is the manufacturing technology of high-purity raw material that is only realized
in silicon, whereas it has never been realized in other materials. The second is dislocation-
free crystal-growth technology. High-purity manufacturing technology of polycrystalline
silicon with so-called 10 nines (10N: a purity of 99.99999999 %) or 11 nines (11N) will
be introduced in this section.
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Figure 1.2 400-mm diameter ingot. (Courtesy of SSI)

Manufacturing processes from mineral silica to silicon wafer for LSI are schematically
shown in Fig. 1.3. Silicon is the element with the second largest abundance following
oxygen on the Earth with a Clarke number of 28.8 %. The initial raw materials of silicon
single crystal are mineral silica as shown in Fig. 1.3(a). The mineral silica used for
manufacturing single-crystal silicon is produced only in Brazil, China and a few other
countries, where mineral silica with a very high purity can be mined.

Silicon is obtained by reduction (deoxidation) of SiO,, which is one of the stable
oxides, as shown in Equation (1.1),

Si0; +2C — Si+2CO (1.1)

The reduction process is carried out in an arc furnace with graphite electrodes at high
temperature (1500-2000 °C). Purity of the obtained silicon lumps is about 98 %, as
shown in Fig. 1.3(b), and they are called metallurgical-grade silicon, MG-Si. Most of
the metallurgical-grade silicon is used in the metallurgical and chemical industries. Only
several per cent of the whole amount of the production of metallurgical-grade silicon
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Figure 1.3 Manufacturing processes from mineral silica to silicon wafer for LSI. (a) Mineral
silica, (b) metallurgical-grade silicon lumps (Courtesy of Tokuyama Corp.), (c) polycrystalline cut
rods and nuggets of semiconductor-grade silicon (Courtesy of Tokuyama Corp.), (d) single-crystal
silicon ingots, and (e) silicon wafers

is used for semiconductor fabrication. Semiconductor-grade silicon, SG-Si, is produced
by purifying the metallurgical-grade silicon, using the well-known purification process
called the Siemens method developed in the early 1960s [5]. In the Siemens method, the
following reaction is carried out, in which powdered metallurgical-grade silicon reacts
with hydrogen chloride (HC1) to form trichlorosilane (SiHCl3),

Si + 3HCI —> SiHCl; + H, (1.2)

Most of the impurities in the metallurgical-grade silicon are removed by forming chlorides
such as BCls, FeCls, etc., during the reaction in Equation (1.2), and then trichlorosilane
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(SiHCl3) of high purity is obtained. For further purification, distillation of trichlorosilane
(the boiling point is 31.8°C) is repeated, and finally the high purity of so-called 10 or
11N is realized. The purified trichlorosilane reacts with high-purity hydrogen gas (H)
and decomposes as polycrystalline silicon of high purity in a chemical vapor deposition
(CVD) apparatus according to the following reaction,

SiHCl3 + H, — Si + 3HCl (1.3)

Polycrystalline silicon obtained from this method is generally an ingot with a diameter
of 100-150 mm. The ingots are processed into rods and nuggets (or chips) for different
purposes and they are supplied to the single-crystal growth process as shown in Fig. 1.3(c).

There are other purification processes from metallurgical-grade silicon to semiconductor-
grade silicon besides the Siemens method. One example is the method where purification
process takes place through a monosilane (HSi,s) as an intermediate having a boiling point
of —119.9 °C instead of trichiorosilane. This technique was developed in the late 1960s [6].
Furthermore, free-flowing granular polysilicon with diameters ranging from several hundred
micrometers to several millimeters was developed in the 1980s and used practically in the
industries [7].

1.2.2 CZ-Si growth apparatus and related furnace parts

1.2.2.1 CZ-Si growth apparatus

A typical CZ-Si single-crystal growth apparatus is schematically illustrated in Fig. 1.4, and
a photograph of a commercially available CZ-Si growth apparatus for 300-mm diameter

° Wire reeling
& rotation
e B
Pulling wire ~
I~ Ar gas
Seed crystal Gate valve
Neck
) Optical system
View port ~—_ \5
Silicon crystal \f\-
Bl - Silicon melt
rucible —__ |
Crucible ;
holder Heater
Shield
=
T Magnetic
/‘ﬂ @ field coil
—H

@ .
Crucible shaft Argas + SiO

Figure 1.4 Schematic diagram of CZ-Si growth apparatus
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ingots is shown in Fig. 1.5. In the apparatus, essential functions for the Czochralski method
are incorporated. Silicon crystal is grown gradually with a controlled shape from the
silicon melt contained in a silica crucible, using a silicon seed crystal set over the silicon
melt. In addition, special equipments and functions are usually provided, as follows.

(1) High airtightness and a reducing atmosphere

It is necessary to keep the chamber of silicon single-crystal growth completely airtight
to protect air leakage from an environment atmosphere as low as 1Pas~!. Reduced Ar
pressure in the chamber is controlled at several thousand Pascals during crystal growth
[8] and the purity of the Ar gas used for silicon crystal growth is higher than 99.9995 %.

Courtesy of Kayex Crp;_ '

Figure 1.5 Photograph of a commercially available CZ-Si growth apparatus (Courtesy of Kayex
Corporation)
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High airtightness and high purity of Ar gas are necessary because the hot-zone parts
made of graphite will be damaged at high temperature, even if only a small amount of
oxygen exists in the atmosphere. The purpose of reducing the Ar pressure to about 1kPa
is for pumping out SiO gas evaporated from the surface of the silicon melt effectively
from the chamber of the CZ-Si apparatus. The reducing Ar atmosphere is important
for dislocation-free crystal growth. Ar gas is supplied continuously from the top of the
chamber with a certain flow rate, and the gas is pumped out continuously from the bottom
of the chamber. Control of Ar gas pressure is realized due to the balance of Ar supply
rate and pumping rate.

(2) Automatic control of diameter and growth processes

Silicon crystal growth with a required diameter is realized by successful diameter control,
where an optical sensor or an image sensor is used to measure the diameter and/or diameter
variation during the crystal growth precisely, and the results are fed back to pulling rate
and melt temperature control. Diameter control is carried out mainly by changing the
pulling rate over the short term and by changing melt temperature over the long term. A
CCD (charge coupled device) camera is now usually used for measuring the diameter of a
silicon crystal in a crystal puller, and the diameter control becomes more precise: usually
within &1 mm. Automatic control using a computer has been realized for almost the whole
crystal-growth processes except for the neck process, which will be described later. The
position of the melt surface (growth interface) and rotation of crystal and crucible are
changed continuously depending on the ratio of crystallization or solidified fraction for
precise oxygen concentration control, and these controls are realized also by a computer.

(3) Crystal-pulling system

A crystal is generally pulled by a rotating shaft in the normal CZ method. A wire-reeling
and rotating system was also developed in CZ-Si crystal growth, as the silicon crystal
becomes large in diameter and in length. The reason for application of the wire system is
that a CZ-Si apparatus can be made shorter, especially for growing a long silicon crystal,
compared with an apparatus using a shaft. Another advantage is that a wire in the system
can absorb small mechanical vibration and keep a silicon crystal more stable than that
with a shaft. On the other hand, there are some disadvantages of the wire-reeling system.
The crystal rotation rate cannot be set very high because of lack of mechanical strength
of a wire, which sometimes is a problem for high-quality crystal growth. Furthermore,
resonant vibration occurs when a silicon crystal has some particular length or weight. For
the large size and high-quality single-crystal growth, the conventional shaft system still
has the possibility to be applied.

(4) Recharge system

Recently, a recharge function has been incorporated within a CZ-Si apparatus as a standard
option. Polycrystalline silicon crystals are recharged while keeping the crucible temper-
ature high, after a part of the melt or almost all of the melt is pulled out as a single
crystal. Consequently, a new silicon crystal is grown from the increased silicon melt after
recharge. The purpose of recharging the melt at high temperature is to use an expensive
silica crucible repeatedly, whereas a silica crucible cannot be used again for growth if
it is cooled to room temperature. Another reason is to control the resistivity of a whole
crystal. Generally, a dopant is distributed along the growth direction according to the
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normal-freezing equation as the solidified fraction increases. In the recharge growth sys-
tem, crystal growth is stopped when the solidified fraction reaches a certain value, i.e.,
a designed resistivity, and then polycrystalline silicon is recharged into the melt with
certain amounts of dopant, if necessary. Then crystal growth is restarted. In this system,
the important advantage is that not only can the silica crucible be used repeatedly but
also the remaining silicon melt is effectively used. Recharge methods and equipments are
being developed by individual companies, but have not yet been disclosed, because of
proprietary know-how.

(5) Application of magnetic fields

It was more than 20 years ago when the application of magnetic fields to CZ-Si crystal
growth was proposed [9]. The application of magnetic fields was attempted to obtain
silicon crystals with low oxygen concentration or to obtain crystals with high resistiv-
ity through suppressing impurities dissolving from a crucible into a melt. As shown in
Figs. 1.4 and 1.5, nowadays, application of a magnetic field is a standard option for a
normal CZ-Si apparatus, so as to grow high-quality crystals with diameters of 200 mm or
300 mm. The application of magnetic fields is not only for controlling oxygen concentra-
tion and reducing impurities, but also for maintaining stability of the melt surface, which
is very important for dislocation-free CZ-Si crystal growth, because fierce vibration of the
melt surface due to oscillatory flow sometimes results in the introduction of dislocations.

1.2.2.2 Hot-zone

The hot-zone is one of the most important parts of a CZ-Si apparatus, and it strongly
affects control of crystal quality such as dislocation-free growth, oxygen concentration and
point defects, etc., which are major characteristics of silicon crystals. The hot-zone in the
chamber of a CZ-Si apparatus is not the same among silicon crystal-growth companies,
although the outside of CZ-Si apparatuses look similar to each other. The structure of
the hot-zone has been designed by each crystal-growth company, and the details are
confidential. Figure 1.6 schematically shows an example of a typical structure of a hot-
zone. A gas-flow guide and radiation shield as a part of a hot-zone had been applied
when 6-inch silicon crystal growth was attempted. The hot-zone plays an important role in
realizing stable dislocation-free crystal growth, oxygen-concentration control and point-
defect control, through controlling the convection of the Ar gas and the temperature
distribution near the melt surface, although its size, shape and location in a hot-zone are
different among silicon crystal companies.

1.2.2.3 Silica crucible

The silica crucible is a very important part of the hot-zone because it contains a silicon
melt at high temperature and a large amount of oxygen dissolves continuously from the
crucible wall; the supply of oxygen to the crystal is important to assure a sufficient
gettering capability of grown crystals, as mentioned in Section 1.4.1. For current crystal-
growth systems, the diameter of the silica crucible is designed to be about 3 times larger
than that of the crystal. A silica crucible with a diameter of 32—36 inch (800—900 mm)
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Figure 1.6 Schematic diagram of a typical structure of a hot-zone

is used for 300-mm diameter silicon crystal growth. Figure 1.7(a) shows a typical shape
of a silica crucible. Figure 1.7(b) is a micrograph showing a cross section near the inner
wall, where the silica crucible contacts the silicon melt. Figure 1.7(b) also shows the
structure of the inner wall before heat treatment of the crystal-growth process. A crucible
contains many bubbles because crucibles are produced by fusing natural SiO, powders
in a die made of carbon; numerous bubbles remain in crucibles due to the high viscosity
of fused SiO;. An inner wall of a crucible (1-3 mm) is made transparent by special
treatment at high temperature and in high vacuum, so as to remove bubbles, which can be
detached from the crucible when the inner surface is dissolved and are transported to the
crystal/melt interface and finally cause a defect in grown crystals. Figure 1.7(b’) shows
the same area as that in Figure 1.7(b) after being heated at 1500 °C for 4h (simulation
of crystal growth). Bubbles in the opaque layer have expanded and some bubbles can be
observed even in the transparent layer.

Figures 1.7(c), (d) and (e) schematically show a cross section of practically employed
silica crucibles near the inner-wall surface. Figure 1.7(c) shows the surface structure of
a typical crucible made of natural silica. As mentioned above, a crucible wall is coated
with a transparent layer, whereas numerous bubbles remain inside the crucible body.
Figure 1.7(d) shows an example of a crucible whose inner-wall surface is coated with
high-purity synthesized quartz glass. This is expected to reduce heavy-metal contamination
from the crucible. Figure 1.7(e) shows a silica crucible with a BaO-coating layer on the
inner surface [10]. Dissolution of the crucible is expected to be suppressed by this coating.

Crucible material and inner-wall structure treatment are designed to assure high yield
of grown crystals, considering viscosity, thermal conductivity, dissolution rate into the
silicon melt, influence on dislocation-free crystal growth, and so on.
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Figure 1.7 Schematic diagrams of microscopic structure near the inner surface of silica crucible

1.2.3 CZ-Si crystal growth
1.2.3.1 Basic process

A basic process of CZ-Si crystal growth is as follows. First, a certain amount of polycrys-
talline silicon is charged in a silica crucible, and the silicon is melted by a graphite heater
at a temperature higher than its melting point, 1420 °C. Then, crystal growth is started
using a silicon seed (seeding) after adjusting the melt temperature to a certain value. As
shown in Fig. 1.8, a thin neck is made followed by shouldering. After that, a body with a
certain diameter is grown until the desired amount of silicon melt is crystallized. Finally,
a tail is formed before finishing the growth process.

Generally, the shape of a crystal is controlled by controlling the temperature near the
melt surface in a silica crucible and the pulling rate of the crystal. The following are
considered as a sequence of the crystal-growth process.

(1) Neck: During the seeding process introduction of dislocations must be avoided. There
are two origins of dislocations: one is those existing in the seed crystal and the other
is those introduced by thermal shock during dipping of a seed crystal into the melt. In
order to grow a dislocation-free crystal, a relatively high pulling rate of 1-5 mmmin~!
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Figure 1.8 Shape of a silicon crystal and nomenclature

and a neck process with a diameter as small as 3-5mm and length of 100-300 mm
are employed.

(2) Shoulder: This process is for enlarging the diameter of a silicon crystal from a thin
neck to a body with a much larger diameter, such as 200 to 300 mm. The temperature of
the silicon melt is decreased and the pulling rate is decreased to 0.1—0.5 mmmin~" at the
same time. Then the diameter increases rapidly, and a flat shoulder is formed.

(3) Body: This is the effective portion for production of silicon wafers with a certain
diameter. The growth of the body is carried out by automatic diameter control (ADC)
based on the information of the diameter at the region just after growth, detected by an
optical instrument.

(4) Tail: The diameter is decreased gradually from that of the body to zero in this portion.
This tailing process is necessary to avoid formation of dislocations induced by thermal
shock due to sudden detachment of a grown crystal from the melt. Otherwise, a high
density of dislocations will be generated and multiplied and then finally will propagate
into an already-grown dislocation-free region of the crystal; the length of dislocated part
is about 1-2 times the diameter. A photograph of typical dislocation-free silicon crystals
is shown in Fig. 1.9.

1.2.3.2 Dislocation-free crystal growth

Nowadays, LSI devices are produced from silicon wafers from a CZ-Si ingot with a
diameter of 300 mm after many processes including cutting and polishing, etc., as men-
tioned later. The fact that a silicon ingot with such a large diameter can be obtained
is due to the success of dislocation-free silicon crystal growth. Dislocation-free silicon
crystal growth is based on a thin-neck process proposed by Dash 40 years ago (1959)
[11, 12], in which a thin (3—5 mm diameter) and long (100-300 mm) neck part is formed
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Figure 1.9 Dislocation-free silicon crystals grown recently (diameters of 150, 200 and 300 mm)

as shown in Fig. 1.10(a), and this process is still employed as an industry standard. On
the other hand, a silicon crystal with a diameter larger than 300 mm becomes too heavy
for the conventional thin neck to support. As alternatives to the conventional technique,
new ideas for obtaining dislocation-free crystals with a large diameter and a high weight
in the future have been proposed, as shown in Figs. 1.10(b) and (c). Through the inves-
tigation by Super Silicon Institute (SSI) Corporation for preparation of 400-kg crystal
with a diameter of 400 mm, they proposed introduction of a subsidiary cone after the
thin neck process for eliminating dislocations, so that the weight of the grown crystal can
be sustained by this cone with a combination of a special mechanical clamp, as shown
in Fig. 1.10(b) [13, 14]. Recently, Hoshikawa et al. [15, 16] found that no dislocations
were generated during dipping by using a heavily B-doped or B- and Ge-codoped seed
crystal even though there is a strong thermal shock, and proposed a new technique to
obtain dislocation-free CZ-Si crystals without the thin-neck process; see Fig. 1.10(c). An
example of a dislocation-free silicon crystal without the thin neck is shown in Fig. 1.11.

1.2.4 FZ (float-zone) Si crystal growth

Figure 1.12 shows a sketch of a float-zone crystal-growth system. Because float-zone
crystal growth is a crucible-free technique, contamination is scarcely introduced during
the crystal-growth process. Also, the oxygen concentration is as low as 10'> atoms cm~>,
because there is no oxygen supply. Thus, float-zone-grown silicon single crystals have
resistivities as high as 400 2 m. Due to the high resistivity, float-zone-grown crystals
are used for discrete power devices, such as rectifiers, thyristors, power transistors, and
$O on.

For industrial silicon single-crystal growth, RF (radio frequency: 1-3 MHz) heating is
employed. Because silicon has a high resistivity at room temperature, first a carbon ring is
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(a) Thin neck (b) Subsidiary (c) Neck-less
method cone method method

Figure 1.10 Three methods of dislocation-free silicon crystal growth. (a) conventional thin neck,
(b) subsidiary cone, and (c) without thin neck

Seed crystal

Dislocation-free crystal

Figure 1.11 A dislocation-free silicon crystal without a thin neck

heated by RF power; see Fig. 1.12(a). Using radiation from the carbon ring, polycrystalline
feed rod is heated, so that the electrical conductivity of the rod is sufficiently increased,
and then direct RF heating of the feed rod is available; see Fig. 1.12(b). An edge of the
feed rod is melted by the RF power and brought into contact with a seed crystal that
rotates in the opposite direction and then the molten zone is formed; see Fig. 1.12(c). As
shown in Fig. 1.12(d), a molten zone is sustained stably against the gravitational force
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Figure 1.12 Float-zone crystal-growth process

by the electromagnetic force and the surface tension of a silicon melt. The diameter of
the grown crystal increases as the crystal grows. However, the diameter of the molten
portion is smaller than that of the solid parts; thus this technique is called the ‘needle-eye
technique’. Because the heat capacity of the total system is smaller than that for the CZ
system, crystal growth rates as high as 2 mm min~! can be obtained. Single-crystal growth
of silicon 200 mm in diameter has been attempted [17].

A problem in the float-zone crystals is inhomogeneous distribution of resistivity due to
that of the dopant. 3D numerical simulation shows that float-zone crystal growth using RF
heating is featured with use of a nonaxisymmetric one-turn coil, as shown in Fig. 1.13 [18].
This causes nonaxisymmetric distribution of the input power in the melt, coupled with
crystal rotation. Considering buoyancy, electromagnetic and Marangoni forces, the flow
and temperature fields were calculated (see Fig. 1.14); they show nonaxisymmetric dis-
tributions. Flow instability was found; inhomogeneous distribution of resistivity (dopant)
was also calculated and compared with experimental observation. It was concluded that
rotation is one of the major origins of growth striations.

Dopants are added from a gas phase using, e.g., PH; or B,Hg. Neutron transmutation
doping (NTD) in an atomic reactor is also used to dope phosphorus into silicon, as follows,

0Si (n, y) = 38i — P+~ (1.4)

Three per cent of the natural abundance of 3°Si captures thermal neutrons and is trans-
muted into 'Si, which decays with a half-life of 2.62h by the emission of beta particles
to 3'P. Use of neutron transmutation doping assures homogeneous distribution of the
phosphorus dopant, resulting in uniformly doped n-type silicon with accurately predeter-
mined resistivity, although strong growth striations remain in float-zone crystals.
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Figure 1.13 Simulation for FZ system (Reprinted from Ratnieks ez al. J. Cryst. Growth 216,
(2000) 204, copyright (2000) with permission from Elsevier)

Figure 1.14 Modeling for float-zone crystal growth, showing nonaxisymmetric distribution of
flow-field modeling (Reprinted from Ratnieks er al. J. Cryst. Growth 216, (2000) 204, copyright
(2000) with permission from Elsevier)

1.2.5 Wafer processing

In order to use silicon crystals as a substrate for LSI chips, single-crystal ingots are
sliced, lapped and polished. The quality of the wafer surface, including that of the back-
side surface, is required to be guaranteed from the viewpoint of lithography using a
stepper. As shown in Table 1.1, because the chip design rule is less than 100 nm, the
focus-tracking capability of a stepper during lens-scan is quite sensitive to wafer flatness.
The term ‘nanotopography’ is used for this issue instead of flatness. This is affected not
only by surface flatness but also by that of the back side, because a chuck is used to hold
a wafer from the back side during the resist-exposure process of device fabrication. This
is also the case for the chemical-etching process. Etching using alkaline solution is better
than that using acidic solution. Conventionally for 200-mm wafers, only the surface side
of the wafer is mirror polished. However, from 300-mm wafers onwards, double-side-
polished wafers are employed for LSI chip fabrication. This subject is closely related
to the assurance of the gettering capability of wafers, in another words control of oxide
precipitates, as mentioned later.
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After growth of a single-crystal ingot, the shoulder and tail parts are removed using
a sawing machine. After the ingot is shaped axisymmetrically, an orientation flat or
a notch is introduced by a diamond tool by determining the crystallographic direction
using X-ray diffraction. This is necessary for the photolithography process in device
fabrication. Up to 200-mm diameter wafers, an orientation flat has been used. From 300-
mm wafers onwards, a notch is used. An ingot is sliced into wafers after inspecting the
crystallographic direction by X-ray diffraction. Conventional internal-diameter blade (ID-
blade) saws have been used, as shown in Fig. 1.15. Nowadays, multiwire saws are used
for slicing 300-mm diameter wafers with a thickness of ~1 mm. Slurry containing fine
particles of abrasive is carried with a fine high-tensile piano wire; ingots are sliced using
the abrasive. Since one single wire is wound continuously in multiple loops, the whole
ingot is sliced simultaneously into hundreds of wafers. The edge side of sliced wafers is
ground by a diamond wheel to circular to prevent mechanical damage, such as chipping
in downstream processes. This process is called beveling. This is also effective to prevent
edge crowning in the epitaxial-growth process.

Sliced wafers are lapped mechanically using a double-sided lapping machine with
corundum abrasive to remove surface irregularities and damage induced by the slicing
process, so that wafers will have uniform thickness. Lapped wafers are chemically etched
to remove a surface-damaged layer, which remains even after the lapping process.

Inner Diameter Blade Single Crystal

Imbedded diamond particle

400 um
— m

(a)

Single crystal

(b)

Figure 1.15 Slicing of silicon crystals by internal diameter blade saw and multiwire saw.
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Figure 1.16 Polishing process

As shown in Fig. 1.16, wafers are finally polished mechanochemically using colloidal
silica dispersed in NaOH solution. This process is important to Obtain damage-free and
contamination-free surfaces. Residual damage and contamination degrade the yield of
LSI chips, because silicon wafers are processed at high temperatures: over 1000 °C. Con-
ventionally, this polishing has been done only on the surface side of wafers, whereas
the back side has been used to assure a gettering capability, e.g. back-side damage by
sand blasting or deposition of polycrystalline silicon: known as poly-back-seal. However,
for 300-mm diameter wafers, both sides are polished to assure flatness, as mentioned in
Sections 1.1 and 1.4.1.

1.3 MELT PROCESS
1.3.1 Analysis of heat- and mass-transfer processes

Silicon crystal growth is governed by heat- and mass-transfer processes at the crystal/melt
interface. The shape of the crystal/melt interface, the macroscopic distribution of dopants,
including oxygen, their microscopic distribution (growth striation), and formation, distri-
bution and coagulation of vacancies are closely related to the above-mentioned processes.
Thus, it is essential to understand precisely and to control these processes. However, it is
very difficult to analyze these processes experimentally, because silicon melt is opaque in
the visible region and chemically reactive, and its temperature is as high as 1400 °C. Tools
for experimental analysis for this process are temperature measurement (distribution and
oscillation), and flow visualization, including surface observation and numerical modeling.

As shown in Fig. 1.17, measurement of the temperature field is a basic tool for
diagnostics of melt behavior from the viewpoint of the heat and mass transport [19],
because the flow field is difficult to observe directly. This is almost the only way to assess



SILICON 19

Q¢
Heater Thermo- I Graphite crucible
.r’! couple Crystal
LT AT “Heat ;
| L SiOp Y, S\ —
| | * | crucible \\ shigd ,fy

Insulation

Figure 1.17 Diagnostics of temperature field within a crucible (Reprinted from Enger et al. J.
Cryst. Growth 230, (2001) 135, copyright (2001) with permission from Elsevier)
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Figure 1.18 Flow-visualization system (Reprinted from Watanabe et al. Proc. Winter Annual
Meeting of American Society of Mechanical Engineers (1991) copyright (1991) with permission
from ASME)

the flow field except for numerical simulation. By measuring the frequency and correlation
of temperature oscillations between multiple thermocouples set along the azimuthal direc-
tion of the crucible, the existence of a traveling wave was revealed [20]. The temperature
field of the silicon melt was precisely measured using thermocouples during Czochralski
growth of single crystals and the causality between temperature-field oscillation and the
introduction of growth striations was revealed [21]. Efforts have been continuously made
to correlate experimentally obtained data with numerical data [19].

Kakimoto et al. [22, 23] were the first to visualize the flow field of silicon melt in a 75-
mm diameter crucible using X-ray radiography with tracer particles (see Fig. 1.18), Tracer
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particles were made of tungsten chips coated with silica glass, so that neutral buoyancy
conditions were assured. Due to the difference in absorption between the silicon melt and
a tracer particle, the trajectory can be visualized, as shown in Fig. 1.19. Since the crucible
size was small, axisymmetric flow was observed when crucible rotation rate was small.
The flow-mode transition from axisymmetric flow to nonaxisymmetric flow, i.e. baroclinic
instability flow, was observed by the X-ray visualization system, when the crucible/crystal
rotation rate was increased, as shown in Fig. 1.20 {24, 25]. This is due to coupling of the

Figure 1.19 Visualized trajectory of tracer particles

2/

Figure 1.20 Moving cell structure observed by X-ray radiography due to baroclinic instability
(Reprinted from Watanabe et al. J. Cryst. Growth 128, (1993) 288, copyright (1993) with permission
from Elsevier)
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buoyancy force and the Coriolis force induced by crucible and/or crystal rotation. This
instability occurs due to the same mechanism as for a large-scale atmospheric circulation;
i.e. coupling of the buoyancy force and rotation of the earth resulting in formation of
a low-pressure center or a high-pressure center. Criteria to show this instability are the
thermal Rossby number Rot, and the Taylor number Ta, These numbers are defined as
follows,

ATh
Rop, = &2 — (1.5)
wCrC
and -
4
Ta= % “")02"3 (1.6)

where g, B, AT, h, w,, r. and v are gravitational acceleration, volumetric thermal expansion
of silicon melt, temperature difference between the top and the bottom, melt height, crucible
rotational rate, crucible radius and kinematic viscosity of silicon melt, respectively.
Silicon crystal growth under the nonaxisymmetric flow condition due to the baroclinic
instability flow results in strong temperature oscillations and consequently inhomogeneous
oxygen distribution along the growth direction, i.e. oxygen growth striations, as shown
in Fig. 1.21 [26]. Oxygen that precipitates as SiO; plays an important role to getter
heavy-metal contaminants introduced during the chip-fabrication process and to increase
mechanical strength, as discussed later. Tanaka et al. [27] observed by a CCD camera
thermometer that the baroclinic wave is modified by a thermal plume in the high Ta
number region, i.e. Ta = 10'°. However, for silicon melt contained within a crucible
with larger diameter, X-rays can no longer penetrate, and the flow structure cannot be
visualized. Instead, a combination of temperature-distribution measurement, observation
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3
£ A
3 B QN(‘"’\\,‘_\‘A\«
=4
-.S Axisymmetric \\C\\\\ )
g " SN K\\»
2 o _ \
AN 0N \\\\\—«
R, e
E‘\EQ\\\\\,Q i\ == /ail
»("i\i\% 1 \\\_ .‘:—\:_‘.7
900 \\\\%‘ 100 pm

1100

1300
Wave number (cm™)

Figure 1.21 Inhomogeneous distribution of oxygen due to flow instability (Reprinted from Watan-
abe et al. J. Cryst. Growth 151, (1995) 285, copyright (1995) with permission from Elsevier)
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of surface thermal patterns and numerical modeling is used to analyze the heat and mass
transport within the crucible. Kishida and Okazawa [28] reported that above a Ta value
of 10!, the baroclinic instability flow is converted into geostrophic turbulence flow.

Numerical simulations are a powerful tool to overcome difficulties in the experimental
approach for diagnostics of the heat- and mass-transfer processes in the melt. A numerical
approach is necessary not only to understand the crystal-growth process but also to find
an appropriate direction to optimize crystal-pulling conditions in industry. The recent
development of computer capability has enhanced the development of numerical studies
to a great extent, because use of computer modeling shows a higher cost benefit than an
experimental approach, although experiments are required at the final stage. Not only is
a better mathematical model required but also accurate and precise thermophysical data
must be prepared.

Two numerical methods are currently used; one is the ‘bulk-flow model’ and the
other is ‘global heat analysis’. The bulk-flow model handles melt-flow structure in the
crucible and the global heat analysis includes heat transfer within the grown crystals, the
effect of thermal shield and the effect of gas flow. Usually, the former handles melt flow
three-dimensionally and the latter handles the system as axisymmetric.

From the industrial viewpoint, it is preferred to analyze the melt-flow structure using
the bulk-flow model. The larger the crystal diameter, the larger the Grashof number
becomes, which shows the magnitude of buoyancy-driven convection. This is because
large-diameter crystal-growth requires large amounts of melt within a large-diameter
crucible, as discussed in Section 1.2.2.3. The Grashof number is defined as follows:
Gr= (B8 g A Tr.?)/v2. Here, B, g, AT, r. and v are the volumetric thermal expansion
coefficient, the gravitational acceleration, the temperature difference in the system, the
crucible diameter and the kinematic viscosity, respectively. For the 300-mm diameter
crystal-growth case, the Grashof number reaches as high as 10° to 10'%; this means that
melt flow is turbulent. In order to model turbulent flow in the crucible, three numerical
models have been proposed; these are RANS (Reynolds-averaged Navier—Stokes), LES
(large-eddy simulation) and DNS (direct numerical simulation).

In the RANS method Reynolds-averaged equations of momentum, mass, heat and
species are solved after time-averaged operations, using the low Reynolds number form
of the k—& model, where the Reynolds stress is explained as turbulent kinematic viscosity.
In this method, the system is axisymmetric {29]. Due to this condition, a strong down flow
beneath the crystal appears. The DNS does not use any turbulent model. Enger et al. [19]
compared temperature oscillations due to melt convection with those obtained by numeri-
cal simulation. 3D and time-dependent simulation was performed by the DNS method for
the identical system employed for experimental measurement; i.e., a 20-kg melt contained
within a crucible with a diameter of 360 mm. The temperature distribution and oscillation
mode showed good agreement with each other. However, for a melt contained within a
larger crucible, such as that for the growth of 300-mm wafers, simulation requires tens
of millions of grid cells. This requirement exceeds the current computational capability.
Recently, the LES method has been employed, where the filtered Navier—Stokes equation
is employed. Although this method requires a moderate number of computational cells,
unsteady melt motion, such as melt flow affected by crucible rotation and argon gas flow,
can be reproduced [30]. Combining the Reynolds-averaged approach with the large-eddy
simulation, melt flow under the magnetic field was analyzed, as shown in Fig. 1.22 [31].
The effect of a horizontal magnetic field on the distribution of electric potential, flow
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Figure 1.22 Instantaneous velocity distribution in the silicon melt for 100-mm crystal. Crucible
rotational rate is 5Srpm (Reprinted from Evstratova ez al. J. Cryst. Growth 237/239, (2002) 1757,
copyright (2002) with permission from Elsevier)

velocity and temperature was studied by this combined method using the InGaSn eutectic
melt, which simulates a Si melt within a 20-inch (500-mm) diameter crucible and 165-mm
diameter crystal [32]. The LES can be easily combined with a 2D global model, which
treats heat and mass transfer of all the parts of the crystal-growth furnace.

A global model is used to analyze not only melt convection but also the temperature dis-
tribution within a puller including a crystal, gas flow, and crystal/melt interface shape. This
technique is used to design a hot-zone for a crystal puller in industrial use. Since a global
model handles many items, analysis is axisymmetric. This technique is also used to deter-
mine the boundary conditions of the model for the bulk-flow model, such as temperature of
the crucible wall. Recently, Kalaev ez al. [33] made a 3D analysis of the total system (see
Fig. 1.23) and showed that 3D analysis well reproduces the crystal/melt interface. Fur-
thermore, the defect distribution within a crystal can be analyzed, as shown in Fig. 1.24.
The gas-flow effect on global heat transport and melt convection is also analyzed [34].

Marangoni flow is one of the mechanisms for heat and mass transfer during crystal
growth. However, this effect has not been recognized for some time. Since a silicon
crystal-growth experiment was carried out under microgravity {35], this flow has been
the target of research. Recently, this effect has been recognized and has been involved
in numerical simulation [18, 36]. The Marangoni flow shows a marked dependence on
oxygen partial pressure of an ambient atmosphere, i.e. oxygen concentration in the melt
[37]. This flow shows a unique behavior at the surface of the Czochralski melt, because
the oxygen concentration is high in the melt adjacent to the crucible wall and low in
the vicinity of the growing crystal. Thus, surface tension and its temperature coefficient
would not be constant all over the melt surface, instead they change periodically due
to an inhomogeneous distribution of temperature and oxygen concentration at the melt
surface. In order to include this in numerical simulation, the two-dimensional distribution
of surface tension and its temperature coefficient should be measured experimentally.

The capability of numerical modeling has been developed to a great extent in recent
years. However, thermophysical property data that is indispensable to numerical modeling
have not yet been well established. For example, there is no directly measured thermal
conductivity of molten silicon, whereas thermal diffusivity has been measured using a
laser-flash method [38]. Even for reported thermophysical property data, there is a large
scatter depending on who did the measurements; see, for example, the case for surface
tension of molten silicon [39]. Also, the data employed is different depending on who
makes the simulation. Thermophysical property data should be critically evaluated and
recommended values must be used.
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e

Figure 1.23 3D global computational grid system for 300-mm diameter crystal growth (Reprinted
from Kalaev et al. J. Cryst. Growzh 250, (2003) 203, copyright (2003) with permission from Elsevier)
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Figure 1.24 Calculated distribution of the difference between vacancy concentration and interstitial

concentration; left: two-dimensional calculation; right: three-dimensional calculation (Reprinted from
Kalaev et al. J. Cryst. Growth 250, (2003) 203, copyright (2003) with permission from Elsevier)

1.3.2 Oxygen transportation process and mechanism

Oxygen concentration in a CZ-Si crystal strongly affects the yield of LSI fabrication through
a gettering process; therefore, oxygen concentration in Si crystals must be controlled at
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the most appropriate level depending on the class of device or its fabrication process. In
order to control the oxygen concentration incorporated into silicon crystals effectively, it is
necessary to understand the processes and mechanisms for oxygen transportation in CZ-Si
crystal growth.

It has been reported that there are three methods for measuring silica (or oxygen)
dissolution rate in silicon melt, as shown in Fig. 1.25. Figure 1.25(a) shows the first
method with a measurement condition similar to practical silicon crystal growth. A silica
crucible for practical silicon crystal growth is used for holding the silicon melt. A silicon
rod [40, 41] or a plate [42] is dipped into the silicon melt and its dissolution rate is
measured. The second method utilizes a small silica crucible, as shown in Fig. 1.25(b)
[43], and the third method a silicon drop on a silica substrate, as shown in Fig. 1.25(c) [44].
The oxygen-dissolution rate from silica to silicon melt and its temperature dependence
obtained from the different' methods are shown in Fig. 1.26. It is evident that the results
are divided into three groups depending on the measurement method. This interesting
phenomenon results from the fact that the dissolution rates (dissolved oxygen atoms from
a unit area of silica to silicon melt in unit time, atoms cm~2s~!) are calculated from
the weight loss of the samples after the dissolution experiment, where oxygen atoms
dissolve from the silica into the silicon melt and move in the silicon melt by diffusion and
convection, and finally evaporate from the melt surface. This suggests that the difference
in dissolution rate among the three methods (Fig. 1.25) is due to the fact that the oxygen-
transportation process after dissolution in the silicon melt including evaporation from the
melt surface is different. As shown in Fig. 1.25(c), the transportation distance in silicon
melt is very short and the evaporation area is much larger for the case of a silicon drop,
then a large dissolution rate of about 7 x 10'® atoms cm™2s~! was obtained, whereas a
much smaller result of about 1 x 10'6 atoms cm~2s™! was obtained in the case where a
silica rod or plate is used.

The mechanism of oxygen transportation during CZ-Si crystal growth can be under-
stood by analyzing the dissolution rate of a silica crucible in which silicon melt is held.
The total amount of oxygen evaporation Y from the surface of a silicon melt can be
determined, if the total amount of oxygen dissolution X from a silica crucible to a
silicon melt is known because the total amount of oxygen incorporated into a silicon
crystal Z can be obtained by measuring the oxygen concentration of the grown crystal.
Oxygen-transportation processes during CZ-Si crystal growth are schematically shown in

e Dissolution

:> Evaporation
...| ﬂ l— :9Transportation

@:“w’ij 1. G0
 § ‘. %:

g

(a) Silica rod or plate (b) Small crucible (c) Silicon drop

Figure 1.25 Three methods for measuring silica (or oxygen) dissolution rate in silicon melt
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Figure 1.26 Oxygen dissolution rate from silica into silicon melt and its temperature dependence
obtained from the different methods

Fig. 1.27. As shown in Fig. 1.27(a), most of the oxygen (more than 99 %) dissolved from
a silica crucible in a silicon melt evaporates from the surface of the silicon melt [45]. This
behavior of oxygen in CZ-Si crystal growth is very different from that of other impurities,
which are conserved in the silicon melt. In the total oxygen flow from a silica crucible by
dissolution to a silicon melt, only a small amount Z is incorporated into a silicon crystal;
the majority is evaporated from the melt surface Y. Therefore, the following relationship
is available.

X=Y+Z=Y>Z (.7

Figure 1.27(b) shows a distribution of oxygen concentration in silicon melt in a normal
CZ-Si crystal growth in which the melt is stirred sufficiently by forced convection [45].
A characteristic of this distribution suggests that there is a diffusion boundary layer with
a thickness of §;, in which a large gradient of oxygen concentration exists, and dissolved
oxygen atoms move to the bulk silicon melt by diffusion. The oxygen concentration in
other parts of the melt Cy, is due to sufficient stirring by convection. On the other hand,
near the melt surface there is another diffusion boundary layer with a thickness of §,, in
which a large gradient of oxygen concentration also exists. It is supposed that oxygen
atoms diffuse through this layer and evaporate to the surrounding atmosphere as a form
of SiO. It is easy to understand that the values of §; and 8, strongly affect the amounts of
dissolution X and evaporation Y of oxygen, and only very small variations of dissolution
X or evaporation Y will effect large changes of oxygen concentration in a silicon melt
Ch- It can be undersiood from Equation. (1.7) that oxygen incorporated into a silicon
crystal has almost no affect on the oxygen flow in CZ-Si crystal growth.
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Figure 1.27 Oxygen-transportation processes during CZ-Si crystal growth

The oxygen concentration in a silicon crystal depends on the oxygen concentration in
a silicon melt directly as follows,
C.=KCy (1.8)

where K is a phenomenological segregation coefficient of oxygen, which is a variable
depending on the effective segregation coefficient ks and forced convection just below the
interface of the crystal and melt caused by rotation of the crystal. Unlike other impurities,
K is not the same as k.g for oxygen. This is attributed to the fact that oxygen is not
conserved in the melt and that the amount of oxygen evaporated is two orders larger than
that incorporated into the crystal.

Based on the knowledge mentioned above, the oxygen-concentration-control technique
has progressed markedly in CZ-Si crystal growth. It is no exaggeration to say that oxygen
concentration and its distribution have been controlled sufficiently for LSI fabrication.

1.3.3 Control of oxygen concentration by application of cusp
magnetic field

According to the quantitative analysis of oxygen transportation in CZ-Si crystal growth
mentioned in Section 1.3.2, two parameters are essential for controlling oxygen concen-
tration, i.e., thickness of the diffusion boundary layers in the silicon melt near the crucible
wall & and the melt surface §,. These parameters are strongly affected by forced con-
vection due to rotations of crystal and crucible and buoyancy-driven convection due to
the temperature distribution in the melt. Thus, it is effective to control oxygen concentra-
tion in the crystal by controlling melt convection, because it strongly affects the oxygen
concentration in the silicon melt C,,. In addition to the conventional methods, such as
control of buoyancy-driven convection and forced-flow convection by changing temper-
ature distribution and the rotation rate of the crystal and the crucible, there have been
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breakthroughs via introduction of new measures; application of a magnetic field, such as
a rotating magnetic field [45, 46], a DC magnetic field [9, 471 and a cusp magnetic field
[48]. Recently, the combination of DC magnetic field and direct electric current has been
proposed [49].

An example of applying a cusp magnetic field to control oxygen concentration effec-
tively [48, 50] is introduced in this section. Figure 1.28 shows schematic diagrams of a
CZ-Si crystal growth system with a cusp magnetic field. Two superconducting coils with
counter-rotating electric currents are positioned outside the chamber of the furnace. The
distribution of magnetic field when the surface of the silicon melt is in the same position
as the center of the two coils is shown in Fig. 1.28(a). Magnetic-field components vertical
to the crucible bottom H, and vertical to the crucible sidewall at the melt free surface
H, are used as typical values for representing the magnitude of the cusp magnetic field.
Figure 1.28(b) shows a case where the center of the cusp magnetic-field is inside the melt
and a vertical component of magnetic field is applied to the melt surface. In this case,
magnetic-field components vertical to the crucible sidewall H; and vertical to the melt
surface H, are used for representing the magnitude of the cusp magnetic field. The other
conditions suitable for crystal growth are shown in Table 1.2.

Figure 1.29 shows the radial distribution of oxygen concentration obtained from four
silicon crystals grown with a basic distribution of magnetic field as shown in Fig. 1.28(a)
for various magnitudes of magnetic fields (H;(0.2) and H;) [48]. Here, the numerical
value of 0.2 in (H,(0.2) and H;) represents the magnitude of magnetic field at a solidified

Silicon crystal

B B

8™

Silicon melt Crucible
(@ (b)
Figure 1.28 Schematic diagrams of CZ-Si crystal growth system with a cusp magnetic field. (a)
Surface of silicon melt is in the same position at the center of two coils, (b) the center of the cusp

magnetic field is inside the melt

Table 1.2 Growth conditions when using a cusp magnetic

field

Crystal diameter: 76 mm
Crucible diameter: 150 mm
Melt weight: 3500 g
Growth direction: (100}
Crystal pulling rate: 1 mm
Crystal rotation rate: 30rpm

Crucible rotation rate: —10rpm
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Figure 1.29 Radial distribution of oxygen concentration for various magnitudes of a cusp mag-
netic field for the configuration shown in Fig. 1.28(a) (Reprinted from Hirata et al. J. Cryst. Growth
96, (1989) 747, copyright (1989) with permission from Elsevier)
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Figure 1.30 Dependence of oxygen concentration on solidified fraction by controlling relative

position of center of two coils and melt surface in the configuration as shown in Fig. 1.28(b)

fraction g = 0.2. For a crystal rotation of 30rpm and crucible rotation rate of —10rpm,
the oxygen concentration decreases considerably with an increase in the cusp magnetic
field and the radial distribution of the oxygen concentration tends to become homoge-
neous with an increase in the magnetic field. Figure 1.30 shows the oxygen concentration
at the center of a crystal as a function of fraction solidified for two silicon crystals
grown within a distribution of magnetic ficld whose center is inside the melt, as shown
in Fig. 1.28(b), where controlled magnetic fields are shown by H, and H,. The experi-
mental results indicate that it is much easier to control oxygen concentration in a wide
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Figure 1.31 Schematic images of oxygen concentration control by application of cusp magnetic
field

range and that a homogeneous distribution along the growth direction is available, regard-
less of the fraction solidified, by changing the magnetic field at the center of the melt
surface H,, compared with crystal growth without a magnetic field. The mechanism of
oxygen control by applying a cusp magnetic field can be explained quantitatively by the
oxygen distribution in a silicon melt including a diffusion boundary layer as shown in
Fig. 1.27 in Section 1.3.2. A cusp magnetic ficld has a three-dimensional distribution of
magnetic flux, as shown in Fig. 1.28. As a result, it is easier to control magnetic-field
components vertical to the crucible sidewall H;, where oxygen dissolution is accelerated,
and magnetic-field components vertical to the melt surface H,, where oxygen evaporation
occurs independently. For example, for the configuration shown in Fig. 1.28(a), the com-
ponent of a magnetic field vertical to the crucible wall increases with an increasing cusp
magnetic field, which is due to suppression of convection near the crucible wall, con-
sequently, the average thickness of the diffusion boundary layer &; increases. However,
there is no change in the vertical component of the magnetic field, thus, no change of
average thickness of diffusion boundary layer 8, near the melt surface occurs. As a result,
a = 8,/8; decreases, which decreases the oxygen concentration in the silicon melt, and
then decreases the oxygen concentration in the silicon crystal, as shown in Fig. 1.29. On
the other hand, in the configuration in Fig. 1.28(b), the thickness of the diffusion boundary
layers 8, and 45 can be controlled by changing the magnitude of the cusp magnetic-field
components H; and H, independently, as shown in Fig. 1.31. As a result, @ = §,/3; can
be changed freely and then the oxygen concentration in the melt C, and in the crystal
C. may decrease, as shown in Fig. 1.31(a), or increase, as shown in Fig. 1.31(b). Conse-
quently, a uniform oxygen distribution with increasing solidified fraction can be realized
in comparison with that without applying a magnetic field because the decrease of oxy-
gen concentration in silicon melt Cy, is compensated, although the amount of silicon melt
decreases as a crystal grows.

1.4 DEFECT AND WAFER QUALITY
1.4.1 Oxygen precipitation and gettering

According to the phase diagram for the silicon-oxygen binary system, a solid silicon
phase has a small, but strongly temperature-dependent solubility for oxygen, as shown
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Figure 1.32 Phase diagram for the Si-O system (Reprinted from Mikkelsen in Oxygen, Carbon,
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in Fig. 1.32. Near the melting temperature the solubility of oxygen is estimated to be
10'® atoms cm™ and 10'7 atoms cm™ at 1200 °C, respectively [51]. Oxygen occupies
interstitial sites of a silicon crystal. Oxygen atoms in silicon crystals have two important
roles, i.e. suppression of introduction of dislocations during high-temperature processing
and gettering of heavy-metal contaminants.

During high-temperature annealing processes, such as surface oxidation, formation of
slip (dislocations) was observed, which caused warpage of wafers. Formation of disloca-
tions is caused by relief of thermal stress introduced by an inhomogeneous temperature
distribution, either at the initial stage of the process just after insertion of wafers into the
furnace, or at the final stage just after the withdrawal of wafers from the furnace. Introduc-
tion of dislocations is suppressed by oxygen atoms in Si crystals. This is due to so-called
impurity hardening; and the required oxygen concentration is of the order of 10 ppm.

The solubility of oxygen in silicon crystals shows a temperature dependence, as shown
in Fig. 1.32, the higher the temperature, the larger the solubility becomes. On heat treat-
ment at high temperature but lower than the melting temperature, excess amounts of
oxygen can precipitate as SiO», whose crystallographic structure is different from that
of silicon. This results in formation of punch-out dislocations near the precipitates in Si
crystals, where metallic contaminants precipitate [52]. This is the origin of the intrinsic
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Figure 1.33 Concept of DZIG (denuded-zone intrinsic gettering)

gettering effect. The essential idea of gettering is as follows; a defect in a crystal can
getter contaminants that are introduced during the device-fabrication process. These are
Fe, Cu and other heavy metals introduced during ion implantation or the plasma process
for metallization. Thus, the gettering technique is important to remove these heavy-metal
contaminants and to increase the device yield in the production process.

There are several techniques of gettering; i.e., BSD (back-side damage), PBS (poly-
back-seal) and IG (intrinsic gettering). When the back side of wafers is sandblasted,
many defects are induced; these defects can getter contaminants. Poly-silicon crystals,
which have many grain boundaries, formed on the back side of the wafers also getter
contaminants. For 300-mm diameter wafers, neither BSD nor PBS can be applied, because
both surface and back side must be mirror polished. As mentioned in Section 1.2.5, this
is due to the fact that the focus-tracking capability of a stepper during lens-scan is quite
sensitive to wafer flatness. An important technique to increase yield of devices fabricated
on 300-mm diameter wafers is the denuded-zone intrinsic gettering (DZIG) technique,
as shown in Fig. 1.33. This technique can satisfy both requirements for silicon wafers;
silicon wafers must have sufficient gettering capability and the surface region of wafers
must be free of oxide precipitates.

To assure the gettering capability, silicon wafers must contain sufficient oxygen and
oxygen must be precipitated as oxide. The concentration of oxygen in silicon crystals is
controlled by the growth conditions, such as crucible/crystal rotation rates. The number
and size of oxide precipitates are controlled not only by the oxygen concentration but also
by the heat treatment during and after the crystal-growth process, i.e., control of nucle-
ation and growth of oxide precipitates. However, if oxide precipitates exist near the surface
region (denuded zone), where devices are fabricated, they cause degradation of device
yields. For example, oxide precipitates within this region cause an increase in the possibil-
ity of break-down in a gate oxide layer for the MOS (metal oxide semiconductor) structure.
Thus the region just beneath the surface must be clean and should not contain any oxide
precipitates. After preparing oxide precipitates, silicon wafers are annealed in a reducing
atmosphere, so that oxide precipitates can disappear within this area due to decomposi-
tion of oxides and out-diffusion of oxygen. This region is called the denuded zone, whose
thickness is about 10 pwm. Oxide precipitates in the denuded zone can be detected by
laser-beam scattering, if they exist. The temperature and time of heat treatment required
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for the device-fabrication process varies from factory to factory, line to line and process
to process. It also depends on the class of devices. Thus, it is difficult to clearly define
the specification of gettering capability. This is proprietary information to each company.

1.4.2 Grown-in defects

There are two classes of intrinsic grown-in point defects in silicon crystals, i.e., self-
interstitial silicon atoms and vacancies. Early studies have been carried out for float-zone
silicon crystals; A- and B-swirls correspond to interstitial defects and D-type defects to
vacancies [53]. According to Voronkov {54], the type of defects incorporated in silicon
crystals is controlled by a ratio of v/G, where v is the crystal growth rate and G is
the temperature gradient within the crystal near the solid/liquid interface. This simple
v/G rule has been generalized to the dislocation-free Czochralski silicon crystals [55].
Below the critical v/G value of 0.13-0.20 mm? min~! K~! interstitials are dominant and
above this value vacancies are dominant (Fig. 1.34). This v/G rule means that the type
of defects in crystals is governed by recombination of vacancies and self-interstitials in
the vicinity of the crystal/melt interface. At low v/G the recombination loss of point
defects is partially compensated by the diffusion flux from the interface into the crystal
so that the remaining point defects are self-interstitials that have a higher diffusivity. At
higher v/G the contribution of diffusion is small and surviving defects are vacancies.
Formation of secondary defects such as dislocation loops and void defects follows this
rule. Dislocation loops due to interstitial silicon atoms were observed for the low v/G
case and void defects resulting from agglomeration of vacancies for the high v/ G case.
Because, for small-size crystals, the temperature gradient is large, dislocation loops.can
be observed, whereas, for large-size crystals, void defects appear. For the commercially
produced Czochralski crystals, formation of void defects has been a problem for some
time, when the growth rate was increased to improve the throughput of production. The
mechanism of formation has been clarified recently and optimization of growth conditions
for defect-free crystals is a key to improved throughput of silicon crystals.

The behavior of secondary defects, such as ring OSF (oxidation-induced stacking
faults) and void defects, is closely related to that of incorporated oxygen, which occupies
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Figure 1.34 Classification of grown-in microdefects (Reprinted from Voronkov and Falster J.
Cryst. Growth 194, (1998) 76, copyright (1998) with permission from Elsevier)
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Figure 1.35 Oxidation-induced stacking fault (Reprinted from Harada et al. Semiconductor Sili-
con 1986, copyright (1986) with permission from The Electrochemical Society)

interstitial positions. When silicon crystals grown at various growth rates were annealed
at high temperature and oxidized, stacking fault rings were formed. This is shown as the
white portion of the X-ray topograph in Fig. 1.35 [56]. Because this OSF looks circular
when observed in a wafer, it is also called a ring-OSF. The OSF appears within the vacancy
region near the boundary of different types of defect when growth rate is high. As shown
in Fig. 1.36, the P-band is converted into OSF through oxidizing annealing. The P-band is
located head-on to the B-band, which consists of dislocation loops and was formed when
the v/G or the growth rate is small. The OSF was formed during oxidation annealing:
particles or small voids in the P-band play a role in the heterogeneous nucleation center



SILICON 35

seed end
Small v/G

AB

iy 8 N\ KR

P-band \ Large v/G
~ gap

D

Figure 1.36  Spatial distribution of grown-in microdefects (Reprinted from Voronkov and Falster
J. Cryst. Growth 194, (1998) 76, copyright (1998) with permission from Elsevier)

80

-
ﬁ*

\‘
o
L

[=2]
o
T

T
£
g
[
3
E50 #
°
C 40
[=
§ | ¥
= o A
chao—
I s B
~gzo— ]
T - o C
8 10

0
01 015 02 025 03 035 04 045
V/G (mm?/°Cmin)

Figure 1.37 OSF-ring position vs. v/G (Reprinted from Hourai et al. Semiconductor Silicon 1998,
copyright (1998) with permission from The Electrochemical Society)

for stacking faults. The diameter of the OSF depends on growth rate v and the parameter
v/G, as well, as shown in Figs. 1.36 and 1.37 [55, 57]. Thus, OSF shrinks when v/G
becomes smaller and finally disappears, and then the whole area of the wafer turns into a
self-interstitial-defect region. On the other hand, the diameter of OSF becomes larger and
finally reaches the outer edge of ingot and then disappears, when v/G becomes larger.
The whole area of the wafer is in the vacancy-defect region.

As mentioned previously, silicon crystals contain many vacancies as intrinsic point
defects, particularly when v/G or growth rate v is high. Silicon crystals also contain
oxygen (see Section 1.3.3), which is supplied from the melt and is necessary for hardening
wafers and gettering. Figure 1.38 shows the behavior of vacancies and oxygen in silicon
crystals. During the cooling process silicon crystals are saturated with vacancies that
agglomerate as the temperature is lowered and finally form octahedral voids, i.c., negative
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Figure 1.38 Formation of void defects as a result of interaction of vacancies and oxygen (Reprinted

from Itsumi in Crystal Growth Technology, eds. H. Scheel and T. Fukuda (2003), copyright (2003)
with permission from Wiley)

Crucible

crystals whose size is 100 nm, as shown in Figs. 1.39 and 1.40 [58, 59]. The inside of the
void is coated with SiO,. Excess amounts of oxygen precipitate at the inside of the void.
The SiO;-coated voids have been studied for a long time by many researchers. Itsumi
and coworkers were the first to report oxide defects [59, 60]. However, the origin and
formation mechanism of this defect have not been clarified as yet. Historically, various
names were given according to the technique used to find this defect. In 1990 Ryuta
and his coworkers found particle-like defects on the wafer surface after SC1 cleaning,
i.e., a mixture of aqueous ammonia, hydrogen peroxide and water {61]. This was named
the COP (crystal-originated particles) defect. Yamagishi and his coworkers observed FPD
(flow-pattern defects) by the Secco etch technique [62]. Since oxide precipitate defects
deteriorate the gate-oxide integrity of the MOS structure, the defects were named GOI
(gate-oxide integrity) defects [63]. The defects were also detected using light-scattering
tomography, thus the defects were named LST (laser-scattering tomography) defects [64].
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Figure 1.39 Octahedaral void defect observed by transmission electron microscope (Reprinted
from Kato er al. Jpn. J. Appl. Phys. 35, (1996) 5597, copyright (1996) with permission from
Institute of Pure and Applied Physics, Japan)

(001)

Figure 1.40 Sketch of void defect (Reprinted from Itsumi in Crystal Growth Technology, eds. H.
Scheel and T. Fukuda (2003), copyright (2003) with permission from Wiley)

Generally speaking, it is very difficult to find the position and to observe the shape of
this type of defect simultaneously, because the size is 100 nm and the density is 10°~10°
cm~3, Conventionally, observation of the defect had been done by chance. A combination
of light-scattering tomography (L.ST) for identifying location [64], focused ion beam (FIB)
for sample thinning and transmission electron microscopy (TEM) for shape observation
[58] has successfully solved the above problems, and it has been shown that COP and flow-
pattern defects are identical, i.e. voids whose inner walls were coated with SiO;. Figure 1.40
shows a sketch of void defects; they have an octahedral structure consisting of (111) facets
or a truncated octahedron with (001) facets. Dual-type voids were also observed.

From the viewpoint of LSI (large-scale integration) chip fabrication, void defects cause
a deterioration in production yield. Void defects in the area of locally oxidized silicon
(LOCOS) in the memory cell of MOS RAM cause excessive leakage current between
neighboring cells [65]. Voids in the area of a gate oxide also cause problems. Due to
down-sizing of the design rule towards 10nm, as shown in Table 1.1, chip-production
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yield could be more seriously affected by defects of this size. Silicon wafers without void
defects are needed. From the viewpoint of crystal-production throughput, the faster the
crystal is pulled, e.g. at 1 mmmin~!, the higher the economical benefit. However, crystals
must be pulled at lower pulling rates, as far as formation of void defects is concerned. As
countermeasures for this problem, the following alternatives are proposed; use of epitaxial
wafer and annealing in hydrogen or nitrogen atmosphere. Nitrogen-doped crystals have
been widely discussed [66, 67].

Use of EMCZ (electromagnetic Czochralski) could be one possible solution to over-
come the above-mentioned void-defect problem in the crystal-growth process based on
Voronkov’s model. The EMCZ simultaneously utilizes application of magnetic flux B and
electric current /, resulting in Lorentz force F = I x B, which drives the melt azimuthally
as shown in Fig. 1.41 [49]. Due to the vertical magnetic field and the rotation of the melt,
buoyancy-driven convection is almost suppressed, but heat is transferred from the crucible
wall to the crystal horizontally mostly by conduction. From the viewpoint of heat transfer
the melt behaves as if it were solid. This suggests that enhanced heat transfer takes place
from the crucible to the crystal/melt interface; consequently the interface shape becomes
strongly concave. This assures a large thermal gradient G near the crystal/melt interface.
Thus, the crystal growth rate v can be increased while keeping the v/ G constant, so that
defect-free crystals can be grown at even higher growth rate than that for the conven-
tional CZ method, as shown in Fig. 1.42. A homogeneous distribution of oxygen along
the radial direction is also assured by the EMCZ technique [68]. Oxygen is efficiently
transported by the hydromechanical effect of an electrode immersed into the melt close
to the crucible wall. Near the electrode a small counter cell is generated. This counter
cell drives oxygen efficiently from the crucible wall to the growing crystal.

B: Magnetic field

I: Electric current

F: Electromagnetic force

(Lorentz force)

Figure 1.41 Concept of EMCZ (Reprinted from Watanabe er al. Jpn. J. Appl. Phys. 38, (1989)
777, copyright (1989) with permission from Institute of Pure and Applied Physics, Japan)
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Figure 1.42 Defect-free region by EMCZ

1.5 CONCLUDING REMARKS

In this chapter we have discussed many features of CZ-Si crystal growth. The big driving
force of CZ-Si crystal growth is IT (information technology). As long as IT is developing,
the demand for large, high-quality, reasonably priced Si wafers will remain. The following
are perspectives on this subject.

Large crystal: LSI industries have recently started producing 300-mm wafers. According
to the technological trend, 450-mm wafers will be utilized in the future. However, use
of 450-mm wafers will be determined not only from the technical view point but also
from the business viewpoint.

Numerical modeling: Modeling techniques have been improved year by year due to the
development of the capability of computers. Crystal growth had been previously treated
in two dimensions. Nowadays, three-dimensional and time-dependent calculation is
normal, and turbulent flow can be handled. The contribution of numerical modeling to
crystal growth will become much more important.

Void defects: The current problems of bulk Si wafers are connected to void defects.
Epitaxial wafers are used for high-end products. However, if bulk wafers are employed,
Si wafers can be supplied at a more reasonable price. Crystal growers will hopefully
find a new solution, introducing a new technique, such as rotating magnetic field and/or
electromagnetic Czochralski (EMCZ).

Understanding of crystal-growth process: From the viewpoint of the science of CZ-
Si growth, there are many subjects to be understood. One of these is the surface-
tension-driven (Marangoni) flow at the melt surface. The Marangoni effect for the
CZ-Si growth system is more complicated than that for the float-zone system. This is
a challenging subject for research. The data base for thermophysical properties of the
CZ-Si growth system must be improved; currently there is no direct measurement of
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thermal conductivity of molten silicon, which is one of the important parameters to
govern the growth rate of a single crystal.
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2.1 INTRODUCTION

In the simplest terms, GaAs crystals are synthesized by reacting together high-purity Ga
and As. Dopants may be added to produce materials of different conduction type and
carrier concentration. However, the growth of compounds from the melt is a thermody-
namic process and is characterized by the shape of the phase diagram near the solidus at
temperatures just below the melting point of the compound. Hurle has published a thor-
ough reassessment of the thermodynamic parameters for GaAs, with and without doping
(Hurle, 1999). The complete phase diagram for Ga-As, showing the GaAs compound, is
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Figure 2.1 The complete phase diagram of the Ga-As system at an assumed pressure of As vapour
of about 1 atmos. The vertical line near 50 % composition is crystalline GaAs. (Reprinted from
Properties of Gallium Arsenide p.559, eds, M.R. Brozel and G.E. Stillman, (1996) copyright (1996)
with permission from IEE)

shown in Fig. 2.1 (Koster and Toma, 1955). However, details near the GaAs solidus are
not revealed at this large scale.

The shape of the GaAs solidus is more complicated than indicated in Fig. 2.1. In
particular, the congruent point, the maximum melting temperature, corresponds to a GaAs
compound containing more As than exists in stoichiometric material, Fig 2.2.

It follows that growth from a stoichiometric melt results in a solid phase containing
an excess of As of approximately 1 x 10®cm™. The solidus is retrograde so that, if
thermodynamic equilibrium is maintained, this excess As must be lost from the host
as the solid cools. If this As supersaturation cannot be relieved by outdiffusion from the
crystal, then it will result in the generation of As-rich second phases (precipitates). Growth
from a Ga-rich melt will result in the growth of a stoichiometric crystal. However, the
melt will become more Ga-rich as growth proceeds leading to the growth of solid GaAs
that steadily becomes richer in Ga. .

Experimental work has shown that either due to the incorporation of an intrinsic defect,
often assumed to be the gallium antisite defect, Gay,, (Holmes ef al., 1982a) or a boron-
related defect, Ga-rich LEC GaAs is strongly p-type (Elliott, 1983). A possibility for the
latter defect is the boron antisite, Bs (Hobgood et al., 1982, Yu et al., 1981, Elliott et al.,
1982, Elliott, 1983).
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Figure 2.2 The GaAs solidus. The arrow marks the congruent point. (Reprinted from Hurle, J.

Appl. Phys. 85, (1999) 6957, copyright (1999) with permission from the American Institute of
Physics)

Although As richness is found in melt-grown GaAs, measured concentrations of excess
As do not exceed 10'7 cm™3 (Kurusu ef al., 1989, Terashima er al., 1984). It is not known
how most of the grown-in excess As atoms are lost.

2.2 DOPING CONSIDERATIONS

Unlike group IV semiconductors where shallow donors are group V atoms only, donors
in HI-V compounds can occur on either sublattice, as IV or VIy, where the capital
letters represent the group in the Periodic Table from which the donor is selected and
the subscript is the sublattice occupied. However, only certain group IV atoms have a
suitable solubility on the Ga sublattice for them to be useful and the same situation is
true for group VI atoms on As lattice sites.

Similarly, acceptors can be of IIjy or IVy types. (In principle, group IV atoms can be
both acceptors and donors, IV and IVy, respectively, a situation known as ‘amphoteric-
ity’. Silicon, and to a similar extent germanium, in GaAs behave like this.) Once again
not all of these occur in practice.

The choice of dopant depends anainly on its segregation coefficient and solubility (see
Hurle, 1999). Figure 2.3 shows most of the known shallow donors and acceptors in GaAs
with their ionization energies. Also shown in this figure are two important impurities that
generate levels deeper in the bandgap. Cu is an unwanted deep acceptor contaminant but
Cr has some technological importance and this element is discussed later.

Table 2.1 shows segregation coefficients for many impurities in melt-grown GaAs,
although the data in the first two columns are rather dated. Weisberg ef al. (1960) doped
ingots, mainly polycrystalline, with the relevant impurity and then measured concentrations
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Figure 2.3 Ionization energies, in eV, of the shallow donors and acceptors in GaAs. Also shown
are the important deep levels due to Cu and Cr. Cu is an impurity that can be introduced at growth or
by processing and causes deleterious effects in devices. Cr was originally used as a deep acceptor to
produce semi-insulating GaAs. Its use has fallen since the introduction of LEC and similar growth
techniques. (Updated from Semiconductor Devices, Physics and Technology, S.M. Sze, John Wiley,
1985, copyright (1985) with permission from John Wiley)

of the impurity at different positions of the ingot by atomic emission spectroscopy. Whe-
lan et al. performed similar measurements on a series of zone-refined crystals. However,
in their measurements the impurity was tagged with a radioactive tracer, making quanti-
tative estimates of concentration more sensitive and accurate. The third column includes
more modern data that has been discussed by Hurle (1999).

It should be noted that there are two ‘segregation coefficients’ for donors; one cor-
responds to atomic concentrations while the other describes the manner in which the
carrier concentration changes along the crystal axis. Because of autocompensation, these
are different. Table 2.1 reports atomic data. It should also be noted that segregation data
may be affected by the precise stoichiometry of the melt (Hurle, 1999) although this has
been shown not to be the case for Sn doping (Brozel et al., 1987). Additionally, note
that segregation coefficients assume that once a solute has been added to the melt, no
further additions are made and nothing is lost, i.e. growth takes place in a conservative
system. This is not the case for carbon, which in LEC growth, probably enters the melt
continuously from the ambient gases (see later). There is, however, a consensus that the
segregation coefficient for carbon in GaAs is greater than unity.

In melt-grown GaAs, donors are usually either Sig, or Teas, as each has a satisfactory
segregation coefficient and solubility, although other group VI species have been used. As
mentioned above, donors experience some degree of autocompensation with the result that
up to a carrier concentration, n, of about 3 x 108 cm™3 the carrier concentration is only
about 80 % of the added dopant concentration. Thermodynamic analysis has demonstrated
that for group VI donors this is a result of the formation of [donor — Vg,] pair defects,
where Vg, represents the Ga vacancy. Autocompensation for the case of Si doping is a
result of the amphotericity of Si with a fraction, about 10 %, of the Si atoms taking up
As lattice sites and behaving as shallow acceptors. Above n = 3 x 10'® cm3, the carrier
concentration tends to saturate and extra donor atoms are involved in vacancy complexes
with a drop in electron mobility, the appearance of dislocation loops and a rapid rise in
lattice constant (Hurle, 1999).
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Table 2.1 Segregation coefficients of selected dopants in melt-grown GaAs. Columns 1 and 2 are
from Weisberg et al. (1960) and Whelan et al., cited in Skalski (1962). The sources for column 3
are; (1) Edmond, 1959, (2) Kobayashi and Osaka, (1985), (3) Brozel et al., (1987), (4) Willardson
and Allred, (1966), (5) Mullin et al. (1980), (6) Grinshtein et al. (1975), (7) Pelevin et al. (1971),
(8) Cronin and Haisty (1964), (9) Martin et al. (1979, 1980), (10) Gimel’farb et al. (1970), (11)
Brozel et al. (1982)

Weisberg et al. (1960) Whelan et al. Other

Ag 0.1 —

Al 3 —

C — — 1.44(2)

Ca <0.02 —

Cd <0.02 <0.2

Cr — — 0.00064(8)
0.00089(9)
0.00057(4)
0.00058(10)
0.00075 < k < 0.0011(11)

Cu — <0.002

Fe <0.02 0.003

Ge 0.03 — 0.0028(5)
0.01(7)

In 0.1 —

Mg 0.3 —

Mn <0.02 —

Ni <0.02 —

P 2 —

Pb <0.02 —

S 03 05<k<10 0.3(4)

Sb <0.02 —

Se — 044 <k <0.55 034
0.43(5)

Si 0.1 0.14 0.14(4)

Sn 0.03 — 0.004(3), 0.048(6),
0.084)

Te 0.3 005 <k <0.16 0.059(4), 0.068(5)

Zn 0.1 027 <k <09 0.36(1), 0.4(4)

The p-type doping of melt-grown GaAs appears to be much easier. There is no auto-
compensation and the solubility of Zn, the most common acceptor dopant in melt-grown
GaAs, is over 10°°cm™>. The segregation coefficient of Zn in GaAs is 0.4.

Although the partial pressure of Ga above a Ga-As melt at all reasonable tempera-
tures is extremely small and can be ignored, the partial pressures of As; and As, depend
sensifively on the melt composition and this can be used to control the ratio of Ga/As
in the melt as the crystal grows. Over a stoichiometric GaAs melt at the melting tem-
perature of 1238°C this pressure is approximately 2 atmos (1 atmos above ambient)
of which approximately 60 % is As4. It is necessary to control this pressure to retain
melt composition and to impede the loss of As from the melt. This requirement to
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compensate for the As dissociation from the melt has resulted in the development of
several growth techniques.

2.3 GROWTH TECHNIQUES

2.3.1 Horizontal Bridgman and horizontal gradient
freeze techniques

The first growth method to be used commercially was the horizontal Bridgman (HB)
technique (Weisberg et al., 1960). In essence, the growth chamber consists of a horizontal
quartz tube, at one end of which is a quartz crucible containing the Ga/As melt near the
melting temperature (7y,,) of 1238°C, while the other end is cooler, near 617 °C, and
contains a small quantity of elemental As, Fig. 2.4.

This As produces the overpressure of As that controls the stoichiometry of the Ga-As
melt. The Ga-As melt is often formed by reacting molten, metallic Ga in the growth
section with As vapour produced from the As reservoir at the other end. In other pro-
cesses polycrystalline GaAs is used as the source for the molten Ga-As. The growth can
proceed in two ways. In the classical HB technique the initial melt exists in a region at
a temperature just above T, but adjacent to a small temperature gradient. A seed crystal,
already placed in the crucible with part of it in the melt while the rest is at a ternperature
below T, will initiate growth. The melt is moved mechanically through the temperature
gradient so that the entire melt is gradually cooled below Tp,. Eventually, all of the GaAs
melt solidifies on the seed as a single crystal and with the same orientation.

In a modification to HB, the mechanical withdrawal of the GaAs melt through the gra-
dient is replaced by slowly reducing the temperature of the growth region electronically.

Seed crystal

Zone 1

-~ GaAs melt
Zone 2

]
1238°C | 1240-1260°C

Direction of heater travel —»

Figure 2.4 Horizontal Bridgman technique for growing GaAs. Growth takes place in the high-
temperature region of the furnace, whilst the As vapor pressure is controlled by the presence
of elemental As in the low-temperature region. The interface between the melt and the solid is
gradually moved until all the GaAs is solidified. (Reprinted from Semiconductor Devices, Physics
and Technology, SM Sze, John Wiley, 1985, copyright (1985) with permission from John Wiley)
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This is the horizontal gradient freeze (GF) method (Woodall, 1964). It has the advantage
of needing less space and is less sensitive to mechanical disturbance.

In both cases, crystals are best grown along {111) to reduce the occurrence of twinning.
{001} wafers can be extracted from the (111) ingot by accurate sawing. Advantages of
the HB and horizontal GF methods include the potential for good visibility of the growth
interface allowing the operator to make modifications as growth takes place. However,
grown crystals have a D-shaped cross section because of the shape of the melt in the
crucible and subsequent wafering. Considerable loss of material is incurred if the wafers
are edge-ground to make them circular.

HB and horizontal GF GaAs are contaminated with silicon atoms from the quartz
growth tube and this renders them n-type. This contamination can be limited to below
10'cm™3 and is not a problem if highly doped n-type material is required, as extra Si
will be added to the melt anyway. The use of crucibles made of pyrolytic boron nitride
(pBN) instead of quartz allows GaAs to be grown with a low residual carrier concentration
(<10'2cm™3) but there is a disadvantage in terms of their high cost. Although there are
few uses for p-type bulk GaAs, the overdoping of the melt with an acceptor species
(usually Zn) effectively renders the crystal p-type. The reduction in hole mobility by
compensation of a minority of the Zn atoms by the Si atoms is of little consequence.

However, regardless of the type of crucible material, the advantages of semi-insulating
(SI) behaviour can only be obtained after residual donors have been counterdoped by
the incorporation of Cr atoms in the melt (Cronin and Haisty (1964), Martinez et al.
(1981)). Cr atoms act as deep acceptor centers in n-type GaAs and act to pin the Fermi
energy just above midgap, see Fig. 2.3. The GaAs so produced exhibits a resistivity
that can exceed 10® Qcm. Such Cr-doped GaAs was the mainstay of the high-speed
GaAs device industry for over a decade. However, issues of segregation, low solubility
and rapid outdiffusion of Cr atoms from substrates during high-temperature processing,
including epitaxy, made these substrates undesirable once high-purity semi-insulating
material became widely available. Finally, the combination of poor thermal conductivity
and low critically resolved shear stress (CRSS) at elevated temperatures results in the
inevitable thermal gradients in the cooling crystal producing plastic deformation by the
creation of slip dislocations. In HB and horizontal GF material the dislocation densities
are around 103 cm~2 (see Chen et al. (1990)) although these densities can be reduced by
over an order of magnitude due to ‘impurity hardening’ in highly n-type GaAs (Moravec
et al., 1991). Dislocations, their generation and their properties will be considered later.

2.3.2 Liquid encapsulated Czochralski (LEC) technique

The Czochralski technique, in which a crystal is pulled from a melt, was originally used
for metals and was then modified for the commercial growth of Ge and then Si. The
seed and crystal is rotated around a vertical axis as growth proceeds. This results in the
immediate advantage of producing ingots of circular cross section. Simultaneous rotation
of the melt can result in efficient mixing of the host and dopant, a great advantage for
doped crystals. '

In the case of compounds, where the partial pressures of one or both components are
large, the melt surface must be protected either by incorporating an independent source
of the vapour under dissociation (as in HB or GF growth) or by other means. In LEC
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growth, the surface is covered by an encapsulant layer of liquid boric oxide, B,03, (Metz
et al. (1962), Mullin et al. (1968)). This is prepared from boric acid, which is baked under
vacuum at high temperature to remove most of the water. The residual water content can
be specified from a minimum level of ~100ppm to a few thousand ppm. The water
content can be accurately measured by infrared absorption of the OH stretching mode
(Shropshall and Skinner, 1984). This value is critical for the chemical reactions that take
place during growth. The axially rotating crystal is withdrawn through the encapsulant
and then cools naturally by heat radiation, and by conduction and convection via the
high-pressure ambient gas, see Fig. 2.5.

LEC pullers use high-purity elements for the in-situ synthesis of GaAs. They are high-
pressure growth machines (and, therefore, expensive) because the internal pressure can
exceed 60 atmos when the Ga and As are compounded. The boric oxide becomes liquid
at temperatures of a few hundred degrees Celsius and floats to the surface of the other
materials in the crucible. At all times during the subsequent reaction and growth it protects
the surface from As loss. Its water content helps to purify the melt (Oliver et al., 1981).
An example of this behaviour is shown in Fig. 2.6 (Wafer Technology Ltd.).

If the crucible is quartz the resulting, nominally undoped, crystal is n-type because of
Si incorporation. However, if the crucible is made from pyrolytic boron nitride (pBN)
the crystal is SI over its entire length even without the introduction of Cr into the melt
(Hobgood et al., 1982).

Nearly all LEC GaAs is contaminated by boron at concentrations up to 10'8 cm™3
depending on the water content of the boric oxide (Holmes et al., 1982). High B concen-
trations are observed for growth from boric oxide of the lowest water content, see Fig. 2.7.

In all ST material the B atoms take up Ga lattice sites and are electrically inactive
(Holmes, 1982b). In Si-doped GaAs some of the B atoms appear to be incorporated as
an acceptor species, resulting in some compensation (Laithwaite et al., 1977).

n Pulling direction

Q

Crystal
Growth

Melt

—

Figure 2.5 LEC growth. The hollow arrow indicates the liquid/solid interface where growth takes
place. As the growing crystal is pulled through the molten boric oxide it is rotated, resulting in
a cylindrical ingot. The crucible is rotated in the opposite direction to stir the melt efficiently
(Courtésy of Wafer Technology plc, UK)
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Figure 2.6 Reduction in total impurity content of LEC-grown GaAs crystals as a function of the
water content of the boric-oxide encapsulant (Courtesy of Wafer Technology plc, UK)
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Figure 2.7 Showing the reduction of boron uptake into the growing undoped LEC GaAs crystal
when boric oxide of greater water content is used (Courtesy of Wafer Technology plc, UK)

The shape control is also assisted by the presence of large radial gradients limiting the
diameter of the crystal through the curvature of the growth interface isotherm. The growth
rate is controlled by measuring the rate of weight increase by means of a load cell within
the pressure vessel. This information is used to control the furnace temperature within a
feedback loop, providing continuous shape control throughout the growth, including the
“grow-out phase’ from the seed to the final crystal diameter.

Advantages of LEC growth include the in-situ synthesis of the compound, the fact
that the melt is not in contact with the crucible (being separated from it by the boric
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oxide) and the high yield of long, single crystals of large diameter. The high yield of
large single crystals is aided by the large radial and axial thermal gradients that are a
feature of Czochralski growth. As we will show later, the high thermal gradients that
assist LEC growth also result in large dislocation densities, up to 10° cm~2. Uncontrolled
cooling of the LEC crystal causes the outside to contract onto the core, creating slip
dislocations at densities from 10* to 10° cm~? (Jordan er al., 1980). This defect creation
occurs just below the crystallisation temperature where dislocation motion by slip is easy.
In addition, high concentrations of native point defects, which allow dislocation motion
by climb, are also present. As a result, the dislocations are able to polygonise into cells,
a rearrangement that reduces their strain energies. The final arrangement of a dislocation
cell structure is the situation that is usually seen when a wafer is assessed.

As in HB and HGF growth, the crystal can be doped n-type or p-type. Si or Te is
normally used for n-type doping, while Zn is used for p-type material. As mentioned
above, a reaction between the melt and the boric oxide has been found to occur with Si
doping leading to a reduction in Si uptake and considerable boron contamination of the
GaAs (Brozel ef al. (1978)). In many cases, the concentration of B in the final crystal is
comparable to the Si concentration. Nevertheless, Si remains one of the preferred donors
for LEC GaAs.

GaAs crystals of mass up to 25kg and diameter up to 200mm are easily produced.
Wafers of 150 mm diameter are routinely supplied to device manufacturers from LEC
crystals: at the time of writing this article 200-mm diameter wafers were being made
available to manufacturers for assessment.

2.3.2.1 Growth of SI LEC GaAs

The growth of nominally undoped GaAs by LEC from a pBN crucible results in SI
behaviour. Chemical analysis of this type of GaAs always finds a concentration of car-
bon that is higher than the total concentrations of all other electrically active impurities
(Holmes er al., 1982c). The high carbon concentrations are not too surprising because
not only is carbon a possible impurity in both Ga and As but there are many compo-
nents of the LEC puller, namely the heaters and much of the thermal insulation, that
are also made of carbon. Much work has shown that the carbon is introduced to the
Ga-As melt through the gas phase, probably as carbon monoxide and the control of
the partial pressure of this gas, when deliberately introduced, can be used to control
the uptake of carbon in the crystal (Doering et al., 1990). Because carbon atoms take
up As sites and act as shallow acceptors, the resulting crystal would be expected to
be p-type.

Some of the carbon acceptors are compensated by residual concentrations of shallow
donors such as silicon and sulfur. The compensation of the rest is performed by native
deep donor defects. Most of these occur at low concentration. However, one, known as
EL2, occurs at concentrations between 1 and 1.5 x 10'cm™3. Although it is the par-
tial ionisation of this donor that pins the Fermi energy close to midgap and results in
SI behaviour, the final resistivity of the GaAs depends mainly on the carbon concen-
tration (Lambert et al., 1990). The atomic identity of EL2 was a hot topic of research
for many years and there still remain questions as to its identity (Baranowski and Traut-
man, 1996). However, what is not questioned is that the defect involves the As-antisite
defect, Asg,.
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After growth, high concentrations of EL2 are found associated with dislocations and
this results in nonuniformities in electrical properties (Grant ez al., 1982, Skolnick et al.,
1984a). Microprecipitates of hexagonal As are also found in close association with the
dislocations (Cullis et al., 1980). Most manufacturers use ingot anneals at temperatures
close to 1000°C to render EL2 concentrations more uniform and to improve electrical
uniformity (Rumsby er al., 1984). Some follow ingot heat treatments with anneals of the
individual wafers (Oda, 1996). The schedules of these treatments vary between wafer
suppliers but, in general, after these treatments the resistivity is of the order of 10’ Qcm
with a uniformity of better than +10 %.

It must be emphasized that the dislocation density cannot be reduced by heat treat-
ments and this has led to the development of improved growth techniques. One of these
employs the concept of a hot-wall enclosure to reduce the high thermal gradients seen
in conventional LEC growth, the first implementation of which was by Gremmelmaier
(1956). These techniques seek to reduce thermal gradients by controlling the ambient gas
temperature. The consequence of this is a greater decomposition of the surface due to loss
of As that is overcome by the use of a separate As source within the hot-wall chamber.
This leads to the term vapour-controlled Czochralski (VCZ) (Pekarek, 1970, Inada ef al.,
1986, Rudolph and Jurisch, 1999) which produces crystals of reduced dislocation density.

An alternative method to reduce dislocation densities in melt-grown GaAs and one
now gaining dominance is the vertical gradient freeze (VGF) method.

2.3.3 Vertical gradient freeze (VGF) technique

This is a modification of the horizontal technique where the melt is contained in a vertical
crucible above a seed crystal. The crucible, surrounded by the furnace, is normally pBN
and boric oxide is used as the encapsulant to protect the melt and avoid wetting the crucible
walls. This arrangement can be employed for heavily doped n- and p-type material as well
as high-purity SI crystals. Quartz crucibles can also be used for n-type growth. However,
in this case, boric-oxide encapsulant cannot be used due to adhesion to the crucible and
crystal, resulting in cracking on cooling. For growth in quartz, the system must be sealed
to allow an As vapour-pressure balance. Also, the crucible surface must be specially
prepared to avoid melt wetting on the walls. The main motivation for this latter method
is to avoid boron contamination from the encapsulant, (Bourret and Merk, 1991).

The growth proceeds from the bottom of the melt upwards with a usual growth direction
of (100) until the melt is exhausted (Monberg et al., 1989). Diameter control of the
growing crystal is not an issue with this method allowing smaller temperature gradients
to be employed. This results in a crystal with lower dislocation densities, typically between
10? and 10° cm™2. A VGF growth schematic is shown in Fig. 2.8.

The starting material is polycrystalline GaAs. This must be synthesised in a separate
reactor, which can be of similar design to the furnace arrangement in a LEC puller.
Allowance can be made for the introduction of a controlled amount of carbon, which
will be necessary for SI behaviour in the final ingot. The use of polycrystalline GaAs
starting material means that the VGF equipment can be easily fabricated ‘in house’ as
high pressures will not be experienced. Initially the major drawback to VGF was the low
growth rate coupled with the inability to see the progress of the growth. In other words,
if growth was not progressing correctly, this could not be detected until after the entire
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Boric oxide

Melt
Growth

Crystal

Figure 2.8 VGF growth. The seed crystal, in the narrow section at the bottom of the crucible, is
held below the melt and the growth takes place upwards. The hollow arrow indicates the solid/liquid
interface where growth takes place. The boric oxide surrounds the liquid and solid and helps in the
final extraction of the cooled crystal from the crucible (Courtesy of Wafer Technology plc, UK)

melt was solidified and this was several days in most circumstances. However, after the
method is optimized the yield can approach 100 %. The usual dopants can be employed
if conducting material is required.

The reduced dislocation density in VGF GaAs has made it the material of choice for
most applications. This is because the trend towards epitaxial-based structures for both
opto and microwave electronic devices has fuelled a requirement for improved structural
quality of substrates. This is in contrast to earlier technologies using ion implantation
where precise control of point defects in the bulk was the dominant consideration. At
the time of writing, SI wafers of 200 mm diameter have been supplied as test wafers to
device manufacturers.

2.4 CRYSTALLINE DEFECTS IN GaAs

Crystal defects are crucial in determining the electrical and some optical properties of
GaAs. Most of these are incorporated into melt-grown, substrate material but they can be
generated in later processing steps.

2.4.1 Defects in melt-grown, semi-insulating GaAs
2.4.1.1 Structural defects

Previously, the problems associated with melt growth were introduced. The growing
crystal, cooling from the outside, experiences compressive stresses that cause plastic
deformation by the introduction and subsequent motion of dislocations.

In SI GaAs many of the dislocations move by slip and climb to produce a cell-like
structure following polygonization. This structure is complex and is best revealed by
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specialized chemical etching of the surface (Abrahams and Buiocchi, 1965, Blunt ef al.,
1982) or reflection X-ray topography (Lang, 1978). Each technique reveals; classical
dislocation cells, ‘lineage’ (the boundary between sections of the crystal that have a small
tilt misorientation and caused by dislocation motion) and residual slip that has not resulted
in polygonization, possibly because it occurred at lower temperatures. The lineage occurs
preferentially along the (110) diameters. A typical image from a 20-mm? area from a
3-inch diameter {001} SI LEC GaAs is shown in Fig. 2.9.

Selective etching by molten KOH is commonly used by substrate manufacturers in
order to reveal dislocations passing through the surface and being revealed as pits. Thus,
they obtain an ‘etch pit density’, or EPD, which corresponds to the dislocation density,
(see, for example, Brown and Warwick, 1986). However, TEM is a preferable though
much slower method for investigating dislocations (see, for example, Bangert, 1996).

VGF GaAs contains a much lower density of dislocations but even these are found to
be in the form of a cell structure (Breivik et al., 1992). n* GaAs is much less dislocated
and no cell structure is present. It is thought that the slip velocity of dislocations on their
glide planes is reduced in highly n-type material, or that impurity hardening by the dopant
atoms occurs (Seki, 1978), so that n* GaAs contains far fewer dislocations than SI or
p-type material. This reduction is very marked in Si-doped GaAs.

Figure 2.10 is a representation of the dislocation density ranges obtained for different
growth techniques. In the cases of undoped GaAs, we can see the relative contribu-
tions from the growth techniques themselves. For 2-inch diameter undoped VGF GaAs
a dislocation density below 10°cm™2 can be achieved. Within the methodology of the
VGF technique itself, Si doping above a threshold level of about 107 cm™ results in
a further marked reduction in dislocation density. Two cases are distinguished; growth
in a quartz crucible without boric-oxide encapsulant, VGF Si(Q), results in a dislocation
density between 1 and 3 x 102cm™2 but growth in the presence of boric oxide, VGF
Si(pBN), leading to the concomitant introduction of B atoms into the crystal, results in a
further large reduction to levels below 10cm™2. The concentration of B introduced into
the crystal is shown in Fig. 2.11.

Figure 2.9 A 20-mm? area of a 3-inch diameter {001} SI LEC GaAs after etching to reveal
dislocations. Many of the dislocations are arranged in a cellular-wall formation enclosing regions
where the dislocation density is small. The nearly vertical line, closely aligned along [110] is lineage
where dislocations have interacted to produce a small-angle tilt boundary. (Courtesy of D.J. Stirland.)
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Figure 2.10 This plot demonstrates the improvement of structural quality, in terms of dislocation
density as revealed by etch pit density, as a function of growth method, see text (Courtesy of Wafer
Technology plc, UK)
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Figure 2.11 This plot demonstrates how the introduction of boron atoms into GaAs depends on
the crucible material and the concentration of Si. In the histogram, cc is the carrier concentration
measured by Hall effect (Courtesy of Wafer Technology plc, UK)

Boron is introduced into the crystal by a chemical reaction between the Si dopant and
the encapsulant. For a given Si-melt concentration, a lower Si level is retained by crystals
grown with encapsulation. Also, for similar Si concentrations in the GaAs crystal the
electrical activity measured as donor concentration is reduced in the pBN grown material.

However, Te doping at the same level is not as efficient in this hardening process. More-
over, the presence of Si, with or without B, cannot be the only reason for lattice hardening as
the addition of neutral atoms such as In at high concentration can also reduce the dislocation
density to near zero (Jacob, 1982). There are separate reports of ‘hardening’ of undoped
GaAs by boron incorporation at concentrations above 5 x 10'7 cm™3 (Tada et al., 1982)
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2.4.1.2 Point defects

SI GaAs is a relatively pure material. It contains boron impurities at high concentration
but these are neutral, see Section 2.2.3. Silicon and sulfur, both shallow donors, are found
at concentrations around 10'> cm™3. Concentrations of other electrically active impurities
are extremely low and can be ignored.

The exception is carbon, a shallow acceptor, which occurs naturally in LEC GaAs,
but that is often added intentionally to VGF GaAs, at concentrations between 10'* and
10'cm™3. For this reason carbon is then treated as a dopant and not an impurity. The
accurate measurement of the carbon concentration is challenging. The standard method
uses the low-temperature, far-infrared absorption due to the localised vibrational modes
(LVM) of carbon acceptors, a technique that has a sensitivity of around 104 cm™3 (Murray,
1996), see Section 2.5,

However, SI GaAs contains many native defects, and these are listed in Table 2.2.

Table 2.2 Deep electronic levels observed in melt-grown, SI GaAs. EL is an electron level and
HL is a hole level. In most commercial material only EL2 exists at concentrations exceeding
10 cm™3 and is the only deep level assumed to be involved in the compensation mechanism to
give SI properties. (Reprinted from Brozel, Properties of Gallium Arsenide, Eds M.R. Brozel and
G.E. Stillman, p.377 (1996), copyright (1996) with permission from IEE)

Label Origin Concentration Emission. Capture cross
(cm™) energy section (cm?)
(V)
EL11 Ec—0.17 3x 10716
EL17 Ec -0.22 1.0 x 10~
EL14 Ec — 0.215 5.2x 10716
EL6 complex defect 1044-10% Ec—0.35 1.5x 10713
ELS 1014-10" Ec—-042 1013
EL3 10" to 10V Ec —0.575 1.2x 10718
EL2 native defect 1-1.5 x 10'6 Ec —0.825 1.2 x 10-13
Asg, or Ec — 0.95
[Asga — X] (double
donor)
HL10 below 2 x 10% Ev 4 0.83 1.7 x 1013
HL9 Ev + 0.69 1.1 x10°8
HL7 ~ 101 Ev+0.35 6.4 x 1071
‘Gaas’ Gallium antisite 3 x 10 to Ev 4 0.077
Gay, or 3 x 106
boron (dependent on
antisite B Ga-richness of
melt)
Ev 4+ 0.203
(double

acceptor)
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Most native point defects are deep donors, at concenirations between 10! and
10 cm™3 with one, EL2, the ‘As antisite’ defect (Asg,), being dominant, existing at
a concentration of between 1 and 1.5 x 10'® cm™. Compensation of the carbon acceptors
by EL2 pins the Fermi level near the centre of the bandgap, the other point defects being
fully ionized by this process. The lack of native acceptors at concentrations above those
of donors makes the presence of carbon (or other chemical acceptors) mandatory for
SI behaviour.

2.4.1.2.1 The EL2 centre

Because of the importance of the EL2 centre, selected important properties are
reviewed below.

EL2 is a native deep double donor whose first ionization state is at 0.75eV above
the valence band. This is the level that controls the Fermi level in SI GaAs. A second
ionization from + to ++ occurs at an energy at 0.54 eV above the valence band.

Only the singly ionized state is paramagnetic but EPR measurements on this state
have clearly demonstrated that EL2 contained the As antisite, Asg,, defect (Wagner
et al., 1980).

EL2 exhibits a broad near-infrared absorption band in SI GaAs, which has been sep-
arated into components from neutral and singly ionized EL2 (Martin, 1981, Skowronski
et al., 1986).

At low temperatures EL2 defects can be excited into an inert metastable state by
irradiating the GaAs with subbandgap light (Martin, 1981). In this state EL2 has no
observable optical or electrical properties. This process is associated with a photoactivated
relaxation of Asg, along a {111} direction into an interstitial site to produce a [As; — Vga]
complex (Dabrowski and Scheffler, 1988, Chadi and Chang, 1988). Normal deep-donor
behaviour is recovered by warming above 140K.

The two states of EL2 are shown in Fig. 2.12. (Interestingly, a similar deduction
about the motion of donor atoms has been made in highly n-type GaAlAs when the Al
content exceeds a critical value, the loss of normal donor behaviour being ascribed to
the generation of the ‘DX’ center. Thus, conduction electrons are lost on irradiating the

Asga Tg VaehAsi  Cay

Figure 2.12 The two states of EL2. The dark circles are As atoms. In Ty symmetry the central As
atom is tetrahedrally bonded to four nearest-neighbour As atoms as Asg,. In the state represented by
Csv symmetry this As atom has been excited to move along the {111) direction where an uncharged
metastable site is present. It is now represented by [Vg, — As;]. Heating above 140K causes the
As atom to return to the stable Asg, structure. (Reprinted from J.M. Baranowski and P. Trautman
in Properties of Gallium Arsenide, eds M.R. Brozel and G.E. Stillman, p. 353 (1996), copyright
(1996) with permission from IEE)
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cooled sample with subbandgap light. The recovery from DX-like behaviour is also found
by warming the sample.)

High concentrations of EL2 are found in close association with dislocations in as-
grown material. Coupled with the presence of As precipitates, this demonstrates that the
environments of dislocations are very As-rich. EL2 concentrations are rendered uniform
by ingot anneals that, as expected, also improve the uniformity of electrical properties.

Concentrations of EL2 defects are easily determined by measuring their room-
temperature infrared absorption at wavelengths near 1 micrometre (Martin, 1981). The
use of an infrared-sensitive CCTV camera or photographic film can allow mapping of the
concentrations to be made (Brozel, 1996).

Another defect, often referred to as the “reverse contrast”, or RC, defect can also be
mapped; though at lower sample temperatures, using a small variation of this absorption
technique (Skolnick et al., 1984b, Brozel and Skolnick, 1994). RC absorption also reveals
dislocations. However, concentrations of RC defects are not completely homogenized by
these heat treatments indicating that other point defects may also be resistant to standard
anneal protocols. RC defects occur at relative concentrations that are the reverse of EL2
defects in unannealed material (they are high where [EL2] is low, and vice versa) and
seem to control minority carrier lifetime in SI GaAs and, thus, their low-temperature lumi-
nescence. Their identity as being As vacancies was demonstrated by positron annihilation
methods (Le Berre et al., 1995) and their nonuniform distribution was explained, at least
in part, by the influence of dislocations on the As Frenkel reaction on the As sublattice
as the crystal cools (Brozel and Tuzemen, 1994). The identities of other point defects in
SI GaAs have not been determined.

2.5 IMPURITY AND DEFECT ANALYSIS OF GaAs (CHEMICAL)

Because concentrations of impurities in GaAs, with the exceptions mentioned previously,
are extremely low and always less than 1 part per million (ppm) or ~ 4 x 10!%cm™3,
secondary ion mass spectrometry (SIMS), or glow-discharge mass spectrometry (GDMS),
are the chosen methods for chemical analysis (see, Schroder 1998). In these methods, the
surface is ablated and ionised. The secondary ions from the material under investigation
are then passed through a mass spectrometer before detection. Sensitivities of better
than 10'3 cm=3 are quoted by most GDMS laboratories. Unfortunately, important species
like hydrogen, oxygen and carbon are not detected with adequate sensitivity by these
techniques unless considerable care is taken to remove these impurities from the vacuum
ambient of the mass spectrometer. A typical example of a GDMS analysis is given in
Table 2.3.

In bulk GaAs, C and H are best detected using infrared absorption by localised vibra-
tional modes (LVM). This technique exploits the fact that light impurities in a solid have
vibrational frequencies that do not couple well to the lattice modes (phonons); they vibrate
at frequencies above the maximum optical phonon frequency (Restrahlen) and lose this
energy only slowly to the lattice. This gives them a long lifetime and a narrow band-
width resulting in sharp absorption bands that fall in the mid- to far-infrared part of the
spectrum, usually between 4 and 30 micrometres. Because vibrational frequencies and
their absorption strengths depend on the atomic weights of the atoms and their isotopic
abundances, respectively, LVM measurements can reveal the atom type unambiguously
in many circumstances.



60 BULK CRYSTAL GROWTH OF E, O, AND EO MATERIALS

Table 2.3 A typical GDMS analysis of undoped SI GaAs.
Concentrations are expressed in parts per billion (ppb) atomic.
Note that previous measurements in the GDMS equipment
have left some contamination so that some maximum concen-
trations, such as In, are artificially increased

Element Ingot 1 Ingot 2 Ingot 3
Li <2 <2 <2
Be <1.6 <12 <13
B 110 31 41
F <4 <4 <5
Na <05 <08 10
Mg 1 <0.5 2
Al 1 1.2 3
Si 20 26 32
P <0.7 1.4 2
S 48 44 36
Cl 2 3 6
K <10 <10 <12
Ca <12 <10 <12
Ti <0.08 0.7 <0.1
Cr <0.5 < 0.7 <1
Mn 1.3 0.5 1
Fe 4 4 5
Ni <03 <03 <0.3
Cu <0.7 <1 <1
Zn 2 8 12
Ge <35 <35 <30
Se <6 <7 <8
Mo <04 <04 <04
Cd <4 <4 <5
In < 100 <100 < 100
Sn <2 <2 <2
Sb <0.6 <0.6 1.5
Te 1.3 <0.7 <0.8
Pb <0.2 <03 <02
Bi <0.2 <0.2 <02

Measurement of these narrow absorption bands, often employing a Fourier trans-
form infrared (FTIR) spectrophotometer and low sample temperatures, provides sensitive
information not only of concentrations but also of the atomic environments of the impu-
rity atoms.

Unfortunately, absorption from free carriers is very strong in this spectral region and
this must be reduced, usually by irradiation of the sample with high-energy electrons. At
suitably low fluences, this produces deep levels that compensate the material, apparently
without otherwise affecting the impurities. However, this makes the technique difficult
for routine measurements. SI GaAs does not need this treatment, making it the method
of choice for the measurement of carbon concentration (Section 2.4.1.2).
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Figure 2,13 An LVM absorption spectrum of GaAs doped with Si at a concentration of around
5 x 10" cm™ after high-energy electron imradiation to remove free carriers. (Reprinted from R.

Murray in Properties of Gallium Arsenide, eds. M.R. Brozel and G.E. Stillman, p. 228 (1996),
copyright (1996) with permission from IEE)

As an example, an LVM absorption spectrum from an nt GaAs sample containing a
high concentration of Si is shown in Fig. 2.13. Lines due to Sig, donors are present at 384,
379 and 373cm™! corresponding to vibrations of 28Si, 2Si and 3°Si on Ga lattice sites,
respectively. Lines from Sia, shallow acceptors, [2Sig, — 28Sias] nearest-neighbour pairs
and complexes labelled Si-X and Si-Y, seen only at high Si concentration are also seen.

An excellent review of LVM analysis has been presented by Newman, 1994.

The importance of oxygen in commercial GaAs has been questioned for many years.
However, the maximum concentrations detected in bulk material are usually below the
sensitivity limit for chemical techniques or LVM absorption. The only reports of oxygen
at relatively high concentration in LEC GaAs were based on a few, carefully prepared
crystals (Alt, 1989).

Other methods of chemical analysis are either in disuse or out of the scope of this
short section and will not be discussed here.

2.6 IMPURITY AND DEFECT ANALYSIS OF GaAs
(ELECTRICAL)

2.6.1 Introduction to the electrical analysis of defects in GaAs

One of the simplest ways of assessing a sample of GaAs is a measurement of carrier
concentration and mobility. This is easily achieved in conducting material by Hall-effect
analysis. Applications of the Hall effect to GaAs have been discussed in detail by Look,
(Look, 1989). This rather simple measurement can give considerable information about
concentrations of shallow and deeper electronic levels. However, its sensitivity to the
latter is rather limited. Also, measurements in SI GaAs are complicated by the difficulty
in passing sufficient current through the material to achieve a measurable Hall voltage
and the extremely high source impedance of the latter. There are also complications
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resulting from surface-conduction effects and long time-constant photoconductivity that
require modified procedures. For these reasons specialist Hall-effect equipment and sample
preparation must be used to assess this material. Fortunately, there exist other highly
sensitive electrical assessment techniques that can be used to assess SI GaAs.

However, before these are introduced the importance of mapping needs to be empha-
sized. It is clearly important to reveal variations of electrical parameters across a wafer
and changes that may occur from wafer to wafer. These measurements, which must be
performed rapidly and preferably without contact to the GaAs wafer, are often limited to
resistivity. For conducting materials, eddy-current-loss measurements can be made very
rapidly with a resolution of a few mm. This equipment has been available commercially
for many years. For SI GaAs the absorption of RF radiation is very small and another
technique, time-domain charge measurement, (TDCM) has been developed (Stibal et al.,
1991). This method, which measures the dielectric relaxation time in order to give resis-
tivity data, can have a spatial resolution of a few tens of micrometres (Wickert er al.,
1999). An example of a resistivity map from a typical 2-inch diameter SI GaAs wafer is
shown in Fig. 2.14.

2.6.1.1 Identification of shallow impurities

In p-type GaAs shallow acceptors have an appreciable ionization energy and in nondegen-
erate material the resulting free holes can often be frozen-out by cooling to temperatures
close to 4.2 K. The Hall effect can be very useful here. An Arrhenius plot extracted from
carrier-concentration measurements taken as a function of temperature can reveal this
activation energy and, therefore, the acceptor. The presence of more than one acceptor
makes the analysis more difficult; if compensating donors are present they are not revealed
directly but mobility data can indicate their concentration.

Sample id: WV1990/Un Resistivity map (T = 20.0°C) UMIST
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Figure 2.14 A resistivity map of a 2-inch diameter VGF, undoped SI GaAs wafer without anneal.
Much of the variation in resistivity is associated with dislocation cell structure (Courtesy of Wafer
Technology plc, UK)
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This method does not work with n-type material because the ionization energies of
shallow donors are very similar and, although total donor concentrations can be estab-
lished, identification is impossible. Once again, it is assumed that no acceptors act as
compensating defects.

However, a more complex technique, photo-thermal ionization spectroscopy (PTIS)
can identify donors (Stillman et al., 1977). This is based on the fact that the energy, AE,
to excite the outermost bound s-electron to its first excited 2p state depends on the donor
type. In PTIS, the sample, with Ohmic contacts, is cooled to temperatures near 10K. Its
conductivity is measured under illumination with light from a monochromator. When the
photon energy is equal to AE, the 1s-electron is excited to the 2p state and very rapidly,
ionized thermally to the conduction band where it can be detected as a photocurrent. PTIS
is very sensitive (less than 10'* cm™> has been cited) but it fails for concentrations much
higher than 10'® cm~2 because overlap of the s-electron wavefunctions causes broadening
of the 1s—2p transitions. Extra information can be obtained by application of a mag-
netic field, stress or other perturbations to the crystal and these are discussed in Asfar
et al., 1980.

2.6.1.2 Deep level defects

Deep levels are produced by many impurities and intrinsic point defects. Detection and
measurement depends on whether the GaAs is SI or conducting.

2.6.1.2.1 SI GaAs

Deep levels can trap carriers produced by illumination with above-bandgap light, and
then release them thermally when the light is removed. The released carriers, electrons
or holes, can then produce a current in an external circuit. The temperatures at which
different traps release their carriers can be used to determine their ionization energies.
This is the basis of thermally stimulated currents (TSC) spectroscopy, a technique that
is especially useful for assessing high-resistivity materials such as SI GaAs (see, Blood
and Orton (1992) for discussions of this and other electrical assessment techniques).
Two Ohmic contacts are placed on the sample. After optical filling of the traps at low
temperature and at zero applied bias, the temperature is increased at a constant rate with
the GaAs under bias and with a sensitive current meter in series with the voltage supply.
The current in the external circuit shows a series of peaks corresponding to trap emptying,
the deeper traps requiring higher temperatures before they can contribute. This technique
is sensitive (10!* cm™3) and can be semiquantitative. It cannot, however, show whether a
deep level is an electron or a hole trap, because the emptying of either will produce the
same external current. A typical TSC spectrum from a sample of SI GaAs is shown in
Fig. 2.15.

A modification of TSC analyses the separate current transients that result from the
emptying of different traps. This is photo-induced current transient spectroscopy (PICTS)
and uses approaches similar to DLTS, described in the next section, Whilst TSC employs
a single filling of the traps, PICTS uses a repetitive filling procedure by pulsing the light
as the measurement proceeds. It is, therefore, more sensitive than TSC.
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Figure 2.15 TSC spectra recorded on a 350-pm thick sample of SI GaAs. The traps have been
filled by illumination with white light for 3min at 80 K. The reverse bias is 25V (Reprinted from
Martin et al., J. Appl. Phys. 51, (1980) 2840, copyright (1980) with permission from the American
Institute of Physics)

2.6.1.2.2 Conducting GaAs

Application of TSC to conducting semiconductors with ohmic contacts is impracticable
because of the high, temperature-independent, background current that would flow. How-
ever, the filling and emptying of traps is still a useful approach. If a rectifying junction can
be formed, applying a forward bias can fill traps; the subsequent application of a reverse
bias produces a depletion layer in which the traps can empty thermally. The emptying of
each trap produces a current pulse that is exponential with time so that each pulse is a
sum of several exponentials with different time constants.

Although the current in an external circuit could be used to perform the subsequent
measurement, it is easily shown that more information can be obtained from the change in
depletion-layer capacitance because this can reveal whether electrons or holes are being
de-trapped. If this capacitance change transient, also a sum of exponentials, is analyzed
by applying the ‘rate window’ concept, (Lang, 1974) the data can be presented as a
‘spectrum’ of capacitance change in that window versus temperature. This is known as
deep level transient spectroscopy (DLTS) and a typical spectrum from a sample of GaAs
is shown in Fig. 2.16.

DLTS is quantitative, giving defect concentrations, ionization energies, capture cross
sections and the identification of the type of trap (electron or hole). The labeling of the
deep levels in Table 2.2 followed the early application of DLTS to GaAs.

DLTS equipment includes a sensitive and fast capacitance meter, usually furnished by
Boonton, Inc., and a control box that applies the forward and reverse bias voltages as well as
applying the rate-window analyzer to the output. The sample must be placed in a variable-
temperature cryostat. As a rule, DLTS is controlled by a computer. Often the fabrication
of a p-n junction is inconvenient and a Schottky contact is used. Because minority carriers
cannot be introduced into a semiconductor by this means, DLTS will only be sensitive to
majority carrier traps. If minority traps are to be investigated using the Schottky-barrier
method, minority carriers must be introduced using a pulse of above band gap light instead
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Figure 2.16 Minority and majority traps introduced by high-energy electron irradiation of a sam-
ple of n-type GaAs after the fabrication of a p* — n diode. (Reprinted from Lang and Kimmerling,
1IOP Conf. Ser. No. 23 (1975) 581, copyright (1975) with permission from IOP Publishing). For
further details, see Blood and Orton, 1992, 525-596

of forward bias, optical DLTS (ODLTS). The uses of the many variations of DLTS have
been discussed by Look (1989), Schroder (1998), Blood and Orton (1992).

The sensitivity of DLTS depends on the carrier concentration, which, for standard
operation, must exceed the total deep level concentration by more than an order of mag-
nitude. Within this restriction, the sensitivity is about two orders of magnitude less than
the carrier concentration.

Although DLTS is widely used, it has a serious disadvantage; each trap produces a
wide peak and several traps of similar emission properties are difficult to distinguish. So-
called Laplace-transform DLTS has been developed to overcome this (Dobaczewski et al.,
1994). A rate window is no longer used but the transient is analyzed directly in terms of its
exponential components by applying an inverse Laplace transform to it. However, this is
demanding in terms of temperature control and the linearity of capacitance measurement.
Older techniques such as photocapacitance spectroscopy are beyond the scope of this
section but are reviewed in the books mentioned above.

2.7 IMPURITY AND DEFECT ANALYSIS OF GaAs (OPTICAL)
2.7.1 Optical analysis of defects in GaAs

For obvious reasons, analytical techniques that do not require electrical contacts to be
made to the sample or are otherwise “nondestructive” are attractive to wafer manufactur-
ers. Many of these are optical in nature. The use and limitations of LVM absorption has
been addressed in Section 2.5 and that for measuring EL2 concentrations was described
in Section 2.2.4. Other absorption techniques are of limited interest; we concentrate on
light emission, or luminescence, methods.
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2.7.1.1 Photoluminescence

Luminescence in semiconductors results from the radiative recombination of excess carri-
ers. In melt-grown GaAs, luminescence takes place via the mediation of defects (Bebb and
Williams, 1972, Dean, 1982). The energies of luminescence bands give information on the
defect structures and the intensities are related (albeit in a rather indirect way) to concen-
trations. However, the total luminescence intensity is decreased by the effects of parallel,
nonradiative recombination paths. If the excess carriers are produced optically, often by
illumination of the sample with a laser beam, the technique is ‘photoluminescence’. Exci-
tation using a beam of high-energy electrons in a SEM results in ‘cathodoluminescence’,
CL. Although the scanning ability of the SEM allows CL to map the luminescence of the
material, CL is rarely applied to GaAs.

In either method, excess carriers are produced within the top few micrometres of the
surface. However, this is not the only volume that is probed by the technique, as these
carriers will diffuse about one diffusion length, Lp, before they recombine. Lp will be
greater in material where the minority carrier lifetime is greater; in general, this will be
associated with ‘better’, more luminescent material. It follows that there are restrictions
on the spatial information that can be obtained, better resolution being obtained with
material of lower Lp. Moreover, excess carriers that diffuse to the surface are lost to the
measurement as they recombine there without emission of light. This process is quantified
by a ‘surface recombination velocity’, which is strongly increased as the temperature is
raised. PL and CL are usually performed at low sample temperature because this reduces
thermal broadening of the emission lines and reduces the diffusion of excess carriers to
the sample surface. The emitted light is passed through a high-resolution spectrometer
before detection by either a suitable photomultiplier tube or semiconductor (usually Si or
Ge) detector. A Ge detector must be cooled, although cooling of all detectors generally
results in less noise.

2.7.1.2 Low-temperature luminescence from point defects

Low-temperature luminescence from shallow acceptors often dominates the spectra of SI
GaAs, the energy of the lines being approximated by Eg — Ea where Ej is the energy of
the acceptor relative to the top of the valence band. Because E, depends on the acceptor
species, the presence of a particular acceptor can be determined. Similar luminescence
from donors is less easy to differentiate as they have similar values of Ep (where Ep
is the energy level relative to the bottom of the conduction band). Luminescence from
intrinsic deep levels is weak because recombination is mostly nonradiative. However, that
from EL2 centres can be resolved both at low and at room temperature (Martin et al.,
1980, Tajima and Iino, 1989). The situation regarding deep impurity levels, especially
transition metals often resulting from contamination, is different with strong luminescence
resulting from many. Of interest is the line due to Cu at 1.05€V that is particularly strong
and well resolved and allows this common contaminant to be detected. The PL spectra
from GaAs depend very sensitively on the method of growth, subsequent treatments and
the presence of impurities. Readers interested in this technique are directed towards the
relevant chapters of “Properties of Gallium Arsenide, III edition”, 1996.
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2.7.1.3 Room-temperature luminescence measurements

The broadening effects of temperature and the increased influence of the surface greatly
reduces the use of room-temperature luminescence as an analytical tool. However, if
mapping of emission properties across a whole wafer is to be attempted, measurements
at room temperature are often attractive because of its relative ease compared to low-
temperature studies. It is then a truly nondestructive method giving spatial information
of surface properties (that control the surface recombination velocity) and it is often used
for assessing substrates and their uniformity (see Fig. 2.17). A review of these techniques
has been given by Miner and Moore (1996).

2.7.1.3.1 Mapping of surface properties

The surface quality of GaAs substrates is critical to successful epi-growth. Manufacturers
perform special cleaning and oxidation procedures to ensure reproducible surface properties,
those being suitable for immediate epi-growth being supplied as ‘epitaxial-ready’. A valu-
able check on these properties is scanning PL as changes to the surface result in changes
to the surface recombination velocity. Of course, this assumes that the material is well
annealed and that residual nonuniformities in point-defect concentrations do not otherwise
affect the recombination kinetics, a situation that is never fully achieved. There is no need
for a spectrometer in this measurement as the total PL efficiency is altered by the surface
and, in any case, PL line widths are thermally broadened. Collection of all the luminescence
means that a relatively large signal is detected giving a large increase in the measurement
rate. Small-scale structures are often associated with residual volume nonuniformities (see,
for example, Oda et al., 1992) whilst large-scale effects are most often due to polishing and
subsequent contamination of the surface (Skromme et al., 1987). A room-temperature PL
map of a commercial 3-inch diameter SI GaAs wafer is shown in Fig. 2.17.

Another nondestructive approach for the assessment of the crystalline quality of the
near-surface region of a wafer is X-ray diffraction, normally double-crystal X-ray diffrac-
tion, DXD. X-rays are emitted from a tube and then ‘conditioned’ by diffraction from a
first crystal of high structural quality GaAs. The radiation is then diffracted again by the
sample, which can be tilted to move it in and out of the diffraction condition. This results
in a ‘rocking curve’ that contains information about lattice strain. The diffracted X-rays
are detected by either a scintillation counter or semiconductor detector.

For reviews of these techniques, see Tanner and Bowen, 1980 and Tanner, 1988.

Spatial mapping of the rocking curves from substrates to map changes in lattice constant
and residual strain is possible, as the rocking curves are simple. An example of a rocking
curve from a sample of VGF GaAs is shown in Fig. 2.18.

2.8 CONCLUSIONS

Undoped SI and n*-type GaAs represent the two forms of commercial melt-grown GaAs
now supplied in bulk to industry.

In this chapter we have presented the commercially important methods of GaAs growth
and the physical and chemical means by which they are contaminated by both intrinsic
and extrinsic defects. We have introduced some important techniques for the assessment
of these materials and have tried to give a feel for the advantages of each.
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Figure 2.17 (Plate 1) A room-temperature PL map of an unannealed, undoped VGF
showing evidence of dislocation cell structure (Courtesy of Wafer Technology plc, Ul
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Figure 2.18 X-ray rocking curve from a VGF, Si-doped GaAs wafer. In addition to a narrow
rocking curve, such material also exhibits a low EPD (Courtesy of Wafer Technology plc, UK)
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3.1 INTRODUCTION

Bulk crystal growth encompasses a wide variety of physical phenomena that occur over
a vast range of length scales, making it among the most difficult of industrial processes
to model. On a macroscopic scale, ranging from millimeters to meters, transport of heat,
mass, and momentum is always important. At a mesoscopic scale, ranging from tens of
nanometers to tens of micrometers, the crystal melt or crystal solution interface can exhibit
hillocks, steps, or other structures even though it may appear macroscopically smooth.
Mesoscale structure also occurs within the crystal in the form of grain boundaries or
extended defects, and even within the melt, where structured complexes of molecular
species sometimes appear. At a microscopic scale of nanometers or less, the fundamen-
tal mechanisms by which atoms or molecules are incorporated into the growing crystal
ultimately determine its final structure.

Bulk crystal growth also encompasses a vast range of time scales. The longest of these
is the time of growth, which can range from hours to months, depending on the type
of crystal and the system used to grow it. Heat, mass, and momentum transport each
have a characteristic time scale, depending on the dominant mechanism of transport and
the physical properties of the system. If diffusion dominates transport, these time scales
typically range from minutes to hours. Within the solution or melt, however, convective
transport usually dominates, and the transport time scale is typically reduced to seconds
or less. Phenomena occurring at mesoscopic length scales, such as morphological insta-
bilities, typically evolve over time scales that are comparable to transport time scales.
Atomistic events important in bulk growth range from the rate of incorporation of atoms
into a solidification of an interface, occurring over time scales on the order of milliseconds
or less, to much longer times associated with concerted action, such as nucleation events.

A model that includes all these physical phenomena, spanning at least nine orders of
magnitude of length and time scales, is far beyond the capability of today’s computers.
Moreover, even if the computing capability were available, the existing state of theory
remains inadequate to build a comprehensive model of bulk crystal growth. This obser-
vation motivates the essential need to formulate a model that includes enough physics
to make realistic, usable predictions, yet that is simple enough to remain tractable with
today’s tools. Model realism and tractability are easy enough to define and evaluate, but
the notion of model usability depends greatly on purpose.

In the case of bulk crystal growth, the greatest purpose that modelling can serve is
to directly connect processing conditions to final outcome. Since bulk crystals usually
are incorporated into electronic, optical, or optoelectronic devices, final outcome is most
often measured in terms of the crystal properties relevant to these devices. These crystal
properties are in turn determined by the chemical composition and structure of the crystal,
particularly the types and distributions of various crystalline defects. A significant body
of theoretical and empirical knowledge exists that connects material properties to the
distribution of crystalline defects and chemical composition, but this aspect of the problem
lies outside the scope of crystal growth modelling, and therefore outside the scope of this
chapter. Thus, for the crystal-growth modeller, the ultimate task is to connect processing
conditions to the morphology, chemical composition, and defect structure of the crystal.

Macroscopic transport phenomena always have an important effect on the microscopic
structure of bulk crystals. Indeed, the most difficult problem remaining in crystal-growth
modelling is to forge a direct connection between the macroscopic and microscopic realms.
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Usually those who focus on one realm borrow information gleaned from the other realm
to provide guidance in constructing a useful model, but adequate tools simply do not
exist to create a model that completely integrates the two realms. By far the greatest
progress has been made in transport modelling, although advances are being made piece-
meal across the spectrum of microscopic phenomena. A few recent studies have partially
integrated macroscopic modelling with microscopic phenomena to tackle problems of
predicting growth morphology in melt growth [1-4] and solution growth [5, 6], and in
predicting point-defect generation and transport [7, 8] in silicon growth. In most cases,
however, modellers have focused on macroscopic transport, relying on criteria derived
from simple theories or experimentally derived heuristics to infer outcomes with regard
to crystal structure.

Although it is possible to restrict the scope of modelling to the macroscopic realm and
still obtain valuable information, this approach generally requires that we somehow distill
the physics of phase transformation to a continuum representation, which typically takes
the form of boundary conditions to be applied at the growth interface. This approach
works well for many systems, particularly melt-growth systems in which growth is not
kinetically limited. In such systems a continuum model makes it possible (at least in
principle) to accurately determine temperature distribution, flow structure, interface shape,
and chemical composition of the crystal. The situation is more complicated in solution-
growth systems, which are always operated far from equilibrium. Nevertheless, with
some knowledge of crystal-growth habit it is possible to model many important aspects
of solution-growth systems using a continuum representation of the interface.

Even restricting a crystal-growth model to a continuum representation of phenomena
occurring at macroscopic length scales may not be enough to guarantee model tractability,
however. The hydrodynamics problem alone can be daunting. Flow usually exhibits steep
boundary layers, is often time dependent and three-dimensional, and in some cases is
turbulent. Hydrodynamics is often coupled to the heat-transfer problem, further compli-
cating matters. Modelling of radiation poses a particular difficulty in melt-growth systems,
owing to the complicated geometries typical of crystal-growth furnaces, and the inherent
complexity of radiation heat transfer. Heat transfer is usuvally less important in solution-
growth systems, but here the appearance of very thin concentration boundary layers at the
crystal solution interface can make the mass-transfer problem nearly intractable. To these
difficulties we add the complication of a geometry that continuously changes with time,
due to the phase transformation of material that defines growth. This moving boundary
aspect of the problem dominates crystal-growth modelling in many respects, and thus will
be an important focus of this chapter.

3.2 PRESENT STATE OF BULK CRYSTAL GROWTH
MODELLING

Prior to the 1980s nearly all crystal-growth modelling consisted of analytical and semian-
alytical models. These early models provided great insight, but, nevertheless, were highly
limited in scope and utility, and no attempt at a review is made here. The 1980s witnessed
a flowering of computer-aided analysis of bulk crystal growth, aided by rapid advances
in computing hardware. Much of this work is summarized in a review article by Brown
[9]. A rapid expansion of commercial software for computational fluid dynamics and
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transport phenomena also occurred during this time, allowing nonspecialists to try a hand
at modelling. By the end of the 1980s, continuum transport modelling had reached a state
where it was routine to solve stationary problems in two space dimensions that included
coupled fluid dynamics, heat and mass transport in moderately complicated geometries,
for multiphase problems in which the location of the crystal/melt interface position was
determined in a self-consistent manner. Developments proceeded apace and within a few
years it became feasible to integrate a time-dependent transport model for growth of
an entire crystal. Around this time the first significant calculations of three-dimensional
transport phenomena also began to appear.

The mid-1990s was a period of great optimism that accurate three-dimensional calcu-
lations, including time-dependent phenomena, would soon also become routine. This has
not been the case, however, and in the past few years there appears to have been a slowing
of developments in this area. We attribute this slowdown to three factors, none of which
had been anticipated: greater difficulty and overhead in solving three-dimensional prob-
lems than expected, disappointing developments in computing hardware, and a surprising
lack of progress in algorithm development for solving large sets of algebraic equations. At
every stage, ranging from grid generation to visualization, modelling of three-dimensional
phenomena has proven exponentially more difficult than for two-dimensional phenomena.
This difficulty is also tied in part to slow improvement in usability of the basic tools for
development of parallel-computing applications. Several paradigms for parallel-computing
development have come and gone, as well as several specialized machine architectures,
making it difficult for all but the most determined of developers to keep up with changes.
Although the Message Passing Library (MPI) interface has matured into something resem-
bling a portable standard for parallel-code development, a large burden remains on the
user to carefully and laboriously design algorithms that are suitable for parallel plat-
forms. Common numerical methods used in computational transport phenomena do not
parallelize easily, and the ideal of a compiler that can automatically and effectively par-
allelize a typical serial code simply has not emerged. Aside from these issues of usability
of parallel-computing platforms, even the advance of sheer computing power has been
slower than anticipated. Parallel-computing machines have proven an order of magnitude
more expensive to build and maintain than was believed a decade ago. This reality, cou-
pled with significant economic problems experienced by supercomputer makers in the
post-Cold War era, has resulted in limited availability of clock cycles for many users of
these machines, further hampering progress.

Although the issues just described have slowed progress, none has been as trouble-
some as the lack of a much-needed breakthrough in practical methods of solving very
large sets of algebraic equations of the kind encountered in computational transport. His-
torically, direct methods based on variants of Gaussian elimination have proven practical,
robust, and efficient for two-dimensional calculations on serial machines, to the point
where the vast majority of two-dimensional problems can be solved with ease using
cheap personal computers. Direct methods do not scale well to the sizes required for
three-dimensional problems [10], however, making it necessary to use iterative meth-
ods [11]. Iterative solvers have two major advantages over direct solvers for solving
three-dimensional problems: they are much easier to parallelize, and generally require far
less memory to run [12]. Unlike direct methods, however, iterative methods have failed
the requirement of robustness: for transport modelling in crystal growth in particular,
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significant nonlinearity due to convective transport greatly slows, and sometimes com-
pletely halts, convergence to a solution. The key issue is preconditioning of the matrix
that describes the set of equations [11]. To date, the robustness of preconditioners has
been correlated to complexity, to the point where the most robust preconditioners often
resemble direct solvers [13].

We do not wish to sound overly negative about prospects for the day when it is
routine to solve three-dimensional problems in bulk crystal growth. We believe that the
slowing of development in parallel-computing platforms is of only minor consequence
compared to the critical role of solution algorithms. The emergence of MPI seems to
have stabilized developments in parallel-code development, and although it appears that a
breakthrough all-purpose preconditioner remains over the horizon (and perhaps never to
be found), there has been steady and substantial progress in this area in recent years [13].
The state of commercial tools for visualization of solutions is excellent in our view, and
we see no fundamental difficulties blocking further development of usable tools for grid
generation. We believe that maturation of robust and efficient preconditioning techniques
will be the limiting factor, but expect these developments to continue at a rate such that
three-dimensional calculations are routine and accurate within the next decade.

3.3 BULK CRYSTAL GROWTH PROCESSES

A great variety of processes are used to grow bulk crystals from melt or solution. Brown
[9] has observed that melt-growth methods can generally be classified as one of two types:
confined or meniscus-defined growth. Common examples of confined growth methods
are vertical and horizontal Bridgman (VB and HB) and vertical gradient freeze (VGF).
Common examples of meniscus-defined growth methods are Czochralski and float-zone.
Solution-growth methods usually consist of a seed crystal fully immersed in a vessel
of solution, the temperature of which is gradually lowered to maintain supersaturation
as solute is depleted (an interesting exception to this approach is the travelling heater
method (THM) [14], which in some respects resembles confined melt-growth methods).
Solution-growth methods are generally simpler to implement than melt-growth methods,
but in some respects are more difficult to model for reasons discussed below. It is also
possible to grow bulk crystals from the vapor but not commonly done due to low growth
rates. Modelling of vapor growth of bulk crystals is reviewed in [15]; we neglect the
subject here.

To limit the scope of this work we focus on the three systems shown in Fig. 3.1:
(a) vertical Bridgman, (b) Czochralski, and (c) solution growth with agitation.! Each of
these systems is discussed below with respect to proper formulation of the equations
that govern continuum transport phenomena, with particular attention paid to formulation
of the moving-boundary problem. Sample calculations drawn from our research will be
used to demonstrate state-of-the-art capabilities for modelling transport phenomena in
these systems. Brief consideration will also be given to the direct modelling of crystal
morphology, for example facet formation in kinetically limited melt growth and step-train
dynamics during solution crystal growth, to illustrate recent progress in this area.

! The melt-growth systems depicted here are generic, whereas the solution-growth system is a specific technique
developed by Bordui and Motakef to grow KTP [16].
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3.4 TRANSPORT MODELLING IN BULK CRYSTAL GROWTH

Computer modelling of fluid dynamics, heat and mass transport has often been described
as an art’ as well as a science, to acknowledge the seemingly endless difficulties that
arise in the application of numerical methods to this subject. Although numerous choices
of highly developed commercial software exist for modelling of transport phenomena,
on account of these difficulties none of them can be used blindly with much success,
a situation that is likely to persist well into the future. Overcoming these difficulties
requires a minimum of two core competencies. One is a thorough grasp of the funda-
mentals of continuum transport phenomena. The other is a general understanding of the
numerical methods that are used to discretize and solve the governing equations of trans-
port phenomena. For the truly serious modeller the need to engage in code development
requires additional competencies, including knowledge of modern computer languages and
parallel-computing architectures, as well as a solid grounding in at least one numerical
method for discretization of partial differential equations.

Continuum transport modelling at macroscopic length scales is the most highly devel-
oped aspect of crystal-growth modelling and much has already been written on the subject.
The seminal treatise on the general subject of transport phenomena is the textbook of
Bird et al. [18], which fulfills an essential role as reference material for the equations
governing continuum transport phenomena. At least one book devoted to modelling of
‘transport phenomena specific to crystal growth has been published [19], featuring chapters
by different authors writing on various topics. A number of chapters on the subject can
be found within other works, including a general introduction to the subject by Derby
[20], an extensive review of convection in melt growth by Miiller and Ostrogorsky [21],
and some more recent accounts of specific topics in crystal-growth modelling [22-24].
Although fifteen years old now, the review article by Brown [9] remains remarkably
current in many respects and is essential reading for anyone contemplating modelling.
The forthcoming review article by Lan [25] will provide a much needed update on recent
progress in crystal-growth modelling. Of particular note are the proceedings of the occa-
sional Workshop on Modelling in Crystal Growth [26—28]. These workshops have been
immensely successful at bringing together leading crystal-growth modellers from around
the world, and their proceedings provide an indispensable resource for tracking the state
of developments in modelling of bulk crystal growth.

3.4.1 Governing equations

Since so much has already been written on transport modelling in crystal growth we
merely summarize the governing equations commonly used for this purpose. Towards
this end Table 3.1 defines the nomenclature used throughout Section 3.4, Table 3.2 shows
governing equations of mass, momentum, and energy transport, and Table 3.3 lists some
typical boundary conditions. These equations are based on a number of unstated assump-
tions and by no means are they universally applicable to bulk crystal growth, but in the
majority of circumstances they provide an accurate and rigorous account of transport. The

2 Maroudas {17] has recently suggested that modellers be referred to as artisans, rather than artists, with the
connotation of highly skilled craftsmanship rather than pure creativity.
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Table 3.1 Nomenclature for Section 3.4

BULK CRYSTAL GROWTH OF E, O, AND EO MATERIALS

Symbol Description Units

a absolute acceleration of reference frame length/time?

B magnetic field mass/(charge x time)

c species concentration mass/length®

Ceq equilibrium solubility mass/length?

Co species concentration reference value mass/length?

Cp heat capacity energy/(mass x degree)

D diffusion coefficient Iength?/time

D, diffusion coefficient in crystal length?/time

Dy diffusion coefficient in melt length?/time

F body force per unit volume mass/(length? x time?)

g gravitational acceleration length/time?

g gravitational acceleration vector length/time?

h heat-transfer coefficient energy/(length? x time x degree)
H mean curvature length™!

Hy enthalpy of fusion energy/mass

| identity tensor —

k thermal conductivity energy/(length x time x degree)
k thermal conductivity of melt energy/(length x time x degree)
ks thermal conductivity of crystal energy/(length x time x degree)
ka thermal conductivity of ampoule/crucible energy/(length x time x degree)
kg Boltzmann constant energy/degree

K partition coefficient —

L characteristic length length

n outward normal unit vector —

)4 pressure mass/(length x time?)

Da ambient pressure mass/(length x time?)

q: radiant heat flux at surface energy/(length® x time)

r position vector length

t unit tangent vector —

t time time

T stress tensor mass/(length x time?)

T temperature degree

T; temperature profile of furnace degree

T; growth-interface temperature degree

Tn equilibrium melting temperature degree

7, reference temperature degree

v velocity length/time

Vb velocity of boundary length/time

Va velocity of melt crystal interface length/time

B thermal compressibility of melt degree™!

Bs solution expansivity of melt length®/mass

Biin kinetic coefficient length/time or length/(time x degree)
y capillary coefficient force/length

Yo surface tension at reference temperature force/length

dy/dT thermal variation of surface tension force/(length x degree)

dy/dc compositional variation of surface tension force x length?/mass

£ emissivity of ampoule/crucible —
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Table 3.1 (continued)

Symbol Description Units

w dynamic viscosity mass/(length x time)
g chemical potential energy

& thermal boundary condition parameter —
o1 liquid density mass/length’

Po melt density at reference temperature mass/length?

Os crystal density mass/length?

o Stefan—Boltzmann constant energy/(length? x time x degree*)
O supersaturation —
@ phase-field —
L2 electric potential force/charge

@ rotation rate rad/time

@ rotation-rate time derivative rad/time?

Table 3.2 Conservation equations for bulk crystal growth from liquids

Type Form Conservation equation
Mass Constant density V.v=0 3.1
Momentum Incompressible 0,(OV/t +V-V¥)—V.T =
Navier—Stokes 0o8[1 — B(T — T,) + Bs(c — )] +F(¥,x, 1)* 32)
where T = —pl + (Vv + (VV)T)
Energy Convective-diffusion PoCp(@T /3t +v-VT)=V- (k VT) 3.3)
Species Convective-diffusion dc/ot +v-Vec=V-(DVc) (34

TBoussinesq approximation for slightly compressible liquids.
*General body-force term.

principle assumptions behind these equations are that the fluid is only slightly compress-
ible, its flow is Newtonian, and energy and species transport is dominated by forced- or
natural-convection effects, rather than diffusion-induced flow. These assumptions are usu-
ally valid for bulk crystal growth from the melt. The situation is not so clear in solution
crystal growth, where conditions are often nearly isothermal and forced convection is not
always used. In this case diffusion-induced convection can be important, particularly at the
growth interface. Also, Fick’s first law of diffusion, used to derive Equation (3.4), might
not be accurate in ionic solutions due to charged transport effects. Caution is warranted
under these conditions, therefore.

The equations in Table 3.2 are written for a single phase. Crystal-growth systems
always have at least two phases (crystal, and melt or solution), but often more, in which
case the equations are applied to each phase using physical parameters appropriate to the
material of that phase. Thus it is to be understood that the physical properties and field
variables have an implicit index denoting the material of each phase. Also, if there are
more than two chemical species of interest, Equation (3.4) has an implicit index denoting
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Table 3.3 Common boundary conditions

Equation Type Boundary condition

Momentum  No-slip v—n-v)n=V,—(n-Vy)n (3.5)
Momentum  No-penetration n-v=mn-V, (3.6)
Momentum  Penetration’ n-v=n-[Vy,+ Va1 — ps/01)] 3.7
Momentum  Capillary n-Th=n T+ (3.8)

[vo + (dy/dTY(T — T,) + (dy /dc)(c — ¢,)]2Hn+
(| —=mn) - [(dy/dT)VT + (dy /dc)Vc]

Energy Latent heat' n-(—kVT|, +kVT|s) = p;Hrn-Vy 3.9

Energy Furnace* N (—kVT) = i(T — Ty (x, 1)) +oe(T* = T{(x,1))  (3.10)
Species Partitioning cls = Kc|; 3.11)
Species Segregation® n-(—=D\Ve|;, + DVelg) = —(K — p/p1) ¢l m- Vg (3.12)

TSolidification velocity V) is measured in reference frame of stationary crystal.
*T¢ is furnace temperature profile specified external to domain.

each species® (for a more detailed presentation of the equations for the general multiphase,
multispecies situation, see [30]).

The momentum balance in Equation (3.2) includes several contributions to the body
force. Forces due to thermal and solutal buoyancy are written explicitly in terms of the
Boussinesq approximation, which is standard for slightly compressible liquids. To this we
add a general body-force term F(v, x, ¢), which may have contributions from a variety
of effects. These include use of a noninertial reference frame, discussed in Section 3.4.5,
and application of a magnetic field to a conducting liquid, discussed in Section 3.4.6. It
should be noted that the Boussinesq approximation does not include inertial effects that
can arise in certain systems, for example high rotation rates at low gravity [31, 32]. Lee
and Pearlstein [32] generalize the Boussinesq approximation to include centrifugal effects
for a set of equations written in a rotating reference frame, but the same result can be
obtained to first order by applying a variable density throughout Equation (3.2) rather
than simply in the body-force terms. Arguably there is no reason to not do this when
using numerical methods, since the Boussinesq approach of using a variable density only
in the body-force term is a legacy of classical methods of analysis.

The equations in Tables 3.2 and 3.3 are written in dimensional form. The equations
are easier to interpret and to solve when the variables are scaled to order one, so it is
customary to nondimensionalize the equations by scaling each of the variables with a
characteristic quantity. Many different dimensionless forms of the equations are possible
in models of bulk crystal growth, and many dimensionless parameters can appear (Brown
[9] identifies thirteen dimensionless parameters relevant to crystal growth). For example,
in buoyancy-dominated flows there is no obvious characteristic velocity and a few different
choices are in common use. One example is v, = k/pC, L, which leads to the following

3 To apply Equation (3.4) to multiple species implies pseudobinary transport, which, strictly speaking, is valid
only for dilute species. Nondilute multispecies transport can be modelled using either the Stefan—Maxwell
equations or Fick’s law of multicomponent diffusion [18], but this is rarely done because little information
is available on multicomponent diffusion coefficients. For an example of modelling multicomponent species
transport in melt crystal growth, see [29].
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dimensionless form of momentum equation:
(0v/3t +Prly . Vy) — V. T =Ra(T — )g (3.13)

where Pr = uC,/k and Ra = p?>C,gL3BT,/uk. Another velocity scaling, v, = /BgLT,,
is suggested by the solution to the problem of a vertical heated plate in an infinite bath.
This choice yields the dimensionless form:

(@v/3t +VGrv-Vv) = V- T = V/G(T — g (3.14)

where Gr = Ra/Pr. Other forms are possible, for example setting the characteristic velocity
using the rotation rate of the crystal or crucible in systems where rotational effects are
dominant. Here we avoid discussing dimensionless forms in detail, only making the point
that there is no unique best scaling. It is necessary to apply thought and experience to
determine the best characteristic scalings for a given situation.

3.4.2 Boundary conditions

The boundary conditions in Table 3.3 cover most situations likely to occur in bulk crystal
growth (some obvious conditions have been omitted from the table, for example matching
and symmetry conditions). The equations are written in a general three-dimensional form
with surface directions indicated using only the unit normal vector n and identity tensor |,
to avoid defining tangent directions. The unit normal points outward by convention. For
two-dimensional problems it is convenient to use a tangent vector, in which case some
obvious modifications apply to Equations (3.5) and (3.8). All variables are written with
respect to the computational reference frame except for the solidification velocity, Vy,
which is measured in the reference frame of the stationary crystal. The velocity Vy is
a rigid boundary motion that can include both normal and tangential components. The
computational frame may translate at an arbitrary velocity with respect to the laboratory
frame, so care must be taken to note that V, may have a contribution due to translation
of the reference frame in addition to contributions from motion of the boundary within
the reference frame.

In many cases simplifications to these boundary conditions will be applicable. For
example, the right-hand side of the no-slip and no-penetration conditions will be zero
wherever rigid boundaries are stationary with respect to the reference frame. The two
conditions taken together are often referred to singly as the no-slip condition, writter
in vector form v = Vy, but we separately identify the vector components because there
are situations in which it is appropriate to specify only one component. An example is
at the growth interface in melt-growth systems in which there is a change of density
upon solidification: here the no-slip condition is applied, but the no-penetration condi-
tion is replaced by Equation (3.7), which we call the penetration condition. Note that
Equation (3.7) reverts to the no-penetration condition if the solid and liquid densities are
equal.*

*1t is occasionally misunderstood that the proper boundary condition for the equal density case is n - v = 0 when
solving the problem in a reference frame fixed with the crystal. The notion that movement of the interface causes
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When a free boundary between a gas and a liquid is present, for example in
meniscus-defined growth, it is necessary to account for the effects of interfacial tension.
Equation (3.8) represents the force balance at the interface: the normal component
accounts for capillary pressure and the tangential component accounts for stress caused
by the surface tension gradient (known as the Marangoni effect). The condition is often
simplified by assuming that the stress induced by the gas phase is negligible. In this case
the momentum balance in the gas phase is discarded and the stress term m - T, is set equal
to an ambient pressure (denoted p,, often simply zero). A tangential stress n- T|g can
also can be induced by an RF field for electrically conducting melts [33]. When solving
a free-boundary problem it is also necessary to apply Equation (3.6), which acts as a
constraint that determines the location of the free boundary in a self-consistent manner
(in this context it is usually referred to as the kinematic condition). When Equation (3.6)
is used in this way, V,, is unknown and must be calculated as part of the solution. It
is worth noting that confined melt-growth systems, e.g. Bridgman systems, often have a
free boundary between the melt surface and a gas-filled head space, so to be rigorous
the capillary and kinematic conditions should also be applied here. But it is usually
reasonable to assume that gravity keeps this free boundary nearly flat, in which case the
normal momentum balance is automatically satisfied and only the tangential component
of Equation (3.8) is applied.

3.4.3 Continuum interface representation

The manner in which the growth interface is represented is a central feature of bulk crystal
growth models from both a physical and a numerical point of view. At its simplest this
can mean using an assumed shape, which might for example be based on the known
growth habit of a given crystal. But a self-consistent growth model requires that the
interface geometry be computed as part of the solution to the transport problem. Doing
this requires a model that can describe the shape or velocity of the interface, at least on
a macroscopic scale, but there does not appear to be a unique model for this purpose.
Both ‘sharp’ and ‘diffuse’ methods have been used to represent interfaces in continuum
models of solidification. Strictly speaking, sharp-interface methods are those in which the
continuum governing equations treat the interface as a surface of zero thickness across
which physical properties are discontinuous. Conversely, diffuse methods are those in
which the continuum governing equations treat the interface as a region of finite thickness
across which physical properties vary rapidly but continuously from one bulk value to
the other.

For a sharp-interface model of melt growth, the normal velocity of the growth interface
can be represented in terms of a thermodynamic driving force, an undercooling AT:

n-Vy= ﬂkinAT 3.15)

flow seems to stem from confusion with the oft-solved problem of an infinitely long system in a reference frame
that moves with the interface. But in the equal-density case the liquid simply freezes in place, and therefore
no flow is induced in the reference frame fixed with the crystal. When the densities are not equal the situation
is more complicated, because there is a net gain or loss of volume proportional to ps/0; — 1. Should the solid
be denser than the liquid, for example, the melt will translate towards the crystal as a whole to accommodate
the loss of volume.
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where fi;, denotes a kinetic coefficient, and AT is usually written in terms of some
variant of the Gibbs—Thomson relation at the interface, for example [34]:

AT =T, — T, (1— 14 H) (3.16)
pst

where T; is the interface temperature, 7;, is the melting temperature of a planar inter-
face, y is a capillary coefficient, and H is the local mean curvature of the interface.
The relation in Equation (3.15) is quite general, but is written in a form that conceals
considerable complexity. The linear form of the kinetic term is misleading because the
coefficient B, often depends strongly on interface velocity. Also, both B, and the sur-
face tension y depend on interface morphology and are often anisotropic. The anisotropic
nature of these processes can cause facetting, particularly at high growth rates or low
temperature gradients.

For an atomically rough interface the kinetic coefficient becomes large enough that
the undercooling AT goes to zero and T; = T, (1 — yH/p:Hs). Here, the rate of interface
movement is controlled by the flow of latent heat away from the interface. Capillary effects
are only important when the interface curvature is large compared to the reciprocal of the
capillary length, for example in dendritic growth. It is preferable to avoid this situation
in bulk crystal growth (although perhaps not always possible), so capillary effects are
usually neglected in bulk melt-growth models. Under these conditions Equation (3.15)
reduces to its simplest and most widely used form,

T=T, (3.17)

commonly referred to as the melting-point isotherm condition.

In certain melt-growth systems, particularly oxides, growth kinetics are important and
facetting is observed, but only recently have models been developed that incorporate
growth-kinetics-driven facetting into a continuum transport model of bulk crystal growth.
Brandon et al. [1, 3, 4] use an approach in which Equation (3.15) is solved directly as
part of the transport model, with a value of By, that varies sharply but continuously near
to singular orientations of the interface. Lan and Tu [2] use a different approach that is
more geometric in nature, in which the locations of facet planes of fixed orientation are
iteratively updated until Equation (3.15) is satisfied. These treatments represent a step
forward in the use of transport models to predict interface morphology, but come with
limitations. It is essential to use the correct form of By, Which requires that the models
be well informed by experiments. The models can predict facetting, but only apply near
to equilibrium and are unsuitable for simulating detailed evolution of unstable growth
morphologies, for example dendritic growth.

Modelling the growth velocity of a crystalline surface in bulk solution growth is much
more problematic than in melt-growth systems, since interfacial kinetics are much more
important. Here too the model must be well informed by experiments, so that the growth
habit and growth kinetics are known in a form suitable for inclusion in a macroscopic
transport model. The simplest sharp-interface representation of growth is given by:

n- Vi = Bin0e (3.18)
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where supersaturation is the driving force for crystallization. Supersaturation is defined as
oc = Aug/kpT = In(c/ceq), where A, is the change in the chemical potential between
the crystal and liquid and kg is the Boltzmann constant. The kinetic coefficient in this
expression varies strongly as a function of the detailed nature of the surface, posing great
challenges for realistic modelling. Not enough is presently known to use a model based
on Equation (3.18) to predict interface morphology in solution growth. Recent efforts [5,
6] to integrate a mesoscale model of step flow with a macroscale model of transport have
shown promise in this direction, however, as described below in Section 3.6.4.

Diffuse-interface models have been the subject of intense interest in recent years,
particularly phase-field models, the development and use of which have recently been
chronicled in a monograph by Emmerich [34]. In phase-field models the material phases
are characterized by an order parameter @ (the phase-field) that varies over an arbitrary
range (typically —1 to 1), its value at one extreme representing the solid and at the other
extreme representing the liquid. The value of the phase-field varies rapidly but contin-
vously from solid to liquid over a thin interfacial region, as do the physical properties.
To construct a phase-field model it is necessary to formulate an equation that governs
behavior of the order parameter. Models of @ are phenomenological in origin, but much
emphasis has been placed in recent years on formulation of phase-field models that are
thermodynamically consistent and that asymptotically match the sharp-interface limit,
putting these models on firm theoretical ground [34]. Diffuse-interface methods are at
greatest advantage when the interface is highly deformed or the phase topology is either
not known or subject to change. Thus these methods have become popular in recent years
for the study of morphological instability, particularly dendritic growth.

Note that the definitions of sharp- and diffuse-interface methods used here are made
without any reference to the method by which the continuum equations are discretized,
which can have a profound impact on the character and quality of interface representation.
We discuss below in Section 3.5 how, upon discretization, sharp-interface methods can
take on important characteristics of diffuse methods. Thus, although the definitions of
sharp and diffuse are unambiguous, their usefulness as a classification scheme is some-
what limited.

3.4.4 Radiation heat-transfer modelling

The equations presented here treat radiation heat transfer only in the most superficial
way: as a boundary condition (Equation (3.10)) that represents the flux of heat in terms
of an externally specified temperature profile presumed to be available as a model input.
Although this simple approach is often useful, particularly if good experimental mea-
surements of temperature within the furnace are available, it is limiting nonetheless. If it
is desired to simulate the coupling of transport phenomena within the growth vessel to
furnace heat transfer then it is necessary to consider radiation heat transfer at a significant
level of detail, for example by calculation of view factors or ray-tracing techniques. Radi-
ation heat transfer is particularly important in simulation of Czochralski systems, where
small changes in crystal and melt shape have a highly nonlinear effect on radiation [35].
For some materials, particularly oxides, internal radiation transfer can also be important
[36, 371

Several models of melt growth have been developed that include detailed calcula-
tions of furnace radiation, starting with Brown and coworkers [35, 38, 39]. Two of these
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efforts have led to commercial codes, FEMAG [40] and CrysVUN [41, 42]. An eval-
uation of these models can be found in [43]. Notably all these codes are restricted to
solving two-dimensional axisymmetric problems. Modelling of three-dimensional radia-
tion heat transfer in a crystal-growth furnace is a daunting problem, but in many cases
appears unnecessary since furnaces are usually designed to be nearly axisymmetric. Three-
dimensional flows in the melt are not uncommon, but in many circumstances convective
heat transfer is too weak to significantly affect azimuthal heat transfer outside of the
growth vessel. Circumstances that favor this situation include low Prandtl number flu-
ids (i.e. metals and most semiconductors), growth vessels made of high-conductivity
materials, large thermal mass of furnace components, or any circumstances under which
convection is weak, for example in microgravity or under magnetic suppression. Under
these circumstances it is reasonable to use an axisymmetric furnace modelled coupled to
a three-dimensional model of transport phenomena within the growth vessel [44, 45]. An
approach that has become popular in recent years is to compute a global two-dimensional
solution, the results of which are used to construct suitable thermal boundary conditions
for solving a three-dimensional transport model within the growth vessel [25, 46-49].
Although it is not possible to study three-dimensional furnace heat transfer directly using
this approach, we show in Section 3.6.3 that simple perturbations can be used to study
the effects of furnace asymmetry on transport.

The 2D-3D coupling approach just described has so far been limited to a one-way
communication of information from the two-dimensional outer problem to the three-
dimensional inner problem. The outer problem can include heat transfer within the growth
vessel at whatever level of approximation is permitted by the software (usually two-
dimensional, perhaps without convection), but cannot fully reflect the effects of convective
heat transfer within the growth vessel. It is therefore desirable to develop a more fully
coupled scheme in which information from the inner problem is used to iteratively update
the outer problem. The central issue is the matching of temperature and heat flux at
the interface between the inner and outer problems; there are two boundary conditions
only one of which can be completely matched. A logical scheme is to use a weighted
combination of the two conditions:

Ell : (kinnerVTIinner - outerVTlouter + quouter) + (1 - 5)(Tinner - Touler) =0 (319)

where & ranges from O for pure temperature matching to 1 for pure flux matching. A fixed-
point iteration can be constructed by first applying this condition to the inner problem,
then applying a similar condition (with £ and 1 — £ swapped) to update the outer problem.
It has been shown for a simple one-dimensional heat-transfer problem that the stability
and convergence of this iteration depends on the value of &; our research on the two-
dimensional case is ongoing. Note that in going from the inner problem to the outer
problem thermal data must be reduced in dimension to construct boundary conditions.
This can be done by using a weighted average:

_ Jr winTapdl
Jrwipdl
where I is the interface between inner and outer problems and wjp, is a weight func-

tion, for example standard basis functions when using the finite-element method or delta
functions when using the finite-difference method.

Tp (3.20)
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3.4.5 Noninertial reference frames

The momentum balance in Equation (3.2) is written for an inertial reference frame. Certain
problems are greatly simplified if a noninertial reference frame is used. If the momentum
balance is written in a reference frame that translates and rotates at arbitrary velocity with
respect to an inertial reference frame, it is necessary to include an apparent body force
F that accounts for the acceleration of the reference frame. For a reference frame with
absolute acceleration a and instantaneous rotation rate w:

F=p@t+woXx(@Xr+20xv+exr) (3.21)

where r and v are position and velocity in the noninertial frame. Noninertial frames
are most commonly used to study rotating systems and microgravity crystal growth. An
example is the solution-growth system shown in Fig. 3.1c. The crystal and support rotate
in the laboratory frame causing the geometry to vary with time. This problem can be
solved on a fixed geometry by adopting a reference frame that rotates with the crystal
[50, 51]. Then Equation (3.21) with a = 0 is added to the momentum balance. Another
example is crystal growth in the microgravity environment of space, where a reference
frame attached to the experiment is subject to residual accelerations that vary both in
magnitude and direction, known as g-jitter. In modelling of g-jitter effects it is common
to use F = a(¢) and neglect the rotational contributions, unless rotation is specifically
used in the experiment.

3.4.6 Magnetic fields

Use of magnetic fields to manipulate convection is an area of ongoing interest in crystal
growth and has attracted considerable attention from modellers in recent years. A general
review of magnetohydrodynamics in materials processing is given by Davidson [52].
Some examples include use of magnetic fields to suppress convection in microgravity
Bridgman experiments [S3-55], to control instability in Czochralski growth [24], and to
promote mixing in melt-growth systems [56, 57]. A typical model consists of the equations
in Table 3.2 with the Lorentz body force included in the momentum balance:

F=0(-V®+vxB)xB (3.22)

where B is the magnetic field and o is the electrical conductivity, and a scalar equation
added to determine the electric potential @:

Vip =V .(vxB) (3.23)

where it has been assumed that the magnetic field is unaffected by the flow. The equations
are straightforward to solve, but the magnetic fields cause thin boundary layers that can
be challenging to resolve numerically. The behavior of the equations can be nonintuitive
due to the complicated interaction of flow kinematics with the flow of electric current, as
discussed by Yeckel and Derby [55].
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3.4.7 Turbulence

The form of the Navier—Stokes equation given in Table 3.2 is suitable for conditions of
laminar flow. Many bulk crystal growth systems exhibit laminar flow, including float-
zone and most Bridgman systems, but turbulence is common in Czochralski systems and
in some larger solution-growth systems as well. The crudest approach to incorporating
turbulent effects is to use enhanced transport properties (e.g. viscosity, thermal conduc-
tivity, mass diffusivity) in a laminar-flow model. A more accurate picture of transport can
be obtained using a turbulence model. The Reynolds-averaged Navier—Stokes (RANS)
approach has been used most often. Robey [58, 59] used a standard k£ — &£ model to model
turbulent transport in solution growth of KDP. A variety of k — ¢ models have also been
used to model turbulent melt convection in Czochralski growth of silicon. Lipchin and
Brown [60] compared three k — ¢ models for turbulent viscosity and concluded that a low
Reynolds number form worked best. Low Reynolds number k — & models have also been
used in [47, 61, 62]. An alternative to the RANS approach is large-eddy simulation (LES)
[46, 63]. Recently, Ivanov et al. [64] have proposed a hybridized method in which RANS-
derived equations are applied in wall regions and LES-derived equations are applied in
the core region. Each of these attempts to model turbulent transport has been a mixed
success, and no clear choice of turbulence model has emerged. Given the importance of
turbulent transport to the industrial production of silicon, turbulence modelling likely will
long remain an active research area.

3.5 COMPUTER-AIDED ANALYSIS

The model equations described in the previous sections do not yield to traditional mathe-
matical methods and must therefore be studied using computer-aided numerical analysis.
There are many methods in use and to describe them all is not feasible, so in the follow-
ing sections we focus on those issues in numerical analysis that we deem of specialized
importance to crystal-growth modelling. We illustrate some of our points with examples
drawn from our experience using finite-element methods, but in most cases an analo-
gous situation or procedure applies to other popular discretization methods such as finite
volume or finite difference.

Many commercial codes exist that are devoted to solving problems in fluid mechanics
and transport phenomena, mostly based on finite-volume or finite-element methods. Two
codes specialized for crystal-growth modelling are FEMAG [40] and CrysVUN [41].
Examples of crystal-growth modelling performed using popular general-purpose codes
can be found in [58] (CFX4), [65] (FIDAP), [66] (FLUENT), and [67] (CFD-ACE). It
is not necessary for users to completely understand the numerical methods used in these
codes, but a general understanding will greatly facilitate their correct use. Even when
using commercial codes, however, it is always critical to understand the model itself, as
embodied in the equations described in Section 3.4.

3.5.1 Discretization

The first step in the numerical solution of the governing equations is to convert the partial
differential equations into a set of differential-algebraic equations (DAEs) by discretizing
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spatial derivatives. These DAEs can then be integrated in time using any one of several
standard methods. The most common techniques for discretizing the equations are the
finite-volume and finite-element methods, although finite-difference and spectral methods
are also widely used. In our work we have used both the Galerkin finite-element method
[68, 69] and the Galerkin/least-squares method [70] to discretize the equations, and a
second-order trapezoid rule [71] or the backward Euler method to integrate the resulting
DAEs. Regardless of the methods used the result is a set of algebraic equations that
must be solved at each time step. The equations are often highly nonlinear and therefore
must be solved iteratively. Our approach is to use Newton’s method, which redaces the
equations to a linear form at each iteration. Solving the linearized equations at each
Newton iteration is by far the costliest step in computational terms. As discussed in
Section 3.2, it is usunally preferable to solve these equations using a direct method based on
Gaussian elimination when solving two-dimensional problems, but it is almost mandatory
that an iterative method be used when solving three-dimensional problems. Our choice is
to use preconditioned generalized minimal residual (GMRES) method [11, 72], a Krylov
subspace projection method. Additional details on our methods and software can be found
in [12, 30].

3.5.2 Numerical interface representation

Many methods have been devised to represent phase interfaces in discretized transport
models. We cannot describe them all here, but we try to make some useful generaliza-
tions about their nature. Methods generally are of two basic types: fixed-grid methods
and deforming-grid methods. Each type has its advantages and disadvantages, and each
introduces its own complexities to constructing the discretized model. In fixed-grid meth-
ods all fields (e.g. temperature, flow, etc.) are computed on a fixed grid of computational
cells (e.g. finite elements, finite volumes). In general, the interface will pass through the
interior of cells, which introduces two complications. Cells at the interface are located
partially in each phase, which requires an interpolation of material properties within the
cells. Also, interface boundary conditions are to be applied along a curve that does not
coincide with the underlying grid used to discretize the field variables, which introduces
another interpolation of some sort. These complications are absent from deforming-grid
methods, the essence of which are to allow discretizing the interface conditions on the
same grid used to represent the field variables. In these methods the grid is deformed
so that the interface lies along the edges of computational cells everywhere. Each cell
lies entirely inside of one phase and remains in that phase (unless regridding with topol-
ogy change is needed), allowing material properties to be represented locally without
interpolation.

A fixed-grid discretization cannot directly represent the interface, which therefore must
be represented with a supplemental discretization. This can take many forms: the phase-
field [34], enthalpy [73], and level-set [74] methods all use an implicit representation of
the interface, but each has a distinct approach to the problem. The phase-field method is

- a true diffuse-interface model in which the interface is implicitly represented by the order
parameter ¢. Interfacial flux conditions arise naturally as volumetric conditions within
the interfacial zone defined by &, and physical properties can be represented in terms of
simple ad hoc functions of &. The enthalpy method resembles the phase-field method in
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some superficial respects, but is better described as a sharp-interface method discretized in
a diffuse manner rather than as a true diffuse-interface model. The sharp-interface model
results in a discontinuous enthalpy field at the phase boundary, but this discontinuity
cannot be resolved by the underlying fixed-grid discretization, so in practice the enthalpy
varies rapidly but continuously across an interfacial zone of nonzero thickness (sometimes
this region takes on physical meaning as a mushy zone). Also, it is not possible to directly
implement sharp-interface conditions using the underlying fixed-grid representation, so
it is customary to implement interfacial flux conditions as pseudovolumetric conditions
‘within the interfacial zone. In contrast, the level set is a true sharp-interface method, but as
with the enthalpy method it is not possible to directly implement sharp-interface conditions
using the underlying fixed-grid representation. Hence it holds in common with the enthalpy
and phase-field methods an artificial® smearing of interfacial flux conditions, blurring the
practical distinction between the terms sharp and diffuse introduced in Section 3.4.3.

Whereas the aforementioned fixed-grid techniques all rely on an implicit character-
ization of the interface, a host of fixed-grid methods also exist in which the interface
is tracked explicitly, for example front-tracking [75], volume-of-fluid [76], and sharp-
interface [77] methods. Since the location of the interface is arbitrary with respect to
the fixed grid it is necessary to use a discretization scheme to track the interface that is
independent of the underlying fixed-grid discretization. Then it is necessary to interpolate
material properties and interfacial flux conditions between these discretization schemes.
Thus these methods share in common with their implicit fixed-grid cousins some degree
of artificial smearing of interfacial flux conditions [78]. Udaykumar et al. [77] describe a
fixed-grid method that uses special discretization procedures to obtain second-order accu-
rate interpolation of interfacial conditions to avoid this problem, but even so the method
represents the interface position with only first-order accuracy, a common characteristic
of fixed-grid methods. Methods limited to first-order accuracy demand a high degree of
grid refinement to resolve the interfacial region.

Deforming-grid methods make it possible to achieve high accuracy with much less grid
refinement than required by fixed-grid methods, provided that the grid can represent the
interface without excessive distortion of the computational cells. Interfacial conditions and
physical properties are accurately represented, eliminating key sources of error; typically
the accuracy of the interface position is comparable to the accuracy of the underlying field
variables such as temperature. Figure 3.2 shows a comparison of the enthalpy-based fixed-
grid method of CrysVUN to the deforming-grid method employed in Cats2D [30], for a
model of GaAs growth by the VGF method. A global furnace model is included in the
CrysVUN model. Temperature data at the ampoule wall from the CrysVUN calculations
are used to construct thermal boundary conditions for the Cats2D calculations. There
is good agreement in the predicted interface shape provided the grids are sufficiently
refined, but as shown in Fig. 3.2c, the fixed-grid calculations achieve only first-order
convergence in interface position, whereas the deforming-grid calculations achieve nearly
second-order convergence with a much lower error in intetface position. Deforming-
grid methods are subject to failure in many situations, however, several of which are
illustrated in Fig. 3.3. The unexpected appearance of a phase interface (Fig. 3.3a), or
the motion of an interface around a comer (Fig. 3.3c), might in some circumstances be

3 One view is that the diffuse interface of the phase-field model corresponds to a real interfacial transition zone.
In practice it is not possible to resolve such a thin region, however, and the ‘interface thickness’ parameter of
the model is chosen based purely on numerical considerations, just as in the enthalpy method.
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Figure 3.2 Comparison of fixed-grid and deforming-grid methods for growth of GaAs by vertical
gradient freeze (VGF) method. (a) Grid for global heat-transfer calculation performed by CrysVUN
[41], with interface represented by enthalpy method (fixed grid). (b) Grid for local analysis using
Cats2D, with interface represented by deforming grid (ampoule outer-wall temperatures are provided
by CrysVUN). (c) Convergence of interface position vs. grid refinement
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Figure 3.3 Sitvations likely to cause failure of deforming-grid methods: (a) unanticipated appear-
ance or disappearance of phase interface; (b) extreme distortion of phase interface; (c) travel of
phase interface around comers or similar topological changes

viewed as mere inconveniences when using a deforming-grid method, but severe interface
distortion (Fig. 3b) is usually fatal because it becomes impossible to align the boundaries

of computational cells to the interface. In such cases it becomes necessary to resort to
fixed-grid methods.

3.5.3 Deforming grids and ALE methods

When using a deforming-grid method some means of numerical grid generation is required
to reposition nodes in a way that avoids excessive deformation of the computational cells.
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Grid-generation methods fall into two general categories, algebraic grid generation and
partial-differential-equation-based grid generation [79]. Use of algebraic grid generation,
for example the method of spines [80], has declined in favor of PDE-based methods
such as pseudosolid-domain mapping [81] and elliptic grid generation [79]. In these
methods the nodal positions (or computational cell boundaries, depending on the point
of view) are characterized by a continuous vector field x = (x, y, z), which defines a
mapping between the physical domain and a reference, or parent, domain & = (£, n, ),
for example the standard finite element. The vector field x = x(&) is obtained by solving
a system of partial-differential equations, many varieties of which have been contrived
to achieve various desired effects in grid generation. These equations can be solved in
the same parent domain & as field variables such as temperature and flow, a convenient
arrangement that simplifies algorithm development.

In the pseudosolid method, x is not computed directly, but is updated by solving a
set of PDEs for displacement 8 of a solid body undergoing deformation (usually treated
as linear elastic). Given an initial grid x, a new grid is computed from x = x, + §. We
emphasize that despite the physical basis of these equations, they are used in a purely
artificial manner here, as a convenient way to deform the grid in a controlled manner.
The method is straightforward to implement, and has the major advantage that it makes
no assumptions about the structure of the grid. A disadvantage is the strong tendency of
the pseudosolid PDEs to conserve the volume of the computational cells, a property that
can cause severe distortion of the cells if there is a large evolution in interface shape.
Pseudosolid-domain mapping is used to compute unstructured grids of tetrahedral finite
elements in the three-dimensional calculations presented in Section 3.6.3.

Whereas the pseudosolid equations are formulated in the physical domain as x = x(§),
elliptic grid-generation equations are formulated in the parent domain, namely in the form
& = &(x). This parent domain is conceived to be a regular array of uniform computational
cells, with cell edges given by uniformly spaced isocurves of &, 1, and ¢, a construction
that restricts elliptic grid generation to structured grids. A typical system of elliptic grid
equations is given by [82]:

V-D(E)-VE=0 (3.24)

where D is a diagonal tensor. Before solving Equation (3.24) it is necessary to invert it to
a form in which x is the dependent variable and £ is the independent variable, so that the
equations can be solved in the parent domain alongside the physical equations (the form
of the inverted equations {30], omitted here, is nonlinear and rather more complicated
than Equation (3.24)). The scalar two-dimensional form of Equation (3.24) is given by:

V. De(§,n)VE =0 (3.25)
V. .D,, nVn=0 (3.26)

These equations are used to compute structured grids of quadrilateral finite elements for
most of the two-dimensional calculations in this chapter. The element-size distribution is
controlled by a pair of coefficients, D and D,. The inverses of these coefficients can
be thought of as weights, w; = D, ! and wy, = Dy 1, that are equidistributed along lines
of constant £ and 7. Along a line of constant n, for example, wg dS = ¢; d§, where ¢,
is a constant and dS is differential arclength in the physical domain. Similarly, along a
line of constant &, w, dS = ¢, dy. Arclength distributions of node spacing along curves
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of £ and »n given by F(&;n) and G(n;£) can be obtained by setting Dy = 8F /3£ and
D, = 0G/dn. It is possible to avoid making explicit use of distribution functions ¥ and
G, however, by using the initial mesh x, to compute [83]:

£ ax\?  [oy\? 3s ax\? [ay\’
Df=5z=\/(£) +(a) ”"Wﬂ/(ﬁ) +(e) o

The effect of computing D¢ and D, in this way is to preserve the relative distribution of
element sizes of the initial mesh under the influence of domain deformation. A significant
consequence is that global information, namely the node-distribution functions F and G, is
replaced by local information, 3.5/3¢ and 8S/0n, which greatly simplifies implementation.
The result is a robust, parameter-free formulation that is easy to use.

When using deforming-grid methods in time-dependent problems it is important to
recognize that the time derivatives in the equations in Tables 3.2 and 3.3 are taken with
respect to the computational reference frame, whereas time detrivatives of the discretized
equations are computed with respect to the reference frame of the parent domain, which
moves locally at the velocity of the nodes. In order to evaluate the time derivative of a
scalar field f we must convert it to the frame of the parent domain [84]:

o _; XV 3.28
a;_f_x' f (3.28)

where the overdot indicates time derivatives with respect to the reference frame of the
parent domain (this procedure is similar to application of the Reynolds transport theorem).
Then the energy equation is discretized in the form (compare with Equation (3.3)):

0oCp(T + (v —%) - VT) = V - (kVT) (3.29)

where the effect of the moving grid appears as a correction to the convective velocity.
Analogous changes appear in species- and momentum-conservation equations (Equations
(3.2) and (3.4)). Because the reference frame of the parent domain is neither Eulerian
nor Lagrangian, the approach described here is often referred to as an arbitrary Lag-
rangian—Eulerian (ALE)® method [85]. Several excellent references [82, 86, 87] describe
the use of ALE methods with elliptic grid generation for solving time-dependent moving-
boundary problems in fluid mechanics.

3.5.4 A simple fixed-grid method

The observation that fixed-grid methods usually attain no better than first-order conver-
gence for accuracy of interface position, despite the considerable sophistication of some
of these methods, motivates the development of a simple technique for representing the
interface and applying interfacial conditions in solidification problems. We have devised
a simple procedure in which the transport equations are solved on a fixed grid, with each

6 Caution should be exercised to not confuse ALE methods with mixed Eulerian—Lagrangian methods, which
are a type of fixed-grid method with explicit interface tracking. In these methods the field equations are solved
in an Eulerian frame and the interface is tracked in a Lagrangian frame, hence the term mixed.
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element’ assigned to a material (with appropriate physical properties) based on whether
or not the average temperature within the element exceeds the melting temperature. The
procedure is repeated iteratively until convergence. The interface is defined implicitly by
this operation as the boundary between elements of different phases, in effect following
the line of element edges that are nearest to the true interface. Since this approximation to
the interface lies entirely along.element edges, it is natural to impose interfacial boundary
conditions using the underlying discretization (for example via the surface integrals in the
weak form of the finite-element residuals). The element-edge-interface method (EEIM)
does not require any interpolation of physical properties or smearing of boundary condi-
tions, and a standard finite-element discretization strictly conserves energy, but it is plain
to see that the approximation represents the interface position with accuracy that is no
better than first order in element size. The misplacement of the interface will result in
local errors in the application of boundary conditions and physical-property interpolation,
but these errors appear to be no worse than similar interpolation errors for any first-order
fixed-grid method. Figure 3.4a shows a comparison of this method to a deforming-grid
method, for a simple two-phase solidification problem. Interface deflection and curva-
ture is caused by a 5 to 1 thermal conductivity ratio between liquid and solid. In this
method it is natural to measure convergence by the extent to which the temperature along
the element-edge interfaces deviates from the melting temperature, in a root-mean-square
sense. Figure 3.4b shows that convergence is nearly first order by this measure, which is
consistent with first-order convergence of the spatial error.

The element-edge-interface method is useful for solving problems in which interface-
curvature effects are unimportant, and in which it is not necessary to explicitly compute the
velocity of the interface. To compute the curvature or velocity would require a smooth
representation of the interface, adding a level of complexity that blunts the appeal of
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Figure 3.4 Comparison of element-edge-interface method to deforming-grid method. (a) Interface
representation. In the EEIM simulations the interface (composed of straight-line segments) and
the melting-point isotherm are both displayed. In the moving-grid simulations the interface and
melting-point isotherm coincide. (b) Convergence of interface-temperature error vs. grid refinement
(error is defined as the root-mean-square deviation of the interface temperature from the melting
temperature)

(b)

7 Although described here in a finite-element context, an analogous procedure would be straightforward to
develop for finite-volume methods.
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Figure 3.5 Axial heat flux at phase interface: (a) schematic; (b) streamlines and interface shape
vs. time

the simple method. Computing the interface velocity to apply interfacial flux boundary
conditions (Equations (3.9) and (3.12)) can be circumvented by releasing or consuming
discrete amounts of energy or mass when an element changes its phase identity (com-
puting the production of latent heat by this method can destabilize the outer iteration;
work is ongoing to develop a scheme to improve the stability and convergence of these
iterations).

Figure 3.5 shows results obtained using the element-edge-interface method to solve a
problem that exhibits all three of the difficulties illustrated in Fig. 3.3. An AHP® growth
system [88] (shown in Fig. 3.5a) is used to grow bismuth germinate (BGO). The crucible
has a sudden expansion with a narrow lower region and a wider upper region, separated
by a sharp corner. The extreme distortion of interface shape occurs due to radiative heat
loss from the interface through a semitransparent crystal. During growth the interface
travels around a sharp corner, a change in grid topology that is not easily accommodated
by deforming-grid methods. Another change of topology occurs when an isolated region
of melt is temporarily formed at the side wall of the lower crucible when the solidification
front closes off the mouth of the lower crucible. A significant degree of grid refinement
is needed (the calculations in Fig. 3.5b used 58 600 equations), but acceptable accuracy
can be obtained at reasonable cost for two-dimensional problems. Additional details on
these calculations can be found in [89].

3.5.5 Quasi-steady-state models

Interface motion in bulk crystal growth systems is generally very slow compared to the
time scale of transport phenomena [90]. In many systems energy and momentum transport

8 Axial heat flux close to phase interface.
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undergo large transients at the start of growth, but after a relatively short time these tran-
sients decay. Subsequently the transport equations remain nearly at steady state, and the
only significant effect of interface motion relates to balances of heat or material across
the interface. This observation naturally leads to consideration of a quasi-steady-state
(QSS) model, in which the geometric position of the interface is fixed, and the steady-
state equations for transport are solved to obtain a snapshot in time. For melt growth
an assumed value of interface velocity Vy is applied to account for the release of latent
heat in Equation (3.9). After sufficiently long time, Vq reaches a constant value equal to
the translation rate of the furnace relative to the growth vessel, under which condition
the QSS model is valid. From a computational point of view, this approach is expedient,
since one need only solve a set of nonlinear algebraic equations for the model rather than
a set of time-dependent DAEs.

After the initial transients of the transport equations have decayed, there is an inter-
mediate stage of growth during which the interface velocity is far from its final value
and the conventional QSS model is not valid. Virozub and Brandon [91] have developed
a method intermediate between the QSS model and a fully time-dependent model that
extends the QSS model to this intermediate stage of growth. The method consists of an
outer iteration that starts with an assumed interface velocity. The QSS model is solved
twice within each iteration, at two slightly different positions relative to the furnace. The
interface positions provided by these two solutions are used to compute the interface
velocity by finite differences. The iteration is repeated using the updated interface veloc-
ity until the procedure converges. Brandon and Virozub outline conditions under which
the method is accurate and show that the method can be used to extend the QSS model
to considerably shorter growth times in many systems. For two-dimensional problems, it
is by now quite fast to solve the fully time-dependent model using almost any computer,
which reduces the attraction of the method. A much greater benefit is expected when
solving three-dimensional problems, however.

The situation with species mass conservation in melt growth is somewhat different
from that for energy and momentum conservation. During melt-growth processes, energy
and momentum are exchanged between the system and the surroundings, but from the
standpoint of mass these are closed systems. The effect of partitioning (Equation (3.11))
is to cause either a progressive enrichment or depletion of a species from the melt dur-
ing growth under most conditions. Thus mass transfer is inherently time dependent in
these systems. To formulate a solvable QSS model of segregation, it is necessary to add
material to the melt to compensate for depletion of a partitioning species (or remove it
to compensate for accumulation). The usual practice for doing this is to imagine that the
melt within the computational domain communicates with a far-field condition at uniform
concentration [92]:

n- D\Ve|, = —Vy(c —¢,) (3.30)

where Vg is the QSS interface velocity (usually the furnace translation rate) and ¢, is the
far-field concentration. This boundary condition applies to long growth vessels in which a
well-mixed region at the far-field boundary is isolated from the influence of the interface
region. Xiao et al. [93] discuss issues with the validity of this boundary condition when
these assumptions do not hold. The QSS segregation model can predict radial segregation,
but only under conditions of no axial segregation, a significant restriction.
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3.6 MODELLING EXAMPLES

We present here a number of examples taken from our research chosen to illustrate
some of the finer details of crystal-growth modelling not covered in Sections 3.4 and 3.5.
The first example is a model of the ribbon-to-ribbon process, a meniscus-defined growth
system for producing photovoltaic silicon. This problem is used to demonstrate two con-
straints that are commonly applied to meniscus-defined growth systems: the wetting-angle
constraint and the global-mass constraint. The next examples are axisymmetric and three-
dimensional models of vertical Bridgman systems for growth of cadmium zinc telluride.
One is a study of accelerated crucible rotation, a three-dimensional axisymmetric prob-
lem that has three velocity components but that requires discretization in only two space
dimensions. In the other we couple a global furnace model, solved using CrysVUN, to a
three-dimensional model of melt convection to study various situations in which a vertical
Bridgman system can deviate from axisymmetric behavior. The final example illustrates
an approach that combines macroscale transport modelling with mesoscale simulation of
crystal morphology to study step-train dynamics in layer-by-layer growth of KTP.

3.6.1 Float-zone refinement of silicon sheets

The ‘ribbon-to-ribbon’ (RTR) process for sheet growth of silicon [94] is a method used to
produce low-cost silicon for photovoltaic applications. The method is illustrated schemati-
cally in Fig. 3.6a. A polycrystalline film is scanned by a laser or other focused heat source
to form a narrow molten zone, behind which a large-grained silicon crystal is grown. The
RTR process bears a strong resemblance to the float-zone process for refinement of cylin-
drical ingots [9]. The key difference is that the RTR melt zone is two orders of magnitude
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Figure 3.6 Ribbon-to-ribbon process: (a) schematic; (b) growth angles and wetting-linc locations
under dynamic conditions. (Reprinted from Yeckel et al., J. Cryst. Growth 135 (1995) 51, copyright
(1995) with permission from Elsevier Science)
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smaller than in float-zone growth, due to which gravitational effects are greatly reduced
and meniscus shape is controlled by capillary forces. From a modelling standpoint the
RTR process also shares important features of Czochralski modelling as discussed below.
We describe here a model of RTR growth developed by Yeckel ef al. [95], focusing on
key model-formulation issues that are common to meniscus-defined growth systems. A
similar model has also been developed by Lan [96, 97]) to simulate float-zone growth of
tube crystals.

It is easiest to solve this problem in a reference frame that is fixed with respect to
the heater. The melt is nearly stationary in this frame, which avoids numerical difficul-
ties that can arise if the melt moves a large distance through the computational domain.
Equations (3.1)-(3.3) are solved subject to Equations (3.5), (3.7), (3.9), and (3.17)
applied at solid/liquid interfaces and Equations (3.6) and (3.8) applied at liquid gas inter-
faces. Equation (3.10) is applied to the external domain boundaries to account for the
application of an external heating source (an ideal heat source with a Gaussian power
distribution is used and thermal conditions at the ends of the sheet are obtained by match-
ing to a one-dimensional far-field analytical solution as described in [95]). It is important
to recognize that Equations (3.2) and (3.3) must include convective transport in the feed
and crystal to account for motion of the sheet in the computational reference frame, even
though these are solid materials without flow. Hence within these materials a uniform
convective velocity, v = Vre,, must be imposed. Care must also be exercised to take
account of sheet motion when applying boundary conditions to the solid/liquid and lig-
uid/gas interfaces. Velocity boundary conditions at solid/liquid interfaces are given by
Equations (3.5) and (3.7) with Vy = Vre, and at liquid/gas interfaces by Equation (3.6)
with V, = Vre, + X, where X is the velocity of the interface in the computational refer-
ence frame.” The velocity of the growth interface Vg used in Equations (3.7) and (3.9)
is defined with respect to a reference frame attached to the crystal and so is given by
Va=-Vre, + %

The equations just described are insufficient to completely define the model. Additional
constraints are needed to determine the locations at which the melt attaches to the feed
and crystal (i.e. the locations at which the solid/liquid interfaces intersect the liquid/gas
interfaces). Since dewetting of the melt is tantamount to process failure it is generally
assumed that the liquid/gas interfaces are pinned at the corners of the feed and the crystal,
as shown in Fig. 3.6b. The geometry of the feed is fixed and known, so the pinning
locations at the solid/liquid interface between feed and melt will be determined entirely
by the melting-point isotherm (Equation (3.17)). The situation is more complicated at
the other interface: here the melt resolidifies to form a crystal the precise thickness and
position of which is unknown a priori. Therefore it is necessary to introduce the lateral
positions x, and x; defined in Fig. 3.6b as unknowns, the values of which are to be
determined as part of the solution. To establish these values it is necessary to add two
constraints to the model. The formulation of these constraints is based on the observation
that crystallization from the melt occurs in a preferred direction at the solid—liquid—gas
trijunction. As shown in the figure, growth occurs at an angle ¢, with respect to the
tangent of the liquid/gas interface at the pinning location. Thus we can write that the

% The correctness of these boundary conditions may be easier to see by making the substitution v = Vre, +u in
Equations (3.1)-(3.3) and specifying boundary conditions on u rather than v, i.e. in the reference frame attached
to the crystal. In this case V, = 0 and a simpler and more recognizable form of the boundary conditions emerges.
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lateral positions x, and x;, will vary with time according to

dx

5 = (Va- &) tan(g, — ¢o) (3.31)
dx;
“dTb = (Vg - ;) tan(¢, — o) (3.32)

where ¢, and ¢, are angles on either side of the sheet defined as shown in Fig. 3.6b. At
steady state the crystal thickness (x, — x) and lateral offset (x, + x) are constant and the
conditions simplify to ¢, = ¢ = ¢,. The growth angle for silicon has been determined
experimentally as approximately 11° [98]. Note that the application of this condition
to the planar geometry of the RTR process is slightly different from the axisymmetric
formulations for float-zone or Czochralski growth where there is only a single meniscus.
In these systems only the diameter of the crystal is unknown, and therefore only a single
constraint is needed.

We now arrive at a subtle point in the model formulation, common to all meniscus-
defined growth processes, which is the relationship between meniscus shape, pressure, and
melt volume. The Navier—Stokes equations determine pressure in the melt only to within
an unspecified constant. For those flows in which pressure does not enter the problem
via boundary conditions the pressure level is arbitrary and can be chosen by setting one
of the pressure unknowns equal to the desired value. In the present case, however, the
absolute pressure level enters the problem via Equation (3.8) at the liquid/gas interface
and its value is needed to determine the shape of the interface. Until now we have said
nothing about the volume of the melt, but we note that if the shape of the interface is
known then the melt volume is also known. Working backwards it is easy to see that
choosing a particular melt volume in effect sets the pressure level, by constraining the
shape of the interface. This can be done by imposing a global mass constraint:

psAs(t) + mAl() =M (3.33)

where A and A are the volumes of solid and liquid silicon and M is total mass. This
constraint can be applied in place of Equation (3.1) for one of the pressure unknowns.

The model equations can be solved for growth at steady state by setting all time
derivatives to zero and setting ¢, = ¢ = ¢,. To determine whether a given steady-state
condition can be attained it is necessary to simulate the dynamic process of start-up. The
first step is to calculate an initial condition by solving the steady-state problem in which
the sheet and heater are held stationary. The initial pool of molten silicon is produced by
melting of the sheet without growth; hence all four wetting-line locations are determined
from the known geometry of the sheet and Equations (3.31) and (3.32) are not needed.
Next the dynamic equations (including Equations (3.31) and (3.32)) are integrated in time
with the sheet in motion. In addition to computing the positions of the solid/liquid and
liquid/gas interfaces that bound the melt, it is necessary to track the shape of the crystal as
it is grown. This can be done by converting the time history of the wetting-line locations
X, and x, to a traveling wave

x(y,t) =x(y — Vpét, t — 1) (3.34)
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according to which the nodes on boundaries corresponding to the crystal/gas interface are
repositioned at each time step.

The model equations are solved using the finite-element code Cats2D [30]. The Galerkin
finite-element method is employed, with biquadratic basis functions on nine-node quadri-
lateral elements used to discretize all field variables except pressure, which is discretized
using linear discontinuous pressure basis functions. The grid is controlled by elliptic grid
generation, using an ALE deforming-grid technique with sharp-interface representation.
Grids with up to 2016 elements and 22613 degrees of freedom were used.

Results are shown in Fig. 3.7 for simulations of nonsymmetric heating. The conditions
of these simulations can be found in [95]. Figure 3.7a shows steady-state temperature
isotherms and streamlines, for two different power ratios. A ratio of 2.02 means that
twice as much heater power is applied to one side of the sheet as the other. Due to
the conductive nature of silicon the outcome is perturbed only slightly from symmetry
when using this power ratio. A ratio of 3.86 has a more dramatic effect, including a

Isotherms Streamlines
Power input ratio 2.02 3.86 2.02 3.86

Crystal

3.6 CMHR *

Feed

Dimensionless
time 00 02 04 06 0.8 1.0 1.2 *

Crystal

Feed

(b)

Figure 3.7 Ribbon-to-ribbon dynamics: (a) quasi-steady-state results for asymmetric heating; (b)
start-up dynamics for asymmetric heating. (Reprinted from Yeckel et al. J. Cryst. Growth 135 (1995)
51, copyright (1995) with permission from Elsevier Science)
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visible lateral offset of the crystal. Figure 3.7b shows time-dependent crystal shapes and
isotherms during start-up of a process in which heating is applied to one side of the sheet
only. Initially the melt contracts as shown at time = 0, since the density of liquid silicon
exceeds that of solid silicon at the melting temperature. With reference to Fig. 3.6b, it is
easy to see that the initially convex liquid/gas interfaces will cause the crystal to grow
sharply inwards. The amount of silicon solidified will be less than that melted, causing
mass to accumulate in the melt. The melt expands outward until the angle between the
plane of growth and plane of the melted sheet exceeds the equilibrium growth angle,
which happens at approximately r = 0.4, after which the crystal begins to grow outward.
For symmetric heating at this power a strongly damped oscillation in crystal thickness is
observed and steady state is achieved within a few periods of the oscillation. For the case
shown in the figure, however, the unheated side of the melt freezes over slightly after
t = 1.2, even though a stable steady-state solution exists under these conditions (marked
by an asterisk in Fig. 3.6b).

It should be emphasized again that the manner in which the growth-angle and global-
mass constraints are used in this example is generic to models of meniscus-defined growth
systems. The use of a moving reference frame is also typical. Thus the formulation of
the governing equations for systems such as Czochralski and float-zone is very similar to
that presented here.

3.6.2 Bridgman growth of CZT: axisymmetric analysis

We turn now to a confined melt-growth problem, a vertical Bridgman system for growth
of cadmium zinc telluride (CZT), a semiconductor crystal used in fabrication of infrared
and radiation detectors. CZT is commercially grown by the vertical Bridgman method, but
it has not yet been possible to reliably produce CZT in quality and quantity sufficient for
mass production of detectors. The principal obstacle to high-yield industrial production of
usable CZT is formation of tellurium inclusions [99], which significantly degrade device
performance. Instability of the growth interface caused by constitutional supercooling is
the leading hypothesis to explain inclusions in CZT [100] Constitutional supercooling can
occur when a gradient of chemical composition exceeds a critical value at the solid/liquid
interface during solidification of a compound, and is exacerbated by conditions of low
thermal gradient and high growth rate.

It is generally understood that reducing compositional gradients via mixing processes
can delay the onset of constitutional supercooling, thereby improving the quality of grown
material and allowing higher growth rates. One of the methods used to control mixing
in Bridgman growth systems is to rotate the ampoule about its axis during growth, as
illustrated in Fig. 3.1a. Both steady [101, 102] and accelerated rotation [103—105] have
been studied using computer modelling. Steady rotation is not favored in this sitvation
because it tends to suppress mixing by damping convective flows in the meriodonal plane
(the r, z plane in an r, 6, 7 cylindrical coordinate system). The accelerated crucible rotation
technique (ACRT) [106] is preferred because it induces flow in the meriodonal plane
through creation of Ekman boundary layers at solid surfaces. Usually the goal of ACRT
is to enhance mixing, so as to improve interface stability and reduce radial segregation,
but this goal is not necessarily achieved. ACRT can interact with buoyant forces to
create unexpected effects that reduce mixing [104], as discussed below. It is also shown



COMPUTER MODELLING OF BULK CRYSTAL GROWTH 103

that certain flow features, when present, can enhance mixing. Thus ACRT significantly
increases the range of attainable growth conditions, but care must be exercised in selecting
suitable rotation parameters. Computer modelling is ideally suited to explore the wide
parameter space of this problem.

The analysis in this section is based on the assumption that the flow is axisymmetric,
by which it is meant that all derivatives with respect to the azimuthal coordinate # vanish.
For a stationary ampoule the equations are purely two-dimensional, with only axial and
radial velocity components, but under conditions of ACRT the surface of the rotating
ampoule generates a third flow component in the azimuthal direction, called swirl. Flow
in the meriodonal plane is generally much weaker than in the azimuthal direction, and is
therefore referred to as secondary flow. Only this secondary flow is important to mixing
under axisymmetric mass transport conditions.

The model equations consist of Equations (3.1)-(3.4), subject to boundary conditions
given by Equations (3.5), (3.9)-(3.12) and (3.17). Although the flow is three-dimensional,
it depends only on r,z space coordinates and therefore can be discretized on a two-
dimensional mesh. The equations are solved using Cats2D with the same methods
described in the previous section, using up to 40734 degrees of freedom. We have
studied two growth systems, distinguished primarily by size: a large system for growth
of 10-cm diameter crystals [103], and a small system for growth of 1.5-cm diameter
crystals [104]. Experimental data suitable for constructing a furnace temperature profile
for Equation (3.10) are available for both systems. Some results of these studies are
summarized here; further details can be found in [103, 104].

Figure 3.8a shows streamlines of the meriodonal flow induced by ACRT in the large
system, at peak acceleration (left panel) and peak deceleration (right panel). At peak
deceleration a Taylor—Gortler-type flow instability is triggered by rotational deceleration
near the ampoule wall, as shown by the stack of toroidal vortices along the upper ampoule
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Figure 3.8 Accelerated crucible rotation technique applied to vertical Bridgman growth of cad-
mium zinc telluride. Streamlines in meriodonal (r, z) plane: (a) At peak acceleration (left panel)
and peak deceleration (right panel), in a large system (10-cm diameter); (b) At peak acceleration
(left panel) and intermediate and peak deceleration (middle and right panels), in a small system
(1.5-cm diameter). (Reprinted from Yeckel and Derby, J. Cryst. Growth, 233 (2001) 599, copyright
(2001) with permission from Elsevier Science)
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wall. Close spacing of the streamlines show that flow in these vortices is quite strong
compared to flow at peak acceleration. Another important dynamic characteristic of the
flow is the axial motion of the streamline separating upper and lower flow cells. In
contrast, Fig. 3.8b shows that the Taylor-Gortler instability is absent from the small
system throughout deceleration (middle and right panels). Note also that the position of
the separation streamline is nearly stationary (middle and right panels). Moreover, at peak
acceleration in the small system, buoyant forces suppress centrifugal forces, resulting in
a very weak flow over most of the ampoule for a period of time (left panel).

The flow effects just described work together to bring about excellent mixing of zinc in
the large system, as shown in Fig. 3.9a. Axial motion of the separation streamline, which
we refer to as Ekman pumping, allows the zinc-poor region in the lower vortex to capture
zinc-rich liquid from the upper zone of the melt. Zinc-poor liquid that is carried into
the upper region by Ekman pumping is mixed by the intense flow of the Taylor—Gortler
instability. After 25 rotation cycles (2h) the diffusion layer at the separation streamline
has been largely eliminated and zinc concentration in the melt is nearly homogenized.
Conversely, in the absence of these effects mixing is not so effective in the small system,
as shown in Fig. 3.9b. After two hours (in this case equal to 120 rotation cycles'®) the
diffusion layer remains apparent and radial mixing at the interface is worse than in the
large system.

3.6.3 Bridgman growth of CZT: three-dimensional analysis

Vertical Bridgman systems are usually designed to favor axisymmetric conditions in the
ampoule, but many factors can result in three-dimensional behaviors. These can arise

4
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Figure 3.9 Accelerated crucible rotation technique applied to vertical Bridgman growth of cad-
mium zinc telluride. Zinc distribution in melt vs. number of ACRT cycles completed: (a) large
system (10-cm diameter) (b) small system (1.5-cm diameter). (Reprinted from Yeckel and Derby,
J. Cryst. Growth 233 (2001) 599, copyright (2001) with permission from Elsevier Science)

10 Optimum rotation cycle length is used in both cases to maximize secondary flow; the difference in cycle
length is due to the difference in Ekman time scale {106], T = L{p0,/w)'/?, of the large and small systems.
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from intrinsic three-dimensional fluid-mechanical instabilities due to nonlinear effects,
or from extrinsic system features that violate cylindrical symmetry. We have studied
several such extrinsic features, which we refer to as imperfections. These include tilting
of the ampoule with respect to gravity, misalignment of the ampoule within the furnace,
deviation of ampoule shape from cylindrical, and localized furnace heating [49]. A few
of these results are presented here to demonstrate that seemingly minor imperfections can
cause large nonaxisymmetric perturbations to radial segregation. Some of these effects
have also been studied by Lan and coworkers {107, 108].

To study these effects we extend the model of the previous section to three space
dimensions. A two-dimensional axisymmetric base case, in which a cylindrical ampoule
is centered within an axisymmetric furnace, is the starting point for the model. We consider
only the quasi-steady-state case, applying Equation (3.30) at the top of the ampoule as
a far-field concentration boundary condition. A base case temperature profile, T:.(r, z), is
obtained using CrysVUN and used to construct a three-dimensional furnace temperature
profile according to:

Ti(r, ¢, 2) = To(r, (1 + Tgobar(r, ) + Tiocar(@, 2) (3.35)

where Tgiopa represents a perturbation due to misalignment or noncylindrical shape of the
ampoule, and T, represents the effect of a localized heat source (deliberately applied
in an attempt to manipulate convection). For cases in which the ampoule is tilted at an
angle @ with respect to vertical, the gravity vector is given by

g= —sinf e, —cosO e, (3.36)

where e, is the unit vector in the direction of the ampoule axis, and e, is a unit vector
perpendicular to it (¢ = 0 and g = —e, for the base case).

Ampoule rotation at a steady rate w is added to some of the simulations, to study its
benefits in counteracting three-dimensional segregation effects. The equations are solved
in a stationary coordinate system attached to the furnace, so care must be taken to note that
the crystal and ampoule rotate as a solid body with convective velocity v = wrey. This
velocity must be accounted for in conservation Equations (3.3) and (3.4), and boundary
condition Equations (3.5) and (3.6). Also, the velocity of the growth interface Vg used in
Equations (3.9) and (3.12) is given by Vg = —wreg + X, where X is the velocity of the
interface in the computational reference frame.

The model equations are discretized using the Galerkin-least squares method for the
Navier—Stokes equations [70], and the streamline-upwind Petrov—Galerkin method for
the energy and species equations [109]. Four-noded tetrahedral elements with linear basis
functions are used to represent all field variables. The discretized equations are solved
using a portable MPI-based parallel implementation of preconditioned GMRES (11, 72];
more details are available in [12, 110]. A mesh consisting of 512302 elements with a
total of 632107 degrees of freedom is used.

The two-dimensional examples previously discussed were treated using a direct solver
to calculate all equations simultaneously, but for reasons related to convergence of the
iterative method, we have found it more effective in our three-dimensional calculations
to use a decoupled approach to determine the location of the melt/crystal interface. A
procedure is used in which the governing equations are first solved on a fixed mesh, with
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Equation (3.17), the melting-point isotherm condition, relaxed. To obtain an estimate of
the displacement between the interface and the melting-point isotherm, we use a first-order
expansion of the temperature field about the current position of the interface, obtaining:

T
8, =— 3T/57 (3.37)

where §, is the displacement in the direction along the ampoule axis. We then solve a set of
pseudosolid grid-generation equations [81], applying 8, as a Dirichlet boundary condition
at each node on the interface, to deform the mesh to conform to the estimated location
of the melting-point isotherm. The procedure is repeated until §, is suitably small at all
interface nodes. This procedure works well provided that the axial temperature gradient
in the system is not very small, but use of very small gradients is generally forbidden in
directional solidification systems anyway, to satisfy physical stability limitations.

Sample results of isoconcentration surfaces and pathlines for a system tilted 5° from
the vertical are shown in Fig. 3.10. In a case without ampoule rotation (Fig. 3.10a), the
flow is dominated by a large cell that circulates from top to bottom of the ampoule.
The departure from axisymmetry is dramatic, even for a modest degree of tilt. The long
vertical extent of isoconcentration surfaces indicates that the bulk is well mixed axially,
but considerable nonaxisymmetric radial segregation is revealed by the simulations, with
higher concentration occurring where zinc-rich material flows downward, and lower con-
centration occurring where zinc-depleted material flows upward. A significant degree of
axisymmetry can be restored by rotating the system, however. When rotation is applied
to the ampoule (in the counterclockwise direction, when viewed from above), the iso-
concentration surfaces are significantly flattened (Fig. 3.10b). This effect is largely due to
azimuthal averaging of mass-transport effects, due to linear superposition of a solid-body
rotation on the flow in the system; note that the rotation rates studied here are too weak
to significantly modify the secondary flow via nonlinear Coriolis effects.

The other system imperfections described in this section have also proven capable of
causing large departures from axisymmetry, the effects of which are not easy to anticipate
without use of detailed modelling as demonstrated here. The results urge caution in inter-
preting results of axisymmetric models and show the importance of three-dimensional
transport modelling in bulk crystal growth.

3.6.4 Morphological stability in solution growth of KTP

Solution crystal growth relies on the controlled precipitation of a solute from a metastable
liquid phase to a crystal mounted in the system (see Fig. 3.1c). Growth is typically
sustained by continually lowering the system temperature to keep the fluid phase in a
supersaturated state, even though the solute concentration level decreases with time due to
the flux of molecules from the solution phase to the growing crystal. For large crystals, of
the size of O(cm) and larger, growth rates are typically limited by mass transfer through the
solution phase, so some means of stirring is needed to achieve high growth rates. However,
fluid flows past the three-dimensional, facetted crystals in solution-growth systems can
lead to significant inhomogeneity of mass-transfer rates and surface-supersaturation levels.
This inhomogeneity often leads to morphological instabilities, manifested by the formation
of step bunches (macrosteps) and liquid inclusions [16, 111-114].
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Figure 3.10 Bridgman system tilted 5° from vertical. (a) Without rotation; (b) with slow rotation at 0.2 rpm. (Reprinted from Yeckel et al. J. Cryst.
Growth 263 (2004) 629, copyright (2004) with permission from Elsevier Science)
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To better understand the dynamics of solution growth, we have modelled the system
developed by Bordui er al. [115, 116] for the growth of potassium titanyl phosphate
(KTP) from a high-temperature liquid solution phase. At the macroscopic level, flow
and mass transfer are described assuming that the shape of the relatively slow-growing
crystal is fixed. We solve the Navier—Stokes equations (Equations (3.1) and (3.2)) for
an incompressible, isothermal fluid. The supersaturation field is evaluated by solving the
convection-diffusion equation (Equation (3.4)) with suitable flux conditions applied at
the surface of the growing crystal. The governing transport equations are written in a
rotating, noninertial frame of reference attached to the crystal and its support to obviate
the need for a moving mesh (see Section 3.4.5), and solved using the methods described
in Section 3.6.3.

A specific example from our prior work [51] is shown in Fig. 3.11a, where pathlines
are displayed for steady, three-dimensional flows driven by steady rotation of the crystal
(rotation is counter-clockwise when viewed from above). The system is characterized by
a rotational Reynolds number of Re = 252 and a characteristic Peclet number for mass
transfer of Pe = 8.38 x 10%, where Re = pwR?/u and Pe = pwR%/D (R is the container
radius). In this figure the trailing surfaces of the crystal are shown. The supersaturation
level on the crystal is represented by varying shades of gray. Bulk supersaturation on a
plane that cuts the crystal through the vertical symmetry plane in the longitudinal direction
of flow is also shown. Thin boundary layers in concentration through the fluid near the
crystal surfaces are evident, as is a depletion plume of low-concentration solution trailing
behind the crystal. More results are discussed in [51, 117].

To better understand morphological instabilities in solution crystal growth, a coupled,
multiscale, transport-kinetic model is needed that is sufficiently detailed to represent
microscopic step growth as well as global transport. The spirit of such a model is pre-
sented in Fig. 3.11b, which depicts step motion along the crystal surface coupled with
mass transport in the bulk solution above the surface. Along the surface, the mechanisms
involved with step motion are depicted in Fig. 3.11c, which schematically shows a series
of elementary transport and kinetic processes, starting from material transport in the bulk
phase, adsorption and desorption of growth units to and from terraces between steps,
followed by surface diffusion and incorporation at discrete step ledges.

Flux of growth units
.

Bulk solution N SR T, (R
Ad/Desorption ) L
.

Crystal surface
Direction of
step motion

(@) (b) (©

Figure 3.11 (a) Particle paths show flow around a rotating KTP crystal. Varying shades of gray
on the crystal, and on the vertical symmetry plane in the longitudinal direction of flow, indicate the
supersaturation level. (b) Depiction of coupled surface and bulk transport model for solution crystal
growth. (c) Schematic diagram of processes involved with step growth along a vicinal surface of a
crystal
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This model is represented mathematically using a two-dimensional box containing
liquid solution and bounded below by a one-dimensional surface comprised of steps
and terraces. Mass transport in the overlying bulk phase and on the crystal surface
are modelled together with step kinetics. Mass transport in the bulk phase is described
by the convection-diffusion equation written in a dimensionless form for an arbitrary
Lagrangian—Eulerian reference frame moving with the step-train:

h]

% — Vet - VOb = —Va - Vi + Pe~'V2a;, (3.38)
where the dimensionless solutal Peclet number is Pe = UW /D, with U as the maximum
solution velocity in the system, W as the total width of the solution box, and D, as

the bulk diffusivity. The quantities v.s and vy, are, respectively, the reference frame
c—Ce

and mass average solution velocities. Bulk and surface supersaturations, oy, = and
Ce

n— ne

Oy = , are defined in terms of ¢ and n, the bulk and surface concentrations per

n
volume and area, respectively, with the subscript e denoting the equilibrivm concentration.

Mass transport on the crystal terraces is described by a surface-diffusion equation with
explicit adsorption and desorption terms, nondimensionalized with characteristic length
and time scales that are consistent with Equation (3.38):

Vo,
1—-—aM(o;+ 1)

d
%% _ Veef + V5O = yPe‘1 [VS

o + L7 (o™ — as)] (3.39)

where the dimensionless parameter y is D;/Dy, the ratio of surface to bulk diffusivities,
and « is the adsorption equilibrium constant, defined as k,q4s/ k4es, Where k,45 and kg5 are,
respectively, the adsorption and desorption rate constants. The surface gradient operator
is denoted as V and o\™ denotes the bulk supersaturation at the solution/crystal interface.
The dimensionless mass parameter M, is defined as c./ s, With p, as the solution density,
and the length parameter L is defined as A,/ W, with A, as the surface diffusion length.
In obtaining Equation (3.39), we assume an adsorption layer with a constant density
of psh and a surface equilibrium concentration of ac.h, where h is the height of a
step ledge.

Mass balance across the solution/crystal interface at every point on the surface other
than a step leads to a boundary condition for Equation (3.38) that simply states that the
net flux across the interface is the net adsorption minus the desorption rates:

n- Vgt _ayly

- . = - 3.40
1-Me™+1) L? (@7 =~ o) (3.40)

where n is a unit outward normal vector, and L, is a dimensionless length parameter
defined as A/ W.

The motion of individual growth steps is described using a linear kinetic law with
asymmetric step kinetics at either side of a step ledge, as well as the direct incorporation
from the bulk solution. The dimensionless velocity of the ith step in a train of n steps is
written as:

yDa}
Ly

Da -
Ugepi = Pe! ( o+ 6 +Dabag§',.‘) L i=1,...,n (3.41)

L
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where the surface Damkohler number is Dag = ks /D;, with & as the step kinetic coef-
ficient. Similarly, the bulk Damkohler number is Da, = kW /Dy, which represents the
relative rate of direct bulk incorporation versus bulk diffusion. The superscripts + and —
denote, respectively, the corresponding values at the front and back of a step ledge.

A mass balance is performed around a growth step to yield additional boundary con-
ditions for Equations (3.38) and (3.39). The boundary condition for direct incorporation,
for attachment from the bulk solution directly to a step ledge, is approximated as:

n. Vatlir,]lt Dab int

M _Bgim i, n 3.42
=M@+ My ™ (42

where the mass-fraction parameter M, is defined as c./p., with p. as the crystal density.
Currently, in our initial model development, this material flux is approximated as a one-
dimensional flux in a direction normal to the crystal surface over a surface length of h,
or the height of a step ledge. Similarly, the surface diffusional fluxes at either sides of
the step ledge are written as:

t - Vso':i' _ Da;k
1—aMi(o+1) oL M,

Pe )
o5 F 7um,,,,i(aj,. +1), i=1....n  (3.43)

where t; denotes a unit tangent vector pointing along the surface toward the step and,
again, the superscripts + and — denote, respectively, the corresponding values at the front
and back sides of a step ledge. The second term in the right-hand side of Equation (3.43)
represents the convective-flux contribution due to step motion.

To complete the specification of the problem, we apply a constant value of supersatu-
ration along the top of the bulk domain that is consistent with mass transfer from the far
field. Along the sides of the domain, we impose symmetry boundary conditions. Finally,
Equations (3.38)—(3.43) are solved simultaneously by an efficient moving-boundary finite-
element method.

A sample result from this step-growth model is shown in Fig. 3.12. These computa-
tions are for a model system representing an inorganic crystal, such as KTP, where bulk
incorporation effects are dominant. Initially, a steady-state solution for an evenly spaced
train of 51 steps is computed for no-flow conditions. Then the step spacing is randomly
perturbed, a fluid flow is applied either counter to or in the same direction as the step
motion, and the system is integrated in time. Figure 3.12a shows the width of a selected
terrace as a function of time. Under a fluid flow counter to the direction of step motion, the
terrace width eventually approaches its original value and the train of steps is stabilized.
For a fluid flow in the same direction of step motion, the initial disturbance first seems
to die away but then rapidly grows, as indicated in Fig. 3.12b. Figure 3.12c shows steps
at the bottom of the domain underlying the liquid solution above at the final time of the
computation. A step bunch of about ten steps clustered closely together is evident in the
middle of the crystal surface. The supersaturation in the bulk phase is lowest above the
step bunch and higher away from it. The mechanism behind these behaviors is the effect
of flow on shifting lateral variations in the supersaturation to be in or out of phase with
the distribution of steps along the crystal surface. This mechanism was postulated by the
linear stability analyses of Chemnov, Corriel, and others {118, 119]. However, as indicated
by the temporal behavior in Figure 3.12b, the behavior of this system is quite nonlinear.
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Figure 3.12 The behavior of steps along a vicinal surface in a solution-growth system. A terrace width in the system is tracked with time for
an initially perturbed system with a flow (b) counter to the direction and (b) in the same direction of step motion. (¢) Supersaturation in the bulk
corresponds with. a step bunch along the crystal surface (bottom center)
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3.7 SUMMARY AND OUTLOOK

The equations governing macroscopic transport phenomena given in Tables 3.2 and 3.3
are firmly established and well understood, excepting turbulence phenomena. The use of
these equations to solve problems in melt and solution crystal growth has been illustrated
in Section 3.6, using models of representative crystal-growth systems as examples. These
continuum transport models can describe the spatial variation of temperature, flow, and
chemical composition, and in some cases can predict the macroscopic shape of the inter-
face, but are subject to uncertainty from a number of causes. Perhaps the greatest degree
of uncertainty arises from the lack of accurate thermophysical property measurements for
many systems, particularly data on high-temperature phase equilibria. Three-dimensional
effects in systems modeled as axisymmetric also introduce uncertainty; in Section 3.6.3
we demonstrate that small perturbations to an axisymmetric melt growth system can
cause significant three-dimensional effects in mass convection. Another common source of
uncertainty is the neglect or oversimplification of radiation heat transfer, which can restrict
the model to qualitative predictions. These sources of uncertainty are well defined and
the subject of steady improvement in model development. Quantitative furnace modelling
has become more common, facilitated by commercial software specialized to this pur-
pose, as discussed in Section 3.4.4. Three-dimensional calculations such as those shown
in Sections 3.6.3 and 3.6.4 are not entirely routine, but may soon be so, particularly with
breakthroughs in methods to solve large systems of linear equations.

Discretizing or tracking the interface is central to computer modelling of bulk crystal
growth. Methods for this purpose exist in such great variety that it is not entirely clear how
best to organize and classify them. It is important to identify whether a method is diffuse
or sharp, but this characterization is incomplete and perhaps misleading, since as noted
in Section 3.5.2, the sharp-interface model can take on characteristics of a diffuse model
when discretized, particularly when using fixed-grid methods. Other schemes are possible.
In a review of numerical methods in phase-change problems, Idelsohn et al. {120] classify
methods as either ‘front-tracking’ or ‘fixed-domain’ types. In this scheme, fixed-domain
types include implicit fixed-grid methods such as phase-field and enthalpy, and front-
tracking types include all explicit methods, both on fixed and deforming grids. We prefer
a scheme that does not mix fixed- and deforming-grid methods, as is done with the front-
tracking classification, because fixed-grid methods are quite different from deforming-grid
methods in terms of discretization and implementation. Hence the scheme used here is to
make fixed vs. deforming the primary characterization, with explicit (i.e. front tracking)
vs. implicit (i.e. fixed domain), and diffuse vs. sharp, used as secondary characterizations.
We compare fixed- and deforming-grid methods in Section 3.5.2, using examples based
on a sharp-interface model of melt growth. Deforming-grid methods are more accurate
than fixed-grid methods (second vs. first order), but can be applied only under a limited
range of circumstances. Fixed-grid methods are more flexible, and their use is mandatory
under any of the conditions illustrated in Fig. 3.3. Fixed-grid methods have been used to
simulate extremely complicated interface shapes, for example phase-field models of den-
drite growth [121, 122], but these calculations require complicated adaptive grid methods
to circumvent the need for excessive grid refinement.

The models presented here have been largely restricted to a purely macroscopic char-
acterization of the interface shape. In the melt-growth models we have assumed that
directional solidification occurs without kinetic limitation, in which case the melting-point
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isotherm condition is valid. In the solution-growth model we have used the known growth
habit of KTP to prescribe a boundary shape characteristic of an intermediate stage during
growth. The major shortcoming of these models is that for the most part they cannot
predict growth morphology or microstructure. Recently, a number of efforts have been
made to forge a better connection between growth morphology and macroscopic transport.
One example is the coupling of a mesoscale model of step flow to a macroscale model
of transport for solution growth of KTP, discussed in Section 3.6.4. Other examples are
the incorporation of facetting by Brandon ez al. [1, 3, 4] and Lan and Tu [2] in models of
melt crystal growth. Perhaps the most comprehensive model to date is that of Dornberger
and Sinno et al. [7, 8], which couples a state-of-the-art global transport model with a
model of point-defect generation and transport for industrial production of bulk silicon by
Czochralski growth. Nevertheless, our present understanding of the connection between
macroscopic transport models and crystal structure remains simplistic and incomplete,
mostly relying on heuristic or semitheoretical relationships that relate defect formation
to interface shape and temperature field. Predicting growth morphology and microscopic
defects remains a formidable task, but making this connection lies at the heart of crystal-
growth modelling, and thus will remain a principal focus both in terms of theory and
numerical practice.
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4.1 INTRODUCTION

InP belongs to the group of III-V compound semiconductor materials, the most notable
of which is GaAs, which have established versatile and varied roles for themselves in a
wide range of electronic and optoelectronic applications. The history of research in these
materials extends across virtually the entire semiconductor era, from the invention of the
Ge transistor through the rise to global economic importance of Si-based electronics. The
most prominent early investigator was Welker at Siemens in the early 1950s, [1, 2] who
studied and first synthesised many of this family of semiconductors. However, signifi-
cant commercial impact of the compound materials has awaited increased performance
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demands in technology where full exploitation of some of their advantageous crystal
properties could be realised.

InP first established itself as a substrate material for the epitaxial growth of alloys
such as In,Ga;_,As and Ga,In;_,As;_,P,. These ternary and quaternary alloy structures
have a composition optimised to achieve suitable energy bandgaps for the emission and
detection of infrared light at the wavelengths required for transmission through optical
fibres. InP offers a good lattice parameter match to those alloys selected for operation at the
standard wavelengths of 1.3 wm and 1.55 um where fibres exhibit minimum attenuation
and dispersion characteristics. InP-based semiconductor lasers have therefore become key
to the operation of high-density trunk networks supporting the explosive growth in internet
usage as well as other very high data rate telecommunications.

High-speed electronic devices are also a prerequisite for fibre optic and mobile commu-
nications. III-V compounds such as GaAs and InP have intrinsically better high-frequency
performance compared with Si due to their relatively high electron mobilities and peak
carrier velocities. In addition to this, however, the ability to deposit multiple thin lay-
ers of different compositions within a continuous crystal structure offers great latitude
to modify the effective materials properties in the active device. Heterojunctions formed
between epitaxial layers with different energy band structures can be combined to produce
energy-band offsets, potential wells or lattice strain. ‘Quantum wells’ may be formed in
which carriers are confined and their energy quantised. Multiple quantum wells, organ-
ised in periodic superlattice structures offer carrier transport and recombination behaviour
unavailable in the bulk material. The heterojunction bipolar transistor (HBT) exploits
such properties to already provide the best-available microwave device performance for
mobile-phone applications, implemented in GaAs in high-volume production. InP HBTs
offer the potential for further performance improvement and seem set to enable the next
generation of millimetre-wavelength electronic devices {3, 4].

4.2 MATERIAL PROPERTIES

InP is a brittle, silver-coloured crystalline material. Table 4.1 lists some of its important
material properties, from the consideration both of its preparation and use.

Table 4.1 InP material properties at 300K

Property Units

Crystal structure Zincblende
Melting temperature °C 1062
Dissociation pressure bar 27

Lattice constant A 5.86
Energy gap (25 °C) eV 1.35
Atomic density cm™3 3.96 x 102
Density gem™3 4.79

Bulk modulus dyncm™2 7.1 x 101
Thermal conductivity Wem™!°C! 0.68
Electron effective mass m, 0.078
Electron mobility cm?V-1g-1 < 5400

Intrinsic resistivity (25 °C) 2cm 8.2 x 107
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Figure 4.1 InP pressure—temperature characteristic

The melting temperature is moderate (1060°C) and well within the range of con-
ventional resistance-furnace techniques and materials. The dominant high-temperature
property is the tendency to dissociate by the loss of phosphorus. Figure 4.1 shows the
temperature dependence of the saturated vapour pressure for both P, and P4 species [5].
At the melting temperature the phosphorus dissociation pressure is around 27 bar. This
is a critical factor in the approach to all high-temperature processing of the compound,
including synthesis and crystallisation from the melt.

4.3 HAZARDS

The acute toxicity of the material is very low and it can be currently classified as harmful
rather than toxic. The main hazards arise from situations where it can be subjected to high
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temperature or chemical attack. Phosphorus evolution in air due to thermal decomposition
will form a dense white smoke of P,Os, which is acidic and a severe respiratory irritant.
Decomposition in the absence of oxygen may result in the condensation of different
phosphorus allotropes, including toxic white phosphorus that can spontaneously ignite
on exposure to air. Reaction with acids may form PH; gas that is both pyrophoric and
highly toxic.

Mechanical processing giving rise to finely divided material or airborne dust must
be monitored and controlled through the use of suitable liquid coolants and extraction
systems. Dust inhalation has been demonstrated to cause damage to the lungs, liver and
blood in studies carried out on rodents [6].

4.4 CRYSTAL STRUCTURE

In common with the other III-V semiconductors, InP crystallises in the zincblende (ZnS)
structure, belonging to the cubic space group F43m. This is a modified form of the
diamond structure in which the group IV semiconductors Ge and Si crystallise. It can
be described as consisting of two interpenetrating face-centred cubic (fcc) sublattices,
one composed of group III In atoms only, the other of the group V, P atoms. The two
sublattices are translated with respect to each other by a distance (—1/4, —1/4, 1/4) a,
(where a,, is the lattice-parameter value). There is no centre of symmetry in this structure
and this gives rise to some piezoelectric and nonlinear optical effects.

The chemical bonding within the crystal is tetrahedral. In atoms have three outer
electrons in an s?p' configuration, while the P atoms have 5 outer electrons in an s2p>
configuration. This contributes an average of four valence electrons per atom to the bond-
ing. The bonding is principally covalent but partly ionic in character due to charge transfer
between the two species. The degree of charge transfer depends on the electronegativity
difference. Phosphorus is more electronegative than In resulting in a bond polarisation
with a net positive In charge and negative P charge. The amount of this charge transfer
for InP is 0.421e.

The concept of two separate sublattices is seen in the occurrence of crystallographically
equivalent but chemically distinct {111} planes. This is illustrated in Fig. 4.2, where the
{111} In, designated {111}A, planes are indicated, consisting entirely of In atoms. Parallel
and closely spaced to this is an equivalent {111)P, or {111}B plane. The polar bonding
in the [111] direction is fully aligned making these very strong with respect to cleavage.
The lowest energy cleavage planes are {110} in these materials.

Exposed {111} surfaces are chemically distinct, either of In or P type. This has some
influence on the behaviour of the bulk material in crystal growth where it can be exper-
imentally observed that for a (111} growth axis the seed face presented to the melt can
result in differences in single-crystal yield depending on whether it is of {111}A or {111}B
type. Facets form on {111} planes with different growth rates and hence allow some visual
differentiation of the A and B planes on the grown crystal. For the usval growth axis of
{001), the facets are normally seen most easily on the section of the crystal that is growing
out to full diameter from the seed. This ‘cone growth’ is also the region in which the
facets can have a strong influence on twin formation.

Because the material does not exhibit a fully four-fold symmetry with respect to its
chemical composition, it is necessary to determine and label the orientation of the {111}A
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Figure 4.2 Zincblende crystal structure. {111}A planes, comprising only In atoms are shown
dotted

and B planes within both the bulk and wafer material during processing. In the case of
the wafers, this is achieved by adopting a convention for the placement of flats on the
wafer periphery that defines both the surface orientation and the position of particular
{110} planes as a reference for cleavage.

4.5 SYNTHESIS

Both indium and phosphorus raw materials are sourced as high-purity elements with a
specification better than 6N (99.9999 %). The specification is normally supported and
certified by batch analysis using a technique such as glow discharge mass spectroscopy
(GDMS). This has detection limits better than 1 ppba and is also commonly used for the
analysis of the crystalline material.

Both the elemental constituents are abundant and their use in semiconductor manufac-
ture represents a small fraction of overall consumption, whereas Ga, for example, has few
uses outside of semiconductor processing and any fluctuation of demand in this ‘sector
can strongly influence the price and availability. Although In and P are readily available
in lower purity (4N), refining capability does restrict choice for the high-purity grades.
This is particularly true for phosphorus. There is an intermittent market for scrap InP, for
In recycling, and the compound material therefore tends to be collected and stored for
processing in bulk. .

Indium is supplied in the form of cast metal ingots each weighing of the order of
100 g. Phosphorus is specified as the red phosphorus allotrope and is supplied in large
granular form (5-20 mm) sealed under argon in glass bottles. Although red phosphorus is
less hazardous than other forms, handling still presents a very significant risk of ignition
and nitrogen purging must be used to provide a safe ambient for the dispensing, weighing
and loading of phosphorus into the reaction vessels.
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The compound is formed by direct exothermic reaction of the elements at high tem-
perature. The elements are combined by transport of the phosphorus to react with molten
indium held at a temperature above the melting point of the compound. The high disso-
ciation pressure requires a phosphorus vapour pressure of about 30 bar as a minimum.

Figure 4.3 is a schematic of a high-pressure reaction system used for the synthesis
of polycrystalline InP {7]. In order to achieve containment of the P component dur-
ing the synthesis and cooling, the reaction is carried out inside a sealed vessel or by
encapsulating the melt to avoid dissociation. In the system illustrated the indium and
phosphorus are loaded separately into a silica glass ampoule. The indium is placed at
one end and is held in a boat-shaped crucible also made of silica glass with a special
surface treatment to avoid adhesion of the melt or of pyrolytic boron nitride, pBN, which
may also have received a surface pretreatment, such as high-temperature baking in air to
form a thin boric-oxide surface layer. The phosphorus is loaded at the other end of the
ampoule and is separated from the indium by a silica-glass obstruction, forming a diffu-
sion baffle to control the subsequent high-temperature transport of the P vapour feeding
the reaction. The ampoule is evacuated to a pressure of around 107 torr and sealed by
flame welding. The whole system is loaded inside a resistance tube furnace, contained
inside an outer stainless-steel pressure vessel. The furnace is segmented to provide two
main temperature zones. The high-temperature zone is held above the melting point of the
compound, while the cooler zone surrounds the phosphorus source and its temperature is
controlled to achieve a steady sublimation of the phosphorus and to maintain an adequate
P vapour pressure.

An excess weight of P is included in the charge to sustain a P overpressure at the
end of the reaction phase. The total charge weight may be between 7 and 10kg of
synthesised compound.

The internal P vapour pressure is well in excess of that which could be supported by the
quartz ampoule alone. This is balanced, therefore by the pressure of an inert gas ambient,
argon or nitrogen, maintained inside the containment vessel. Precise pressure balance is
vital in order to avoid rupture of the ampoule. This is achieved by direct monitoring and
control of the gas pressure and by varying the internal pressure in the ampoule by means of
temperature control of the solid P source. Accurate vapour-pressure monitoring is difficult,
but the differential pressure across the ampoule can be measured by the attachment of
transducers. Nonetheless, strong reliance is placed on the reproducibility of the process
in terms of furnace set up, heat transfer and a consistent sublimation behaviour of the
phosphorus as a function of temperature. Modern high-purity red phosphorus offers good
reproducibility in this respect, although differences in behaviour may still be observed
between batches from different suppliers, reflecting some differences in manufacturing.

A period of melt stabilisation is allowed after complete reaction, before the cooling
and crystallisation cycle begins. A gradient is then formed over the molten InP and the
temperature is lowered until nucleation occurs at the coolest end of the boat, nearest the P
source. The aim is then to achieve a progressive crystallisation at a constant and controlled
rate by ramping the furnace temperatures. In this way, a homogeneous, stoichiometric
polycrystalline ingot of InP is formed, having large grain structure and free of inclusions
and voids.

The main complexity in the process is in achieving the necessary pressure balance
throughout all stages of heating, reaction and cooling where the thermal characteristics of
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the load are continually changing. If a rupture of the ampoule does occur then hot phospho-
rus vapour is suddenly released into the containment vessel. This will generally destroy the
furnace components and condense on the water-cooled vessel wall. The vessel is designed
to withstand an explosion of the process and therefore the main hazard in these circum-
stances is faced on opening the system to air after cool down. Rapidly condensed white
phosphorus will ignite and its waxy liquid form adds to the hazard of cleaning. Systems
for high-volume production of InP have to be designed to cope with such occurrences,
leading to a need for relatively inexpensive and easily replaceable furnaces.

An alternative synthesis method involves bubbling a stream of phosphorus vapour
through an indium melt maintained at high temperature. Phosphorus is contained in an
independently heated ampoule, with an open-ended dip tube immersed in the molten
indium. In this case the resultant charge is encapsulated by a layer of liquid boric-oxide
glass (B,0s) and again an inert-gas ambient is used to balance the compound dissoci-
ation pressure across the encapsulant layer. In principle, the use of liquid seals in this
system should allow any excess P pressure simply to be released by an increased bub-
bling rate through the charge. However, pressure fluctuations can cause material to be
sucked into the dip tube and solidified, for example. In principle, both methods allow a
degree of stoichiometry control via the vapour pressure of P maintained over the melt.
The bubbling technique has the advantage of forming the polycrystalline material in-situ
in the crucible [8] and usually also in the system that will be used for single-crystal
growth, saving the time and costs of extra processing stages. However, this also com-
mits a crystal-growth furnace and prevents testing of the synthesised-material purity prior
to growth.

An important consideration in the quality of polycrystal produced is the background
purity. This is assessed electrically for residual carrier concentration. Figure 4.4 is a plot
of the carrier concentration at room temperature for the first-to-freeze ends of a large
number of polycrystalline ingots.

The material is n-type with a carrier concentration typically well below 10 ¢cm~3 and
usually specified at < 5 x 10'>cm~>. The usual range for high-purity undoped InP is
2-4 x 10" cm~3 with a room-temperature Hall mobility of 4000-5500cm? V~1s~1,

1.0E+16

8.0E+15

6.0E+15

4.0E+15
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0.0E+00
Run no.

Figure 4.4 Sced-end carrier concentration for high-purity polycrystalline ingots
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Table 4.2 GDMS Impurity analysis of polycrystalline InP (concentra-
tions in ppba)

Element Conc. Element Conc. Element Conc.
Li <2 Mn <04 In Major
Be <1 Fe <0.2 Sn <1
B 8 Co <0.2 Sb <0.8
C 4000 Ni <0.6 Te <3
N 300 Cu <3 1 <4
(0} 3000 Zn <2 Cs <25
F <70 Ga <20 Ba <0.3
Na <1 Ge <2 La < 0.1
Mg <1 As 85 Ce <0.1
Al <0.6 Se <8 Hf <02
Si 35 Br — Ta —
P Major Rb <05 W <0.3
S <10 Sr <04 Pt <0.7
Cl 15 Y <0.3 Au <10
K <80 Zr <02 Hg <2
Ca <20 Nb <500 Tl <0.5
Sc <05 Mo <09 Pb <0.7
Ti <05 Pd — Bi <03
v <0.5 Ag <4 Th <0.2
Cr <1 Cd <15 U <0.1

Table 4.2 shows a full GDMS analysis of a polycrystalline ingot and indicates that the
dominant detected donor species are Si and S [9]. Background carrier levels in the bulk
material of below 10'° and down to mid-10'* cm~3 have been reported using synthesis
from In-rich solution [10] and improvements in residual carrier concentration have also
been reported by recrystallising from In-rich melts [11]. At carrier concentrations around
2 x 10" cm™3 or below it is suggested the conduction may be dominated by native donor
species [12].

4.6 SINGLE-CRYSTAL GROWTH

Liquid encapsulated Czochralski (LEC) growth has been the main single-crystal produc-
tion method for InP since its initial uptake for device manufacture. The principal elements
of LEC growth are well known and InP was one of the first materials for which it was
proposed, in essentially its present form [13].

Figure 4.5 is a schematic of a commercial (Metals Research) high-pressure LEC puller.
This illustrates the main features of the method. The equipment itself is representative of
the first generation of commercial production of 2-inch diameter crystals with a weight
of 1to 1.5kg.

The polycrystalline charge is contained in a silica glass or pBN crucible. A solid disc of
boron-oxide glass is placed on top of the charge. The crucible is located inside a graphite
resistance heater. After an evacuation and purging sequence the chamber is pressurised
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Figure 4.5 LEC crystal puller—schematic

with inert gas (nitrogen or argon) to a minimum of 30bar. As the charge is heated the
boric oxide begins to flow and encapsulate the solid InP while the temperature is still
low enough to avoid phosphorus loss. Heating continues until the InP mass is molten and
completely encapsulated by a layer of boric-oxide glass. The melt is left to stabilise for
a period before crystal growth is initiated.

The crucible is supported by a solid metal shaft that can be rotated and translated
vertically within the heater. Special high-pressure seals are designed to transmit the drives
to the crucible support rod. Another solid metal pull rod holds the seed crystal suspended
over the melt. The pull rod itself is connected, inside the pressure vessel, to a load cell
that monitors the total weight of the rod, seed and growing crystal.

The seed is lowered to penetrate the transparent glass layer and to make contact with
the melt. The temperature is then adjusted so that the melt attaches to the seed crystal
and a meniscus is drawn up. In the arrangement illustrated, the seed is held in a clamp
and has a square cross section with the sides normally cut on {110} planes.

Growth takes place by withdrawing the partially melted seed up through the boric-oxide
layer, while varying the furnace temperature to increase the diameter of the attached single
crystal forming an extension to the original seed-crystal structure. Both the growing crystal
and the crucible are rotated. The relative sense, co- or counter-rotation, and the rotation
rates are determined by experiment to establish an optimum mixing in the melt for material
homogeneity. This can affect the temperature gradients and instabilities, influencing the
control of crystal shape as well as a number of key properties in the bulk of the grown
crystal. The pull rate is typically in the range 5-~10mmh~!. In the case of the smallest
weight of 2-inch crystal the growth phase for the process can be completed within one
day. However, the overall growth cycle can be considerably longer when heating, cooling
and melt stabilisation periods are taken into account.

Control of the crystal shape is important in achieving efficient conversion of the ingot to
standard-diameter circular wafers. The normal objective is to establish a regular cylindrical
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shape by expanding the seed-equivalent diameter up to a size slightly greater than the
final wafer diameter while minimising the weight of material contained in the cone-
shaped transition section at the seed. In a thermally stable and reproducible furnace setup
the shape control can be derived experimentally and maintained through a sequence of
programmed ramps of the main furnace heater. Diameter control can also be achieved
by means of closed-loop feedback acting on the furnace temperature [14]. The input
is the weight signal obtained form the load cell during the course of the growth. In
the first approximation, the rate of change of the measured weight is proportional to the
diameter of the crystal, growing at a constant rate. However, there are a number of variable
contributions to the net weight signal arising from effects experienced at different stages
of the growth. For example, the material expands on freezing providing an anomalous
apparent weight reduction. As the crystal expands from the seed, and while still immersed
in the encapsulant it displaces a varying amount of boric oxide of much lower density and
hence there arises a varying buoyancy force that also changes the net apparent weight.
Both of these effects are particularly influential in the early stages of the growth when the
total weight signal is small. The net growth rate is the combination of the pull rate and any
change in the meniscus height such as might be caused by the depletion of the melt level
in the crucible and hence the detail of the crucible shape towards the end of the growth. A
programmed crucible-lift adjustment might also be applied to ensure that the melt surface
and growth interface remain at a fixed position within the furnace throughout the run.
All of these factors need to be allowed for in setting up any automatic-diameter control
system based on crystal weighing. However, the computational demands in implementing
such a system are quite modest due to the long time constants of the various contributions.

Figure 4.6 shows an example of a 2-inch diameter ingot demonstrating the degree of
diameter stability achievable over an extended growth length. Figure 4.7 shows a standard
3-inch diameter crystal, also grown with automatic diameter control.

Diameter control by direct observation of the crystal has never been successfully
achieved due to the optical distortions caused by the boric-oxide layer and the turbulent
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Figure 4.6 Automatic diameter control on 2-inch InP growth
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Figure 4.7 3-inch diameter InP crystal

high-pressure gas within the chamber. However, visual monitoring of the melt and early
stages of grow out is an important facility to ensure satisfactory seeding and to allow
intervention and possible regrowth on the detection of twin formation. A quartz light pipe
conveys an image of the melt surface and interface through a pressure-resistant sapphire
window onto a CCTV system.

4.7 DEFECTS

The success of the growth process can be limited by the occurrence of a number of defects.
These can have the effect of reducing yield, limiting the bulk material specification that
can be offered or rendering the resultant ingot completely unusable.

Examples of such defects are twins, polycrystalline growth, dislocations and dislocation
clusters, dopant inhomogeneities and precipitates.

4.7.1 Twins

Twinning occurs via a 60° rotational stacking fault on the (111) plane. This results in
a twin boundary lying along a (111) plane, splitting the crystal into two regions ori-
ented on (001) and (221) vertical axes, before and after the twin plane, respectively.
The twin boundary usually bisects the crystal in such a way as to provide little or no
material capable of yielding (100) wafers at the required diameter. The growth process
is normally adjusted to operate under conditions where the probability of twinning is
minimised. InP may be regarded as exhibiting a greater tendency towards twin forma-
tion than the other III-V compounds due to its lower stacking fault energy [15]. Hurle
[16] has described the factors influencing twin formation in encapsulated growth. These
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include the form of the solid/melt interface and its intersection with the crystal sur-
face, especially in the cone section at the start of the growth, faceting of the growth
interface close to the surface and temperature instabilities that give rise to fluctuating
growth rate.

Figure 4.8 is a micrograph of the near-surface region in the cone section of a crystal.
This has been etched to reveal dopant striations arising from temperature oscillations in
the melt, labelling the instantaneous interface position and shape throughout the growth.
The inflexion of the interface close to the surface, conforming with the {111} facet
plane, is clearly visible. Also revealed by the etching are two closely spaced {111} twin
planes, bounding a lamellar twin region, which have formed in a strongly facetted part
of the growth.

4.7.2 Dislocations

Dislocations are produced by plastic deformation of the crystal at high temperature. Both
radial and axial temperature gradients exist during the growth process. Indeed, these are
required to achieve controlled crystallisation and to impose a stable shape on the growing
crystal. However, the gradients can be large, nonlinear and time dependent at any point
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in the crystal during solidification and cool down, resulting in differential contraction
and cooling stresses. Above a critical stress value, which is also temperature dependent,
dislocations are formed and in InP these are mainly arranged in linear arrays paraliel to
(110) directions due to slip on {111}.

Figure 4.9 is a plot of the axial temperature measured in an LEC growth system, prior
to growth, from the melt surface, through the encapsulant layer and up into the ambient
gas. It is evident that the peak gradient occurs at the boric-oxide surface where the crystal
emerges into the much colder gas.

Dislocation density is measured by counting etch pits revealed on cut wafers using the
H-etch [17], consisting of HBr:HNO; (1 : 1) at room temperature. Typical etch pit densities
(EPD) around 5 x 10* cm™2 are found in 2-inch diameter crystals grown in an unmodified
LEC puller. The distribution of etch pits over the wafer shows an approximate W-shape
(Fig. 4.10b), with higher density at the edges and the centre, reflecting the development of
the cooling stresses during growth. These are larger as the crystal diameter increases and
this is seen in the increased dislocation density with average values above 1 x 10° cm™?
measured in equivalent 3-inch crystals.
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Figure 4.10 (a) Dislocation-free area as a function of wafer position and doping, (b) radial dis-
tribution of dislocation density in low-doped InP, (c) SEM micrograph of ‘grappe’ defect
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Dopants such as sulfur and zinc, when added in high concentration can act to reduce
the dislocation density by exerting a ‘hardening’ effect {18-20]. In the case of S doping,
‘dislocation-free’ material, with densities less than 500 cm™2 can‘be obtained. Again this
is more readily achievable in smaller-diameter wafers and with increasing doping concen-
tration (Fig. 4.10a). However, it is generally necessary to moderate the dopant content to
avoid issues of outdiffusion from the substrate during epitaxy and dopant inhomogeneities.
The typical carrier concentration range specified for InP:S is 3-8 x 108 cm~3. High
dopant concentration can also influence the crystal-growth behaviour with, for example,
strong facet development and the consequently greater risk of twinning. The threshold
doping concentration to achieve significant dislocation-density reduction depends strongly
on the control of thermal gradients in the growth system. Since EPD is one of the main
specification requirements on InP wafers and in particular a dominant demand is for
low-EPD or dislocation-free substrates, then much of the effort in single-crystal growth is
concerned with optimised low-gradient furnace arrangements for each diameter produced.

Certain characteristic forms of dislocation structure can also influence the yield and
usefulness of a crystal. Figure 4.10c is a micrograph of a dislocation cluster, often referred
to in InP as ‘grappes’, made up of a series of prismatic loop dislocations crystallograph-
ically aligned and propagating along {110) slip directions for distances up to 100 um
from a localised stress centre caused by an included core [21]. The precise origin of these
features has not been identified, although the presence of excess In and voids have both
been proposed. The general conditions under which they may arise in the growth can be
experimentally determined. A strong factor influencing their occurrence is the boric-oxide
moisture content and this has to be carefully specified and limited to a low concentration.

Where the grown-in dislocation density is rather high and the form of the growth-
interface shape allows a convergence to the dislocation lines into dense clusters or
entanglements, these can form into subgrain boundaries and lead to an eventual breakdown
into polycrystalline growth.

4.8 DISLOCATION REDUCTION

Dislocation control by means of doping alone has a limited effectiveness and gives rise to
limiting problems of its own. The main approach has therefore been to design the growth
system to achieve much lower temperature gradients while still maintaining conditions
for stable growth. Gradient reduction can be readily obtained by heat shielding in the
space immediately above the melt/encapsulant. By preventing both the strong gas flow
and direct radiative losses from transporting heat from the growing crystal to the water-
cooled chamber walls, the ambient temperature experienced by the crystal above the
protective encapsulant layer can be dramatically increased (by a few hundred degrees).
The corresponding reduction in gradients results in a much lower dislocation density in
the grown crystal.

Figure 4.11 shows a sequence of seed-end wafers from different crystals. These have
been etched to reveal the overall pattern of dislocations and convey an impression of their
density. Each crystal was grown is a progressively lower gradient system and the effect
on EPD is evident. The dislocation-free area increases sharply with gradient reduction.

The benefits of simple heat shielding are limited, however, since raising the temper-
ature of the unprotected region of the crystal increases the surface P loss, eventually
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Figure 4.11 Sced-end EPD reduction with reduced temperature gradients

producing strong surface decomposition and the presence of a significant amount of free
In that can disrupt the growth. In order to impose the level of gradient desired, various
modifications to the LEC method have been devised, including increasing the thickness
of the boric-oxide layer and enclosing the whole furnace in a sealed hot-wall chamber.
This latter approach, although not simple to implement, has proved the most successful
on a production scale and has been promoted by InP manufacturers under the designations
of PC-LEC (pressure-controlled-LEC) and VCZ (vapour-controlled Czochralski) [22]. In
each case the compensating partial pressure of P, preventing surface decomposition of
the crystal, is provided throughout the run by a separately controlled P source. The inner
enclosure acts to maintain this overpressure although it does not have to provide a per-
fect gas-tight chamber. In fact some pressure-balancing connection between the inner and
outer chambers is highly desirable in order to avoid catastrophic imbalances at the high
pressures used.

Undoped InP produced in such systems has a dislocation density of less than 10* cm™
at 2-inch diameter, and the threshold S doping concentration for dislocation-free material
can be reduced to a level corresponding to a carrier concentration of 1 x 10'® cm™3 or less.

2

4.9 VGF GROWTH

The vertical gradient freeze (VGF) growth method [23] has become an important produc-
tion platform for III-V materials, especially GaAs. The principle of the technique involves
in-situ crystallisation within a crucible. The growth is seeded and proceeds from bottom
to top in a vertical orientation. Figure 4.12 shows a VGF furnace and schematic in a
system designed specifically for InP.

The furnace itself may consist of multiple heating zones configured to impose a con-
trolled temperature gradient over the melt. The crucible can be quartz, or more usually
pBN and has to be designed to accommodate the seed crystal in the base. A common
arrangement is to have a small-diameter tube for the seed crystal, opening via a cone-
shaped section to the full-diameter cylindrical, or slightly tapered cylindrical, section. The
melt is encapsulated with boric oxide and in the case of InP, the whole system must be
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Figure 4.12 VGF furnace schematic and photos

contained within a pressurised and water-cooled vessel operatlng at the same pressures
as an LEC puller.

The growth sequence after loading of the crucible is to heat the charge to achieve a
temperature distribution that maintains the top of the melt at a higher temperature than
the base and that establishes a position for the melting isotherm part way down the seed.
At this point the seed crystal will be partly melted and wetted by the molten charge,
forming a stable and well-behaved interface. The temperature distribution over the melt
is arranged so that a controlled linear gradient exists at the interface and that the rise
in temperature towards the top surface of the melt is limited to avoid overheating and
decomposition problems. The objective in the crystallisation phase is to programme the
furnace heaters to move the melt isotherm position upwards at a constant rate and to
maintain a uniform and low thermal gradient over the grown crystal as it cools.

The major advantage of the method is that the crystal is formed inside the crucible and
hence there are no issues of shape control. This allows the use of very low temperature
gradients during growth and hence much lower thermal stresses, potentially, than for the
LEC system. The free surface of the melt is also well separated from the growth interface
minimising the possibility of incorporation of surface contaminants. However, this also
means that there is no possibility of visual monitoring of the critical seeding and grow-
out phases and hence no opportunity to detect twins and restart the growth. The growth
process itself is performed by an automated sequence of furnace ramps.

The growth system can be less expensive than an LEC puller since there is no need for
lift and rotation mechanisms or any diameter-control system. The high-pressure require-
ments of InP do limit the cost-saving potentials, however. Typical growth rates are around
2mmh~!. The crystal must also be recovered from the crucible undamaged at the end
of the run. This involves dissolving the very thin layer of solidified BO3z between the
crystal surface and the crucible. The usual solvent is hot methanol. Equally, because of
its high value, the pBN crucible has to be recovered intact for reuse.

The overall growth cycle is therefore much longer for VGF than for LEC and hence
the productivity for the same yield, is much reduced.

The other factor that strongly affects output is the single-crystal yield. There are a
number of influences on this, including failure to seed properly, sticking to the crucible
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walls and the formation of twins. Low temperature gradients tend to allow a stronger
facet influence on the growth interface and the same factors involved in the LEC case
become more critical in this kind of regime. Thus the shape of the crucible cone section,
the rate of growth, the detailed shape of the solid/melt interface, particularly at the crystal
surface and the stability of the melt temperature with regard to localised supercooling
can all influence the yield. These issues can be variously addressed, by thermal design
of the furnace to provide the desired interface shape, by ensuring that the high-pressure
gas volume for turbulent flow is minimised and that the melt environment is thermally
stable, and by selection of a suitable crucible design to achieve the transition between the
seed diameter and the final crystal diameter without generating twin growth in the cone
section, which is in practice where the greatest risk occurs. One approach is to eliminate
the grow-out section completely by using a simple cylindrical-shaped crucible with a seed
of the same diameter as the final crystal [24, 25]. Figure 4.13 shows an example of a
2-inch diameter VGF crystal grown in this way.

The seeding position can be accurately and reproducibly established even in a large-
area, short-length seed of this type. Although it might be expected that without the ability
to expand the interface area that any defects such as dislocations in the seed would
directly propagate at the same density into the grown crystal. This is not necessarily
the case and significant dislocation reduction can be achieved between the seed and the
VGF-grown crystal.

In the ingot shown in Fig. 4.13, the carrier concentration was in the range of mid-
107 cm™3. The EPD of the LEC grown seed crystal was around 5 x 10* cm™2, whereas
the dislocation density in the VGF crystal was reduced by about an order of magnitude.
This is illustrated in Fig. 4.14 where an EPD map of a seed-end wafer is shown. The
general form of the W-shaped EPD distribution is still maintained in the VGF growth.

VGF growth has shown itself capable of providing InP of the best structural quality,
with respect to dislocations and residual stress, at diameters of 2, 3 and 4 inches and across
all commonly required dopants. There remain some questions concerning the achievable
yield and competitive cost performance of the method.

VGF crystal

Interface
e >

LEC seed

Figure 4.13 VGEF single crystal, S-doped



INDIUM PHOSPHIDE CRYSTAL GROWTH 139

2000 ———————— - |
1600 - {%%
_ Y
91200 - -
£ |
S, . —
g
o 800+
400 -
D 1 | i
0.0 0.2 0.4 0.6 0.8 1.0
Solidified fraction g
(a)
50 BT
i 5
/A, ‘
- ./ . ' -
E 40 y e
£ 304,
| =
o
T 20 ] :
27 |\ L R
'>~. '\\'».‘-' 4 - ._q_;_‘ qm_ﬁ
10 S el g ey © 4000 - 400
N : w i z
0+ 2ao0 _ 00
10 20 30 40 50 x0-w
[100] X-position in mm o o
400.0 ~ 800.0
— 0 - 4000
[001] [010]

(b)

Figure 4.14 (a) Average EPD for wafers along a VGF-grown crystal, (b) seed-end EPD map on
a 2-inch wafer

4.10 CRYSTAL-GROWTH MODELLING

The experimental development of high-temperature, high-pressure furnaces is expensive
and slow. Tools that can assist in predicting the effects of changes in hot-zone compo-
nents, materials and basic furnace dimensions are of enormous potential importance when
tackling issues such as scaling up to larger-diameter crystals. Complete simulation of the
growth system to take into account all the processes of heat transfer, including radiation
losses, convective effects in the gas phase, melt flow and mixing, distributed in time and
in full three-dimensional space remains an ambitious task. However, numerical computa-
tional packages such as CrysVUn*™* have been developed [26] that offer a time-dependent
and 2-dimensional simulation of a growth environment. This has proved particularly use-
ful for the physically much simpler arrangement found in a VGF furnace and has been
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demonstrated to be a valuable tool when used in conjunction with furnace design. Using
known material thermophysical properties and with measured furnace temperatures as the
boundary conditions, quasistationary and time-dependent modelling of the heat transfer
via radiation and conduction, taking into account latent heat, can be performed. From this
the temperature distribution within the crystal can be determined at any given point in
time, providing predictions of the interface position and form throughout the growth. In
addition, the von Mises stresses can be calculated from the temperature field experienced
by the crystal and simulations can be tested for the avoidance of exceeding the critical
stress for dislocation generation at any point.

Figure 4.15 shows a sequence of quasistationary stress maps calculated for the case of
a 2-inch diameter InP VGF growth at different time intervals. Experimental verification
of the interface position and hence growth rate, and of its detailed form can be made by
sectioning the grown crystal and etching to reveal dopant striations marking the interface.
Since there is normally no rotation applied in the VGF system and there are no strong

z=0.525:0.88 MPa z=0.56:0.72MPa z=062:1.1MPa z=0.66:1.2MPa

Figure 4.15 (Plate 2) Calculated von Mises stress at different stages of the VGF growth
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natural striations due to melt buoyancy-driven convective oscillations, then striations are
artificially introduced. A perturbation in the furnace temperature, caused by a sudden and
deliberate change in heater power, gives a corresponding change in growth rate and hence
in the dopant incorporation at the interface at that moment. By correlating the timing of
such events with their appearance in the sectioned crystal the predictions of the simulation
can be tested.

4.11 DOPANTS

Table 4.3 lists the main dopants used for control of electrical and dislocation properties.
The effective segregation coefficient for each impurity is also listed [27, 28]. This gives
some indication of the axial nonuniformity that can be expected in the electrical behaviour
in normal directional growth.

4.11.1 N-type InP

N-type low-EPD wafers are obtained by S doping. These make up the largest portion of
the substrate market for InP and are used for fabrication of infrared emitters and detectors,
such as lasers and PIN diodes. The material can be specified to have an average EPD
below a certain figure or to yield a minimum area of wafer below a ‘dislocation-free’
threshold value. Limits on average EPD of 1000cm~2 and ‘dislocation-free’ threshold
values of 500 cm™2, are commonly applied.

A distribution of EPD is determined by full-wafer mapping. The standard method
being to measure 69 positions over a 2-inch wafer in a grid arrangement with each
measurement point 5mm apart. For 3-inch diameter material the pattern is based on a
10-mm grid requiring 37 measurement points.

As the crystal diameter increases it becomes much more difficult to maintain low dislo-
cation content even with the hardening effect of the dopant. Increasing the dopant content
is usually not an acceptable option and it is at sizes above 2-inch diameter where the
modified LEC variants and VGF growth methods offer distinct advantages in preserving
the dislocation specification.

Sn doping is also used for n-type material. Typical concentrations are in the range
1-3 x 10" cm™3. Sn has no significant effect on dislocation content and typical EPD

Table 4.3 Dopant types and applications

Dopant Seg. coeff. (ker) Application Crystal properties Market (%)

Undoped — LPE source n-type; < 1 x 10'cm™ ~1

Fe 0.0016 OEIC, mm wave  n-type; SL; > 1 x 10’ Qcm ~20

S 0.47 LD, LED, PD n-type; > 1 x 108 cm™3 ~50
‘zero-D’; < S00cm ™2

Sn 0.02 LD, LED, PD n-type; > 1 x 10¥cm™> ~20

Zn ~1 LD, LED, PD p-type; 1-10 x 10" cm™3 ~10

low EPD
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values would be in the range of 3-5 x 10* cm™2. Low-EPD material can only be obtained
in this case by low-gradient growth.

4.11.2 P-type InP

Zn is the only commercially available p-type dopant. It can be incorporated at concen-
trations above 10'® cm™2 and at such levels it also has a lattice-hardening effect, yielding
dislocation-free material. Its segregation coefficient is close to unity. Zn is volatile in
elemental form and this can give rise to variable loss of dopant when it is directly added
to the melt. Care must be taken in how the charge is loaded in the crucible so that the
dopant is protected up until the point when it is incorporated in the melt. Another approach
is to use a measured quantity of well-characterised, predoped InP mixed in the correct
proportion with the undoped charge.

4.11.3 Semi-insulating InP

Fe forms a deep acceptor state in InP that acts to compensate the residual shaliow donors
and when present in a dominant concentration pins the Fermi level near midgap to give
intrinsic-like semi-insulating behaviour.

Fe has a small segregation coefficient, no lattice-hardening effect and a limited sol-
ubility in the crystal. The minimum concentration required to achieve semi-insulating
behaviour depends strongly on the background purity of the compound. For typical
undoped InP an Fe concentration in the solid in excess of 10'cm=3 is required.

Figure 4.16 is a plot of measured resistivity as a function of the Fe concentration in
the same wafer, assessed by mass spectroscopy. A threshold level around 1 x 10 cm™3
is evident above which the resistivity achieves the accepted ‘semi-insulating’ minimum
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Figure 4.16 Resistivity dependence on Fe-doping concentration



INDIUM PHOSPHIDE CRYSTAL GROWTH 143

2000 =

=)
s 1500 -
i L
o 1000 -
o [
o
2 500 -
<

0 - 4

0 5 10 15
Fe concentration (x 1E15 cm™=)
(a) (b)

Figure 4.17 (a) PL intensity as a function of Fe-doping concentration, (b) PL intensity map of a
semi-insulating InP:Fe wafer

of 107 ohmcm and then increases steadily towards 10® ohmcm with further increasing
Fe content.

The limit on useful Fe doping content is set by the solubility of the impurity. At levels
around 10'7 cm™3 FeP, precipitates begin to appear as large inclusions in the crystal [29],
making that part of it unusable. Due to the low segregation value the Fe concentration
increases sharply towards the last-to-freeze end of the crystal and nodular precipitates can
be observed in the extreme base of some InP:Fe crystals. The Fe concentration can also
be correlated with the photoluminescence response of the bulk material {30]. Figure 4.17a
shows the inverse relationship between PL intensity and Fe content. This can be used to
provide a detailed distribution map of doping concentration through high-resolution PL
mapping, as shown in Fig. 4.17b The nonuniformity of Fe content exhibited as growth
striations and other features is also reflected in variations in electrical resistivity measured
by a noncontact capacitance transient method [31]. An example of this is shown in
Fig. 4.18a.

Additionally, Fe is a fast diffuser in InP [32], which is a concern for outdiffusion
into epitaxial structures. There has consequently been a strong interest in attempting to
produce undoped semi-insulating InP, analogous to the GaAs case, where conduction is
controlled by native deep level defects. Investigations have involved heat treatments of
high-purity undoped InP and some success has been achieved in semi-insulating behaviour
in low residual carrier concentration material [33]. However, detailed analysis of such
samples has indicated that the required compensation balance has been achieved through
a reduction in native shallow donor levels as a result of annealing, together with inadver-
tent low concentration contamination of the samples with Fe, probably from the furnace
and ampoule.

The limiting role of native shallow donors has been suggested in the cases where
precise analysis of the chemical donor impurities has shown these to be insufficient to
account for the measured carrier concentration [12]. Growth from In-rich melts [11] and
synthesis from In solution [10] has resulted in the lowest carrier concentration material,
suggesting a stoichiometry-related influence. There is evidence that the defect complex
Vi, — Hy that is known to be a shallow donor [34] is at least partly responsible for the
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Figure 4.18 (Plate 3) (a) Resistivity map of Fe melt-doped wafer, (b) resistivity map of Fe
diffusion-doped wafer

background carrier concentration. The defect concentration can be determined from its
infrared local vibrational mode signature and has been shown to have a value around
1.5 x 10 cm 3 in annealed crystals [12].

Hydrogen can be introduced into the melt from the puller atmosphere through gas-
phase reactions of the water content of the boric oxide. During heat treatment these
hydrogen-related complexes can be dissociated and redistributed depending on the thermal
history. Heat treatment can therefore play an important role in the control of the electrical
uniformity of semi-insulating InP, as is the case for undoped GaAs. However, whereas
in GaAs the anneal acts only on native point defects, in InP there can also be an Fe-
redistribution effect in addition to the observed reduction in donor complexes. Thus the
resistivity and Hall mobility are both enhanced by the heat treatment of Fe-doped InP at
temperatures between 750 and 1000 °C, for treatment times of several hours. In this way
also it is possible to lower the critical threshold concentration of Fe for semi-insulating
behaviour [35, 36].

One approach to achieving very uniform semi-insulating wafers of relatively low and
constant Fe concentration, and hence avoiding the effects of segregation seen in a melt-
doped crystal, has been to diffuse Fe through the material [37, 38]. This is usually done in
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wafer form at high temperature using either a FeP, vapour ambient or a surface-deposited
source. Figure 4.18b shows a resistivity map of a semi-insulating wafer obtained by Fe
diffusion into undoped InP.

4.12 CONCLUSION

InP is an important semiconductor material with established niche markets in fibre-optic
telecommunications devices. It is also a contender for new high-performance commu-
nication devices due to its potential advantages in high-frequency operation. Extensive
experience has been gained in the processing of large-area ‘non-silicon’ wafers for high-
speed integrated circuits and microwave devices for consumer applications. This has
created an infrastructure, acceptance and technology base for compound materials and
InP can potentially benefit from this as a perceived next-generation product to GaAs
microwave devices.

Volume manufacturing of InP integrated circuits and electronic devices will require the
availability of semi-insulating wafers with diameters of 100 mm or larger. Such substrates
are already available and 150 mm wafers have been demonstrated in both VGF and VCZ-
type growth. Currently such wafers are, relatively, extremely expensive; a factor of 5 times
or more compared with equivalent-area GaAs substrates. Since raw material costs are
broadly similar, the burden and focus of the cost pressures will fall on the efficiency of the
crystal-growth processes. It remains to be seen which of the available growth methods will
offer the optimum combination of productivity and specification for consumer markets.
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5.1 INTRODUCTION—A LITTLE HISTORY

The binary intermetallic compound indium antimonide or InSb, with a ZnS crystal struc-
ture was first identified in 1929 [1] with the In-Sb phase diagram being fully defined
by 1952 [2]. That this material was a semiconductor with a very narrow bandgap and
extremely high electron mobility began to emerge in the early 1950s, within years of the
earliest development of semiconductor silicon. Si has evolved in the intervening decades
into a billion-dollar, thousands of tonnes-per-year, major industry. InSb has matured much
more slowly into the niche markets for costly, very high performance detectors of 3—5
micrometer infrared radiation with sales of a few $million annually and much more
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numerous but inexpensive magnetic sensors. There are also specialty applications in X-ray
monochromation, infrared filters and detector optical-immersion lenses.

Many laboratories participated in the early definition of InSb’s characteristics over
the following decade with several hundred papers being published. Much of this work
defining material preparation, properties and its basic applications was summarized by
Hulme and Mullin [3] and Liang [4] in 1962. Most of the key material parameters were
summarised by Neuberger in 1965 [5] and again in 1971 [6]. Many of these early data
remain unchallenged to the present.

5.2 WHY THE INTEREST?

InSb has the narrowest bandgap of the III-V binary compound semiconductors. The Eg
gap is 235meV at 0K and 172 meV at 300K [7] with the gap increasing nearly linearly
from 300K at 0.27 meV K~! to about 232meV at 77 K, the temperature range of greatest
interest. The gap is direct throughout this interval, which means infrared emitters and
detectors made from InSb tend to have high quantum efficiencies throughout this entire
span. Figure 5.1 shows this dependency.

InSb infrared detectors have evolved from the earliest photoconductive single-element
devices, to linear and now large (1024 x 1024) photovoltaic focal plane arrays. While
other materials are used in other applications, the ‘producibility’ (ability of material and
fabrication technology to reliably and reproducibly make arrays of whatever required size
and performance) and high ‘operability’ (low count of dead pixels) of InSb has led to
its domination of the cooled, sensitive, rapid-scan applications in the mid-infrared. While
its rather high (~ 2E16 carriers cm™3) intrinsic carrier concentration at 300K constrains
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the development of high-speed transistors and other devices at room temperature, recent
developments [8, 9] using InSb as substrate have overcome this limitation using ‘carrier
exclusion or extraction’ devices. The reader is referred to Micklethwaite and Johnson [10]
for a review of these technologies.

InSb has the highest room-temperature mobility (~ 7-8E4cm? V~!s~1) of any semi-
conductor. Since the signal response from a change in transverse magnetic field in the
Hall configuration is proportional to the square of the carrier mobility, InSb thin films are
widely used in magnetic sensors.

The atomic numbers of In (49) and Sb (51) are both high when compared with those
of Si (14), Ge (32), Ga(31) and As(33) with which most readers will be more familiar.
This results in a strong interaction with X-radiation. Strong diffraction and the excellent
crystalline perfection available make InSb a material of choice for doubly or multiply
diffracted X-ray beam monochromators.

3.3 KEY PROPERTIES

Before launching into a discussion of InSb growth technologies, a basic understanding of
InSb physics, chemistry and properties is required.

5.3.1 Crystallography
5.3.1.1 ZnS lattice

InSb crystallizes in the ZnS structure (space group F-43m) that comprises two inter-
penetrating, face-centred cubic sublattices relatively displaced a quarter of the primary-
cell body diagonal. All of the III-V semiconductors share this lattice that differs from
C(diamond), Ge and Si only in that the two sublattices are solely populated by Group III
and Group V atoms, respectively, while the elemental materials are entirely one species.
In all these cases every atom is surrounded by four nearest neighbours and covalently
shares an average of four electrons.
Figure 5.2 shows three views of this lattice:

(a) showing tetrahedral coordination around each atom
(b) showing the alternating In- and Sb-populated {111} planes
(c) showing ‘clear channels’ in the {110} direction

NOTE: in this paper (hkl) refers to the single plane hkl, (pgr) to a direction [normal
to (pqr)] and {xyz) is the set of planes like (xyz), i.e. (xyz), (—x,y2), (zxy), etc.

5.3.1.2 Polarity

The {111} planes have the densest atomic packing in this lattice but alternate between
totally In and totally Sb atoms populating these planes in hexagonal arrays. This alternation
results in distinctly different chemical and mechanical properties for the two sides of all
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(a)

Figure 5.2 InSb lattice (a) tetrahedral coordination (b) {111} A and B species planes (¢) (110}
clear interstitial channels. The light and dark balls represent In and Sb, respectively

planes of the class {11} (where A is any integer) and requires that this polarity be taken
into account during growth. The four {111} planes with an even number of negative indices
are commonly called** the ‘A, head or In’ planes with the remaining four designated ‘B,
tail or Sb’. The polar notation is also applied to {211} and {311} although the polarity
effects decrease quite noticeably as the highest index increases.

This polarity has many effects, notably that damage depth and chemical-attack rates
on {111B} planes are about twice what they are on {111A]}. It also dictates the choice of
seed orientation; for seeds of the {411} type, the {#11B} plane must be toward the melt
to avoid growth twins [11].

5.3.1.3 Slip

These same four pairs of {111} planes are also the slip habit of InSb when exposed locally

or generally to stress levels exceeding the critical resolved shear stress or ‘CRSS’. The

slip direction is in one of the 12 (110) directions of the shortest translation vectors in this

lattice [12]. If crystals of InSb are stressed by compression, bending or excessive thermal -
stresses during growth, arrays of slip dislocations result that can be viewed as etch pit

arrays defining the traces of the {111} planes on the cut plane.

5.3.1.4 Twinning

During growth, a 60° lattice rotation about any III-V bond in a (111} direction pre-
serves the tetrahedron of opposite species but in a lattice mirroring the parent across the
(111) plane. Since both the nearest and second-nearest neighbours remain at their normal
distances, the energy required for this ‘twinned’ growth is exceptionally low. For this
reason twinning across the set of {111} planes is the principal complication in grow-
ing single-crystal InSb. The {211} and {110} twinning reported in other IV and III-V
semiconductors is not found in InSb [13].

** [It is worth noting that in the pre-1970 literature there are both this and the reverse notations for ‘head and
tail, etc.” so these early papers must be read with care to ensure correct interpretation].
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5.3.1.5 Cleavage

Being a rather weakly bound material; InSb demonstrates pronounced cleavage on all
twelve {110} planes. The older literature [14] also indicates that the {111} and even the
{332} planes will cleave but the author has never seen this in InSb. Inadvertent cleavage
has ended the working life of far too many InSb wafers in processing so great care
must be exercised in all handling steps. Conversely, deliberate cleavage offers a ready
means to separate device dice from the parent wafer without damage in the last stages of
fabrication. Typically, two (110) edges for (111)- and (211)-oriented wafers, sometimes
four in the case of (100) wafers, are defined by oriented scribing to initiaie cleavage.

5.3.1.6 Diffusion

The vast majority of InSb infrared focal planes are fabricated as diffused- or implanted-
junction devices, usually on (111)-oriented wafers. Notably faster diffusion for some
species exists in the (110} directions because these correspond to the clearest interstitial
‘channels’ in the lattice (see Fig. 5.2¢). There is little difference between most other
orientations although subtle polarity effects are suggested for (111) directions.

5.3.1.7 Defects

InSb is among the most perfect materials available commercially. The author has seen
defect densities as low as 1 etch-defined pit in a 50-cm? wafer, although higher levels of
10—100 defects cm~2 are normally specified. Figure 5.3 shows conical etch-pit patterns

(a) (b)

Figure 5.3 InSb conical etch pit patterns (a) typical (b) showing slip
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developed by etching with dilute CP4 etchant (HF:HNO3;:HAcetic: water = 3:5:3:20) for
(a) a typical production wafer and (b) an early 100-mm wafer showing excessive slip.

5.3.2 Growth-critical material parameters

InSb is the extreme of all the III-V compounds semiconductors in virtually all its material
properties. Some of these (the low melting point) assist crystal growers, while others
make the growth of high-quality material an exceptional challenge (for example the very
low CRSS). A knowledge of these and an understanding of their implications is crucial to
growing acceptable material —very much a ‘moving target’ in the commercial materials
world. Table 5.1, below, summarizes key parameters taken from almost fifty ‘year’s of
the literature. The author has given the most evidently reliable data and rejected others;
please feel free to contact him to discuss these choices.

5.3.3 Common growth conditions

The key to the very high quality of InSb materials readily available commercially lies in
the low (525 °C/798 K) melting point and meticulous attention to detail by growers.

Atypically for metals, InSb expands approximately 12.9% on freezing, among the
greatest of such expansions (51 9.6 %, Ge 4.9 %, GaSb 7.5 %) [21]. If the freezing interface
is taken as the frame of reference, there is a net flow away from the interface at 13 %
of the freezing rate (termed ‘density effusion’ by the author) which must be explicitly
accounted for in any modelling of the crystallizing interface and its dynamics.

Although hydrogen should not (thermodynamically) reduce floating InO,, in practice
it does in the presence of the InSb melt, thus hydrogen is the atmosphere of choice for
InSb crystal growth. Vacuum processing is not feasible as it leads to unacceptable Sb
losses, while argon cannot be scrubbed sufficiently free of oxygen and water to preclude
oxidation. The literature [22] suggests nitrogen may be electrically active.

5.3.4 Impurities and dopants

With its narrow bandgap and applications typically near 77 K where intrinsic carriers
are suppressed, the importance of InSb starting material purity cannot be overempha-
sized. With few exceptions, crystals are grown from precompounded and zone-refined
feed. Deportment and control of impurities is too complex a topic for full treatment
here but a few generalities may be useful. Elements that displace In (Groups I and II
of the periodic table) are doubly and singly ionized acceptors, respectively. Those dis-
placing Sb (Groups VI and VII) are singly and doubly ionized donors. Group IVs are
amphoteric, generally behaving as compensating acceptors, while the transition elements
have little effect on carrier concentration but are catastrophic to mobility and lifetime.
Interestingly, the isoelectronic elements from groups III and V all seem to behave as
low-efficiency acceptors.

The great majority of impurities have distribution coefficients (K = C;/C)) less than
unity and segregate to the last-to-freeze portions of the ingot. The exceptions are Zn, Ge
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Table 5.1 InSb: significant parameters for growth ([15] except as noted)

Parameter Value ST units
Melting temperature [3] 798.4 K
Latent heat of solidification 1.3 x 10° Jm™3
Thermal conductivity of liquid @ Tieezing 9.23 Wm1K!
Thermal conductivity of solid @ Tireczing 4.57 Wm-!l K1
Heat capacity of liquid @ Tceing 1.7 x 108 Jm3K™!
Heat capacity of solid @ Tireesing 1.5 x 108 Jm3K!
Density of liquid @ Tireesing 6.47 x 10° kgm™>
Density of solid @ Tireesing 5.64 x 10° kgm™3
Coefficient of liquid volume expansion 1x10™* K-!
Liquid thermal diffusivity 6 x 10~6 m?s~1
Liquid dynamic viscosity 3.3 x 1077 m?s~!
Surface tension @ 823K [16] 434 x 107! Nm™!
Variation in surface tension [15] —8x 105 Nm~!K™!
Elastic constants @ Treezing [17]

Cn 5.3 x 10° Nm2="Pa

Ci2 2.5 x 10%° Nm2=Pa

Cy 2.8 x 1010 Nm=2 =Pa
Young’s modulus @ Tieesing (111) [17] 6.8 x 101¢ Nm2=Pa
Poisson’s ratio @ Tieesing 0.428 -
Critical resolved shear stress (CRSS)

491K [18] 5 x 108 Nm?2=Pa

@ Tieezing [19] 25 % 10° Nm?2=Pa
Growth meniscus angle [20] 25 degrees
Wetting angle on [16]

Graphite 124 degrees

BN . 134 degrees

Sapphire 111 degrees

Quartz 112 degrees

[Note: for many of these, temperature dependence has been established.]
[Note added in proof: recently, the Ioffe Institute has posted a rather complete set of material
parameters for InSb online at www.ioffe.rssi.ru/SVA/NSM/Semicond/index.html].

and the isoelectronic elements. The last is consistent with the fact that InSb has the lowest
melting point of all the III-V compounds.

Few commercially significant crystals are grown without deliberate doping to achieve
desired electronic characteristics. Te is the donor of choice because of its modest segre-
gation (K ~ 0.6) with Zn (~ 2.5), Cd (~ 0.8) or Ge (~ 1.2) being used for acceptors
according to application.

5.4 CZOCHRALSKI GROWTH

The Czochralski crystal-growth method is the method of choice for commercial InSb
production as it readily produces the large volume of near-perfect material required for
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modern infrared devices. Ingots producing wafers to 100mm (4 inch) diameter have
recently entered commercial production with defect densities as low as 10 etchable dis-
locations per square centimetre being regularly achieved. Virtually all the critical details
of production for such large ingots are proprietary but there are reasonable references [3]
that give basic information.

Growth is usually performed with an unfluxed melt (nor LEC) under a pure hydrogen
cover gas. Since the vapour pressure of Sb at 525°C at ~ SE—6gcm 25! is very low
[3], there is no need for an evaporation-suppressing flux cover. The hydrogen atmosphere
is required to reduce the InO, scum that otherwise forms on the melt, preventing single-
crystal growth. A quartz crucible is employed to reduce carbon incorporation. The seed
is withdrawn at speeds ~ 25mmh~!, giving growth times ~ 16 h from seedon. Seed and
crucible rotation rates, while critical to the process, are typically low at 2—12 rpm.

InSb growth more closely resembles the growth of silicon and germanium than its
more commercialized cousins InP and GaAs. However, there are significant differences
in heat transfer due to much-reduced radiative transfer (lower temperature) and increased
convective transfer (ultrafluid hydrogen atmosphere). Fluid mechanics in the melt are
complicated by faceting and ‘density effusion’ as well as the more usual convection
interacting with stirred flows from crucible and seed rotations.

5.4.1 Challenges
5.4.1.1 Twinning

Anyone who has ever grown InSb crystals will have seen more than their fair share of
growth twins to the extent that the true art of bulk single-crystal growth is largely that
of twin avoidance. The great majority of these arise at the three-phase boundary ring
forming the perimeter of the growth interface.

Hurle [23] has examined the incidence and triggering of twins in HI-V compound
semiconductors, formulating a theory for the nucleation of a twin at an ‘edge’ facet
(one touching the crystal circumference) when local conditions thermodynamically favour
nucleation in the twinned orientation over the chosen one. Over a certain range of growth
angles (angle of the crystal sidewall to the vertical), edge facets can reach the three-
phase boundary permitting nucleation to occur preferentially there where the nucleation
energy is lowest. Since the surface free energy on {111} (twin) planes is the lowest of all
orientations in this lattice, for small nuclei (large supercooling) thermodynamics favours
the twinned orientation as the surface energy saved exceeds the incremental twin volume
free energy of the differently oriented nucleus. Thus the combination of facet and three-
phase boundary readily forms a new crystal in twinned rather than the target orientation.
The balance between growth angle, surface tension and supercooling dictates whether
twinning will occur for any given seed orientation. While twinning is predicted to be
unlikely for (111) in Ge and Si, it is likely for InSb and other III-Vs. The increased
twinning onto (#11A) vs {(h11B) seed orientations ({111B} and {111A} edge facets) can
be explained by subtle changes in melt surface tension against these planes.

Hulme and Mullin [3] offer a good discussion of the twinned crystal orientation as a
function of seed orientation. Of all the seed possibilities, (311) is the most interesting
as it twins to itself ({311} — {~1-31)) while all other orientations twin to higher-index
planes that quickly degrade into polycrystalline growth. In the author’s laboratory, the
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(211B) growth direction is preferred. This can twin at 19.5, 62 or 90 degrees from the
(211) growth plane. In the first case, the new crystal will frequently ‘twin back’ to the
original orientation, leaving a buried twin lens. In the 62° case, disastrous polycrystallinity
always results, while the 90° case can take the form of a relatively innocuous, shallow
‘edge twin’ plate that will propagate vertically through the remaining length of the ingot.
Which variant emerges is a sensitive gauge of the melt thermals.

Twin avoidance requires an absolutely stoichiometric melt, free of oxide scum or
particulates; an appropriate seed orientation and growth angle (avoiding facets); low (but
sufficient) solid thermal gradient and melt thermal control to flatten the interface, minimize
supercooling and remelting.

5.4.1.2 Faceting

Anyone who has seen naturally occurring crystals such as quartz or raw diamonds is
immediately struck by their tendency to form large flat faces at characteristic angles to each
other— ‘facets’. Figure 5.4 shows the tetrahedrally arranged facets of natural diamonds.
These are exactly the {111} set of planes of the diamond cubic lattice, identical to the ZnS
lattice of the III-V compounds semiconductors, except for the latter’s alternating species
on the two sublattices.

In Czochralski-grown InSb, these tetrahedral {111} will always express themselves if
geometry and growth conditions permit. Their presence materially affects the distribution
of impurities and dopants. The prime determinant in faceting is the number and orientation
of the {111} planes that can intersect the growth interface. Table 5.2 sets out this geometry
for common growth directions.

Figure 5.4 Naturally occurring {111} facets on diamonds (Photo, DeBeers Group)
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Table 5.2 Faceting geometry in the ZnS lattice

Pull {111A} facets {111B} facets Angle to Rotational
direction growth plane spacing
{100} 2 2 54.7° 0/90/180/270°
(110} 1 1 35.3° 0/180°
(111A) 70.5° 0/120/240°
(111B) 3 70.5° 0/120/240°
(211A) 1 : 19.5° -
(211B) 1 19.5° -

One of the earliest discussions of the facet effect in InSb was given by Mullin and
Hulme [24]. They noted that seed orientations at or near (111) orientation resulted in
large flats having {111} orientations (facets), that these were displaced to one side and
distorted the expected three-fold boule symmetry when there was a deviation from exact
{111) orientation, and that all these were associated with anomalous impurity distributions.
Hurle et al. [25] demonstrated that interface breakdown of a (100) crystal grown with
excess In by constitutional supercooling resulted in a ‘factory roof’ surface of {111}
facets. Ivleva et al. [26] extended this work to (100), (110), (211} and (511)-grown
crystals, finding facets in each case; two, opposed for (100) and (110), one for (211}
and two ‘hardly discernible’ ones for the (511). Comparing these results with Table 5.2
demonstrates the apparent asymmetry between possible {111A} and {111B} facets (only
the latter developed on the (100) growth face at 54.7°) while both (111A) and (111B)
appeared on the (110) face. '

Noting that the facet-dominated ingots grown under flat-interface conditions and devel-
oped in the central portion of ingots with convex (solid) interfaces but were absent for
concave(solid) interfaces, Hulme and Mullin [3] explained the facets as resulting from the
requirement for significant supercooling to maintain (111) [facet] growth—thus approx-
imate tangency to the melt isotherms was required for facet development. The reader is
referred to Sangster [27] for development of the theory that nucleation on the (111) is the
most difficult and a discussion of facet-growth mechanics.

5.4.1.3 Segregation by ‘normal freeze’

The slow withdrawal of a crystal from the melt is the equivalent of a ‘normal freeze’ [28}
during which K < 1 dopants tend to remain with the melt while KX > 1 are preferentially
incorporated into the growing crystal. This results in an automatic impurity gradient along
the ingot length that must be taken into account when targeting doping levels—the large-
diameter portion of the ingot comes late in growth where the axial impurity gradient
is steepest.

5.4.1.4 Segregation to ‘striations’

Very early in InSb growth experimentation it was noted that smooth, repeating structures
could be discerned by etching after the growth of heavily doped (> 1E18 cm™2) crystals.
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Termed ‘striations’, there was prolonged and vigorous debate over what they were and
their origins. Radiotracer experiments revealed that they were periodic, major (factor of
2-10) variations in the dopant concentrations. Their origin was postulated to be peri-
odic variations in melt temperature due to convective cycling or asymmetry between the
rotation and thermal axes.

Work to characterize these is typified by three papers by Morizane et al. [29-31]. They
found that striations persisted without using seed/crucible rotation and hence they were
derived from convective effects. This was confirmed more recently by directed-freezing
experiments in microgravity [32] in which striations were not present under conditions
that created them on earth. The Morizane papers established that the striations reflect
the exact shape of the growth interface, could be made to show the shapé and size of
growth facets and could be turned on/off by the presence/absence of thermal asymmetry
or convective melt currents in the growth system.

The striation mechanism is explained by temporal variations in growth rate and their
accompanying changes in solute incorporation. In the presence of a segregating impurity,
the melt ahead of the growth interface has a solute-enriched (assuming X < 1) boundary
layer whose thickness is controlled by the interaction of mixing, diffusion and growth rate.
Burton et al. [33] is the seminal paper for this topic. If the interface accelerates, Kegreciive
more closely approximates unity and more solute is incorporated into the crystallizing
material; and vice versa. Thus a cyclic temperature causes a cyclic growth rate and
results in cyclic impurity incorporation that can be revealed as striations by etching. In
extreme cases, the interface may even melt back (‘remelt’) causing the effective growth
rate to cycle between zero and some high rate.

While these striations are not seen in more lightly doped material, it is probable that
the mechanisms that trigger their formation are still at work. Accordingly, great care is
taken to maintain thermal symmetry and to control convective currents within the melt
to obviate these cyclic impurity variations. For intermediate cases (doped ~ 1E17 cm™)
striations may appear only on facets where they manifest themselves with a characteristic
iridescence after etching. Striations also offer a means of monitoring the variation in
interface shape throughout growth as conditions are experimentally adjusted, thus they
form a useful tool for improving growth conditions.

5.4.1.5 Segregation to facets

Anomalous (factor of 2—8) segregation of impurities to certain regions of grown crystals
was an early puzzle in InSb growth. Mullin (3, 24, 34] did much of the early work to
resolve this. Using electrical measurements and radiotracer studies he established that
Te (K ~ 0.6) was apparently segregating to regions of (111) growth, the facets, as if K
were ~ 4. Other workers found similar effects for Se, Ge and other elements. Initially this
was attributed t0 Kegrecrive being six times greater on-facet than off, making K. ~ 3-4.
Similar ratios were found for other elements. Mullin’s [34] autoradiographs (Fig. 5.5) for
Te segregation for four growth directions remain one of the best illustrations of the facet-
segregation effect. It is worth noting that the (111B) case has a single, central facet; the
(111A) has 3 strong peripheral facets and a weak central one; the (110) two, one weak and
one strong; and the {100} two weak and two strong. This is an excellent demonstration
of the different degree of segregation between (111A) and (111B).
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Figure 5.5 Autoradiographs [34] of InSb [Te] wafers cut perpendicular to growth in the (a) (111B)
(b) (111A) (c) {110} (d) (100} directions. (Note: original figure uses reverse notation.) (Reproduced
with permission from J.B. Mullin)

Mullin [34] initially explained this effect by considering the possibility of differential
stirring on- and off-facet as altering the boundary layers but later settled on a requirement
for higher supercooling on facets with their presumed nucleation difficulties. Using the
phase diagram for InSb-Te and invoking equilibrium, only part of the differential seg-
regation could be explained. He further postulated that differential growth rate on- and
off-facet might be the cause.

This last has been shown [35] to be the probable cause. The geometry of the species
populating the {111} planes is such that it requires double-atom nucleation to form a 2-
D nucleus [27], parallel to the parent plane. Such nucleation has a probability that is
approximately the square of the probability of nucleation on a (110) plane under equiva-
lent circumstances. This nucleus then proceeds to grow in these same two dimensions, that
is to say strictly laterally rather than adding height steps concurrently. Thus each (111) step
nucleates and grows sideways to the limiting isotherm before the addition of the next step.
This is unique among all orientations, as all other planes are much more easily nucleated
then grow by further 3D nucleation (a combination of (111), (100) and (110) steps) and
expansion. Since all planes have about the same volume growth rate under given circum-
stances, the lateral growth of the (111) planes must be exceptionally rapid. Using lateral
growth rates of 1ES and 1IE-3cms~! (on- and off-facet), Hayakawa was able to explain
Kon ~ 6.9 and K5 ~ 0.63 for Te. The explanation of the extraordinary facet impurity
incorporation then is this huge difference of effective growth rate—bulk vs monostep-
lateral. The latter’s rapidly advancing sidewalls trap impurities much more completely
than the quasiequilibrium off-facet process resulting in the large disparity in K.
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Reflecting this reality, the literature now typically quotes. either or both of ‘on-facet’
and ‘off-facet’ segregation coefficients.

5.4.1.6 Defects and slip

The crystalline perfection of seeded melt growth is initially constrained by the quality
of the seed crystal employed. While measures such as ‘Dash’ necking may be required
to minimize these defects in Si and Ge, careful mining of standard InSb ingots typically
yields seeds with fewer than 10 etchable defects per square centimetre, so this is not a
problem in InSb Czochralski growth.

The most common defects in CZ InSb are screw dislocations propagating in the direc-
tion of growth. These may be revealed as conical etch pits on {111}, teardrop-shaped pits
on {211} or indistinct blobs on {100} by the appropriate choice of etchant. The one:one
correspondence of these has been verified in the author’s laboratory and several others.
A typical (111) wafer from a < 80-mm (211)-grown ingot is shown in Fig. 5.3a. This
wafer also shows the characteristic ‘eagle’ pattern (cluster in the centre of the major
edge growth facet, central “T” shape plus (sometimes) two curved arcs originating from
the centre of the same edge) and a scattering of random pits. Typical etch pit densities
(EPD) are in the range of 1—100 pits cm™2, averaged over the wafer surface. Given their
low number, they are simply counted under a x25 microscope. Under adverse growth
conditions this count may rise several orders of magnitude, resulting in lineage with a
‘zipper’ appearance. This class of defect is normally strictly limited by device manu-
facturers’ specifications as they correlate with defective pixels in photovoltaic IR focal
plane arrays.

Not visible but present on most wafers etched in this way are a much larger number
of roughly hemispheric pits not correlated with dislocations. Similar structures have been
discussed by lizuka [36] for GaP who wondered if they might be vacancy aggregates or
small dislocation loops. Work in the author’s laboratory has established that they are not
precipitates. So far, no correlation to device performance has been made with these and
they are not subject to specification.

At several times during the author’s career, ingots grown under experimental conditions
have revealed a type of defect that presents itself as ‘star’ arrays of etch pits. On a
(111) plane these present as one very large central etch pit with chains of barely resolved
etch pits radiating up to 100 micrometres outward on the six arms of the intersecting traces
of {110} planes at 60° intervals around this central pit. In less severe cases there may be
just the central pit and fewer radial pits on just one opposed {110} trace pair ‘saturns’.
Similar features were reported by Ol’khovikova et al. [37] who estimated the cause to
be th