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Preface 

The aim of this book is to provide a timely collection that highlights advances in current research of crystal 
growth ranging from fundamental aspects to current applications involving a wide range of materials. 

This book is published on the basis of lecture texts of the 1 lth International Summer School on Crystal 
Growth (ISSCG-11) to be held at Doshisha Retreat Center, in Shiga Prefecture Japan, on July 24-29, 2001. 
This school is always associated with the International Conference of Crystal Growth (ICCG) series that have 
been held every three years since 1973; thus this school continues the tradition of the past 10 schools of crystal 
growth. In 2001, ICCG- 13lICVGE-11 (the 1 lth International Conference of Vapor Growth and Epitaxy) is held 
at Doshisha University in Kyoto right after ISSCG-11. 

ISSCG-11 was organized with dual aims of providing an occasion to enjoy lectures and discussions in 
crystal growth research as well as to form closer ties with researchers throughout the world. Out of 24 lectures 
delivered in the school, 23 chapters are in this book. 

The 22 chapters of this book are classified into three parts, together with Chapter 1 that reviews crystal 
growth history written by Prof. Ichiro Sunagawa. In Chapter 1, an overview of the science and technology of 
crystal growth dating back to the 17th century is presented with special attention to the significance of crystal 
growth for modem science and technology. Basic concepts of crystal growth overviewed in Chapter 1, such as 
equilibrium and growth forms, epitaxy, and interfaces, are newly highlighted in the following chapters that deal 
with cutting-edge research of crystal growth. 

In Part 1, consisting of seven chapters, pertains to fundamental aspects of crystal growth. Following the 
theoretical arguments on phase field theory (Chapter 2) and heterogeneous nucleation (Chapter 3), recent 
microgravity experiments mostly performed in space are reviewed in relation to interface kinetics, mass 
transport, growth patterns, and crystal perfection (Chapter 4). The four chapters (Chapter 5 through Chapter 
8) discuss basic phenomena of surface step and epitaxial growth involving computer simulations. All chapters 
in Part 1 will help readers to understand the related phenomena that occur in more complicated systems to be 
discussed in Parts 2 and 3. 

Eleven chapters of Part 2 deal with crystal growth in the areas of bulk, thin film, and quantum dots 
for semiconductors, optoelectronics, magnetics, and optics. The growth of bulk crystals from the melt is 
discussed in Chapters 9 and 10 with emphasis on experiments and simulations. Growth features of thin film and 
quantum-dot sized crystals of various semiconducting, optoelectronic, and magnetic materials are elaborated in 
subsequent chapters; in particular, nitride thin film growth that has greatly advanced in recent years is described 
in Chapters 11-13. Characterization of epitaxial layers with X-ray scattering from crystal surfaces is discussed 
in Chapter 18. Chapter 19 describes growth features of optical crystals that have a transparent range from the 
near-ultraviolet to the infrared region. 

In Part 3, basic mechanisms of crystal growth from solution are described. Dynamics at crystal-liquid 
interfaces as revealed by X-ray diffraction and atomic force microscopy are discussed in Chapters 20 and 21, 
respectively. Chapters 22 and 23 describe the control of crystal morphology and heterogeneous nucleation of 
organic crystals that is performed by putting specific additives into the growth media. 

July, 200 1 The editors 

Kiyotaka Sato, Hiroshima University 
Yoshinori Furukawa, Hokkaido University 
Kazuo Nakajima, Tohoku University 
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Crystal growth—Its significance for modem science and technology and its possible future 

applications 

Ichiro Sunagawa 

Yamanashi Institute of Gemmology and Jewellery Arts 

Kofii, 400-0808 Japan 

e-mail (home): i.sunagawa@nifty.com 

An overview of the science and technology of crystal growth is presented, and the significance of crystal growth 

for modem science and technology is discussed. The views of the author on future targets of crystal growth studies 

in the 21^ century are also presented in the hope of arousing interests by young people in the science and technology 

of crystal growth. 

1. INTRODUCTION 

In a treatise by Nicolous Steno published in 1669 

[1] that claimed the corresponding interfacial angle is 

always constant regardless of the various forms 

exhibited by rock crystals, two important concepts 

were proposed. Firstly, he explained that rock 

crystals are formed by an inorganic process through 

the precipitation of tiny particles formed in a high-

temperature aqueous solution, not through the action 

of bacteria in the soil. This claim by Steno was 

astonishing, since in those days, and until the 18* 

century, people, including academic scholars, had 

believed that mineral crystals were formed by the 

action of bacteria Steno also explained in terms of 

growth rate anisotropy why rock crystals principally 

took hexagonal prismatic forms with six prism faces 

and terminated by alternating two types of 

triangular feces, and why the hexagonal prismatic 

forms vaiy considerably from crystal to crystal [1,2]. 

The concept of growth rate anisotropy still holds 

true and forms the basis of modem science and 

technology of crystal growth. The present author 

respects Nicolous Steno as the pioneer of the science 

of crystal growth. 

Figure 1. Nicolous Steno (1638-1686). 

Reproduced from "Historical Atlas of 

Crystallography", Ed. J.Lime-de-Faria, Kluwer Acad. 

Pub., Dordrecht, (1990). 
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Figure 2. Both structural crystallography and science of crystal growth started from curiosity concerning a 
wide variety of forms exhibited by crystals. Polyhedral rock crystals (left) and dendritic snow crystals (right). 
Snow dendrites are sketches drawn by Lord T. Doi (published in 1833 and 1840). This pattern is used as a 
cover design of The Journal of Japanese Association of Crystal Growth (JACG). 

Fifly years before Steno's publication, Kepler [3] 

who was fescinaled by the elaborately varied 

dendritic forms of snow flakes, considered that snow 

crystals, although they exhibit thousands of diflFerent 

dendritic forms, are all composed of equal-sized 

spheres in a closely packed arrangement. This was 

the root of the concept of crystal structure. 

Interestingly, both structural crystallography and the 

science of crystal growth started from the curiosity as 

to why the same crystal species take elaborately 

varied forms, not only polyhedral but also dendritic 

forms. 

This curiosity led to the development of studies 

along two diflFerent lines: one to understand and 

analyze how a crystal is constructed by elemental 

units, and the other to understand how a crystal 

nucleates or grows and its morphology is 

determined. 

The concepts of unit cell, crystal lattice, 14 

lattice types, 7 crystal systems, symmetry elements, 

32 point grx)ups, and 230 space groups were 

established by the end of the 19* century, and crystal 

structures were experimentally verified and analyzed 

by X-ray diflfraction in 1912. The crystal structures 

of most solid materials were analyzed, and structural 

crystallography, crystal chemistry, and crystal 

physics developed rapidly. The most essential 

problem underlying in these studies was to know in 

detail the atomic arrangements, chemical bonding, 

and symmetry-property and structure-property 

relations. The process by which such a regular 

arrangement can be realized and how the process 

influences physical perfection and chemical 

homogeneity of the crystal were not the main 

concerns for structural crystallographers. Crystals 

were regarded as thermodynamically minimum 



energy states that have ideally regular atomic 

arrangements. Although the concept of "mosaic 

stmcture" existed in the early days of structural 

crystallography, this was out of the main scope of 

study at that time. Haekel [4] considered 

stmctural crystallography to be an exact and math-

ematical science for analyzing a dead body, not a 

science to understand life or living activities. 

• (010) 

2. MORPHOLOGY AND CRYSTAL 

GROWTH 

The other interest on crystals developed to 

understand the origins of various forms of crystals, 

i.e., to understand why and how different 

morphologies of crystals appear. 

The morphology of a crystal is determined by 

internal stmctural factors and external factors, i.e., 

growth parameters. Since extemal factors were too 

complicated to analyze in the early days of research, 

the first attempts to understand the origins of various 

forms of crystals focused on internal fectors. If it is 

assumed that the morphology of a crystal can be 

completely determined by only internal fectors, there 

should be a direct correlation with geometry of 

crystal lattices, i.e., types and parameters of unit cells, 

reticular density, reticular spacing of the crystal 

lattice, and therefore also with point groups and 

space groups or with anisotropy involved in chemical 

bonding. 

(101) 

(110) 

Figure 3. Equilibrium form (Wulff s plot, upper two) and Hartman-Perdok PBC theory (bottom figure; 
arrows indicate PBC's; {100} is an F face, {110} is an S face and {111} is a K face). See Ref. 5. 



Bravais-Friedel's (B-F's) law, Donnay-Harker's 

extension of B-F's law, and Hartman-Perdok's 

periodic bond chain (PBC) theory were established 

on the basis of this assumption. Since these 

analyses entirely neglected the effects of external 

fectors, the morphology deduced through these 

analyses was "stmctural" or "abstracf' morphology, 

not "growth" morphology. However, the 

morphology deduced based on the basis of these 

theories could be used as criteria to analyze the 

deviation and the origin of morphology of real 

crystals. Gibbs-Curie-Wulfs thermodynamical 

"equilibrium" form is the morphology of a crystal 

that has reached the equilibrium state, i.e., minimum 

energy state. The "equilibrium form" is determined 

by the concept of minimum surfece energy. It 

should be noted that all of these models dealt with 

bulk polyhedral crystals, not dendritic crystals. 

These treatments and their modem versions are 

summarized in Ref. [5]. 

Until the 1920's, experimental investigations 

aimed at trying to understand the external fectors that 

control "growth forms" as well as mechanisms of the 

nucleation and growth of crystals focused on the 

relations between bulk polyhedral crystals and bulk 

ambient phase. Through these studies, however, 

various important findings were obtained. As to the 

external fectors that may have drastic effects on 

"growth forms" of polyhedral crystals, the effects of 

impurities, solvents and supersaturation were 

clarified, but the mechanisms by which these fectors 

aflFect growth forms of polyhedral crystals were not 

determined. 

Papapetrov [6] classified dendritic morphology 

into two types, that with rounded tips and that with 

flat tips, but the origins that cause this difference 

were not clarified. Nakaya [7] constructed a 

morphodrom of snow crystals that relate the growth 

conditions (temperature and supersaturation) and 

various morphologies of snow crystals. In this 

so-called "Nakaya diagram", it was indicated for the 

first time that there are well-defined growth 

conditions under which specific crystal morphology 

having dendritic and polyhedral crystals with 

difierent crystal habits are formed. 
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Figure 4. Nakaya' diagram. The first morphodrom 

of crystals. 



Figure 5. A crystal species may show a wide variety of polyhedral forms due to the relative growth rates 
of faces concerned (Left: This variation is called Tracht in German, and all of the forms belong to the same 
category in Habitus, pyrite FeS2 ) and anisotropic development of crystallographically equivalent faces ( 
right: Habitus in German, chalcopyrite CuFeS2). 

In relation to phenomena related to Ihe 

environments (solution or melt phases) around 

growing crystals, the roles of diflfiision, convection, 

concentration gradient and presence of a diffusion 

boundary layer, and a Berg effect were clarified. 

These effects, however, were found to be concerned 

with macroscopic relations between bulk crystal and 

growth media. The atomic processes of crystal 

growth were not understood in those days. 

Therefore, it was still mysterious wiiy a crystal 

could maintain a polyhedral form bounded by flat 

faces and why some crystals preferentially exhibited 

dendritic forms and others polyhedral forms. Key 

answers to these questions could not be obtained 

until the concepts of surface and interface and the 

atomic features of crystal growth had been presented. 

3. SYNTHESES OF SINGLE CRYSTALS 

Attempts to grow single crystals with high values, 

such as gemstones, in laboratories using less 

expensive and easily available raw materials may be 

regarded as an extension of alchemy. The first 

success in growing gemstones was achieved in the 

middle of the 19* century. Carat-sized emerald 

crystals were grown fi-om high-temperature 

solutions. Growth of large single crystals of ruby 

fix)m high-temperature solutions was attempted, 

but it was not possible to grow cuttable-sized 

mby crystals until Vemeuille made a breakthrough 

that enabled large ruby crystals to be grown fi-om the 

melt phase. 

This breakthrough caused a shock in the gem 



market, and prices of natural mbies plummeted. 

Soon after, however, it was obvious that synthetic 

rubies were easily distinguished from natural mbies, 

despite the fact that both types of mby crystal have 

the same chemical compositions and crystal 

stmctures. It was found that the diagnostic 

differences are due to diflerences in their growth 

processes. The prices of natural mbies shot up 

again, whereas those of synthetic mbies dropped 

sharply. This was simply because people prefer 

genuine natural stones to mass-produced synthetic 

ones and were willing to pay higher prices for natural 

mbies because of their rarity. In the case of 

gemstones, capability of mass production of large 

single crystals actually meant serious conflicts with 

people's images of gemstones. 

On the other hand, there were many scientific and 

industrial fields that required the production of large 

single crystals. In tum, those industrial fields 

greatly developed partly due to the contribution of 

crystal growth science. Metallurgy is a good 

example. For metallurgists, it was necessary to 

grow single crystals of metals to investigate their 

physical properties, which must be examined in a 

single crystalline state. 

Other examples are optic and piezoelectric crystals. 

Very large single crystals (at least several cm in 

diameter) must be grown so that tiiese crystals are 

employed in optic and electric communication 

technology. For this purpose, the growth of large 

single crystals, for example, quartz, ADP and KDP 

for the piezoelectric application, was first achieved 

by using solution growth techniques. 

However, the easiest and most efficient way to 

grow large single bulk crystals is to grow them from 

melt, as is used in Vemeuille's method. In response 

to further demands in industries, various new growth 

methods, such as Bridgeman-Stockburger method, 

Czochralski method, and Floating Zone method 

were developed. 

Table 1 Methods employed to grow synthetic 
gemstones (those having natural counterparts) and 
artificial gemstones (those having no natural 
counterparts). 

Gem-
stone 

Diamond 

Simulant 

Ti02 

Si-titanat 

YAG,GGG 

c-Zr02 

Emerald 

Comndum 
Ruby 

Sapphire 

Star 

Chiysobeiyl 

Spinel 

Peridot 

Quailz 

Opal 

Turquois 

Lapis Lazulli 

Coral 

Ivoiy 

Melt growth 

V 

o 
o 

o 
o 
o 

o 

QL 

o 

o 
o 
o 
o 
o 
o 

BS 

o 

ac 

o 

Method 

Zm 

o 
o 
o 
o 

Solution growtfi 

Ht 1 

o 
o 
o 
o 

Hyd Hp Sin 

o 

o 

o 
o 

o 
o 
o 
o 

V: Vemeuille, Cz: Czochralski, BS: Bridgmann-
Stockbarger, Sk: Skari melt, Zm: Zone melting, Ht: High 
temperature solution (flux), Hyd: Hydrothermal, Hp: High 
pressure high temperature. Sin: Sintering (ceramics) 

Crystallization performed in chemical industry is 

categorized as "industrial crystallization", the aim of 

which is mass production of tiny crystals with 

controlled size and morphology. Materials to be 



synthesized in industrial crystallization range from 

seasonings to pharmaceuticals. Various types of 

industrial crystallization apparatuses were designed 

and constructed so that growth parameters 

influencing the growth of crystals with desired size 

and morphology could be controlled. 

Developments in the technology of growing large 

single crystals and industrial crystallization are 

summarized in Ref [8]. 

4. SURFACE AND INTERFACE 

Volmer observed [9] growth layers spreading on a 

growdng face of a crystal by detecting them with 

different interference colors in optical microscopic 

images. Based on these observations, Kossel and 

Stranski proposed a model (KS model) describing 

two-dimensional layers of atoms that spread over a 

growing surface [10]. This model was the first to 

provide the concept of an atomic image of crystal 

growth and also to define solid and liquid interfaces. 

Kossel and Stranski categorized growing interface 

stmctures into complete and incomplete interfaces, 

and they defined kink, step and flat sites at which 

growing atoms are adsorbed and incorporated into a 

crystal. The concepts of "complete interface" and 

"incomplete interfaces" in the KS model correspond 

to what are now called smooth and rough interfaces, 

respectively. F-, S-, and K-feces proposed by 

Hartman-Perdok's theory are also of the same nature. 

In the KS model, only perfect and ideal crystals 

(so-called Kossel crystals) were taken into account. 

The mechanism by which a complete interface is 

converted into an incomplete interface under the 

condition of vaiying thermodynamic and kinetic 

parameters was not considered by researchers at that 

time; this issue was treated much later. Another 

important concept related to crystal-liquid interfaces 

ADHESIVE TYPE 

R = A (A|i/kT) 

TWO-DIMENSIONAL 
NUCLEATION GROWTH 

R = A exp (-B/A|Li/kT) 

(siJK^^C. 

ROUGH 
- ^ 

SMOOTH 

Thermodynamic roughening 
Kinetic roughening 

SPIRAL GROWTH 

R = A (A|Li/kT)2 

Figure 6. Rough (incomplete) and smooth (complete) interfaces, and growth mechanisms. Growth rate R vs. 
driving force A u IkT relations for respective mechanisms are also indicated. A smooth interface will 
transform into a rough interface with increase in temperature (thermodynamic roughening transition) or 
increase in driving force (kinetic roughening transition). 
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Figure 7. Two-dimensional nucleation growth (upper two) vs. spiral growth (lower six) mechanisms. 

is morphological instability, which was dealt with 

much later in a quite elegant theory proposed by 

MuUins and Seketka [11]. This concept enabled a 

deeper understanding of the mechanisms by which 

dendritic morphology and cellular textures are 

formed. 

5. LATTICE DEFECTS 

Around flie same time as the K-S model was 

discussed, the concept of lattice defects, i.e., point, 

line and planar defects, was also introduced, and the 

physical properties of crystalline solids were studied 

in terms of intrinsic and structure-sensitive properties. 

It was realized that real crystals were not ideal, i.e., 

they were neither perfect nor homogeneous, and that 

they contained various types of lattice defects that 

greatly affect the physical properties of crystals. 

The main concem of solid state physics was to 

understand the nature and behavior of lattice defects 

and their relations to stmctune-sensitive properties of 

crystals. This led to tfie development of 

semiconductor and optoelectronic industries in 

which single crystals were abondantly used. 

However, the importance of lattice defects in crystal 

growth was not realized for neariy 20 years until 

Frank proposed spiral growth theory in 1949 [12] 

Frank's spiral growth theory was soon proved to 

be true by observations of growth spirals. The first 

observation of growth spiral steps with step heights 

of unit cell size was made on prism feces of natural 

beiyl crystals, and numerous observations of growth 

spirals on a wide variety of crystals followed. 

These observations showed that the morphology of 
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growth spiral steps clearly reflects internal structural 

properties and crystal growth conditions and provide 

valuable information for assessing internal structural 

properties and external growth conditions of as-

grown crystals. Therefore it became clear that 

observations of growth steps appearing on a crystal 

surfece provide more fruitful information than do 

observations of the morphology of bulk crystals [13]. 

This was possible, because of the development at 

that time of new optical methods for observing 

surfece steps with heights of unit cell or molecular 

scale, such as phase contrast microscopy and 

multiple-beam interferometty. 

Nowadays, there are various techniques that 

enable in situ observation of the process of spiral 

growth with nanometer heights during crystal growth 

processes from vapor and solution phases. In the 

case of optical microscopy, phase shifting inter-

ferometty enables in situ measurements of the 

spreading of elemental growth spiral steps, in com-

bination with the measurement of supersaturation 

values of the solution very close to the growing 

interface. In the case of micro-probe techniques, 

AFM and STM are widely used. These two 

methods enable surface stmctures of crystals to be 

visualized with resolution accuracy as high as that 

obtained by optical methods along the vertical 

direction (normal to the crystal surface), and with 

veiy high resolution accuracy along the lateral 

direction. Essentially similar growth step patterns 

observed by optical microscopy on crystal feces in 

the earlier days have been observed by AFM and 

STEM. Use of the latter methods has revealed the 

occurrence of two-dimensional islands on the 

terraces of spiral steps, which were not seen in the 

earlier optical observations. 

Figure 8. Growth spirals. Phase contrast (left; SiC, (0001) face) and TEM (right; kaolinite (001) face; 
decoration technique) photographs. Step heights of both spirals are unit cell heights. Also noticed is an 
interlacing pattern seen in SiC, which is due to zigzag stacking in the unit cell, and closer step separation at 
the spiral center, which is inferred to supersaturation shoot up at the final stage of growth. Morphology of 
growth spirals reflects the character of internal structure and changes in growth parameters more clearly 
than does the morphology of bulk crystals. 
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ai 

A|Li/kT A^i/kl* * Driving force 

Figure 9. Changes in growth morphology of a 
crystal are now understood, as shown in this 
figure, on the basis of interface roughness and 
crystal growth mechanisms, "a" indicates the 
relationship of growth rate versus driving force 
for adhesive-type growth mechanism, "b" for 
two-dimensional nucleation growth mechanism, 
and "c" for spiral growth mechanism. Spherulite 
is the morphology of polycrystalline aggregate, 
others are for those of single crystal. 

Whatever observation techniques are employed, it 

should be noted that surfece microtopographic 

observation of crystal feces at an atomic or molecular 

level shows morphological features that are closely 

related to crystal growth processes 

6. SYNETHESIS OF DISLOCATION-FREE 

CRYSTALS 

To grow single crystals of high perfection and 

homogeneity that are useful for industrial purposes, a 

complete understanding of the atomic process of 

crystal growth is needed to assess how the perfection 

and homogeneity of crystals are controlled. As 

explained above, this task was first attempted by 

metallurgists, since they had basic knowledge on 

texture formation in metal and alloy crystals: i.e., the 

issue of morphology involved in metallurgy. The 

necessity to grow large single crystals that had better 

controlled structural perfection and chemical homo-

geneity was fiirther recognized by crystal growers 

dealing with optic, optoelectronic, semiconductor 

and piezoelectric crystals. 

As an example, we may recall the case of ruby 

crystals. When the perfection of ruby crystals was 

not well controlled, ruby crystals did not have 

suflScient functional capability for them to be 

employed as stable and high-power laser-emitting 

devices. A laser beam emitted fi*om such an 

imperfect ruby crystal was a "match flame". Only 

after the successful growth of single ruby crystals 

having high crystal perfection (low dislocation 

density) was a ruby laser put into practical use. 

This situation in the case of Si crystals was more 

dramatic. Numerous efforts were made to find 

ways for controlling the perfection and homogeneity 

of Si crystals. The growth of large dislocation-fi-ee 

single crystals had been one of the main targets in 

research on Si crystal growth, and it was finally 

achieved in the late 1950s. 

In general, it is important to know how lattice 

defects and chemical inhomogeneity are introduced 

in crystalline materials during and after growth of 

crystals. For this purpose, information that relates 

mass and heat transports occurring during crystal 

growth to temperature distribution of a liquid phase 

near the growing crystal interface is essential to 

obtain a stable crystal/liquid interface and 

homogeneous impurity distribution. Stoichiometiy 
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control is of highest importance in the case of growth 

of compound semiconductors such as GaAs. 

Mostly because of its high impact in the 

semiconductor industry, it should be stressed that 

crystal growth of dislocation-free semiconductor 

single crystals has been one of the most important 

driving forces in the development of the areas of 

crystal growth research. 

In this respect, it is worth noting some historic 

remarks on intemational meetings/conferences held 

in the crystal growth community. Since the late 

1940s, scientific and technological areas in crystal 

growth research started to have close co-operation, 

by holding intemational meetings to exchange 

knowledge on both fundamental aspects and 

applications of crystal growth. Faraday Society 

Discussion No. 5 (1949, United Kingdom), 

Cooperstown Conference on Growth and Perfection 

of Crystals (1958, U.S.A.), Nancy Intemational 

Colloquium on Adsorption on Growing Crystals 

(1965, France) were some of the earlier events 

organized along this line,which eventually led to the 

1̂  Intemational Conference on Crystal Growth 

(ICCG-1) held in Boston, U.S.A. in 1966 and the 

publication of Journal of Crystal Growth. The 

ICCG has continued to be held eveiy three years, and 

the 13th ICCG v̂ U be held in Kyoto, Japan in July 

2001. Cooperation and mutual benefits among the 

researchers woridng on fundamental aspects and 

applications of crystal growth have formed the core 

philosophy of the ICCG meetings, and intemational 

meetings on specific topics, such as vapor growth 

and epitaxy, GaAs, II-VI compounds and biological 

macromolecules have also been held. 

7. VAPOR GROWTH AND EPITAXY 

As for crystal growth from the vapor phase, recent 

focus has been on epitaxial growth of thin films that 

enables fabrication of semiconductor devices as well 

as the growth of single bulk crystals. 

The concept of epitaxy originated from 

observations of mineral parageneses. A wide 

variety of mineral parageneses with definite 

crystallographic relations between host and guest 

crystals were known in the mineral kingdom. It 

was Royer [14] who systematically investigated 

epitaxial relations in mineral crystals and proposed 

the concept of misfit ratio. Since then, extensive 

works have been carried out both on mechanisms of 

epitaxial growth and its applications, and the 

concepts of epitaxial temperature, surfece cleanness, 

misfit dislocation and homo- and hetero-epitaxy, 

formation of a transition layer in hetero-epitaxy 

have emerged. 

Three fundamental epitaxial growth mechanisms 

have been proposed: Frank-van der Merve, Stranski-

Krastanov and Volmer-Weber mechanisms, which a 

re classified in terms of interface energy between a 

newly growing crystal (called a guest) and a substrate 

(called a host) and driving force [15]. Epitaxial 

relations were defined for crystal growth not only 

from the vapor phase but also from the liquid phase. 

It is well known that epitaxy, which has its liguistic 

roots in curiosity, has created a new industry created 

by innovation of semiconductor devices. Various 

types of semiconductor devices made of epitaxially 

grown thin film crystals are used in almost all 

computer-controlled equipments in our daily life. 
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As in the case of the growth of bulk single crystals, 

the results of morphological investigations of 

epitaxial layers provided useful information relevant 

to growth mechanisms and perfection and 

homogeneity control of epitaxially grown crystalline 

films. 

Frank-van der Merve 

(a) 

'^J^r/WJ////V77?. 

Stranski'Krastanov 

n n n m 

77f7^/?^/77^/M>. W//M^//^M 

Volmer-Weher 

(b) 
*>mmm?M/, 

Figure 10. (a) Epitaxial relation between host (A) 
and guest(B); (b) Three modes of epitaxial growth. 

8. COMPUTER SIMULATION 

Since the 1970s, computer simulation has been 

extensively applied to crystal growth research. 

Typical subjects to which computer simulation using 

various techniques has been applied are as follows: 

1) Atomic processes of step propagation with and 

without impurities 

2) Thermodynamic and kinetic roughening 

transition of crystal-vapor and crystal-liquid 

interfaces 

3) Relations between growth kinetics and interface 

roughness 

4) Etendritic growth and pattern formation 

5) Convection and difiiision in melt and solution 

Problems of "growth" forms have also been 

resolved by taking both internal and external fectors 

into account, thanks to computer simulation. 

Epitaxial growth relationships between the host 

and guest combination in inorganic substances 

interacting through covalent and/or ionic bonds were 

well documented in the early stages of research. 

Further advances in epitaxial growth research 

revealed epitaxial growth occurring between 

crystalline materials interacting through more 

complicated atomic/molecular forces, such as metal 

(metallic bond) and inorganics (ionic and covalent 

bonds), inorganics and semiconductors (covalent 

bond), organics (van der Waals force) and inorganics. 

As will be discussed later, it will be possible to 

observe epitaxial growth of inorganic guest crystals 

on polymer or protein molecules. 

9. BIOMEVERALIZATION AND 

BIOCRYSTALLKATION 

As explained in a previous section, epitaxial relations 

have been observed in polymer and protein guest 

crystals on inorganic host crystals. As a further 

extension along this line, an epitaxial relation of 

inorganic guest crystals growing on polymer or 

protein host crystals could be expected. This would 

lead to further advances in the understanding of 

molecular-level mechanisms in biomineralization 

and even to the origin of life. It has been indicated 

that, in biomineralization, growth of inorganic 

crystals takes place under precise control of proteins 
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involving direct epitaxial growth of inorganic 

crystals such as CaC03 at protein molecule surfaces, 

as will be elaborated below. 

Inorganic and organic crystals are formed in 

various organs and cells through living activities. 

Crystal growth of this kind is driven either by the 

necessity for life, as revealed in the formation of 

apatite (bone and teeth), calcite and aragonite (pearls), 

magnetite (brain cell of pigeon, algae) crystals or in 

the excretion process of unnecessary substances for 

life, such as various calculi in many organs and 

wavellite and opal in plant tissues. There have been 

many observations of these biological inorganic and 

organic crystals since the beginning of the 19* 

century, and quite interesting morphologies, such as 

trowel-like calcite twins in cocolith have been 

observed. 

An interesting point in the biomineral crystals that 

are formed due to the necessity for life is that the size 

and morphology of individual crystals are well 

controlled and quite diflferent depending on the 

biological species. This may depend on the nature 

of relevant proteins that play key roles in nucleation 

and growth of crystals (e.g., apatite crystals in enamel 

and dentine in teeth). The texture of biological 

tissues that contain biomineral crystals is well-

controlled, indicating that there is cooperation 

between protein molecules and inorganic crystals. 

A series of intemational conferences on 

biomineralization have been held, but most 

participants are not specialists in the field of crystal 

growth. Among crystal growth researchers, the 

main interests in crystallization of biological 

molecules has been focused on protein crystals with 

NORMAL ABNORMAL 

nr 

nr 

DCZI3C 
Aragonite, Pearl 

Na-oxalate, Begonia Inulin, Dahlia 

Figure 11. Inorganic and organic crystals formed by normal (left) biomineralization due to the necessity 
for living, and abnormal biomineralization (right) due to the process of excretion of unnecessary substance 
for living, (left) Pearl, a membrane film is formed in fi-ont, and aragonite crystals nucleate and grow within 
the film, resulting in controlled morphology, size and texture, (right) Na-oxalate in begonia and inulin in 
dahlia, both showing spherulitic and uncontrolled morphology. 



14 

[110] 

Figure 12. Exotic trowel-like calcite crystals in a 
cocolith, formed through its living activities and 
constituting its skeleton. One cocolith, ca. 4 // m 
across, is composed of ca. 30 segments. A segment 
is a single crystalline calcite. Forms and sizes are 
all well controlled. 

high perfection that are suitable for atomic-level 

structure determination by X-ray diffraction. Hence, 

the term biociystallization has been used in this 

respect 

As a matter of fact, it has been proved that crystal 

growth mechanisms of inorganic and protein crystals 

are essentially the same. Recent in-situ AFM 

observations have revealed that protein crystal 

growth proceeds either through a spiral growth 

mechanism caused by screw dislocation or through a 

two-dimensional nucleation mechanism, both of 

which have been verified to occur in crystal growth 

of inorganic materials. However, fiirther study is 

needed to elucidate many issues specifically inherent 

to protein crystal growth, such as growth unit size 

and its structure. 

Cooperation between researchers in the fields of 

biomineralization and biocrystallization would be 

mutually beneficial, and the mechanism underlying 

the formation of well-controlled textures of 

biominerals would be better understood, through 

such cooperation, based on an understanding of the 

growth mechanism of single crystals. 

10. CONCLUDING REMARKS (FUTURE 

TARGETS) 

In the past 50 years, science and technology of 

crystal growth have greatly advanced, and the basic 

mechanisms of nucleation, growth and morphology 

control are now understood at atomic/molecular 

levels, enabling well-controlled synthesis of perfect 

and homogeneous bulk and thin film crystals, at least 

for mono-component single crystals grown in simple 

systems. This high level in the science and 

technology of crystal growth was reached through 

the cooperation of those researching both 

fiindamental aspects of crystal growth and possible 

2^plications through theoretical and experimental 

approaches. We should keep this tradition for our 

fiiture development. 

The main contributions of crystal growlh to 

modem science and technology can be summarized 

as follows: 

(1) At least for growth of single crystals in simple 

systems, we now understand how and through 

what processes a cosmos (regular atomic 

arrangement) is formed fi*om a chaotic phase at 

an atomic level, and how perfection, 

homogeneity and morphology of crystals are 
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controlled in the growth process. We can stress 

the importance of the kinetics process of crystal 

growth in modem science and technology, which 

require high-quality single crystals. Morphology 

control has been a core subject in these 

developments. 

(2) We now have high-level technology to grow 

bulky single crystals and thin-film crystals with 

well-controlled perfection and homogeneity, 

which enables the production of various devices 

that support our affluent society. 

With regard to future research, it should be noted 

that the above successes have been realized only for 

single crystals of simple and mono-component 

systems, such as Si. Further efforts are needed to 

study compound semiconductors and oxide crystals 

and more complex systems such as organic, polymer 

and protein crystals to control their perfection and 

Figure 13. Growth process and history are recorded 
in forms such as growth sector, growth banding, 
spatial distribution of growth-induced dislocations, 
element partitioning. These are usefiil key codes to 
decipher "letters sent from the depth of the Earth". 
X-ray topograph of (0001) section of a rock crystal, 
taken by T. Yasuda 

homogeneity at the same levels as those of, for 

example, Si. Controlling the homogeneity and 

perfection of these crystals would lead to the 
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Figure 14. Schematic diagram showing crystal growth taking place in the Earth. 
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diversity of new materials and their applications. 

In the past 50 years, the main concern was focused 

on single crystals, and texture formation has been 

largely neglected. Although texture formation in 

multi-component and complex systems is directly 

related to nucleation, growth and morphology of 

crystals, it has not been investigated as thoroughly as 

that of single crystal growth. This is therefore an 

important subject to be studied in near future. 

Based on the understanding achieved in simple 

and mono-component systems, it would be possible 

to control the texture formation in complicated 

systems, such as ceramics, solid earth, planetary 

materials and biominerals. We will be able to 

understand the origins and the processes that occur in 

the formation of planets, earth and life. Those 

researches would lead us to discover the ways of 

utilizing wisdom of Nature for our life. Nature is 

still cleverer than us. 

Another target for crystal growth research in the 

21^ century is to deepen our understanding of crystal 

growth mechanisms by taking quantum mechanics 

into account Quantum mechanics has not been 

used in past crystal growth studies, since it has not be 

required for the elucidation of crystal growth 

processes so fer. In the era of quantum well 

technology and atomic layer epitaxy, however, 

quantum mechanics will be essential for advanced 

research on crystal growth. 
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Phase field theory provides an alternative method for solving dynamical problems involving crystallization from 
a melt. The sharp solid liquid interface of the classical model is replaced by a diffuse interface by introducing 
an auxiliary variable (̂ , the phase field, that indicates the phase. The variable ip varies firom some value, say 
0 in the solid, to another value, say 1 in the liquid. It changes continuously from 0 to 1 over a thin region of 
space, the diffuse interface. Equations for the time evolution of (̂  as well as those for temperature T and com-
positional fields u (for alloys) are derived from postulated functionals for entropy, energy and chemical species. 
For a sufficiently thin diffuse interface, these equations account for the Gibbs-Thomson dependence of melting 
point on local interface curvature and also for linear interface attachment kinetics. They can be solved to gen-
erate complicated solidification patterns, such as occur during cellular and dendritic growth. They can also be 
generalized to include multicomponent diffusion, fluid convection, order-disorder transformations in crystals, and 
relative crystallographic orientation (grain boundaries) in poly crystalline materials. 

1. I N T R O D U C T I O N 

The phase field model [1-5] is based on a dif-
fuse interface model [6] of crystallization from the 
melt. The model employs an auxiliary variable, 
the phase-field 9?, t h a t takes on constant values, 
e.g., 0 in the bulk solid and 1 in the bulk liquid 
phases, and varies continuously but rapidly over 
a thin spatial region, the diflFuse interface. Its re-
lationship to the classical sharp interface model 
has been studied by Caginalp [7-15] and others 
by means of asymptotics and distinguished lim-
its. For sufficiently th in diffuse interfaces, it has 
been shown to incorporate the well-known Gibbs-
Thomson boundary condition, according to which 
the melting point depends on the local curvature 
of the solid-liquid interface, even for anisotropic 
interfacial free energy. [16-18]. 

The phase field model can be derived on the 
basis of an entropy functional, first introduced 
to this problem by Penrose and Fife [19], or on 
the basis of continuum mechanics and a balance 
of microforces, as favored by Fried and Gurt in 
[20,21]. Wang et al. [22] introduced the concepts 

* Gratitude is expressed to the National Science Foun-
dation for previous financial support under grant 
DMR9634056. 

of local positive entropy production and non-
classical entropy fluxes. We shall follow this ap-
proach below in order to give a detailed derivation 
of the model for solidification from the melt of 
a rigid isotropic monocomponent material . The 
style in this section is tutorial . We will then use 
this information as background for discussion of 
more general models, but omit t ing many details 
of their derivation. 

The phase field model has been shown to be 
useful for computat ions of ra ther complicated 
dendritic solidification pa t te rns by the pioneer-
ing work of Kobayashi [23-25]. Since then, many 
others [26-35] have used the model successfully 
to s tudy solidification morphologies. K a r m a and 
Rappel [36] have reexamined the relationship of 
the model to the classical sharp interface model 
and have shown tha t computat ional accuracy can 
be obtained for a thicker diflFuse interface than 
previously used, provided t h a t the kinetic coeflS-
cient is redefined in a new way. This even allows 
recovery of the local equilibrium limit. They have 
used this model to s tudy dendritic growth and 
sidebranching [37,38]. 

The phase field model has been extended to 
s tudy the solidification of alloys. Alloy phase field 
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models for rigid materials have been formulated 
by Wheeler-Boettinger et al. [39-42], Bi and Sek-
erka [43], and Charach and Fife [44,45]. They 
have been used to study solute trapping [41,46-
51], dependence of surface tension on composition 
[50], isothermal dendritic growth and microsegre-
gation [52-55], Ostwald ripening and coalescence 
[56], recalescence during dendritic solidification 
[57], and cell to plane front transitions during di-
rectional solidification [58]. Phase field models 
for solidification of eutectic alloys have also been 
developed [59-61]. 

Models that blend some hydrodynamics with 
the phase field model have been developed [62-
67] and used for computations [68] to some ex-
tent. More recently, thermodynamically consis-
tent diffuse interface models that include hydro-
dynamics have been formulated for a pure ma-
terial and for a binary alloy by Anderson, Mc-
Fadden and Wheeler [69,70]. They [71,72] also 
developed a phase field model, including convec-
tion and anisotropy, for solidification of a pure 
material and performed numerical computations 
for dendritic growth. Sekerka and Bi [73] have 
extended this model to multicomponent alloy so-
lidification. 

In the area of solid-solid transformations, 
Braun et al. [74-76] have used a phase field 
model with multiple order parameters to explore 
order-disorder phase boundaries and transforma-
tions in alloy crystals. Moreover, Kobayashi, 
Warren and Carter [77] have developed a phase 
field model involving two order parameters, ex-
pressed in terms of polar coordinates, that facili-
tate modeling of polycrystalline materials having 
grain boundaries. 

2. M O N O C O M P O N E N T S Y S T E M 

We proceed to derive in some detail a phase 
field model for crystalUzation (sohdification) from 
the melt of a monocomponent material. To sim-
plify the problem, we shall assume that the solid 
is isotropic, that both solid and liquid have the 
same constant density, and that convection in the 
melt is forbidden. Under these conditions, we 
postulate that the internal energy U and the en-
tropy S in any subvolume V of our system are 

(1) 

(2) 

given by 

U:=lju + \el\V<p\']d^x 

and 

where w(r, t) is the local density of internal en-
ergy, (f{r,t) is the phase field, r is the position 
vector, t is time, and e^ and e'^ are constants. 
We regard these expressions to be functionals 
of u{r,t) and <^(r,t); in other words, U and S 
depend on functions, rather than just variables. 
The quantities u and 5 are internal energy densi-
ties that pertain to a homogeneous phase having 
a uniform value of cp. The terms involving |Vv?p 
are corrections that are only important in the 
diffuse interface where (f changes from its value 
(p = 0 in bulk solid to its value (̂  = 1 in bulk liq-
uid. The term ^^^|V(/?p is called a gradient en-
ergy and — ̂ £^5|V(^p is called a gradient entropy. 
They are analogous to the gradient free energy 
of Cahn-Hilliard theory [78] and go back to ideas 
of Rayleigh, van der Waals, Ginsburg and Lan-
dau. The signs of these terms are chosen for later 
convenience in accordance with thermodynamic 
principles that energy is minimized and entropy 
is maximized in an equilibrium state. 

2 .1 . Equi l ibr ium 
We first investigate conditions for thermody-

namic equilibrium of our system. We begin with 
Eqs. (1) and (2) but with V replaced by V, the 
volume of the entire system. We then proceed to 
maximize the entropy subject to the constraint of 
constant energy and no exchange with the exte-
rior. To do this, we make small variations 5u and 
S(p throughout the system and require the vari-
ation 5S = 0, subject to the constraint SU = 0. 
The constraint is handled by means of a Lagrange 
multipHer A, so we require 

S[S-XU]=0, (3) 

We calculate the variations of S and U according 
to the calculus of variations. Thus 

5S^ [ -'-6u + -TT-Sf 
dip 

el{Vip)-5{Vip) d^x 
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-a 
L 

ds \ds 
du \_d(p + ̂ v̂V S(fi > d^x 

(4) 

where we have used the divergence theorem to 
integrate by parts after using S{V(p) = V{5(p). 
Here, A is the bounding area of V and fi is its 
unit outward normal. The coefficients of Su and 
S(p in the volume integral are called functional 
derivatives. Similarly, 

SU= [ [Su-elV^ip]d^x+ [ el5(pV(fhd'^x.{5) 
Jv J A 

Hence 

L 
/ ; 

ds_ 

dip 
+ ( '̂ + AsS)VV 5(pd^x 

- I {ei-\- X6l)SipV(f 'hd^x. (6) 

We assume that the integral over A can be made 
to vanish by application of suitable boundary con-
ditions, such as vanishing of 5(p or V(f • n on A. 
Then for independent variations 5u and 5(p within 
the volume, Eq. (3) requires the integrands in 
Eq. (6) to vanish. This yields^ 

r-m.-^ 
and 

ds_ 

dip 
+ (£2 + A 4 ) V V = 0. 

(7) 

(8) 

Eq. (7) is based on the fundamental differential 

ds = —du-^ 
ds_ 
dip 

dip (9) 

where T is the absolute temperature. Thus the 
temperature is uniform throughout the system 
at equilibrium, in agreement with our intuition. 
Eq. (8) therefore takes the form 

(10) 

where ^/(T) := e^ + Tel. The remaining deriva-
tive can be rewritten by defining a Helmholtz free 
energy density f = u — Ts so that 

df = du-Tds-sdT .^ -r ,^)^(n) 

where Eq. (9) has been used. It follows that 

(I).-HI). 
which allows Eq. (10) to be written 

dip J r £^vV = 0. (13) 

For constant T, Eq. (13) can be obtained di-
rectly by defining a Helmholtz free energy func-
tional 

JT: :=U-TS = j [f{T, ip) + ^41 V^p] d'x. (14) 

By means of the same calculus used to obtain 
Eq. (4) and Eq. (5), the expression on the left of 
Eq. (13) is recognized to be the functional deriva-
tive of f with respect to (p. Eq. (13) follows be-
cause the Helmholtz free energy is a minimum for 
equilibrium at constant T. 

2.2. Choices of u, s and / 
We can gain insight about these equilibrium 

conditions by making specific choices of the func-
tions u, s and / . With T and cp as independent 
variables, we choose 

u{T,ip) = [1 -p{<p)]us{T)^p{ip)uL{T) 

+ ^ ^ M (15) 

where us{T) and UL{T) are the classical internal 
internal energy densities of solid S and liquid L 
and jp((̂ ) is a monotonically increasing function 
of (p such that p(0) = 0 and p(l) = 1, Wu is a 
positive constant and 

g{ip) = v\l-<p)\ (16) 

•̂ The notation := should be read "is defined to equal." 

The quantity {Wu/2)g{ip) is a 'double well' poten-
tial whose form is chosen to increase the energy 
of states for which 0 < (̂  < 1 relative to the bulk 
solid {(p = 0) and the bulk liquid ((p = 1). One 
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could conceivably choose p((^) to be </? itself but 
we shall make a more judicious choice later (see 
Eq. (27)). 

We substitute Eq. (15) into Eq. (9) and inte-
grate at constant ip to obtain 

'•^C5(T'). 
s{T,^) 

+ 

Jo 

p{^) / 
Jo 

(17) 

T ^ ' 2 

where cs{T) = dus{T)/dT and CL{T) = 
duL{T)/dT are heat capacities of soUd and liq-
uid, respectively, and Ws is a positive constant. 
The term — (W5/2)p((/?) appears here as a 'con-
stant' of integration which depends on v?, which is 
held constant during the integration. We assume 
that it has the form of an inverted double well 
potential, consistent with the notion that states 
other than bulk solid and liquid will have lower 
entropies. Since p(0) = ^ (̂1) = 0, Eq. (17) is 
consistent with the third law of thermodynamics 
which states that 5 = 0 at T = 0, independent of 
phase, provided there is internal equilibrium. 

The corresponding Helmholtz free energy is 
therefore 

/ ( T , ^ ) = [l-p{v)]fs{T) 

Wf{T) 

(18) 

+ p{v)fL{T) + ^^^9{^) 

where 

(19) 

(20) 

fs{T) = us{T)-T j ^ ^ - ^ d T 

and 

fL{T)=nLCr)-Tj^ ^ ^ d T ' 

are Helmholtz free energies of solid and liquid, 
respectively, and Wf{T) = Wu-\- TW^. 

We are interested in temperatures in the vicin-
ity of the melting point T = TM and would also 
like to avoid integration from T = 0. We there-
fore note that 

Wn-f + 2L..^^-f + Ts-u (21) 
d{l/T) - -̂  + OT d{l/T) - -̂  + -̂  ^ - " ^^1) 

which can be integrated to give 

h{T)-fs{T) F L{T') 

where L{T) = UL{T) - us{T). In deriving 
Eq. (22) we have used the fact^ that fiiTu) -
fsiTu) = 0 by definition of TM- Hence Eq. (18) 
becomes 

f{TM = fs{T)-p{ip)T f 
JT 

WfiT) 

^ L{T') 

TM (T'y 
dT 

+ 
In particular, 

-9{f)-

Wi M 
f{TM,f)^fsiTM) + ^9{f) 

(23) 

(24) 

where WM := Wf{TM) = Wu + TMW^ is a con-
stant. Partial differentiation of Eq. (23) with re-
spect to T yields 

s{T,ip) 

rp 

ss(T)+p{ip) f 
JTM 

^ L{T') 
7N2 (ro 

dT 

+ Pif) 
L{T) W, 

-aif)- (25) 

At the melting point, Eq. (25) becomes simply 

Ln W 
s{TM,f) - ssiTM) +Pi'P)jr^ - ^9{V) (26) 

where LQ = L{TM) is the latent heat of fusion. 
We complete these functions by choosing 

p{(p) = 
fo9{y)dy 

Io9{y)dy 
= (^^(10-15(^ + 6(/?2) (27) 

which varies smoothly and monotonically from 0 
to 1 as (p varies from 0 to 1. It also has the prop-
erty that its derivative p^{(p) := dp/dip = 30g{(p), 
so p'(0) = p'{l) = 0 and p''(0) = p"( l ) = 0. This 
guarantees that the function / (T , (p) has minima 
at exactly (p = 0 and <̂  = 1 for all positive val-
ues of T. Other choices of p{(p) are possible, as 
discussed in [22]. 

To illustrate Eq. (23) and Eq. (25), one can 
make the often-used approximation that L{T) is 
independent of T and therefore equal to LQ. Then 

^Our phases have been assumed to have the same density, 
so the equaUty of / at the melting point is equivalent to 
the equality of chemical potential at uniform temperature 
and pressure. 
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Figure 1. Plot of the biased double well potential 
[/5(T, ^) - fs{TM)]/Lo according to Eq. (28) for 
T = TM (full line), T = 0 .98TM (large dashes) 
and T = 1.02TM (small dashes). The phase hav-
ing the lower value of / is stable, and at TM both 
phases are stable and can coexist. 

we obtain 

f{T,^) = fs{T)-pi<f)Lo 
T-TM 

'•M 

+ 
Wf{T) 

gif) (28) 

and 

s{T,<p) ss{T)+p{^) 
TM 2 

gi'P)- (29) 

Eq. (28) has the form of a biased double well po-
tential, as illustrated in Figure 1. For T > TM^ 
the liquid has the lower free energy and is the sta-
ble phase. Similarly, the solid is the stable phase 
for T <TM- For T = T M , bulk sohd and Uquid 
can coexist in equilibrium, which we now explore. 

2.3. Solid-liquid coexistence 
We can gain understanding of Eq. (13) by con-

sidering a one dimensional problem in a single 
spatial variable x in which there is a semi-infinite 
sohd in the region x < 0, a semi-infinite liquid 
in the region x > 0 and a diffuse interface near 
X = 0. This will require T = TM- Eq. (13) be-
comes 

d(p ^M dx2' 
(30) 

We multiply Eq. (30) by d^p/dx to obtain 

df{TM 
2 dx \dx 

v 
dx 2 dx \dx J ' 

Integration on x then leads to 

/(TM,^) = /5(TM) + ^ ( g ) ' 

(31) 

(32) 

where the constant of integration fsiTu) = 
fiiTM) is chosen by noting that d(p/dx = 0 
for X far from the diffuse interface. Substituting 
Eq. (24) into Eq. (32) gives 

^^<^)=t(S)- (33) 

Taking the square root of Eq. (33) we obtain 

.,i-.)=,g 
where 

e = 

(34) 

(35) 

Separation of variables and integration of Eq. (34) 
subject to the condition ip = 1/2 when x = 0 
yields {x/£) = ln[(^/(l — (p)] which can be expo-
nentiated and rearranged to give 

^ = ^ - f ^tanh(x/2^). (36) 

Here, tanh(y) = (ê ^ - e-y)/{ey + e'y) is the hy-
perbolic tangent function. Eq. (36) is illustrated 
in Figure 2. The thickness of the diffuse inter-
face^ is of the order of £\ more precisely, v? varies 
from about 0.05 to 0.95 over a distance of 6^ as x 
varies from —M to M. 

2.4. Solid-liquid interfacial free energy 
For our one-dimensional problem, we can iden-

tify the solid-liquid interfacial free energy 7 
(sometimes called the surface tension) as an ex-
cess of the functional !F per unit cross sectional 

"̂ In the somewhat simpler model of Wang et al. [22], £u = 
0, Wu = 0, CM = €.y/TM and Ws — l/2a which gives 
i = ey/2a = V2S of that paper. Their interface thickness 
rj = 6V2S = et 
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Figure 2. Plot of (/? versus x/^ according to 
Eq. (24). (/? varies from about 0.05 to 0.95 over a 
distance of 6^, which can be considered to be the 
thickness of the diffuse interface. 

area. Adapting Eq. (14) to this case gives 

fs{TM)]dx 

(37) 

lym 

where Eq. (32) has been substituted to obtain the 
second Une. The integral can be done by convert-
ing to an integral over cp and substituting Eq. (34) 
to give 

2 .1 

dx = WM^ / (f{l - (f) dip, (38) 
Jo 

Thus we obtain^ 

7 = - ^ = — g — . (39) 

Since 7 is an observable physical quantity, it is 
useful to solve for the parameters of the phase 
field model in terms of 7 and t. The result is 

eli = 67 ;̂ WM = &\. 

The 'barrier height' (see Figure 1) 

W M ^ 37 
32 lU IB:^ 

(40) 

(41) 

^For the simpler model of Wang et al. [22] this becomes 
7 = £.rMv/2/(12v^. 

of the double well potential for / , which occurs at 
V? = 1/2 and T = TM, is perhaps more physically 
meaningful. 

2.5. Gibbs-Thomson equa t ion 
We can demonstrate in a simple way that the 

phase field model contains the Gibbs-Thomson 
equation, according to which the melting point 
depends on the local curvature of the solid-liquid 
interface. We reconsider Eq. (13) for a problem 
having spherical symmetry such that cp is a. func-
tion of only the spherical radius r. We substitute 
Eq. (23) into Eq. (13) and use the spherical Lapla-
cian to obtain 

Wf{T) 
ff'(^) •p'if)T f 

dr2 

L{T') 

= 4 (^)1^ + 1 ^ 

(T')2 

2 dip 

r dr 

dT' 

(42) 

We solve Eq. (42) approximately for a spher-
ically symmetric diffuse interface located near 
r = R, with solid inside and liquid outside. The 
temperature will still be uniform but will shift 
from the melting point TM for a planar interface 
by a small amount. We use a perturbation ex-
pansion of the form 

TM(l + eTi) 
R{l-\-ep) = R-\-i 

(43) 

where e = £/R is a small quantity, Ti is a di-
mensionless constant to be determined and p is a 
dimensionless coordinate. We multiply Eq. (42) 
by 2/WM and expand to first order in e. The left 
hand side becomes 

g'i^o) + e 9"{^Q)^I .y(^o)^r. 

and the right hand side becomes 

^ ^ -
^d^ipi ^dfo d'^ipo 2TM£1 

' dp^ dp dp^ 
Tx 

'M 

(44) 

.(45) 

We equate the terms that are independent of e to 
obtain the leading order problem 

,dVo 
9'{<fio) - 2-

dp^ 
0. (46) 
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Eq. (46) is just a dimensionless form of Eq. (30) 
and has a solution 

^ = i + ltanh(0 (47) 

in agreement with Eq. (36). Then we equate the 
terms in Eq. (44) and Eq. (45) that contain e to 
get the first order problem 

g'i^o)^! 

+ WM -M V 
g'ifo) Ti. (48) 

Differentiation of Eq. (46) with respect to p shows 
that (pi = dipo/dp is a solution to Eq. (48) with 
the right hand side equal to zero, i.e., it satisfies 
the homogeneous equation. In order for Eq. (48) 
to have a particular solution, it is necessary for 
the right hand side to be 'orthogonal' to this 
homogeneous equation, a well-known solvability 
condition. Orthogonality means that if both sides 
of the equation are multiplied by d^po/dp and in-
tegrated on p from — oo to oo the result is zero. 
This may be verified directly for the left hand 
side of Eq. (48). Multiplying the right hand side 
of Eq. (48) by d(fo/dp and integrating on p from 
—oo to 00 leads to some integrals that may be 
evaluated: 

/ -^p'Mdp = / p'{(po)d(po = 1 

f d(fo d'^cfo 
dp dp'^'^^ 

dipo 

f 
J —c 

I. r — 
2 7-00 dp V dp 

, ^ (V̂ o) = / 9\^o)d(po = 0 

dp = 0 

d(po , 
-9 

Thus we obtain Ti = -WM/'^LQ = -27/Lo^ which 
gives 

7 2 
= J-M - J^M-r~-S' (49) 

We recognize 2/R as the mean curvature of the 
diffuse interface, so Eq. (49) is just the Gibbs-
Thomson equation. In the context of the phase 

field model, the Gibbs-Thomson effect arises be-
cause of the radial bending of the (f field, as for-
malized by the form of the Laplacian in spherical 
coordinates. For a more general interface having 
two principal radii of curvature Ri and i?2, one 
would replace 2/R by 1/Ri + I/R2' The reader is 
referred to the literature [79] for further details. 

2.6. Dynamical equations 
We proceed to obtain dynamical equations for 

the time evolution of u and (/?, or equivalently T 
and (p. These are based on the functional given 
by Eq. (1) and Eq. (2) and the concepts of lo-
cal energy conservation and local entropy produc-
tion. There is no energy production so 

U. prod •'i"-Ij q - el(fV(f ' h]d'^x = 0. (50) 

The rate of entropy production is 

^prod •" - 5 + y [^ + el<pV<f • h](fx > 0. (51) 

Here, A is the area surrounding the arbitrary sub-
volume V, n is its unit outward normal, and a dot 
above a variable denotes partial differentiation 
with respect to time. The vector q is the clas-
sical heat flux, q /T is the classical entropy flux, 
and the additional fluxes in the area integrals are 
nonclassical fluxes associated with the gradient 
energy and gradient entropy corrections. These 
nonclassical fluxes arise whenever elements of the 
diffuse interface enter or leave a control volume, 
as explained by Fernandez-Diaz and Williams [80] 
and discussed in the context of the phase field 
model by Wang et al. [22]. Eq. (4) and Eq. (5) 
with 6u —^ u and S^p -^ (p are used to compute 
the time derivatives in Eq. (50) and Eq. (51). The 
nonclassical energy and entropy fluxes are chosen 
to cancel the corresponding surface terms from 
the time derivatives. The remaining surface terms 
containing q are then converted to volume inte-
grals by means of the divergence theorem. 

Thus Eq. (50) becomes 

X [li + V • q - 4<^VV] d^x = 0. (52) 

Since Eq. (52) holds in every arbitrary subvolume, 
the integrand itself must vanish and we obtain 

7x + V - q - 4 ( ^ V V = 0. (53) 
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For 6^ = 0, Eq. (53) resembles the classical energy 
balance equation for a rigid material. In view of 
Eq. (15), however, 

u = Cs{T)+p{<p) 
dL{T) 

dT 
W 

(54) 

The coefficient of T is a heat capacity that can 
depend on temperature and phase. The term 
p{ip)L{T) = p^{(j))(pL{T) represents the evolution 
of latent heat by the moving diffuse interface. The 
term Wug{(f)/2 = Wug'{(f)(f/2 arises from the 
double well potential for u{T,(p), For the often 
used approximation that L{T) and cs{T) are in-
dependent of T and for Wu = 0, Eq. (54) takes 
the simple form 

u = cot-^p{(f)Lo (55) 

where CQ is a constant. Eq. (55) with p{^) = (p 
was postulated for early phase field models. The 
term s'^(pV'^ip in Eq. (53) is only non-vanishing in 
the interfacial region where it has order of magni-
tude (ci/tjif and is often neglected relative to the 
term p{ip)L{T). In the simpler model of Wang 
et al. [22], which assumes s^ = 0, this term is 
completely absent, but it might be important in 
problems for which a diffuse interface makes up a 
substantial fraction of the whole system. 

The remaining Eq. (51) for the entropy produc-
tion is 

/Ji---© dPx 

+ ipd^x>0. (56) 

Substitution of Eq. (53) into Eq. (56) yields 

^ Xfel^-" ipd^x>0. (57) 

Eq. (57) can be satisfied for every subvolume V 
by assuming linear constitutive laws of the form 

q = M„V -fcVT (58) 

where Mu > 0 and k = Mu/T'^ is the thermal 
conductivity, and 

-2 . (ds )yr-V (59) 

where r > 0. With these constitutive laws, we 
have 

Vod •- I [] ̂ hf + rl^\\ d^x > 0. (60) 

Eq. (60) shows that there is a volumetric rate of 
entropy production 

^y=M, 
< ^ 

z 
(61) 

due to the irreversible process of heat flow and a 
volumetric rate of entropy production 

|2 

r\'P\' = '- f (62) 

due to an irreversible process of interface mo-
tion. The 'driving forces' V ( l / T ) and ds/dcp + 
{£)/T)V'^(f for q and ip in Eq. (58) and Eq. (59) 
are precisely those quantities that vanish at equi-
librium, as shown in section 2.1. Thus the phase 
field model with r 7̂  0 requires a departure from 
the assumption of local equilibrium. Local equi-
librium at the solid-liquid interface is frequently 
assumed for sharp interface models. By means of 
asymptotics [16,79], one can show that r leads to 
a linear kinetic law of the form 

VI = IX{TE - Tj) (63) 

where vi is the interface velocity (positive for 
freezing), TE is the equilibrium temperature of 
the interface, including Gibbs-Thomson correc-
tions, T/ is the actual temperature of the inter-
face, and 

/̂  = 7 ^ (64) 

is a linear kinetic coefficient. For r —> 0, /i —> 00 
and Ti -^ TE' This is the Umit of local equilib-
rium at the solid-liquid interface.^ 

^ Karma and Rappel [36] consider thicker interfaces and 
a perturbation analysis based on a different identification 
of small quantities. The variation of temperature across 
these interfaces requires this formula for the kinetic coeffi-
cient to be modified. See [79] for a comparison of results. 
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2.7. Scaling of t h e dynamical equat ions 
For convenience, we summarize the dynamical 

phase field equations as follows: 

c,(T)+p(y.) 
dL{T) 

dT 
f + p{^)L{T) (65) 

^ - ^ V V + ^ f f M ^ V - C f e V T ) 

Tip •• 

rp 

JTM 

L{T') 
dT 

Wf{T) 
2T 

+ 

g'if) (66) 

W-
These equations are quite formidable and are usu-
ally solved only after some approximations are 
made. The quantities k and r , which were in-
troduced in the constitutive laws Eq. (58) and 
Eq. (59), could depend on temperature and 
phase. One often treats fc as a constant and 
sets r = 1/(MT) where M is a constant [79]. 
Similarly, it is frequently assumed that L{T) 
and cs{T) are constants, which we denote by 
LQ and Co respectively, as in Eq. (55). Since 
\T — TM\/TM < < 1 for most problems of in-
terest, we can set e'j ^ ej^ and Wf{T) « WM-
With these simplifications, and with the notation 
0 := {T — TM)/{LO/CO), the phase field equations 
become 

e+Pif) + ̂ 9{v>) - T^v'VV = «v2e (67) 

and 

Ae-!,.(,)+ ,̂ vv (68) 

where K := k/cs is the thermal diffusivity, do = 
{TMCO/Lo)(ci/Lo) is a capillary length, and t* = 
TM^T/Q'^ = ^'^LO/{TM1IJ) is a time associated 
with the kinetic coefficient. Alternatively one 
could define a diffusivity K^ := £'^/t* = fiTMj/Lo 
associated with the phase field. The quantity 
7/L0 is also a capillary length, although it is 
smaller than do by a factor of TMCQ/LO which 
is typically about 5. 

Eq. (67) and Eq. (68) display a broad range 
of length and time scales. The smallest length is 
the interface thickness 6£. Somewhat larger are 

the capillary lengths do and 7/L05 although just 
how much larger is a matter that can give rise 
to a hierarchy of length scales that lead to differ-
ent asymptotic analyses of the thin interface limit 
[36,79]. Next comes the size R of typical morpho-
logical features (such as cell sizes or dendrite tips) 
that one would like to resolve. The largest length 
is the system size, which we denote by C. We 
also need to consider a thermal length K/VJ asso-
ciated with interface motion of velocity vj. This 
thermal length can be large or small compared 
to R depending on the rate of heat extraction or 
supercooling that drives the solidification. This 
disparity of length scales makes the problem dif-
ficult to solve numerically, because very fine grids 
and/or adaptive meshes are required. In order to 
approach the sharp interface model, one would 
like to take £ as small as computationally prac-
tical, and in order to approach local equilibrium 
at the interface, t* should be taken as small as 
practical. Considerations of numerical stability 
can restrict the ratio At/(Ax)^ of time steps AT 
to the square of spatial grid size Ax relative to 
t* /P in finite difference computations. 

3. ANISOTROPY 

The model discussed in section 2 was based on 
the assumption that the solid is isotropic, which 
of course is not true for a crystal. Insofar as heat 
flow is concerned, this is not a serious issue for 
cubic crystals because their conductivity tensors 
are isotropic. For crystals with lower symmetry, 
we would have to make the appropriate modifica-
tions. Nevertheless, even for cubic crystals, the 
surface free energy and the kinetic coeSicient are 
known to be anisotropic, and such anisotropics 
play a strong role in determining solidification 
morphologies, e.g., dendritic sidebranching. Con-
sequently, phase field models have been modified 
to accommodate interfacial anisotropics. 

We begin by allowing for anisotropic interfa-
cial free energy because this can be treated even 
for equilibrium. We could conceivably go back 
to Eq. (1) and Eq. (2) and allow Su and e^ to 
depend on interface orientation. But what is in-
terface orientation for a diffuse interface? Pre-
sumably it can be characterized by the unit vec-



30 

Figure 3. Polar plot of the cubic anisotropy func-
tion [1 +04(^4(N)] with Q4 given by Eq. (72) and 
a^ = .3, a large value selected for the sake of il-
lustration. 

Figure 4. Polar plot of the equilibrium shape 
for the cubic anisotropy of Figure 3 according to 
Eq. (88). Because of the large anisotropy, the 
shape is on the verge of having sharp corners. 

tor N = V(p/\W(p\. This vector is undefined 
in bulk material where (p is essentially constant 
but we are concerned here only with interfacial 
anisotropy. Although this procedure will work 
[16] in two dimensions, the computations become 
quite cumbersome in three dimensions. 

We therefore follow a somewhat abstract but el-
egant alternative, introduced to this problem by 
Wheeler and McFadden [17,18]. It is based on the 
^-vector formalism of Cahn and Hoffman [81,82] 
that was developed to handle anisotropy for sharp 
interface models. We retain EU and Sg as con-
stants but replace V<̂  by an anisotropy function 
A{V(p), which is a homogeneous function of de-
gree 1 in the components of Vv?. To simplify the 
notation, we denote P := Vip with cartesian com-
ponents Pa = dcp/dxa^ The homogeneity condi-
tion is 

A{XPi, AP2, AP3) = XA{Pi,P2, Ps) (69) 

for any A. An example of such a function is 

Pt + Pj + Pi A,{P) :-
p3 

(70) 

where P := | P | = (Pf + p2 + p2y/2 jg the mag-
nitude of P . Such a function can be formed by 
multiplying a function Q(N) by P , i.e., 

^ ( P ) = P Q ( N ) . (71) 

Thus Eq. (71) extends a function of orientation 
N to a vector space P that is no longer of unit 
length. The function A4(P) in Eq. (70) corre-
sponds to 

Qi{N) = Nt + Nl + Ni. (72) 

where Q4(N) is the leading anisotropic term in 
the interfacial free energy anisotropy of a cu-
bic crystal. In other words, the interfacial en-
ergy of such a crystal would be of the form 
7o[l+a4Q4(N)] where 70 and 04 are constants. A 
polar plot of the function [1 + a4Q4(N)] is shown 
in Figure 3. 
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We shall proceed to demonstrate that this 
modification will lead to an anisotropic interface 
thickness parameter 

£(N) := ^Q(N) (73) 

and an anisotropic interfacial free energy given by 

7 ( N ) : = 7 g ( N ) (74) 

where the scale factors i and 7 are given by 
Eq. (35) and Eq. (39) for the isotropic phase field 
model. 

We first explore briefly some relations satisfied 
by A. The first comes from Euler's theorem of 
homogeneous functions and can be derived by dif-
ferentiation of Eq. (69) with respect to A and then 
setting A = 1. The result is 

a 

If we define a vector S with components 

„ _dA 

Eq. (75) becomes 

(75) 

(76) 

(77) 

Alternatively N • S = Q where A and Q are re-
lated by Eq. (71). The differential of Eq. (77) 
is 

dA = ^ S^dPa + Y^ PadEa (78) 

but we also have 

dA = y] ^dP^ = y] H d̂Pc = S-dP. (79) 
a a 

Comparison of Eq. (78) and Eq. (79) shows that 

0 = J2PadEa=P'dE. (80) 

It therefore follows that N • dS = 0 and dQ = 
S • dN. Prom its definition in Eq. (76), we see 
that S is a homogeneous function of degree zero, 
so it depends only on N. 

We can therefore relate S to the ^ vector of 
Hoffman and Cahn by 

^ = 7 S (81) 

where 7 is just a scale factor given by Eq. (39). 
Then 

e • N = 7S • N = 7g(N) = 7(N) (82) 

where Eq. (74) is used in the last step. The ^-
vector has the well-known additional properties 
N • d^ = 0 and dy{'N)= ^ • dN. We note that ̂  
also depends only on N. 

We have yet to demonstrate that all of these 
anisotropic properties work out correctly for the 
phase field model. To do this, we need to examine 
the functional derivative of terms like (l/2)e'^A'^ 
that will now replace (1/2)4|Vv?p. Thus 

4-4=1 AB'5P = AH'V5(f 

= V'{ASS(f)-SipV'{AS). (83) 

When this quantity is integrated over volume, 
the complete divergence is integrated to the sur-
rounding area by means of the divergence theo-
rem. A similar calculus arises when S is replaced 
by d/dt. In this manner, all terms containing e^ 
in equilibrium or dynamical equations should be 
replaced according to the prescription 

s^V\-^s^V'{AS), (84) 

where e'^ stands for s^, 6:̂ , e'j or sj^. 
In particular, Eq. (13) for equilibrium becomes 

dip) J, 
ejV • {AS). (85) 

We proceed to solve Eq. (85) for solid-liquid equi-
librium at T = TM for a one dimensional problem 
in the variable XQ := r • NQ where r is the position 
vector and No is a constant unit vector. Thus ip 
depends only on XQ and consequently AH is only 
a function of XQ. Therefore, 

V . ( ^ S ) = Vxo = —^ • JNo 
dxo 

d[AQ{No)] 

dxo 

dxo 

2dP 
axQ 

(86) 
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Figure 5. Time evolution of dendrite tip shapes 
computed from the phase field model for a four-
fold sinusoidal interfacial free energy anisotropy 
of 3%. 

Figure 6. Time evolution of dendrite tip shapes 
computed from the phase field model for a four-
fold sinusoidal interfacial free energy anisotropy 
of 4%. 

Hence Eq. (85) becomes 

(87) 

Comparison of Eq. (87) with Eq. (30) shows 
that they have the same form, except for the 
change EM -> £ M Q ( N O ) . Therefore, Eq. (35) and 
Eq. (36) apply with £ -^ ^Q(No) = ^(No), in 
agreement with Eq. (73). Since the soUd liquid 
interfacial free energy is also based on Eq. (13), 
the procedure in section 2.4 applies with 7 —> 
7(3(No) = 7(No), in agreement with Eq. (74). 

Treatment of the Gibbs-Thomson equation 
with anisotropy is, however, much more involved. 
As shown by Wheeler and McFadden [17], an 
asymptotic analysis for a very thin interface leads 
to 

(88) 

where V^- is the surface divergence operator. 
Eq. (88) replaces Eq. (49) and depends on the di-
rectional derivatives of 7(N) as well as its magni-
tude. Since the interface is diffuse, one must set-
tle on some convention to define it more precisely, 
for example as the locus of (/? = 1/2. Eq. (88) is 

equivalent to the Herring equation 

TM [1 ^ , ^'7\ (89) 

^^S)j 
where R\ and R2 are principal radii of curvature 
and Oi and 62 are angles of the interface normal 
vector, measured in the principal planes of curva-
ture. 

Eq. (88) can also be used to generate a para-
metric formula for the equilibrium shape taken 
on by a crystal at some uniform temperature 
T < TM' If r is a position vector in three di-
mensional space, we have V5 • r = 2 for any sur-
face divergence operator. Thus if we substitute 
S = Cr where C is a constant into Eq. (88), we 
obtain a solution for constant T. Solving for C 
and rearranging we obtain 

TM ^^.S(N) = 
TM •«(N).(90) 

TM — TLQ ^ ^ TM — TLQ 

Eq. (90) shows that r and S are proportional 
at any N . The orientation N can be specified 
by two independent angles made by N and some 
fixed axes. Eq. (90) therefore generates a sur-
face r which is a function of these two angles that 
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specify the orientation of its normal. By using 
this formula, three dimensional plots of equilib-
rium shapes can be generated by using paramet-
ric plotting routines that are now readily avail-
able. An example is shown in Figure 4 for a 
large anisotropy a^ = 0.3. Such a shape would 
have missing orientations for 04 > 1/3. Note 
that the angles made by N are not the same an-
gles made by r with these fixed axes, except for 
the case of isotropy or for other special symme-
try points where r happens to lie along N. An-
alytical conversion from N to f has been carried 
out to second order for small anisotropy by Mc-
Fadden, Coriell and Sekerka [83]. The prefactor 
[2'^TMI{TM — T)]LQ] provides a length scale for 
the equilibrium shape, which becomes infinite as 
T —> TM' For the case of isotropy, S = N and 
Eq. (90) agrees with Eq. (49) for a sphere. 

As mentioned previously, anisotropy can play 
a strong role in determining solidification mor-
phologies. This is illustrated in Figures 5 and 6 
taken from the doctoral thesis of Shun-Lien Wang 
[84]. Time evolution of the tip shapes of a two-
dimensional dendrite growing at high supercool-
ing (AT = O.8L0/C0) are shown for 3% and 4% si-
nusoidal anisotropy of interfacial free energy and 
for a kinetic coefficient, /i, that is isotropic. In 
Figure 6 the tip is sharper and the side branch-
ing is more pronounced. See [29,30] for details of 
the computations. 

For the dynamical phase field equations, r can 
also be anisotropic. This can be handled by let-
ting r -> f(N) := rB(N) where -B(N) is an 
anisotropy function. Asymptotic analysis [16] 
then shows that the the kinetic coefficient /i in 
Eq. (63) gets its anisotropy from both A(N) and 
5 ( N ) . Eq. (64) is replaced by 

m) 6LoM(N) _ 6LoZ(N) 

T 2 , r S ( N ) " T 2 , f ( N ) -
(91) 

4. ALLOYS 

To develop a phase field model for a binary 
alloy having chemical components A and 5 , we 
need to add another variable h which we take to 
be the partial density (mass per unit volume) of 
component B. We retain the assumptions that 

the solid is isotropic, that both solid and liquid 
have constant uniform density, and that convec-
tion in the melt is forbidden. Anisotropy can be 
added following the procedure of section 3. To 
simplify the treatment somewhat, we assume that 
the internal energy is 

U'.= j ud^x (92) 
Jv 

and the total mass of component B is 

MB := / hd?x. (93) 
Jv 

But we take a more general entropy functional of 
the form 

S:^ j^[s{uA9)~\el\Vu\^-\sl\Vb\^ 

-\el\V>p\^]d^x (94) 

where SQ^ el and e^ are constants. We include 
all three gradient entropy corrections in order to 
exhibit the symmetry associated with u and 6, 
which are both related to conserved quantities. 

Indeed, since both energy and mass of B are 
conserved,^ Eq. (92) and Eq. (93) lead to 

^ + V . j , = 0; 6 + V . j , = 0 (95) 

where j ^ is an internal energy flux and jj, is the 
mass flux of component J5. We reserve the sym-
bol q for the heat flux which, for an alloy, can 
be different from the internal energy flux because 
energy can be transported by a diffusing species. 
We shall return to this subtle point later (see 
Eq. (105)). 

For the entropy, we require positive local en-
tropy production, subject now to two conserva-
tion laws, Eqs. (95). Thus 

Sprod-=p+hs-&d^->0 (96) 

where j ^ is the total entropy flux, including non-
classical terms due to gradient entropy correc-
tions. In order to discuss the results in a more 

^Of course the mass of component A is conserved as well, 
but since the density is is assumed to be constant this is 
not an independent condition. 



34 

succinct manner, we define the following func-
tional derivatives: 

\T) • Su • 
/ / i \ j v c Ss 

S - i i -

' 9 5 Or-r9 ' 

% + ^l^'^ 

;^+4vv 
Prom the differential 

, du u .. ds . 
ds^---dh+—d<p 

we see that^ 

W 6 , . ^ T ' 

(97) 

(98) 

(99) 

(100) 

(S) . .r-^ <'»" 
where T is the classical temperature and /i := 
fJ'B—f^A is the so-called diffusion potential, where 
jut A and jj^B are chemical potentials of components 
A and B, expressed per unit mass. The quanti-
ties on the left hand sides of Eq. (97) and Eq. (98) 
serve to define a non-classical temperature T^^ 
and a non-classical diffusion potential / i ^ ^ whose 
gradients will play the roles of driving forces for 
diffusive transport of energy and chemical com-
ponents. At equilibrium, T^^ and / i ^ ^ will be 
uniform throughout the system [43,73]. If the to-
tal entropy flux is chosen to be 

3b 

/ ^ \ i V O 

+£^uVu + elbVb + el^Vf, (102) 

the rate of entropy production takes the form 

NC NC 

+S^ip > 0. (103) 

If SQ =sl = e^ = 0, this entropy flux becomes 

J« - Mb 
^ + {SB-SA)h (104) 

®Since we are assuming the density to be constant, it is 
also held constant in these derivatives but we do not indi-
cate this explicitly. 

with 

ti:=i^-{HB-HA)h (105) 

where 5^ and SB are partial specific entropies 
and HA and HB are partial specific enthalpies of 
A and J3, respectively. We recognize q as a fiux 
of conducted heat [85-88] because the heat flux 
related to diffusive transport has been subtracted 
from j ^ . Eq. (104) is therefore in agreement with 
our intuition because q / T is the classical entropy 
flux due to heat conduction and the additional 
term represents an entropy flux due to diffusion. 

We proceed to postulate linear constitutive 
laws that will lead to local positive entropy pro-
duction. In doing this, we are guided by Curie's 
law [87], according to which tensors of rank differ-
ing by an odd integer cannot be coupled linearly. 
Adapted to the present case. Curie's law states 
simply that scalar causes cannot have vector ef-
fects, and vice versa. It follows that the vector 
fluxes j ^ and j ^ , can be driven by both V ( l / T ) ^ ^ 
and -V{iJi/T)^^ but not by 5^,, which alone will 
drive <p. We therefore adopt constitutive laws of 
the form 

Ju 

h 
and 

Muu Mub 
Mbu Mbb 

V ( l / T ) ^ ^ 
-V( / . /T )^^ 

(p. M^S^ 

(106) 

(107) 

where M^, > 0 and the matrix in Eq. (106) leads 
to positive entropy production. This will be true 
if Muu > 0, Mib > 0 and Muu Mbb > Mub 
where Mub — {Mub + Mbu)/^- If the matrix 
Mij is symmetric [89], the last condition becomes 
Muu Mbb > M^^ and Mij can be diagonalized and 
will have positive eigenvalues. The local rate of 
entropy production per unit volume therefore be-

comes 

^prod M , , | V ( l / r ) ^ ^ | 2 + M66|V(/i/T)^^|2 

{Mub + Mbu)V{l/Tf^ • V ( / i / r ) ^ ^ 

+ M ^ 5 2 > 0 . (108) 

It is possible that the matrix Mij could be di-
agonal, or alternatively that it could be diagonal-
ized by using some linear combination of j ^ and 
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j ^ . By appealing to Eq. (105), one might conjec-
ture that choice of the non-classical analogs of the 
pair q and j ^ would lead to a diagonal matrix. In 
other words, the conducted heat flux analogous 
to q would be driven only by V ( l / T ) ^ ^ . We ex-
plore this possibility later (see Eq. (126) et seq.). 
Further guidance in this matter must be left to 
microscopic models and ultimately to experiment. 

4.1. Regular solution 
To proceed, we must make a specific choice of 

the function s{u, b, (p). To do this, we follow War-
ren and Boettinger [52] and adopt a regular so-
lution model. We shall, however, generalize their 
model to allow for a molar volume, 1/n, that is a 
linear function of the mole fraction X of compo-
nent B. We do this because the density, p, must 
be a constant if we are to be consistent with the 
assumption of no convection. Otherwise, the con-
tinuity equation p + V(/9v) = 0 would require a 
non-vanishing fluid velocity v. But the ratio 

p (1 - X)mA + XniB 

= (1 -LJ) +LJ 
rriA TUB 

(109) 

where a; is the mass fraction of component B and 
rriA and rriB are the molecular weights of A and 
B. Thus if p is constant, n must vary with com-
position unless TUA = TUB- But we usually want 
to treat components for which UIA ^ TUB- We 
therefore dispense with the assumption of equal 
molecular weights and allow n to vary with com-
position. 

For a regular solution [90], the excess^ en-
tropy of mixing is the ideal entropy of mixing, 
there is no excess volume change on mixing, and 
the excess heat (enthalpy) of mixing per mole is 
Q]S[{(p)X{l—X) where CIN{^) can depend on the 
phase but is independent of the pressure p and 
the temperature T. The Helmholtz free energy 
per mole for such a regular solution can be writ-
ten in the form 

^The word 'excess' in this context means: that in addition 
to the linear function of X obtained by mechanical mixture 
of the pure components. 

+ i?T[(l - X) ln(l 
+ nNX{i-x) 

X) + XlnX] 
(110) 

where F^{p, T, cp) and FQ{P, T , cp) are partial mo-
lar Helmholtz free energies ̂ ^ corresponding to 
pure A and pure B, and R is the ideal gas con-
stant. The quantity Q.jsf{ip) is an interaction pa-
rameter for species A and B, positive for net 
repulsion and negative for net attraction. The 
chemical potentials per mole are 

f^AN = / i % + i ? l n ( l - X ) + fiiv^2 (111) 

f^BN = / i ^ ^ + i ? lnX + fiiv(l-X)2 

where /i^j^ and ^%j^ correspond to reference 
states, taken to be pure A and JB, respectively. 
The chemical potentials per mass are 

t^A = M U — l n ( l - X ) + i i^X (112) ^ l n ( l - X ) + ^ ^ ^ 2 
TUA 

MB = ,.% + :^\nX + ^{l-X)' 
TUB TUB 

where /i^ = P^AN/'^A and / i^ = I^%N/'^B corre-
spond to the reference states. 

To treat an inhomogeneous system, we define 
a Helmholtz free energy per unit volume 

/ (T , 6, ̂ ,p)=p (n/p) fN{p, T, X, if). (113) 

Since the factor n/p is not a constant, / takes the 
form^^ 

/ = ( l - a ) ) / A + a ; / B 
• ( 1 - u ; ) 

+ 

+ 

pRT\ 

2 

(jj 

rriA 
ln( l -X) + InX 

rriB 
{l-u)X {1-X)uj 

rriA TUB 
(114) 

where JA := pF^/rriA and / ^ := pF^/rriB 
are free energy densities corresponding to the 
reference states. In obtaining Eq. (114) from 
Eq. (110), we have used the relations {n/p){l — 
X) = {1 — ij)/mA and {n/p)X = cj/mB- Note 
that Eq. (114) is in a mixed notation, containing 

^°For clarity, we carry the pressure along for a while, al-
though consistent with no convection we will assume it to 
be constant and drop it later. 
^̂  Strictly speaking, the function / depends on T, 6 = 
Ljp^ p and <̂ , but we hereafter drop the dependence on p, 
consistent with constant p and constant p. 
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both (jj and X\ one of them could be ehminated 
but the resulting expression is unwieldy. In par-
ticular, /A(T ' , if) and fB{T, ip) are given by forms 
similar to Eq. (18). Specifically, 

fA{T,<p) = [l-p{ip)]fAs{T) 

+ 
(115) 

p{<p)fAL{T) + ^^^9{<p) 

with a similar expression for A —> B. Here, 
fAs{T), fAL{T), fBs{T) and / B L ( T ) have forms 
similar to those given by Eq. (19) and Eq. (20). 

From the function / (T , 6, (p) given by Eq. (114) 
we can calculate the driving forces. Since 
{ds/du)b,^ = 1/T, we have 

where 

NC 1 
+ et^^u (116) 

u{T,c,cp) = 

= (1 

d[f(TA^)IT] 
d{l/T) 

uj)uA{T,(f) -\-UJUB{T,(P) 

uj{l —uj) 

(1 —u)mB -\-ujmA 
(117) 

with UA{T, (p) and UB{T, (p) given by equations of 
the form of Eq. (15). The last term in Eq. (117) 
is just another form of the last term in Eq. (114). 

The driving force for the phase field requires 
computation of {ds/d(p)u,b = -{1/T){df /d(p)T,b' 
The result is 

S^ = (l-u;)aA{T,ip)+ujaB{T,ip) (118) 

n\(p) uj{i-ij) 

T (1 — uj)mB + ujniA +4VV 
where 

aA{T,^)=p'{^)£^^^dr-^9'{^) (119) 

and TA is the melting point of pure A. The quan-
tity crB{T, (p) is given by a similar expression with 
A^B. 

The remaining driving force can be calculated 
by using {ds/db)^,^ = -{l/T){df/db)T,^ = 
—{l/pT){df/du;)T,ip- This computation is facil-
itated by using implicit differentiation and not-
ing that uj/{l — uj) = {mB/mA)X/{l — X) and 

dX/duj = X ( l - uj)/[cj{l - X)]. The result is 

fA{TM-fB{T,^) 

u,(p 

R 

T 

pT 

ln(l - X) 

(120) 

InX 

rriA 

{i-xy 
rriB 

ruB 

X^ 

ruA 

We observe that Eq. (120) is agreement with the 
second of Eqs. (101) after substituting Eqs. (112) 
and recognizing that [ /A(T , (^ ) - /JB(T,(/?)]//9 = 
yL\{T, (p) - fi%{T, (p) because the pressure in the 
system is uniform. Finally, we compute the gra-
dient of Eq. (120) in the form 

where 

R 

+ 

B(p =• 

and 

BT = 

cj(l — (jj)[{l — uj)mB + U^TTIA] 

2QN{(P) mATTlB 
T [{1 - uj)mB + ujrriA]^ 

aB{T,cp)-aA{T,cp) 

P 
fl^Pfjcp) uj(l-u;) 

T {1 — uj)mB-\-u^rriA 

UA{T,ip)-UB{T,ip) 

(122) 

(123) 

(124) 

QN{(P) 
a;(l —a;) 

(1 — (jj)mB + (j^rriA 

For the special case m := TUA = m^, one has 
UJ = X and (1 — uj)mB + ujmA = m so these 
results simplify, in agreement with those of Bi 
and Sekerka [43]. 

4.2. Minimal model for alloy solidification 
Obviously the phase field equations for alloy 

solidification are very complicated because they 
contain a great deal of detailed information. A 
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The alloy phase field equations therefore be-
come 

minimal model can be obtained by making nu-
merous approximations. First we set ^Q = 0 so 
that T ^ ^ = T. Then we set el = 0 which makes 

^ ^ = /i. Note that this precludes treatment of u = ^' [kVT - {HB - HA)^] 
spinodal decomposition [78,43]. Next, we assume 
that both solutions are ideal, so f̂ iv(< )̂ = 0. We 
also assume that LA and LB are constants. 

Even with these simplifications, the alloy phase 
field equations are quite complicated. We have 

a ^ ( r , ^ ) = p ' M L ^ ( ^ - iy^g'{>p) (125) 

and similarly for cr^CT, (p). The driving forces are 
now V(l /T) and V(/i/T) instead of V ( l / T ) ^ ^ 
and V( / i /T)^^ . Recognizing the breakup of 
- V ( / i / r ) = V{ds/db)u,^ given by Eq. (121), we 
return to Eq. (106) and do a linear transforma-
tion^^ to write it in the form 

q 
J6 

Muu Mub 
Mbu Mbb 

V(l /T) 
(126) 

where q is given by Eq. (105) and Muu = Muu + 
BjiMuh + Mi,u) 4- B^Mfet, Mub = Mub + BrMtb, 
Mbu = Mbu+BrMbb, and Mbb = Mbb- Consistent 
with Eq. (124), we identify BT = -{HB -HA). 
This transformation was inspired by a similar 
transformation in the classical case [89], and we 
note that symmetry of Mij implies that Mij is 
also symmetric. We proceed to assume that 
the matrix Mij is diagonal, thus precluding heat 
fluxes driven by solute gradients and solute fluxes 
driven by temperature gradients (Dufour and 
Soret effects [86]). Then q = M^,,V(1/T) = 
—fcVT as in the case of a pure material. With 
the notation MbbB^, = —pD where Z) is a diffu-
sivity, the solute flux takes the form 

j , = -pDVuj + —$(T,u ; , (^ )V^ 

where 

(127) 

$(T,a; ,^) := T{(7B-CTA)UJ{1-U) (128) 

X [(1 — uj)mB — cjm^]. 

We recognize D/{RT) as a classical mobility and 
the term containing it in Eq. (127) contributes to 
the diffusive flux in the interfacial region. 

^^It is possible to do this transformation even if Q(ip) ^^ 0 
but then $ in Eq. (128) will be more complicated. 

i = -v-ji, 

(129) 

(130) 

T<̂  = (1 - oj)<TAiT, ip) + ojaeiT, <p) + 4 V V ( 1 3 1 ) 

with u = (1 — uj)uAiT,(p) + UUB{T,(P). Taking 
the time derivative of u gives 

U = UI[UA (T, (f) - UA (T, 1̂ )] 

+ {l-uj)uAiT,<p)+uJUB{T,<p). (132) 

The first term on the right of Eq. (132) is just 

b{HB-HA) = -{HB-HAW-ib. (133) 

Thus Eq. (129) can be simplified and becomes 

(1 - UJ)UA{T, (f) + UJUB{T, ¥>) = V • [fcVT] 

-h-^{HB-HA). (134) 

The quantity on the left hand side of Eq. (134) 
is just a compositionally weighted average of the 
time derivatives of the internal energies of A and 
B. If the heat capacities CAS^ CAL^ CBS, and 
CBL sire all assumed to be equal to the same con-
stant Co and WUA = ^uB = 0, it may be simpli-
fied to the form CQT -\- p((^)[(l — UJ)LA + UJLB]. 

With these same approximations, the quantity 
V{HB - HA) - {IIP){LB - LA)VP{V). The en-

ergy equation Eq. (134) then becomes 

coT + P{^)[{1-U)LA-^UJLB] (135) 

= V-[fcVT] 

- ( 1 / P ) ( L B - L ^ ) J 5 . V P ( V P ) 

Eq. (135) would even be simpler if LA = LB^ 
but this might not be a good approximation be-
cause for materials of the same class, the latent 
heats LA and LB are approximately proportional 
(Richard's rule [90]) to the respective absolute 
melting temperatures, TA and Tg, which gener-
ally differ considerably. 

As yet, no one has solved simultaneously all 
three coupled phase field equations for alloys. 
Computations so far have been limited to isother-
mal sohdification (driven by chemical diffusion) 
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Figure 7. Solute field for a cellular interface grow-
ing at constant speed near the onset of morpho-
logical stability. The dark areas are rich in solute 
that segregates to the cell grooves. 

Figure 8. Cellular interface growing at constant 
speed near the onset of morphological stability. 
The dotted curve is for (/? = 0.1, the full curve for 
(̂  = 0.5 and the dashed curve for (/? = 0.9. The 
cell height and width are shown in true ratio. 

and cellular solidification in the 'firozen tempera-
ture' approximation in which Eq. (135) is ignored 
and a linear temperature gradient is imposed in a 
moving frame of reference. Two examples of the 
latter computations are shown in Figures 7 and 8 
taken from the doctoral research of Bi [91]. Fig-
ure 7 shows the solute field in the vicinity of a 
cellular interface growing at constant speed near 
the onset of morphological stability. The dark ar-
eas are solute rich, and solute segregates strongly 
to the cell grooves. The solid behind the cell tips 
is relatively pure. Figure 8 shows the shape of 
a cellular interface in more detail. Three curves, 
corresponding to (p = 0.1, 0.5 and 0.9 are shown 
to illustrate the width of the diffuse interface in 
relation to the curvature of the cellular interface. 
The radii of the cell grooves are only a few times 
larger than the interface width but the radii of 
the cell tips are much larger than the interface 
width. 

5. H Y D R O D Y N A M I C S 

As mentioned previously, self-consistent phase 
field models that include hydrodynamics have 
been formulated [68-73] and used to some extent 
in computations. All of these theories are based 
on a model that treats the solid as a very viscous 
isotropic liquid. The results are quite complicated 
and lead to such things as Korteweg stresses [92] 
that can drive convection. It is important to note. 

however, that the equations for the phase field 
and the accompanying thermal and solutal fields 
have essentially the same form as without convec-
tion, except that^^ 

dt Dt • " dt'^^' 
(136) 

where v is the barycentric velocity of the fluid. 
The quantity on the right hand side of Eq. (136) is 
recognized as the material derivative with respect 
to time. In other words, the phase field equations 
become invariant under a Galilean transforma-
tion, as would be expected. Anderson, McFadden 
and Wheeler [93] have recently used asymptotics 
to analyze the sharp interface limit of a model 
that includes convection. The reader is referred 
to the literature for details. 

6. CONCLUSIONS 

As we have shown, it is possible to formulate 
thermodynamically consistent phase field models 
for solidification from the melt, for pure materi-
als and for alloys, even including hydrodynam-
ics. The complexity of these models, however, 
increases drastically with the complexity of the 
system being modeled. Using these models for 

^^One must also be consistent with a formulation per unit 
mass, rather than per unit volume, because mass is con-
served but local density is not [73]. 
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computations is certainly possible, especially for 
pure materials, and has led to a number of inter-
esting results. As computational power and algo-
rithms improve, the more complex models should 
become tractable [94-96]. Exploring these mod-
els is a worthwhile goal because they contain a 
great deal of the known physics of solidification 
phenomena at length scales above the molecular 
level. This potentially includes the study of some 
aspects of nanophase solidification, although it is 
not clear how much of the correct physics is con-
tained at the nanoscale level. 
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A generic mechanism of heterogeneous nucleation is considered based on thermodynamic and kinetic 
theories along with applications of the theory to crystal growth and crystallization. In terms of a so-called 
interface correlation factor/w,/?') and the entropic barriers associated with kink integration, both classic and 
non-classic interfacial effects and particle size effect are treated quantitatively. Within the framework of this 
mechanism, homogenous nucleation of the crystalline phase can be regarded as a special case of heterogeneous 
nucleation. 

1. INTRODUCTION 

The formation of a new phase in the body of the 
mother phase, such as gas, liquid, ions in general or 
solid, is one of the most flindamental aspects of 
phase transition, in particular, crystallization. The 
potential barrier which a system must overcome in 
order to create a (crystalline) nucleus in the mother 
phase and which determines the rate of nucleation is 
defined by the interface energy. Under a given 
condition, if the probability of creating a nucleus is 
homogeneous thorough out the system, the 
nucleation is defined as homogeneous nucleation. 
Otherwise, it is defined as heterogeneous nucleation. 
In heterogeneous nucleation on solid or liquid 
surfaces, microclusters, dusts and macromolecules, 
the properties of these foreign bodies are an 
additional factor upon which this barrier and rate 
depend. Since these foreign bodies occur extensively 
in various systems, in most cases, nucleation has the 
heterogeneous nature rather than the homogeneous 
nature. In this Chapter, heterogeneous nucleation 
will be discussed fi*om both the macroscopic and 
microscopic points of view. Within such an 
approach, homogeneous nucleation can be treated as 
an upper limit of heterogeneous nucleation. 

A general and simple picture of 3D nucleation can 
be described as follows. The constituent atoms or 
molecules in the solution may, on collision, join into 
groups of two, three, four, or more particles, forming 
dimers, trimers, tetramers, etc. The kinetics of 
nucleation is described by the nucleation rate J, 
which is defined as the number of nuclei created per 

unit volume-time, and determined by the nucleation 
barrier, kink integration rate, transport and other 
factors. J is an important characteristic of the 
process of new phase formation. 

The central problem in the nucleation theory 
and experiment is to find J as a function of the 
parameters controlling the process. Afler the 
thermodynamic results of Gibbs [1], the paper by 
Volmer and Weber [2] in 1926 was the very first 
one devoted to J and it was followed by the 
pioneering studies of Farkas [3], Kaischew, Stranski 
and others [4-6]. To describe the kinetics of 
nucleation, many classic and non-classic theories 
have been published [7-25]. Many important results 
have been obtained since then and the aim of this 
Chapter is to help in getting a basic knowledge of 
the modem theory of heterogeneous nucleation. The 
Chapter will be arranged as follows: the 
thermodynamics (Section 2) and the kinefics of 
nucleation (Section 3) and then the effects of 
foreign bodies and additives on nucleation (Section 
4), and two-dimensional nucleation controlled 
crystal growth (Section 5). The general remarks 
and conclusions are given in Section 6. 

2. NUCLEATION BARRIER 

2.1. Thermodynamic driving force 

Nucleation is the process that the first-order 
phase transitions begin with. The driving force for 
nucleation of new phases (e.g., crystals) is A// , 
which is defined as the difference between the 
chemical potentials // mother and ju costal of growth unit 



43 

in the mother and the crystalline phases: 

/^ mother " /^ ciystal (1) 

When A// > 0, it is said that the system is 
supersaturated. This is the thermodynamic pre-
condition for nucleation and growth of the crystalline 
phase. Conversely, when A// < 0, the system is 
undersaturated. Under such conditions, crystals will 
dissolve. In the case where A// = 0, the mother phase 
is in equilibrium with the crystalline phase [27]. 
This implies that under the given temperature T, 
pressure P, concentration C/,etc., one always has 

"mother r'crystal (2) 

where //̂ ^̂ ĥer ^̂  ^̂ ^ chemical potential of solute 
molecules in the phase equilibrium (or coexistence) 
between the mother and the crystalline phases. It 
follows that for a given condition, ju crystal can be 
expressed by //̂ "Ĵ ther* Therefore, in many cases of 
practical importance A// can be expressed as 

A / / = / / m o t h e r - M o t h e r (3) 

For condensation of vapors, the chemical 
potential of species / is given by [7,12,27] 

//,-//;+Arr In A (4) 

where pt is the actual partial pressure of vapor /, 
//̂ ° denotes the standard state (p, = 1 ) of the 

chemical potential, k is the Boltzmann constant, T is 
the absolute temperature. Based on Eqs.(2) and (4), it 
can be shown that the thermodynamic driving force 
is given by 

A/. = *nn(p,//,;") (5) 

(/?/"• is the equilibrium partial pressure of vapor /.) 
Similarly, for deposition of thin films from vapors, 
the thermodynamic driving force is given by [10,12, 
27] 

A/i =kT\n{RIR^) (6) 

{R and RQ{T) are the actual and equilibrium rates of 
impingement of molecules to the substrate). 

For crystallization from solutions, the chemical 
potential of species / is given by [8,12,27] 

//, =/ / ;+^nna, «//;+A:nnC, (7) 

where a, and C, denote the activities and 
concentrations of solute, respectively, //° denotes 

the standard state (a, = 1) of the solute chemical 
potential. This then gives rise to the 
thermodynamic driving force 

^fd^kT\n•^^kT\n^ 
eq ^ e q 

(8) 

(a^ ,̂ C^ are, respectively, the equilibrium activities 
and concentrations of solute.) 

Notice that the thermodynamic driving force 
for crystallization is often expressed in terms of 
supersaturation. If we define supersaturation as 

(J = [a, - «;̂  )/a;^ « (c, - C ) / C (^) 

Eq.(8) can then be rewritten as 

Aju = kT\n{l-^a) (10) 

If cr < 1, Eq.(lO) can be approximated, after the 
Taylor series expansion, as 

Aju/kT = \n{l + c7)=cT. (11) 

The crystallization of some ionic crystals from 
solutions often results from mixing the cationic and 
anionic components, such as 

mA"^ + nB"" -^ Â ^̂ B̂  (12) 

(n and m are, respectively, the cationic and anionic 
valence.) In this case, Eq.(8) should be given as 

MM ^. 
where A; ( = ( ^ I } " ( ^ 1 M is the participation constant. 

Similarly, if we define in this case supersaturation 

as 
.AMkzlz^, (14) 

K„ 



44 

the relation between the thermodynamic driving 
force and supersaturation is the same as given by 
Eq.(ll). 

For crystallization from melts at temperatures 
not far below the melting temperature, we have the 
thermodynamic driving force by applying the similar 
thermodynamic principles, as [12, 19] 

(15) 

(16) 

(Sjn is the entropy of melting per molecule, AT is 
supercooling). 

For electro-deposition, the thermodynamic 
driving force is given by [20] 

AM = z4r-Kl (17) 

(z/ is the ion valence, e is the electron charge, f is 
the actual electrode potential, /eq is the equilibrium 
potential of a bulk electrode of the deposit). 

2.2. Nucleation barrier 
A characteristic feature of nucleation process is 

that the substance with the properties of the new 
phase appears fluctuationally and is localized in 
nano-scale small spatial regions. These are occupied 
by atoms or molecules of various numbers which 
constitute the so-called clusters. The clusters staying 
in equilibrium with the surrounding mother phase are 
the critical nuclei, and the smaller or the larger 
clusters are the subnuclei or the supemuclei, 
respectively. Only the supemuclei are the clusters 
that can grow spontaneously to reach macroscopic 
sizes. (See Fig.l.) For simplicity, we call hereafter 
the subnuclei "clusters", and the supemuclei 
"nuclei". 

Evidently, the nucleation rate J describing the 
number of nuclei successfiilly generated from the 
population of clusters per unit time, unit volume is 
determined by the height of a free energy barrier, so-
called nucleation barrier (c.f Fig.l). The occurrence 
of nucleation barrier is attributed to the following 
two-conservancy effects: 
(1) since the crystalline phase is a stable phase, the 
occurrence of the new phase from the mother phase 
will lead to the lowering of the (Gibbs) free energy 
of the system; 

(2) due to the interfacial (or surface) free energy, 
the increase in the size of the crystalline (new) 
phase leads to the increase of interface (or surface) 
area, consequently the interface (or surface) free 
energy. This will cause the increase of the Gibbs 
free energy of the system. 

The combination of these two effects results in 
the formation of the nucleation barrier, as shown in 
Fig.l. 

Clusters 

/ \ 

Nucleation 
> 

Growth 
> 

Increase of surface AG 
area and surface 
free energy 

^ V f V^ *̂̂  Critical nucleus 

Lowering of bulk 
free energy 

\ Nucleation barrier 

4 ^ A 
i—All 

3Q ^ 
w 

Super nucleus 

Figure 1. Schematic illustration of the formation of 
nucleation barrier. 

The free energy change to form a cluster ofn = 
1,2,3.... molecules can be found by thermodynamic 
considerations, since it is defined as 

AG = G«„-G,„, (18) 

for a system at constant pressure and temperature 
(Gini and Gf,n are the Gibbs free energies of the 
system in the initial and final states before and after 
the cluster formation). If M is the number of solute 
molecules in the system, Gini is merely given by 
Gini = M^other (19) 

To find Gfin, one usually employs the Gibbs method 
[1] of introducing a surface which divides the 
system into a new phase of n molecules, a cluster of 
n molecules, and an old phase of the remainmg M -
n solute molecules. Then Gf,n is written down as 

Qln =(^-«kother+«/^rystal+^« (20) 

where 0^ is the total surface energy of the «-sized 
cluster (except for nucleation of bubbles when 0„ 
contains also pressure-volume terms). Substituting 
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the above expressions (19) and (20) for Gini and Gfm 
in Eq.(18) and recalling Eq.(l) yields 

AG = -«A// + 0„ (21) 

The AG function has a maximum of value AG* at r 
= r^ or « = A2*. The cluster of n* molecules is the 
critical nucleus, r^ is the radius of curvature of 
critical nuclei and AG* is the nucleation barrier. One 
of the major problems in the nucleation theory is to 
find AG* which, physically, is the energy barrier of 
nucleation. 

If the occurrence of foreign body in the system 
will reduce the interfacial (or surface) free energy, it 
will also lower the nucleation barrier. Let AGu be 

homo 

the homogeneous nucleation barrier, and AGl^^^^^Q 
the heterogeneous nucleation barrier (the nucleation 
barrier in the presence of the foreign body.) We can 
define here a factor describing the lowering of the 
nucleation barrier due to foreign body: 

f^AGijAGl homo' (22) 

It will be shown in the following how AĜ ^̂ .̂  and / 

are derived [24,25]. 

Cluster 

Foreign particle 

Figure 2. A generic picture of nucleation on the 
foreign particle. 

As shown in Fig.2, we assume that nucleation 
occurs at a foreign body with a radius of R\ The 
mother phase is represented by subscript f, the 
cluster of the crystalline phase by c and the foreign 
body by s. If we denote volume by V and surface 
area of the foreign body by 5, then the fi'ee energy of 
formation of a cluster of radius r on a nucleating 
particle of radius R^ is given, according to Eq.(21), 
by, 

where yij is the surface free energy between phases / 
and J and Q is the volume per structural unit. 
Assume that the concept of contact angle can still 
be applied in this case. We have then 

m = (rsf - rscVXcf« cos^, (-1 < w < 1) (24) 

Referring again to Fig.2, we have, 

ŝc = 2Ti(R'f(l - cos^, Scf=2nr\\ - cosy/), 
and 
Fc = \nr\2 - 3 cos^ + cosV) - j<R'f(2 - 3 

cos^ + cos^^. 
with 
cos^ = (R' - rcos0)/l = (R' - rm)/l, 

(25) 

(26) 

cosv/ = -ir- /{'cos 0)/l = - (r - /?'/«)//, (27) 
and 

(28) 2 . „ 2 O D S „ _ I 1 / 2 / =[iRy + r ' - IR'rm] 

To evaluate the critical fi-ee energy AG^^^^^, we 

can substitute the expression (25) into (23) and 
require that 

(SAG/Sr) = 0. (29) 

Regarding the fact that the radius of curvature r^ of 
critical nuclei is only determined by ;rcf and the 
driving force A// [28,29], we then have 

r, = IQrcf/Aju- = 2QyJkT[n(\ + o) (30) 

Now substituting the expressions (24)-(30) into 
Eq.(23) and writing, 

R' = RVrc = R'A^Qrcf'^ R'kTln(l + a)/Qr,(, (31) 

The free energy of formation of critical nucleus is 

(32) 

with 
AC' 16;^^/^^ 

• ^ 3[kT\n{\ + a)] 

f-Arr',R') 

(33) 

AG = -A/JVJD. + ^tAf + (rsf - rsc )5sc (23) 
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^ i ^ r i - ^ Y 1̂ 3 
2 2{ w J 2 

LjR^YfR^^] 
[^ w J \ w J 

,i;„^.3^^_,j (34) 

and 
w = [\+{R'f-2R'mY'^ (35) 

Here R' is actually the dimensionless radius of 
curvature of the foreign body (substrate) in reference 
to the radius of critical nuclei ĉ. In other words, it 
only makes sense if the curvature of a foreign body 
or a substrate is referred to the curvature of critical 
nuclei. 

Substituting appropriate values of R\ m, Xcf and 
A// into (30)-(35), one can calculate fim,R') and 
AGjIĝ ĝ for any nucleation process. Note that the 

factor X/w,/?0 varies from 1 to 0. Obviously, this 
factor plays an important role in determination of the 
heterogeneous nucleation barrier AG^^^^^. One can 

see from Eq.(lO) that the influence of foreign 
particles on the nucleation barrier can be fiilly 
characterized by this factor. 

In Fig.3a is shown/w, /?') as a function ofR' 
for a given m. When R' -> 0, fljn,R') = 1, 
implying that the foreign body as a nucleating 
substrate "vanish" completely. In practice, if foreign 
bodies are too small, c.f. clusters of several 
molecules, nucleation on these substrates will not be 
stable. Then, the foreign bodies play no role in 
lowering the nucleation barrier. If R' » 1, the 
foreign body can be treated as a flat substrate 
compared to the critical nuclei. In this case, fim,R') 
is a solo function of w, and the curvature of the 
foreign body has no effect on the nucleation kinetics. 
Eq.(34) is then reduced to [10,11] 

f{m,R') = f{m) = -^{2-3m + m') (36) 

The dependence oifljn) on m is given in Fig. 3b. 
Concerning the effect of m, as shown in Fig.3, 

heterogeneous nucleation occurs in the range of m 
between 1 and - 1 , depending on the interaction and 
the structural match between of the foreign body 
surface and the nucleating phase, and 
correspondingly X/w,/?') changes between 0 and 1. 
Evidently, the strong interaction between substrate 
molecules and structural units in the nucleating 
phase leads to w -> 1. Apart from this, the structural 

match between the foreign body surface and the 
nucleating phase plays an important role, in 
particular for the nucleation of a crystalline phase. 
Let us look at the structural match between the 
nucleating phase and the substrate in this case. 
According to Aleksandrov [30], for a good 
substrate, the interfacial energy between the 
substrate and the nucleating phase can be 
quantitatively expressed, if the misorientation angle 
(p is low: 

Yes« r„(«)+ 
sbcp 

4;r(l-v) 
^-^m (37) 

Ycs{^) ^ minimal specific interfacial free 
energy at a given orientation a; 
6:= elastic modulus; 
V = Poisson constant; 

0.1 1 10 

R'i=lf/r) 

(b) 

Figure 3. (a) Dependence of the interfacial 
correlation function fljn,R') on m and R'\ (b) 
Dependence of the interfacial correlation function 
J{m,R') on m at R'> 10. 
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b = Burgers vector, 
(p = misorientation 
orientation. 

angle from the given 

Presuming the nature of the bonding between the 
substrate and the crystalline phase at the interface is 
similar to the bulk of crystalline phase, /^^(a) is 

dependent very much on the structural match 
between the substrate and the nucleating phase. 

We notice that for a given crystalline phase and 
a substrate, an optimal structural match is the 
crystallographic orientation {hkl}, which the 
strongest average interaction or the lowest interfacial 
energy between the crystalline phase and the 
substrate between the two phases. This orientation 
corresponds to the (minimal) cusp at the y-plot [31]. 
In our case, the plot is a ;rcs(ot) plot (a: the angle to 
the reference orientation, c.f. Fig.4). 

Figure 4. A /cs(ot) plot in two dimension. 

Combining Eqs.(24) and (36) yields 

rsf 
m « - ^ 1 

1 
s{a)-

sbcp 

4;r(l-v)\^ ,̂ 
(P-(Pn. (38) 

Obviously, an excellent structural match 
between the nucleating phase and the substrate 
( ;KJCI) ̂  -> 0, at ^ -> 0) leads to m -> yrly. • In the 

case where y. « y^, one has then w -> 1. It follows 

from Eq.(34) that/w,/?') -^ 0 (c.f. Fig.3), implying 
that AGhgjĝ  almost vanishes completely (c.f 

Eq.(22).) This only occurs when the growth of 
crystals is well orientated in reference to the 

structure of the substrate. In this case, the excellent 
epitaxial relation assumes. 

As the structural match varies from a perfect to 
a poor match, m decreases from 1 to 0, -1. The 
extreme case will be w -^ -1 , corresponding to the 
situation where the crystal-substrate correlation 
(interaction and structural match between nuclei and 
the substrate) does not exist. One has then/zw,/?') 
= 1 in this case (c.f. Fig. 3.) In this case, foreign 
bodies exert almost no influence on nucleation (the 
vanishing of the epitaxial effect), and nucleation is 
controlled by the homogeneous nucleation kinetics. 

Crystal 

Substrat 

Substrate 

Ycs(a) = Ycs(a) > (Ycs)nun, m = m'<mo 

(b) 

{h"kT} 

m' 

m = \ 

t 
The optimal orientation {hkl} (c) 

Figure 5. Schematic illustration of the structural 
match (a) and mismatch (b) between the crystalline 
phase and the substrate, and the implication for the 
structural matching parameter m (c). 

As shown in Fig.4, due to the anisotropy of a 
crystalline phase, the deviations from the optimal 
structural match position to the secondary optimal 
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structural match (the second lowest y^X^)) will 
adopt a discrete value rather than a continuous 
change, which is the second lowest minimum of /cs 
in the orientation of {h'k'l'}. The similar principle 
holds for the farther deviations. (See Figs.4,5.) 
Therefore, according to expressions (24) and (37), 
the deviations from the optimal structural match 
cause the change of m from mo to lower and discrete 
m = m', m'\ etc. (c.f. Fig.5.) This will be discussed 
farther in Sec.4. 

In many cases, one needs the expression AG* as 
a fanction of n . Geometrically, in many cases of 
heterogeneous nucleation, [7,12] 

f=V*/V\omo = n*/n homo ; (39) 

where V* and F*homo» «* and «*homo are volumes and 
the number of the heterogeneously and 
homogeneously formed nucleus at the given 
supersaturation. It follows from Eqs.(22), (34) and 
(39) that 

with 

f„*{rrhR,ri^J=-+-
\-mR T If R 

+-

\ 3 

2-3 

3 
2 

+ 1 
J \ 

R' \-

U3«Lon/4;rrJ 
[R-a^rj^CllAKT-m ^ 

and 

1/2 

(42) 

(43) 

Let us repeat the picture of the heterogeneous 
nucleation model. On the substrate surface, some 
molecular processes occur due to transient visiting 
molecules which adsorb, form short lived unions, 
break-up, desorb etc.. An instantaneous census 
would show some distributions of subcritical nuclei 
(or clusters) with 1,2,3,.... molecules per cluster (c.f. 
Fig.6). 

441^ 

Figure 6. Schema of the process of nucleation at 
the surface of a foreign particle. 

In any one with n molecules, the free energy 
changes for the n molecules to adsorb and form the 
«-mer with the size of r is given by Eq.(21). 
Nucleation begins with the formation of a cluster of 
size re with «* molecules, r̂  is given by Eq.(30). 

The widely accepted kinetic model of 
nucleation (within the cluster approach) was used 
first by Farkas [3] in 1927. It is based on the Szilard 
scheme of successive "chain reaction" between 
monomer molecules and Ai-sized clusters: 

Monomer 

n-m^x 

Dimer... "^ {n-l) mer 

^̂ "̂""̂  («+l)mer... (44) 

A master equation for the concentration ZJJ) of 
A?-sized clusters at time / is written down in the form 
of continuity equation [12,17] 

AZJdt = J„.x -Jn, (45) 

where Jn{t) is the flux through point n on the size 
axis. In this formulation J is thus the flux through 
the nucleus size AI*, i.e. J-Jn*(t), so that the 
nucleation rate can also be time-dependent. 

rl^^^ and r^ given in Eqs.(30) and (42) are often 

referred as the Gibbs-Thomson equations for the 
critical nucleus size. 

3. NUCLEATION KINETICS 

3.1 Equilibrium, stationary and non-stationary 
states 

The basic problem in the nucleation kinetics is 
to solve the master equation (44) in the unknown 
cluster size distribution Zn(0, since knowing Zn(0 
allows the determination of the nucleation rate. 
There exist three physically distinct states of the 



49 

system which are of particular interest: the 
equilibrium, the stationary (or steady) and the 
nonstationary states. In the following, we will 
briefly discuss the equilibrium and the nonstationary 
states. Our concentration will focus more on the 
steady state. 

3.1.1. The equilibrium state 
In equilibrium dZn/d/ = 0 and Jn = 0. Then Z„= 

C„ is the equilibrium cluster size distribution. (C„ is 
the equilibrium concentration of/?-sized clusters.) 
According to the Boltzmann law, one can easily 
obtain: 

{CJZ) = (C,/2)"exp(- ^GJkT) (46) 

(for all n\ n "= 2,3,4,...) with the effective total 
number of "molecules" per unit volume: 

^ = C i + E ^n (47) 

Here AG„ denotes the free energy barrier to form an 
«-mer. Since usually C\ >» ZC„ {n> 1), then Z--
Cu thus 

C„ = Ci exp(- AGn/kT). (48) 

It follows that the A|i dependence of the 
concentration C = C„* of nuclei is given by 

C*(A//) = Ciexp[-AGL// :7] . (49) 

Let Kn be the rate of molecule addition. That is, 

where K„ is the collision rate of monomers with an n-
sized cluster, and ŷ ink the conversion probability 
(c.f. Sec. 3.2.) Also let K„' be the rate at which the 
cluster lose molecules. Obviously, at the equilibrium 
state, one has the detailed balance between the 
growth and disintegration of clusters, 

^w ^rt " ^ n+l^n+1 0 . 

Since AGJ 

(51) 

ĥeterĈ y") ^^^ ^ maximum ?it n = n , Cn 
displays a minimum at the critical nucleus size 
(Fig.7). The increasing, nonphysical branch of C„ at 
n > n* reflects the fact that the mother phase is 
saturated. 

Zn 

a 

1 ŵ  n 

Figure 7. Equilibrium (C„), stationary (Z'„) and non-
stationary (Z„) cluster size distributions. 

3.1.2. The stationary (or steady) state 
In stationary state again dZJdt = 0, but J„ = 

constant = J^* = J. Then, Zn-Z'n is the steady-state 
cluster size distribution illustrated in Fig.7. The 
stationary nucleation rate for homogeneous 
nucleation is given by the Becker-Doering formula 
[5] 

J = exp 
/ AG., 

V kT 
with 

(52) 

(53) 

where z is the so-called Zeldovich factor [6], K = 
K„* is the frequency of monomer attachment to the 
critical nucleus, v^ denotes the average volume of 
structural units in the mother phase. 

We notice that up to now, the extensive work 
carried out in the nucleation kinetics is mainly 
focused on homogenous nucleation. Concerning 
heterogeneous nucleation, the major concentration 
is focused on the effect on the nucleation barrier. 
Therefore, we will, in the following discussion, look 
at the kinetics of the steady state for heterogeneous 
nucleation [25,26]. 

Based on the definition of J„, one has 

^n t^n ^ n (34) 

At the steady state, J\ the formation rate of critical 
nuclei per unit volume-time around a foreign 
particle, is equal to the steady state growth of 
clusters at the surface of the particle. This can then 
be expressed as 
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J' =Jn*='J„ = constant 
= critical sized nuclei formed/unit volume - time 
= ... = fc^ Z\ - '̂n+iZ n+i= constant. (55) 

Before further analyzing (51) or (55), we 
introduce the following two boundary conditions: 

(1) Z',* = 0; 
(2) lim(Z'„/Cj=l. 

(56) 
(57) 

The first is because whenever a («*-l)-mer becomes 
an «*-mer, it disappears from our population to begin 
a new stage - growth. But this event does not disturb 
the distribution of other clusters (mainly monomers). 
The second is because both C„ and Z\ are large 
numbers when n is small. It follows that the 
perturbed concentration of monomers Z\ is almost 
equal to the equilibrium concentration. 

Proceeding, rearranging Eq.(55) yields 

r = K, a[(^/a).( /c,+ i//r„)(z;+ i/Q], (58) 

and then using Eq.(51) we obtain 

r = KrPliTrJCr) ' ( 2 ' , + 1/C„+ 1)]. (59) 

From Eq.(59) a set of equations can be written: 

{Z\/C,) - {Z\/Cj 
{z\ic,) - (rjc,) (60) 

JK..,C„_, = (Z'„._,/C„.,) - 0 

Adding Eq.set (60), and taking (56) into account 

ZU'/;c„C„) = ZVC,=l (61) 

and the growth rate J' is then given by, 

J'= Skcj- (62) 

To obtain J\ the sum must be evaluated numerically. 
Nevertheless, the sum can be replaced by the integral 
and Eq.(62) can approximately be rewritten as 

J'« l{^nC„rdn (63) 

The evaluation of the integral in Eq.(63) is 
somewhat difficult. But it can be simplified by 
determining the dominant terms within the range 
from « = 1 to A7*, on which we can focus our 
attention. Certainly C„ decreases exponentially 
with n so that for large values of n the inverse C„ 
term is large. Therefore, the key issue is to find the 
variation of /r„ with n. 

According to Eq.(50), to find /c„, we need to 
derive the expression of K„. By definition, K„ is 
proportional to the surface area of the cluster and 
the difiusivity of growth units D. For a cluster 
created on a spherical substrate as shown in Fig. 2, 
this area is given by 

S,f=4nrYXm,R') 
with 
/"(;„,^.)=i±(iz|:* 

It follows then that 

K„ = DCx4nr^fXm.R') 

(64) 

(65) 

(66) 

Obviously, K„ (or fc„) increases as the square root of 
« (r ~ n^'^). For large values of n, K„ is then only a 
weak function of/?. 

Returning to Eq.(63), if regions of high n 
contribute most and, in these regions, K„ is not a 
strong function of n, one may remove K^ from under 
the integral sign and, to approximate it as a constant 
equal to its value when r = r̂ , i.e.. 

/^.-/^.*=.4;rA.„,C,(rJV"^/^') (67) 

As long as we have concluded that the important 
region for n in the integral of Eq.(63) is where n ~ 
«*, we can simplify the evaluation by rewriting it, 
as: 

(j'r'«k)-'j(c„rv« (68) 
and with Eq.(48) 

(jr«kC.)-'jexp(AG,ArV. (69) 
1 

Expanding AG„ about n* in a Taylor series, we find: 
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^G„=^(f +{dAG„ldn)Xn-n*) 

+\[&M}„jdn\{n-n*y + ... (70) 

(71) 
Define 
y = n-n* 
then 
( j ' r=k.C.r[exp(AG7^r)] 

AG„' at« = «* is zero. Let Eq.(72) truncate after the 
second term. One has then after approximating the 
lower limit as -oo, 

f=2KAQl[27diT)]" (73) 

(74) 

where Q is positive so that the integral is an error 
fiinction. 

The last remaining step is to evaluate Q. For the 
heterogeneous nucleation, the second derivative of 
AG„ is very complex. Note that the derivatives are 
evaluated at « = «* so are not a fiinction of n. In 
most cases where R' is not small, J{m,x) turns out to 
be constant for a given foreign body. We can 
approximate the value of Q = -{d^AGjdn^\_^,^y 

/(w,/?'X5'AG„'°"V5«'L«* therefore Q can be 
expressed as 

Q^r, 
^2'nn' 

{n*r'f{m.R') (75) 

or, with Eq.(30), 

(76) 

By combining Eqs.(66)-(68) and (73), an expression 
for J ' is obtained, as 

x(C|)^exp 

2V 
kT 

A G : 

f{'r',R') 

kT 
-f{m,R') (77) 

The average nucleation rate in the solution 
depends on the density and size of foreign particles 

occurring in the system, and is given, according to J 
= Anaiirfl^J', by 

J = 47ra{R'jNyim,R'lf{m,R')]'' 

x5exp| 

with 

B = {CJ4D/3^^Q\ 

\67rylrQ} 

7>kT[kT\n{\ + a)^ 
f{m,R') 

r \ i / 2 

kT) 

(78) 

(79) 

{a is the dimension of growth unit.) In the 
equations,/"fW'^y^ like/f/w,/?'^, is also a fiinction 
of m and the relative size of particles R \ and gives 
a similar plot as given by Fig.3. Introducing the 
term 4na(I^fN° is based on the fact that the 
heterogeneous nucleation takes place only in the 
liquid layers adjacent to the nucleating particles. 
Evidently, only for this part of solutions, the 
nucleation rate will be effectively influenced by the 
foreign particles. Therefore, the relative effective 
volume fraction for heterogeneous nucleation is 
equal to the volume of the liquid is proportional to 
the density and surface area of nucleating particles 
occurring in the system, namely 4na(I^fN°. 

In the case of homogeneous nucleation, one has 
fXm,R') =Am,R') = 1, and 4Tia(I^fN^ -> 1. In this 
case, Eq.(43) is converted to 

J=Bexp\ 
\67rrln' 

3kT[kT\n(\ + a)] 
(80) 

Obviously, this expression is similar to that given 
by (52) for the homogeneous nucleation rate, 
meaning that Eq.(43) is applicable to describe both 
homogenous and heterogeneous nucleation. 

3.1.3. The non-stationary (or steady) state 
When nucleation is nonstationary, dZJdt ^ 0 

and the flux J^ is a fiinction of both n and t. The 
nucleation rate is then time-dependent and this 
nonstationary nucleation rate JnonstCO ^ Jn*(0' 
According to Kashchiev [32], this is approximately 
expressed as 

^ns.W = ^ l + 2X(-l)'exp(/:Vr) (81) 
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In this equation, J is the nucleation rate of the steady 
state given by (78). According to this formula, 
-̂ nonstCO at / = 0 and gradually increases to the 
stationary nucleation rate J. It turns out [32] that 
»/nonst(0 -J^oxt >5 T, wherc 

r = 4/;r^zV^ (82) 

is the nucleation time-lag. Physically, r is a measure 
of the time needed for the transformation of the 
mitial cluster size distribution into the steady-state 
one (as illustrated by the arrow in Fig.7). The results 
in the theory of nonstationary nucleation have also 
been reported [33-35]. Since z = 0.1, [36] Eq.(40) 
shows that r is largely determined by /ĉ *, in 
particular the difflisivity D. With typical values of 
D, this predicts time lags from microseconds for 
nucleation in vapors and less viscous solutions to 
days for nucleation in solids and glass-forming 
melts. [36] 

3.2. Induction time in crystallization 

One of the most common ways in nucleation 
study is to measure the induction time of nucleation 
n̂uci at different supersaturations. Due to the 

crystallization sequence, what we normally measure 
is the induction time î in crystallization, which is 
defined as the mean time elapsing before appearance 
of an observable amount of the new phase. 
Actually, // includes the time tg for the growth of 
crystals to the observable size and /nuci- As 
mentioned in Sec.3.1, there is certain time required 
to establish nucleation from time zero to the steady 
state. This is the transient period n̂onstj which is 
associated with nucleation of the non-stationary 
state. Denoting the induction time for nucleation of 
the steady state ŝ, one has then 

l\ to I tnonst"" *s. (83) 

Since the free energy barrier for 3D nucleation is 
much higher than that in 2D nucleation (c.f. Sec.5), 
the growth of crystals then much easier than 
nucleation in most cases. If crystals with a 
sufficiently small size can be detected by certain 
techniques, we then can have t^ « t„uci (= n̂onst + ̂ s)-
Nowadays, the laser light scattering method [26] 
promises the detection of particles from several nm 
to several tens of nm. This has already been very 
close to the critical size of nuclei in many cases. 
Under such a situation, we can even assume tg-> 0. 

Apart from this, /nonst» according to the previous 
section, is determined to a large extent by 
diffiisivity. If the mother phase is not too viscous, 
such as aqueous solutions, we normally have /nonst "= 
a few microseconds [36]. This implies that /nonst ^^ 
ŝ. Therefore, we can approximate (83) by 

h — *nucl — *s. (84) 

In other words, this implies that under the normal 
condition, the nucleation rate J is time-independent. 
By definition, one has 

where Fis the volume of the system. 
It follows then from Eq.(78) 

(85) 

[ln(l + or)J 

with 
(86) 

(87) 

y^hQTQ B'= Bhi'f N"\' Notice that in applying this 
relationship to study the nucleation kinetics, V 
should be kept constant under a given condition. 
This can be an important step to gain a set of 
consistent data. 

For a given system, since p, Ci, and B' are 
constant. Changes in the slope and/or the intercept 
of the ln(/J-'l/[ln(l + cr)f plot will then correspond 

to the modifications 'm fljn,R'\ f\m,R') and yfikink-
We will discuss this in the following section. 

On the other hand, if the mother phase is very 
viscous, such as a glass phase, n̂onst cannot be 
ignored. Then, Eqs.(84) and (86) cannot be applied 
directly. 

4. INTERFACIAL EFFECTS OF FOREIGN 
BODY AND FLUID MOLECULE 

4.1. Size effect of foreign body 

As mentioned before,/w,/^') in the exponential 
term of Eq.(76) describes the reduction of the 
nucleation barrier from a genuine homogeneous 
nucleation Mj^^^ to the actual heterogeneous 

nucleation t^G^^^^^, due to the presence of foreign 

bodies (c.f. Eq.(22).) This factor, which is a 
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0 ^\}JkT 

Figure 9. Dependence of the critical radius of nuclei 
on the thermodynamic driving force. 

0.6 0.8 1.0 

l / [ ln(l+a)] (a.u.) 

l/[ln(l+a)] 

function of m and R\ can be applied to the 
description of the correlation between the substrate 
and the nucleating phase. 

According to Eq.(31), the relative radius of 
foreign body R' is determined by the radius of the 
curvature of foreign particles and the critical radius 
of nuclei. Since r^ is inversely proportional to 
l^filkT (= ln(l -^ (j) K (3 ), it will decrease 
parabolically with the increase of /S^julkT (Fig.9.) 
For a given /? (not too large and too small), R' turns 
out to be proportional to ls./uJkT. 

At high supersaturations, r^ can be much 
smaller than 7^. According to Eq.(31), this gives 
rise to a large R \ In the case where R * > 10, J{m,R') 
becomes almost constant at different 
supersaturations. It follows from Eq.(86) that a 
linear ln(/J~l/[ln(l + cr)fplot will be obtained. 

Therefore, this regime is defined as the linear 
regime (see Fig.3a.) 

Conversely, as supersaturation decreases, r^ 
will increase. If R' < \0, fim,R'') will drastically 
increase with decreasing supersaturation (c.f. 
Fig.3a.) It follows from Eq.(86) that the slope of 
the ln(/J~l/[ln(l + o-)f plot will also increase 

drastically and non-linearly. (See Fig. 10.) We refer 
this regime to the non-linear regime (Fig.3a.) 

At very low supersaturations or very small I^, 
we have R' < 0.1. Within such a regime,/w,/?') 
reaches its maximum (J{m,R') = 1). This implies 
that from the point of view of nucleation barrier, 
foreign bodies plays no effect on the nucleation 
kinetics. Any nucleation occurring at the surface of 
foreign bodies having the radius much smaller than 
the critical nucleus radius r^ will be unstable. This 
is similar to the Gibbs-Thomson effect. Since the 
nucleating phase cannot "see" the foreign bodies, 
we define this regime as the "zero size" effect 
regime. In this regime, the ln(/J'-l/[ln(l + o-)f plot 

reaches its maximal slope. Fig. 10a shows the 
correlation between ln(/s) and l/[ln(l + (j)f in the 
nonlinear regime. An example of CaCOs nucleation 
occurring in this regime is given in Fig. 10b. 

Figure 10. (a) The effect of particle size on the 
nucleation rate at different supersaturations in the 
non-linear regime, m = 0.8, yJkT^ 1.5, R^ = 5a. (b) 
The nucleation of CaCOs in the nonlinear regime. 
(The details to be published.) 

4.2. Interfacial correlation between the substrate 
and the nucleating phase 

Let us first have a look at the case where the 
radius of foreign body R^ is much larger than r^ (R' 
> 10). In this case, the substrate can be regarded as 
essentially flat, dindJ{m,R') is then dependent only 
on m (c.f. Fig.3b.) As discussed in Sec.2.2., 
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heterogeneous nucleation occurs in the range of m 
between 1 and - 1 , and fim,R') between 0 and 1, 
depending on the nature of the substrate surface. 
Based on Eq.(86), plotting ln(/J^l/[ln(l + o')f will 

give rise to a straight line whose slope is determined 
by p and J{m,R''). Obviously, for a given system (p, 
B' = const.), the slope of the straight line will change 
accordingly withX^,^')- ^^ this sense, the slope of 
the ln(rj~l/[ln(l + cr)f plot gives the relative/w,/?') 

for the system. One can analyze the change of the 
correlation between the substrate and the crystalline 
phase in terms of the variation of the slope. 

4.2.1. The effect of supersaturation on the interfacial 
correlation 

Kinetically, the occurrence of foreign bodies will 
on one hand lower the nucleation barrier, resulting in 
an increase in the nucleation rate, on the other hand, 
exert also a negative impact on the surface 
integration. As shown in Fig.6, nucleation on a 
substrate will reduce the effective collision of 
structural units to the surface of clusters, where the 
structural units are incorporated into the crystal 
phase. This tends to slow down the nucleation 
kinetics, in contrary to the nucleation barrier 
lowering effect. This negative effect is described by 
f\m,R') and J{m,R') appearing in the pre-
exponential term of Eq.(78). 

These two controversial effects play different 
roles in different regimes. At low supersaturations, 
the nucleation barrier is very high (c.f Eqs.(32), 
(33)). The nucleation rate will be substantially 
enhanced if the nucleation barrier is suppressed 
effectively (j{m,R') -» 0). Therefore, the 
heterogeneous nucleation with a strong interaction 
and an optimal structural match between the 
substrate and the nucleating phase (w -> 1) will be 
kinetically favored. Conversely, at higher 
supersaturations, the exponential term associated 
with the nucleation barrier becomes less important. 
Instead, the issue of effective collisions, described by 
the pre-exponential factors fim,R') and f\m,R'\ 
becomes more dominant. Nucleation on substrates 
having larger/m,/?') and f\m,R') (m -> 0, -1, the 
weak interaction and poor structural match between 
the substrate and the nucleating phase) becomes 
kinetically more favorable (c.f. Figs.5b,c.) From the 
point of view of statistic physics, this implies a less 
restriction from the substrate, and more orientational 
freedom (or a large entropy.) 

It follows from Eq.(78) that if a changes from 
low supersaturations to high supersaturations, 
nucleation will be governed by a sequence of 
progressive heterogeneous processes with the 
increasingX'w,/?')- The above results are illustrated 
in Fig. 11 by the plot of J (in arbitrary units) versus 
the relative supersaturation a, based on Eq.(86). 
Obviously, homogeneous nucleation is the upper 
limit of the sequence of heterogonous nucleation. 

Homogeneous nucleation 

/max A 

/(a.u.) 

w = 0.5,/(w,/?) = 0.16 71 Q 

B y m = 0,j(m,R) = 0.5 

[if^\/ m = O.S,f[m,R) = 0.025 

10 20 30 40 50 

Figure 11. Dependence of the relative nucleation 
rate on the supersaturation. The effect of m on the 
nucleation rate. As shown, foreign bodies with a 
large m (or a small y(w,i?')) will control the kinetics 
at low supersaturations while those with a small m 
(or a large y(^>^')) will control the kinetics at high 
supersaturations. 

1.5 

1.0 

0.5 
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^-0 .5 

-1.0 

f^m,R\ = 0A4 

fAm,R\-Om 

l/[ln(l + c f̂ 

Figure 12. Dependence of Inr on l/[ln(l + <j)f for 
N-lauroyl-L-glutamic acid di-n-butylamide 
nucleating from iso-stearyl alcohol solutions. 
Within the range of supersaturations where the 
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experiments were carried out, three straight lines 
with different slopes intercept with each other, 
dividing the space into three regimes. 

If a changes progressively from a low to a high 
value, one should expect that a set of straight lines 
intercept with each other in the Ints -' l/[ln(l + a)f 
plot. The slope of these lines will increase with a. 
The measured induction time as a function of 
supersaturation for N-Lauroyl-L-glutamic acid di-n-
butylamide nucleating from iso-stearyl alcohol 
solutions is given in Fig. 12. 

As shown, the interfacial correlation factor 
J{m,R') subsequently increases from 0.031/p to 
0.14/p, with increasing supersaturation. This is in 
excellent agreement with our prediction given above 

4.2.2. The epitaxial and counter-epitaxial effects of 
additives 

Epitaxial growth promoted by substrates should 
result from the lowering of f{m,R'). This can be 
identified from the decrease of the slope of the ln(̂ )̂ 
~ l/[ln(l + G)f plot (c.f Eq.(86), and Fig. 13). 
Conversely, for the nucleation inhibition resulted 
from the weakening of the substrate/crystal phase 
interaction, J{m,R') and the slope of the In(r̂ ) ~ 
l/[ln(l + G)f plot should increase. This is the so-
called "epitaxial effect". 

If the modification of the surface of foreign 
bodies leads the interfacial correlation toward m -> -
1, the effect is then the counter-epitaxial effect. 
Actually, both the epitaxial and the counter-epitaxial 
can in principle result from the adsorption of some 
additives on the surface of foreign bodies. The key 
point here is that the adsorption of additives at the 
surface of foreign bodies will significantly modify 
the interaction and structural match between foreign 
bodies and the nucleating phase. This brings about a 
change in the interfacial free energy between the 
nucleating phase and the substrate from y^c to /sc 

In the case of nucleation promotion, the 
adsorption of additives will give rise to a stronger 
interaction and/or a better structural match between 
the substrate and the nucleating phase, which 
significantly reduces /sc If the additives adsorb on 
the surface of clusters at the same time, according to 
Eq.(5), this leads to m -> y ly ~ 1 and fljn,x) -> 

0, which can be identified from the lowering of the 
slope of In(r̂ ) ~ l/[ln(l + a)]^ and the increase of the 
intercept due to the negative change in 

\r)[f"{m,x\f{m,x)]'^ j . The transition of curve 0 
to curve 1 in Fig. 13 illustrates such a change. In 
practice, one of the examples is the application of 
surfactants to promote nucleation. [37] 

Conversely, the adsorption of additives leading 
to the repulsion and the interfacial structure 
mismatch between the substrate and the nucleation 
crystalline phase will cause a substantial increase in 
/sc, and consequently. It follows that w -> -1 and 
fljn,x) -> 1 (c.f Eq.(38)). This enhances the 
nucleation barrier and reduces the nucleation rate at 
a given supersaturation. The effect can be 
identified from the increase in the slope of \n{ts) ~ 
l/[ln(l + a)]^, and a decrease of the intercept (from 
line 0 to line 2 in Fig. 13.) 

Nucleation inhibition Nucleation promotion 

/», =0.7, 

j{m.R') = 0.\6 

^2 = 0, 

040.060.080.100.120.140.160.180.200.220.24 

l/[ln(l+c)f (a.u.) 

Figure 13. The effect of interaction parameter m on 
the nucleation rate at different supersaturations. 
Foreign particles with a large m (strong interaction 
and better structural match with the nucleating 
phase) will control the kinetics at low 
supersaturations while those with a small m will 
control the kinetics at high supersaturations. 

4.3. Interfacial processes 
interfacial effects 

and non-epitaxial 

Volume transpo] 
Cluster surface 

Figure 14. Schematic illustration of the surface 
integration occurring at the surface of cluster. 
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During the "growth" of clusters, structural units 
should be transported from the bulk of the mother 
phase to the surface of the clusters, and be 
incorporated into the clusters at the kink sites (see 
Fig. 14.) 

Before the incorporation of structural units (c.f 
Fig. 14), the desorption of adsorbed impurities and 
solvent molecules from the surface and the re-
orientation and conformational adaptation of 
structural units to the crystal surface will occur first. 
[38]. Associated with this process, a free energy 
barrier AG'' needs to be overcome. Actually, the kink 
integration coefficient >̂ ink occurring in Eq.(86) is a 
factor describing this process, which is defined as 
[28] 

Aink = vf.exp(-AG"/^r) (88) 

(v denotes the vibration frequency of structural units 
in the neighborhood of the surface, XQ is the average 
distance between two kinks at the surface and A C is 
the activation free energy for kink integration). 

Additive 

\ kink # 

i^ 

AG (arbitary unit) 

A(AG|Lioiv 

(a) 

Additive adsorption 

(AQJsolv)add 

Distance (arbitary unit) 
(b) 

Figure 15. (a) Schematic illustration of adsorption of 
additives at a kink site and (b) the enhancement of 
the desolvation energy. 

Although this process has been realized for long 
time, unfortunately it was never unambiguously 
defined. Recently, the effect on the kinetics of 

crystal growth has been identified [39-42]. This has 
a direct implication for our understanding on the 
nucleation process. It follows from recent computer 
simulations and theoretic analyses [39-42] that AG* 
should include: 
(a) the desolvation energy barrier AĜ ^̂ ,̂̂ , the 

energy required to remove solvent or impurity 
molecules adsorbed at the kink sites; 
the orientational and conformational entropy 
barrier AG^^^^ due to the adaptation of 

molecules to the crystalline structure at the 
crystal surface. 

H2O 

(b) 

oA. 

YV 
Urea 

(a) (b) 

dipole 

(c) 
Figure 16. Snapshots of interfaces between 
crystalline urea and saturated aqueous solution, (a) 
The (001) interface; (b) The (110) interface, (c) 
AG * associated with the two orientations. 

^ order 

The occurrence of AĜ esoiv *̂  ̂ ^̂ ^̂  obvious. In 
many cases, a stronger adsorption of additives at the 
surface of clusters will enhance AG êsoiv' therefore 
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substantially reduce ŷ ink and consequently suppress 
the nucleation rate (c.f. Fig. 15.) 

(a) 

Substrate FLUID 
AG (arbitary unit) 

Pre-ordering 

(b) 

Distance (arbitary unit) 

(c) 

Figure 17. (a) The average order parameter J(z) of 
n-C24H5o molecules as a function of z, generated by the 
density functional theory calculations [40,41]. The 
density of segments in the bulk cpA == 0.1; the torsion 
energy of the chains 6̂°'̂  = 1.5^7. The order parameter, 
^ = 14 (3 < cos^a > - 1), a is the angle between a bond 
connecting two segments units and the normal. When 
the molecules are completely parallel to the surface, 
s(z) = - 14. A random bond distribution will result in 
an order parameter s(z) = 0 [40,41]. (b) Illustration of 
the ordering of paraffin molecules at the solid-fluid 
interface, (c) The pre-ordering of liquid may lower 
^rder/^^' thcreforc affect the nucleation kinetics. 

Here, we will focus on AG*̂^̂^ since this effect 

will play an important role in the nucleation of 
complicated and macromolecule molecules. The 

crystallization of these molecules becomes 
increasingly important due to the implications for 
life science. 

The crystallization of complex molecules is 
very much different from the crystallization of 
simple molecules [38-42]. During the 
crystallization, complex fluid molecules having 
statistically random orientations and conformations 
will be converted into solid complex molecules with 
a given orientation and conformation required by 
the crystal structure. [39-42]. Fig. 16 shows the 
{001} (Fig.l6a) and {110} (Fig.l6b) interfacial 
structures between a urea crystal and its saturated 
solution, generated by molecular dynamic 
simulations [38,39,43]. This implies that in order to 
be incorporated into the crystal structure, fluid 
molecules at the kink sites of clusters should adapt 
to a specific orientation and conformation required 
by the crystal. This means that fluid molecules 
should surpass the conformational entropic barrier 
AG*. in order to be incorporated into the crystal. 

AG;o,)and Fig. 16c shows the calculated AG* 

AG(*,o) for the {001} and {110} orientations, 

respectively. The height of AG'' and the change in 
AG "will exert a direct impact on the nucleation 
rate in terms of ŷ ink (c.f Eq.(88).) 

In many cases, the substrate will induce the 
pre-ordering at the crystal-fluid interface. Fig. 17a 
shows the preordering of chain-like molecules at a 
flat substrate [38-42]. Evidently, it is much easy to 
acquire the crystalline order from the pre-ordered 
liquid molecules. Therefore, this will lower AG *rder ? 
consequently promote nucleation (c.f Fig. 17b.) 

The change in AGĵ ^̂ ^ due to the molecular 
ordering can also be identified from the Ints --
l/[ln(l + G)f plot, based on Eqs.(88) and (89). In 
the case of nucleation promotion, the pre-ordering 
of molecules will shift the straight line downward. 
An example is given in Fig. 18, where line 0 moves 
downward to line 2. According to Eqs. (86) and 
(88), the difference in the intercepts in this case 
equals to the change in the entropic barrier 
4^GLMJ= i^GlJkTl,' ^GlJkT .] (See 
Fig. 17c.) 

We notice that the nucleation promotion caused 
by the pre-ordering of liquid molecules at the solid-
fluid interface has never been recognized before. 
This effect has been experimentally identified for 
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the nucleation of paracetamol from aqueous 
solutions. 

Nucleation Inhibition Nucleation Promotion 

040.060.080.100.120.140.160.180.200.220.24 

l/[ln(l+a)f (a.u.) 

Figure 18. Illustration of the change in kink kinetics 
and the corresponding shift in the ln(ts) ~ l/[ln(l + 
o)f plot. 

5. HETEROGENEOUS TWO-DIMENSIONAL 
NUCLEATION GROWTH 

When the growth of a crystal surface occurs 
under its critical roughening temperature, there will 
be a non-zero free energy, the so-called step free 
energy associated with the creation of a step of unit 
length at the surface (c.f Fig.l4). Such a crystal face 
has the atomically smooth surface. Due to the step 
free energy, the creation of a new layer on the 
existing layer of the crystal surface requires 
overcoming a free energy barrier, so-called two-
dimensional nucleation barrier. If the crystals are 
free of screw dislocations, they grow by the 
mechanism of 2D nucleation [29] and the growth 
rate Rg is largely determined by the 2D nucleation 
rate. 

Similar to 3D nucleation, the occurrence of 
foreign particles at the crystal surface will lower the 
nucleation barrier, therefore promote the growth at 
relatively low supersaturations. Assuming that 
foreign particles have the shape of circular disk, the 
heterogeneous 2D nucleation barrier can be 
expressed analogously to heterogeneous 3D 
nucleation, as [ 44,45] 

l^GheterL = l^^homoL/2D(^step^ ^ ' 2 0 ) ' 

with 

(89) 

l^^^homojzi 
c^rTl^ (90) 
kT\n{Ucr) 

f2D(m2D,R '2D) = IF {arc cos[{R 20 /W2D - 1)/W2D] 

+ ((^ 2̂D f - 2(R '2D )/W2D) arc cos[(R 20 
- /W2D)/W2D] -(l-R'lD fn2D)[i^2D f ' (^ ' ^'iD 

\2il/2/, 
mjuY] '"/(W2D) ' - (R 20 )\R 20 - /W2D) 
X[(W2D) -(/?'2D-/«2Dr]"V(>V2Dr} 

and 
W2D = [l+(R-2Df-2(R 20 )'W2D] 

1/2 

r/°= Q;'^;'" /A/i = Qy^'' /kT[n(l + a) 

R '2D = R'/r^^ = I^knn(\ + ayQy^; Step 

(91) 

(92) 

(93) 

(94) 

In Eqs. (89)-(94), "2D" occurring at the superscripts 
and the subscripts indicates the 2D nucleation 

quantities similar to 3D nucleation, yi^^^^ denotes the 

step free energy, and h is the height of the step. 
Here, the step correlation ftinction^D(w2D»^ 20) has 
a similar shape as the surface correlation shown in 
Fig.3 [44,45]. 

Within the framework of 2D nucleation growth 
mechanisms, if the spreading rate U of the 
monomolecular steps on the crystal face is high 
enough, the crystal grows by the so-called 
mononuclear (MN) mechanism, since after its 
formation the very first nucleus can cover the 
crystal face before the appearance of other nuclei on 
it [29]. 

When spreading of the monomolecular steps on 
the crystal face is relatively slow, the so-called 
polynuclear (PN) or birth-and-spread mechanism is 
effective. Many nuclei then appear and grow 
simultaneously on the crystal face (Fig. 19) [8,46]. 

Figure 19. Schematic illustration of the birth and 
spread model. 

This model allows for both nucleation of 
critical size clusters and subsequent growth at a 
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finite rate. Therefore we adapt the following three 
assumptions regarding the growth or spreading of the 
growing nuclei: a) There is no intergrowth between 
nuclei; b) The lateral spreading velocity L̂  is a 
constant, independent of the island size; c) Nuclei 
can be bom anywhere, around nucleating particles, 
which can occur on incomplete layers as well as on 
islands. As for homogeneous 2D nucleation growth 
[44], these assumptions lead to the following 
expression for the rate of heterogeneous 2D 
nucleation growth 

R. = KJ2Df\U)'" (95) 

Here J2D is the heterogeneous 2D nucleation rate given 
by [44], 

Jm — 

|2AQ Qln(l + o-y 
exp {kTf ln(l + a) 

(96) 

with 

where A denotes the surface diffusivity. 
In the case of the growth of crystals from 

solutions or the melt, the step velocity has a form 
[28] 

where X^ is the diffusion mean free path. The normal 
growth rate Rg is given, according to Eqs. (95), (96) 
and (98), as 

1/6 

xQxp[-A/2D(in2D,R '2Dyfln(\-\-a)] 

with 

A, = (hQf%^[2D,7r/av]" [(CifCf^' 

and 

At cr<<l, Eq.(lOO) can be rewritten as 

(100) 

(101) 

(102) 

Rg = A,c^^' exp[- A2f2D(m2D,R myi^cj] 
x[^m^,R^,R,^)V^' (103) 

Note that Eq.(103) includes also homogeneous 
2D nucleation as a limited case. In the case of 
homogeneous 2D nucleation, y/= n, R^ -^ a/^fl 
and IT -^ \/a\ Therefore, ^ni^,l{^,R,N') = 

fiuif^iD^^'iD) = U and Eq.(103) describes the rate of 
homogeneous 2D nucleation growth. Obviously, 
/2D(^2D.^'2D) and (5(w^,4D,i?,A^)characterize the 
difference in the grov^h rate between homogeneous 
2D nucleation and heterogeneous 2D nucleation. In 
this sense, this model covers both heterogeneous 
and homogeneous 2D nucleation grov^h. 

Similar to 3D nucleation, heterogeneous 2D 
nucleation will govern the growth of dislocation-
free crystals at lower supersaturations, while 
homogeneous 2D nucleation will control the growth 
of crystals at higher supersaturations. This has been 
confirmed by the experiments of the dislocation free 
growth of the {100} faces of Ba(N03)2 crystals 
from aqueous solutions [44,45]. (See Fig.20.) 

(7=7rQAinkC,^o; 

with 
C= [1 + in/3,iJDA,)\nWna)Y\ 

(98) 

(99) 

1 '" 
O 

"7 60 

o C^ 40 

a(%) 

Figure 20. Rg vs. a for the dislocation free growth 
of the {100} faces of Ba(N03)2 crystals from 
aqueous solutions. • and •: experimental data. : 
fitting based on the heterogeneous 2D nucleation 
model; -—: fitting based on the homogeneous 2D 
nucleation model. 

We notice that foreign particles occurring on 
the growing surface of crystals exert some very 
important impacts on the growth of crystals, which 
has not been realized before. It has been found that 
apart from the growth promotion, the adsorbed solid 
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particles may cause the pattern formation [47] and a 
special type of surface kinetic roughening [48]. 

6. GENERAL REMARKS AND CONCLUSIONS 

In practice, foreign bodies occur almost 
everywhere, including our crystallization systems. 
These foreign bodies are ranged from dusts, the wall 
of crystallizers, macromolecules, fluid-fluid 
interfaces or bubbles, secondary nuclei or even the 
amorphous phase or metastable phase from the same 
crystalline system, etc. In other words, it is very 
difficult, or in some cases almost impossible to get 
rid of these entities. In many cases, people mixed up 
bulk nucleation with genuine homogeneous 
nucleation, and claimed that they measured "the 
homogeneous nucleation rate". In some other 
situations, the nucleation after filtration was often 
regarded "homogeneous nucleation". We have 
detected recently in our nucleation experiments that 
foreign particles still have some effects on the ice 
nucleation from ultra-clean deionized water 
(18.2MQ, filtered by a 22nm filter), which was 
carried out in a containerless system (the results to 
be published). The key point is that the suppression 
of the nucleation rate by filtering the system does not 
guarantee the occurrence of homogeneous 
nucleation. Homogeneous nucleation can only be 
verified when the absolute value of the slope of the 
ln(0 (or InJ) - l/[ln(l + a)f plot reaches its 
maximum, which in many cases is difficult to 
achieve. 

We also notice that there are many conftisions, 
in the area of nucleation inhibition. One of the most 
common arguments associated with this subject 
[49,50] is that the adsorption of additives on the 
surface of growing nuclei lifts the nucleation barrier 
by the enhancement of solid-fluid interfacial tension, 
so that the nucleation rate is reduced 
correspondingly. This violates basic principles of 
surface science [51]. According to the Gibbs 
equation [51], 

1 dy 

RT d\na, 
(104) 

Here R denotes the gas constant and âdd the activity 
of the additives in the solutions, and Fadd is defined 
as the surface excess of additives for the case where 
the surface excess of solvent is equal to zero in the 
chosen dividing surface. Obviously, the amount of 

additive adsorption can be described by Fadd- The 
implication of Eq.(104) is that in the case of 
positive adsorption (Fadd > 0), the addition of 
additives will lead to the decrease of the interfacial 
free energy. This means that the adsorption of 
additives on the surface of growing nuclei will 
lower the interface energy ;Kcf. 

In conclusion, heterogeneous nucleation is a 
generic event occurring in most nucleation 
processes. With the increase of supersaturation, 
instead of a single process, heterogeneous 
nucleation is a sequence of progressive processes 
which reveal a wide spectrum of heterogeneous 
characteristics described hy j{m,R') and fXm,R'). 
At low supersaturations, nucleation will be 
governed by the process with an optimal structural 
match and a strong interaction between the substrate 
and the nucleating phase {f{m,R')^>0)\ as 
supersaturation increases, the nucleation process 
will be controlled by the nucleation with the poor 
structural match and more oreintational freedom 
(fim,R')^0). Obviously, homogeneous nucleation 
is the upper limit of this spectrum. 

On the other hand, if the radius of the curvature 
of foreign particles is not large, the effect of foreign 
particles can be suppressed in terms of the "zero 
size" effect. 

Additives adsorbed at the solid-fluid interface 
will cause the epitaxial and/or counter-epitaxial 
effects. 

Substrates may promote nucleation without 
changing the nucleation barrier via inducing the 
pre-ordering of fluid molecules at the interface. 
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ABSTRACT 

Selected scientific topics where microgravity experiments help to solve general problems of crystal growth science 
are discussed. These are coupling between interface kinetics, diffusion and convection mass transport, dendritic 
growth, pattern formation, detached growth and crystal perfection. Specific attention is paid to biomacromolecular 
crystallization. Recent findings show that at least some of the crystals grown in space are purer than their terrestrial 
counterparts. This may open the way to faster move of the biocrystallization area from art to science and help to 
eliminate ever-narrowing bottleneck for development of structural biology. 

1. Opportunities 

First orbital flight of "Sputnik" in 1957 and first 
manned flight of Yuri Gagarin in 1961 opened the era 
of space flights. This breakthrough was prepared by 
dreams of K. Tsiolkovski in the 20*** of the last century 
to fly to other planets and practical efforts to build 
reactive weapons during the World War II (Russian 
"Katyusha", German V-2 of Werner von Braun, etc.). 
Military goals were a major incentive to create space 
industry, which culminated in numerous great 
engineering achievements like numerous manned and 
automated earth-orbital flights and landing on moon, 
flights to Mars and Venus. These achievements 
triggered numerous civilian applications in 
telecommunications, materials, robotics and 
technologies. Out of the atmosphere astronomy studies 
of cosmic rays and earth magnetic field. Galley comet 
monitoring of earth surface and atmosphere fi-om 
space, including weather and harvest forecast and 
global climate changes, like glacier retreat or 
expansion, are just some examples of new global scale 
studies that came with the cosmic era. Satellite 
communication and TV brought about dramatic 
changes in everyday life. Military applications remain 
vital activities in space. Supersonic transportation is 
unsolved problem, which also drives space - related 
engineering development. 

Microgravity (fig) as a by-product of these 
developments and a crucial factor for human space 
flights, induced numerous biomedical studies. 
Essential reduction of buoyancy and solutal 
convection and corresponding striations in 
semiconductor crystals grown during the first 
experiments in îg [1, 2, 3] originally created an 

illusion that the convection induced striations may be 
fully eliminated in the melt grown silicon. III-V, II-VI, 
and other semiconductor and oxide single crystals. In 
reality, Marangoni convection driven by surface 
tension gradient on a fi-ee liquid interface was found to 
be strong enough to produce striations by itself [4]. It 
turns out that Marangoni convection flow rate, 
maximal near the cooled crystal and hot melt-crucible 
wall, may be even comparable to the buoyancy 
convection rates. This was one of the first lessons 
learned irom |i.g experiments important for terrestrial 
crystal growth technology. Also, in Bridgeman 
growth striation amplitudes were indeed damped 
several times. In Bridgeman configuration, crystals 
grown in space were found to have only a tiny ridge 
and point contacts with the crucible wall and order(s) 
of magnitude lower dislocation density [3, 5]. 

Lack of buoyancy seemed also to be attractive to 
create foam materials. Open space is about infinite 
power vacuum pump so valuable for molecular beam 
epitaxy. So far, however, neither was explored 
essentially. The reasons are high cost and low speed 
of research and development. Space experiments 
require a lot of specific and more sophisticated 
hardware not only for experiments itself, but also for 
control and remote communication. Even when it is 
done, each improvement in the system is very slow: 
one should wait for the next flight for at least year-
scale time, while, in conventional labs, an 
improvement may take a week. Unavoidable safety 
and justification requirements aggravate the 
difiBculties. It is cheaper to build liquid helium (4.2K) 
cryopump, also of infmite power. 
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However, possibility in microgravity to reduce the 
usually complex convection heat and mass transport to 
pure diffusion makes it possible deeper insight into 
coupling and relative contributions of interface shape, 
molecular incorporation and transport phenomena to 
the overall crystallization kinetics and crystal 
morphology, trapping of dopants, creation of defects, 
pattern formation in ingots, ripening processes, 
colloidal crystallization and mass crystallization. 
Some of the first crystallizations of proteins in space 
resulted in a better quality and larger crystals, though, 
for unknown reasons. Crystal growth and material 
science in space received much of attention. Only till 
1987, total numbers of publications approached 1800, 
as summarized in two overview books of Regel [6]. 

These developments resulted in the turn form the 
idealistic slogan of "factories in space" to serious 
studies of crystallization, solidification, and other 
material formation phenomena which understanding is 
of fundamental importance per se and help to improve 
terrestrial technologies. Lack of convection facilitates 
also precise measurements of heat and mass 
diffusivities, including thermodiffiision and processes 
in binary systems. This data is additional contribution 
to transition from art to science of growing crystals. 
So, microgravity as a scientific tool emerged. Its high 
cost was partly mitigated by development of space 
industry because of other incentives, independent of 
the materials science, so the space experiment 
opportunities were offered to the crystal growth 
community. After this, the practical issue was and 
partly is if and how ̂ g tool may help in solving crystal 
growth and materials science problems. 

2. What is missing in crystal growth science? 

The simplest answer is "quantitative knowledge and 
predictive power". Major concepts have been 
generated and established during the last century: 
nucleation, interface structures and origin of the 
normal vs. layerwise growth modes, step sources and 
behavior of the layerwise growing faces, various kinds 
of epitaxy, morphological stability for rounded and 
faceted shapes, trapping of impurities and their 
influence on the growth mode, creation of defects like 
dislocations, stress, inclusions, striations, zonal 
structures, etc. These concepts capture basic 
phenomena qualitatively or even semiquanitatively. 
However, predictive power of these concepts is 
limited on one hand by insufficient elaboration of the 
concepts themselves and, on the other hand, by lack of 
basic constants often following from the same 
concepts. Further development is required in growth 
kinetics, coupled kinetic-transport stability analyses. 

and in the numerous, practically crucial problems of 
defect formation- Where ^g may help? 

Molecular interactions and thus interfacial 
phenomena are not influenced by gravity. To study 
these interfacial processes, one should use vigorous 
stirring of solution or melt to assure that the 
crystallization driving force at the interface is identical 
to the reliably measurable or calculated 
supersaturation, undercooling and composition in the 
bulk fluid or gas. This approach works if molecular 
incorporation kinetics at the growing interface is much 
slower that the bulk mass and heat transport, like, e.g. 
in case of crystal growth from aqueous solution. 
However, even in this case, processes in the boundary 
layer may influence interface morphology and its 
stability [7, 8, 9, 10, 11, 12]. 

On the opposite, if transport rate is much faster or 
comparable to the interface incorporation rate, these 
processes are more strongly coupled and give rise to 
dependence of the fluid or gas temperature and 
composition at the interface on both the interface 
processes and transport rates. Elimination or at least 
essential reduction of liquid flows in microgravity 
may simplify the picture helping to discriminate the 
surface and bulk phenomena and to reveal 
consequences of their coupling. Morphological 
stability, dendritic growth, dissipative pattern 
formation in melts, alloys and solutions, defect 
formation in single crystals and ripening processes are, 
among others, the areas where microgravity 
environment help to obtain new quantitative 
knowledge supporting basic terrestrial materials 
technologies. Some of these issues are discussed 
below on the "pedestrian" level. 

3. Surface processes vs. bulk diffusion and 
convection. Dendrites 

Interfacial kinetics provides boundary conditions for 
the mass and heat transport equations. This is 
coupling between the surfece phenomena and the 
convection dependent bulk transport in the fluid 
phase: a growing crystal generates temperature and 
concentration distribution, which influences the 
growth rate, shape and perfection of the crystal itself 
Morphological instabilities and dendrites are famous 
examples of this feedback. Let us review in simple 
terms general framework of such feedback and how it 
is influenced by convection. 

The boundary condition of heat and mass transfer 
come through the dependence of the interface rate V 
on the driving force A^xJkT immediately at the 
interface: 
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V=V(Afj/kT). 0) 

Here A^ is the difference between chemical 
potentials of the crystallizing species in the mother 
medium and in the crystal. For the melt growth, A^j/kT 
= AS AT, where AS is entropy of fiision and AT is the 
supercooling at the interface: 

^T = T^-T„rjKj-T^r2K2-nr,t) (2) 

Here T„ is the melting point at the planar interface, 
Kj and iCjCcm'*) are two major interface curvatures 
and r ( ?,/ ) is the temperature at the point r and time / 
under consideration. 

2 
f^i= YilQ and fi^y^d yldcpi, i = l , 2 

(3) 
are, respectively, the capillarity constants and interface 
stifi&iess with respect to the two independent angles, 
(Pi and (p2 , determining the interface orientation. Q 
(J/cm^) is the latent heat. For spherical crystal of a 
radius R, the full curvature, K = K1+K2 = 2/R and the 
capillarity lengths Fj = r2 (cm). The critical nuclei 
has the radius Re = 2T^r/(T„ - T^J which follows from 
eq. (2)atAT = 0 a n d r = r « . 

The actual temperature at the interface, T(f, t), is 
determined by both the incorporation and transport 
kinetics and is the quantity through which the 
coupling with the external transport occurs. In the 
simplest case of rough interface and linear growth 
kinetics. 

• fi'^AT (4) 

where /f (cm/sK) is the kinetic coefficient. For 
simplicity, let us consider a spherical crystal of a 
radius i? (Fig. 1) 

in a pure melt supercooled from the melting point, T^,, 
down to the temperature T„ far away from the crystal. 
The latent heat at the growing crystal surface rises the 
temperature by TQ = Q/c where c (J/cm^K) is heat 
capacity per unit of the solid volume. For metals, TQ ~ 
lO^K. For succinonitrile, TQ =23.3K. If T„, - T^ < TQ 
the crystal surface and interior are heated to the 
temperature TR close to the melting point, T^,. The rest 
of the latent heat is dissipated through the supercooled 
melt surrounding the crystal. The heat balance at the 
interface is thus 

dT T 
(5) 

where K (J/cm s K) is the heat conductivity. In the 
steady state Laplace approximation, eq. (5) can be 
rewritten by selecting typical size L where the 
temperature essentially changes between T^o and T„. 
At the beginning of growth, L < R, At the latest 

stages, at the time t » R"^ / 4a, L =^ lyjat, one has R 

« L, where a is thermal diffusivity of the melt, a ~ 
1.13-10"^cmVs for succinonitrile. To find T/?, eq. (5) 
may be approximated as: 

TB^ = /TQ{T,„-TR). (6) 

This equation gives supercooling T^ - TR at the 
growing interface, so that: 

V = p^ {T^-TR) = p^ {T^.T^-lT^BTI R) 

/(I+ 5) 

B = P^TQLIa = p^QLlYL 

(7) 

Protrusions on the shape perturbation, if applied to 
the sphere exceeding critical radius of stability, >7 R^ 
grow and give rise to a dendrite. Directions of the 
dendrite branches correspond to the maximal 
perturbed rate, 

8F = 8 / ( 7 ; „ .TR)-2/BTrr,rd{yR). (8) 

The first term is proportional to Sjf, and corresponds 
to the kinetic anisotropy, the second one is 
proportional to FS (l/R), i-e. to the stiffiiess 
anisotropy. If, in the eq. (7), the undercooling (Tm -
TcoVTm < 2BF/R i.e. is low enough, the surface 
stiflSiess prevails. At high undercooling, anisotropy of 

Fig. 1 
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0" i.e. the first terms in eqs. (7) and (8) determines the 
dendrite branch direction [13]. 

Parameter B in eq. (7) determines relative importance 
of the bulk transport rate vs. average surface 
incorporation rate, since it presents the ratio of the 
latter, ^TQ, to the former, a/R or all. For B»\, the 
growth is controlled by bulk transport. For rough 
surfaces, >^ :r 10-100 cm/sK, TQ Z 1 0 - 1 0 ^ so that 
jfTg z 10̂ -10"* cm/s. This strongly exceeds a/Z at a -
10-̂  - 10-̂  cm /̂s and Z > /? > 10"*cm. For 

succinonitrile, y = 9 mJ/m^ Q = 45.7 J/cm^ T - 210' 
^cm, a = 1.1310"^cmVs, K = 2.22 J/cms-K, TQ = 
23.3K, Thus, at /? = lO^̂ cm, 5 = 124 » 1. At later 

growth stages, when > i?, the B constant 

is even larger so that the process is fiilly controlled by 
heat transport. Even for the critical nuclei at T^-T^^ 
3K, Re = 4.410"^cm, one has 5 ~ 5. For complex 
melts or solutions the typical surface incorporation 
rate equivalent to fit^Tg may be as low as 10"̂  - 10"̂  
cm/s, and surface kinetics may be the rate determining 
step for mm-scale crystals. 

If the crystal is fixed in the liquid, its higher 
temperature induces convection. This convection will 
disturb diffusive heat transfer from or mass transport 
to the crystal if the convection rate, u, is comparable 
or exceeds the heat transport, a/R, i.e., if 

u>-' a/R. (9) 

For solution growth, heat diffiisivity a should be 
replaced by mass diffiisivity, D « a, (\0^-10^ times). 

To estimate u, let us consider a spherical crystal of 
the radius R growing from the supercooled melt. We 
take 5 » 1 in eq. (7), so that the growth is heat 
transport limited and the crystal surface is at T :̂  Tf„, 
i.e. is by AT = T^ - T^ warmer than the bulk of the 
melt. Since the melt is convectively flowing around 
the crystal its temperature tends to increase from T^ to 
T^ only within the boundary layer 6. The melt 
velocity at a distance 6 from the crystal surface is -
5//?, since typical length of liquid flow around the 
crystal is of the order of its radius, R. Then each 
element of the melt may be heated during the time ~ TI 
R^'lub. Therefore the effective thermal boundary layer 

5-2(a7iR^/w6)*^^,or 5-(47wR^/w)^^^ 
(10) 

Total buoyancy force Fb inducing convection is then 
force per unit volume, gp^^AF, times the volume of 
the boundary layer. 

Fh = AnR^hgpk^AT. (11) 

In quasi-steady state convection (when the melt 
volume is much larger that that of the crystal) the 
buoyancy force is compensated by the viscous Stockes 
force, i.e. Fb = 67tRTiu. This balance gives the typical 
convection rate 

u = (2gkTAT/3vf'' R''\4na) 1/4 (12) 

At g = \0^cm^/s, kT= \0'^IC\ Ar= 3K, v = W^cm^/s, 
a = \0'^cm^/s, R = lO'c/n, eq. (11) gives u 2: Icm/s. 
This is much faster than the heat transfer rate, a/R ~ 
lO'^cm/s, see eq. (9). From the eqs (9) and (12), 
convection may be insignificant only if 

AT«3av/2(4ny"R'gkr (13). 

For the figures used above, eq. (13) means AT « 
610-^A:. 

Because of the strong dependence of AT on R in eq. 
(13), the affordable supercooling is even smaller for 
larger crystals. 

Therefore at fast interface kinetics, even slight 
convection brings about larger undercooling at the 
crystal surface and is resulted in larger growth rate as 
expected from undercooling calculated for stagnant 
melt. These circumstances made the use of 
microgravity inevitable to quantitatively analyze 
dendritic growth and to resolve long standing problem 
on the conditions determining the rate and shape of the 
dendrite tip and its side branching [14]. 

Dendrites and 
Gravity 
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process in metallurgical casting and ingot formation, 
(courtesy of M.E. Glicksman ) [15] 

SCN Dendrite (Microgravity) PVA Dendrite (Microgramfty) 

Fig. 2. Dendrites: of succinonitrile a-e and pivalic 
acide (f): a-d are taken under normal gravity, 
asymmetric shapes comes from convection flows; e, f 
are dendrites in microgravity. [M.E. Glicksman, M.B. 
Koss, L.T. Bushnell, J.C. LaGombe and E.A. Winsa, 
Materials and Fluids Under Low Gravity, 
Proceedings, Berlin, Germany (1995) p. 63-75.] 

Fig. 2a-d shows the succinonitrile (SCN) dendrites 
growing at normal gravity and thus showing 
asymmetry. 

Fig. 2e,f shows the SCN (e) and pivalic acid (f) 
dendrites in microgravity in the set up used in 
microgravity experiment. 
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Figs. 3a, b [15] demonstrates difference in the tip 
growth rate and radius on earth and in space. An order 
of magnitude rate decrease in microgravity seen in 
Fig. 3a [15] demonstrate importance of convection and 
makes much more solid background for the existing 
quantitative theory of dendrite growth which is the key 

4 Pattern formation 

Convection induced changes of both temperature and 
concentration at the growing flat interface and may 
essentially change conditions of morphological 
stability and pattern selection [16, 17, 18]. 

Classical examples of pattern formation are cellular 
or rod structures to which originally flat crystal-liquid 
(melt, alloy) interface transforms after it looses its 
stability [15, 19,20,21]. 

Fig. 4 (courtesy of J.B. Andrews) shows cross-
section of Al-In rod (Al) eutectics made parallel to the 
growth interface [22]. In eutectic solidification, two 
components are alternatively distributed between 
mutually parallel lamella and rods so that both 
crystallizing components should diffuse tangentially 
along the average cellular front to reach the nearest 
lamella. The narrower the interlamella spacing and 
thus the diffrision path, X, the lower supercooling AT 
is required to drive each of these lamella to grow at a 
given growth rate, V. On the other hand, under the 
condition of fast interface kinetics, reaching the same 
growth rate and undercooling requires wider lamella 
to minimize capillarity depression of the undercooling. 
Therefore, the total supercooling may be presented as 
[19] 

AT^AiVX + A2/^ (14) 

where the constant Ai depends on the diffrisivity, 
liquidus slopes on the phase diagram and volume 
fraction of the components and A2 is proportional to 
capillarity constants [19,20]. 
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The supercooling at the steady interface should be 
minimal to achieve the same fixed growth rate V, i.e. 
this should be the easiest growing pattern. 
Minimization of eq. (14) with respect to X results in 
classical condition [20]: 

X^V = const. (15) 

This condition works for numerous systems with 
rough interfaces, though quantitative discrepancy 
exists between predictions and experimental data, as is 
illustrated by the Table 1 for the Al-In alloy [21, 22]. 

Table 1. The products of the interrod spacing, X, and 
growth rate, V, for the Al-In system [22]. 

Source A.̂ V 1 
(mVs) 1 

Predicted Values 

Coriell et al. 

Stocker & Ratke 1 

4.0x10-^' 1 

1.8x10-^^ 

Experimental Results 

B. Andrews, et al. 

Grugel & 
Hellawell(1981) 

1 Vinet & Potard 
(1983) 

Kamioetal. 
(1991) 

1 9.0x10'^ 

4.5 X 10"̂ ^ 

5.3 X 10-̂ ^ 

7.8 X 10-̂ ^ 

The diffusion fields of the two eutectic components 
redistributing to form the rods or lamella of alternating 
composition penetrates into the liquid over the length 
comparable to the pattern period, X ~ 10-lOOjim. 
Thus the liquid flow perturbs this diffusion field and 
thus the pattern period and arrangement. The question 
is what is the influence of the flow on this structure. 
This problem is not solved and contribution of the 
flow is not exactly known despite of intensive efforts 
[23]. 

Even less is known what parameters control pattern 
formation when the growing surfaces of one or both 
phases are faceted. In this case, the supercooling AT 
in eq. (14) or the equivalent supersaturation at the 
interface should include a kinetic term, which may be 
essentially larger than the diffusion and capillarity 
ones. The same fundamental problem of how to 
discriminate contributions from the interface kinetics, 
diffusive and convection transport is not solved and is 
the one in which experiments in jig may help. 

5. Ripening 

In the classical Ostwald ripening in an ensemble of 
crystals in solution or melt (or droplet of one liquid in 
the other), larger particles grow at the expense of the 
smaller ones. The latter dissolve because surface 
energy tries to maintain higher equilibrium 
concentrations above their surfaces, than the 
concentration over the bigger particles. The first 
theory was developed by Lifshits and Slyozov [24] 
and Wagner [25]. The theory assumes pure diffusion 
for material transport between the particles, infinite 
interface kinetics and small volume fraction of the 
ripening particles (less that - 10%). Then the average 
particle radius, fj^t), should rise in time as 

R^(t)~R^{0) Kt (16) 

where /?(0) and /ST are initial average particle size 
and the kinetic constant. The latter, 

^ -8TorD/9 f f7 (C5-C i ) (17) 

is expressed in terms of coarsening temperature, TQ, 
capillarity length F, diffusivity D, liquidus slope m at 
To and liquidus and solidus concentrations, Q and Q . 
This problem has many practical applications in 
metallurgy, describes behavior of point defects and 
voids in crystals, ripening of solid solutions, etc, and 
coarsening in thin solid films as well since the theory 
was generalized to two-dimensional systems [26]. 
Besides the basic evolution of the average size, eq. 
(16), the theory predicts universal asymptotic particle 
size distribution, independent of the initial 
distribution. In other words, the relative radii 
R/R(t) should be distributed according the function 
independent of time. Detailed quantitative 
confrontation of the theory with experiment requires 
not only guaranteed pure diffusion and isotropic 
conditions but also lack of internal stress around the 
particles. Therefore, the matrix should be liquid. This 
leads to jog, though numerous tests have been 
successively made in solid solutions. 

Experiments in |j,g on the solid Sn spheres in the Sn-
Pb liquid [27, 28] showed general agreement with the 
prediction of eq. (16) and with the qualitative view of 
the asymptotic particle size distribution function, 
though the experimental distribution is less sharp at 
R/ R(t)->'0. Also, this shape of this distribution 
was found to be not steady state - it changes with time. 
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These discrepancies are the larger the higher is the 
volume fraction of the solid particles. 
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6, Detached growth 

One of the first experiments on melt growth in space 
was growing of InSb and Ge in quartz ampoule by 
Bridgeman technique in cylindrical furnace [3]. A 
crystal originally grown in this ampoule on Earth was 
partly melted in space and the molten portion was re-
grown in ^g. This space re-grown portion showed 
that the crystal touchai the crucible wall only along 
relatively rare small ridges or spikes while major part 
of the surface was smooth and did not indicate 
features of a contact with the wall [1,4,29, 30,31,32, 
33]. Also, dislocation density in the microgravity re-
grown portion was several times less than that in the 
terrestrial seed. Similar surface morphology and 
reduction of the dislocation density from 10̂  -lO^cm"^ 
to lÔ CTw'̂  was confirmed by Bridgeman 
crystallization of Ge making use of quick melting by 
explosive burning of the special cartridge surrounding 
the ampoule and subsequent quick free 
recrystallization [5]. In the latter experiment, 
reduction of the dislocation density was also explained 
by lack of stress due to the difference in thermal 
expansion coefficients between the crystal and the 
ampoule. In addition, one-dimensional temperature 
field with small second radial derivatives inducing 
small thermal stress was estimated for this case. 
Finally, the growth front was estimated to move so 
fast that the dislocations from the send and that due to 
the thermal stress were unable to propagate quick 
enough to follow the front. 

Fig. 5. The temporal evolution of (a) and the scaled 
radial (particle size) distribution function PSD and (b) 
the scaled RDF (radial distribution ftinction) for 
volume fraction (|) = 0.7 

Fig. 5 shows the normalized size and radial 
distribution fiinctions as found from subsequent planar 
sample section for the maximal tested 70% volume 
fraction of the solid particles. The physics behind the 
deviation from the steady state comes from the fact 
that the theory assumes an average concentration of 
solution in the matrix between all of the ripening 
particles. In reality, however, each particle mainly 
"feels" the nearest particles around it. It looks like 
electrostatic "Debye screening" of the diffusion field 
of a selected particle by its nearest neighbors. Under 
these conditions it is not clear if the strict steady state 
distributions of size and interparticle distance may be 
achieved at any long time /, though deviation from the 
universal distribution fimction type is not dramatic. 
Similar to the pattern selection problem, again, 
numerous systems with slow interface kinetics are 
much less understood. 

Reasons for detachment are still under investigation. 
Physics behind it may be summarized as shown in Fig. 
6. 
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This drawing presents half of the longitudinal central 
(through the z-axis) cross-section of the ampoule with 
the melt above and the crystal below. Detached 
growth presumes coexistence of the liquid (I, melt), 
solid (iS, crystalline) and gas (G). The gas phase fills 
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the gap between the solid and the crucible wall. This 
coexistence occurs along the nearly circular triple 
phase line seen in Fig. 6a as the point O. 

Along this line, nearly conical liquid-gas (LG), 
cylindrical solid-gas (SG) and dome-like liquid-solid 
(LS) interfaces join. The LS is the crystallization 
front. The triade of vectors ZG, LS and SG lie within 
these interfaces, the cross-section plane of the drawing 
and are normal to the triple phase line O. The vector 
lengths are the interfacial free energies between the 
phases, y/^ jj^ and JSG- TThe angles between the 
interfaces are (LG'^GS), (LG^'LS) and (LS^SG) = 2n -
(LG'^GS) - (LG'^LS). Values of these angles follow 
from the condition that the total interfacial energy of 
all these interfaces should be minimal with respect to 
all variations of these angles, i.e. with respect to all 
movements of the point O along the z and r-axes 
within the plane of the drawing [34, 35]: 

cos (LG^LS) = (y'.G + y"/̂  —Y'5C)/2 JLG JLS 

cos (LG^SG) = (7^^ + y23Q_y2^)/2 jj^a YsG 
(18) 

These conditions are similar to the equilibrium 
configuration along the line where three-grain 
boundaries meet. Any shift of the point O by a 
distance ^ along the z, or r, or both axes is (not shown 
in Fig. 6) associated with the change SNz^ ^ in the 
number of particles transferred from liquid to solid, 
^z, r ^ ^ since this change is proportional to the 
surface change induced by the movement of the point 
O in Fig.6. The same shift of the point O requires the 
change 5F of the total surface energy. ^F oc ^ since 
this change is associated with variations in the lengths 
of the lines meeting in the point O. Thus SF/SN^r = 
A^, y^ -> 00 as ^ -^ 0, unless the so defined 
coefficients A^^ r "̂  0. These are two latter conditions 
(for z and r) that generate eqs. (18). The ratios 
SF/SN^r are changes of the chemical potential 
difference between the melt and the crystal. Therefore 
the fact that SF/SN^,. -> oo when ^ -> 0 means extreme 
stability of the mutual orientations of the phase 
boundaries near the triple line 0 satisfying eqs. (18) at 
the which SF/SN^^r = 0. Therefore, at equilibrium 
along the line 0, the triade of vectors y^, ŷ ^ and ŷ ^ 
should turn as a whole if, for any reason, one of the 
triade shoulders turns. One of the consequences is that 
the so-called growth angle a (Fig. 6a) between the 
extention of SG to the liquid phase and the interface 
LG is a constant for a given material, at a given 
composition and temperature at the point O. This 
angle [36, 37] 

a = 71 - (LG^SG) = arcos [(y,.o' + YSG' - Yẑ )̂/2yLGY5G]. 
(19) 

Typically, the LS free surface energy is about ten 
times less than the SG and LG free surface energies. 
Therefore, according to eq (19), the growth angle, a, 
is expected to be small which makes detached growth 
difficult as explained below. 

Cristallographic anisotropy of ŷ x and JSG along the 
line projected as point O in Fig. 6a determines the side 
(SG) shape of the Czochralski pulled or zone grown 
crystals. Theory of this shaping follows from general 
surface behavior along the line O [34, 35, 36]. 

The principles outlined above allowed to predict 
wetting or dewetting with the change of gas pressure, 
Pgap, within the crystal - crucible gap, pressure above 
the melt, P^op, and the hydrostatic pressure Pi in the 
melt at the LG interface. Increase of the pressure Pgap 
within the gap (keeping P,op and Pi constant) induces 
rotation of the LG meniscus at the point O and thus of 
the whole y-triade clockwise (Fig. 6b) so that during 
the growth the point O will move up towards the 
crucible axis z. As a result, the gap becomes wider and 
detached growth is maintained. Decrease in the gap 
pressure relative to the total pressure in the liquid 
along the meniscus will result is closing the gap. 
Evidently, the gravity induced hydrostatic component 
in the liquid tends to close the gap and cease detached 
growth unless compensated by rise of the pressure in 
the gap. Unfortunately, high Pgap induces bubbles in 
the melt and voids in crystal. 

The detached growth is evidently (see Fig. 6a) 
impossible if the melt-crucible wetting angle, 0, is too 
small. Practically, one should have 0 + a > TI. For 

Ge, a = 11° [37], so that detachment requires 0 > 
169°. The measured melt-crucible wetting angles vary 
form e.g. 70 - 90° for the CdTe/SiOj (quartz ampule) 
pair to 140 - 150° for GaAs/pBN and 173 ± 3° for 
Ge/pBN [38]. For Ge on quartz, wetting angles 0 > 
150°. Their decrease in time was observed for SiC, 
graphite and pBN (presumably due to chemical 
modification of the surfaces). The Gci.x Sjx (x = 0.02 
- 0.13) melt wet pBN at 0 = 165° without decrease in 
time. Indeed, detached growth under normal gravity 
conditions was realized for Ge in pBN mitride 
crucibles [39]. 

Since the crystal-crucible gap is typically narrow, 
within 10"̂  - lO'̂ cm range, stability of detachment 
remains an issue. Among other frictors, hysteresis of 
wetting angle during the growth process, and stability 
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of growth rate should be considered. This possibility 
is explained in Fig. 7 cx)mparing equilibrium wetting 
angle (Fig. 7a) with the case of fast growth (Fig. 7b). 

b 0 

Sow growth: 
Equifibrium 
Wetting 
Steady state 

Fast growtk 
Hystcrcas, 6 < fito 
g2^ shrinks 

fig. 7 

During the growth, the melt should be continuously 
detached from the wall so that actual dynamic wetting 
angle 6' might be slightly less than the equilibrium 
one, as shown in Fig. 7b. Resulting slight rotation of 
the surface energy triad around the triple point O 
counterclockwise may stop dewetting. Changes in the 
growth rate and temperature might slightly affect 
growth angle. This may happen because of the change 
in the thickness of the thin melt film covering the 
crystal-vapor surface, for the azimuthal crystal surface 
orientations subject to surfece melting. In particular, 
the growth angle may decrease as the supercooling at 
the growing interface increases [36] which decrease 
should work against dewetting. These phenomena 
associated with the growth dynamics might cause 
"spontaneous" dewetting obsCTved on earth. 

Fully detached growth not only reduces dislocation 
density. Lack of the stress at the surface may also 
reduce or eliminate twinning so typical for the II-VI 
compounds, since, probably; the twins are nucleated in 
the areas of stress concentration. These problems 
have not been solved so far. 

7. Biomacromolecular crystallization 

Biomacromolecular crystals are rare exceptions (like 
hemoglobin C) in living nature. These crystals are 
needed to reveal, by x-ray diffraction, atomic structure 
of the biomolecules of which the crystals are grown in 
laboratory. There are hundreds of thousands various 
proteins, viruses, nucleic acids and their complexes. 
High structural resolution of atomic positions within 
these molecules requires high crystal perfection to 

collect as many Bragg's reflection as possible (of the 
order of 10"* or more, especially at the periphery of 
reciprocal space) since molecular weight vary from 10 
to 10̂  kDa or more. At present, recording of the 
Bragg's reflections from planes separated by lA is 
considered excellent. Resolution of 2 A is good. 
Theoretical limit is about a half of the wavelength, ~ 
0.5A. To my feeling, at least a half of crystals grown 
in the recent structural genomic and drug design 
projects diffract worse than 3A while many crystals 
show resolution 5-9A and are useless for structural 
determination though might be good for storage of the 
proteins. 

First attempts to crystallize proteins in space [40] and 
latter efforts (see, e.g., [41, 42, 43]) showed that the 
space-grown crystals are sometimes of higher quality 
than their terrestrial counterparts, i.e. diffract to higher 
resolution, visually better and are larger. Some 
references may be found in recent review on 
macromolecular crystallography in microgravity [44]. 
There is no rigorous statistics of success or failure of 
microgravity vs. terrestrial growth because scattering 
from crystal to crystal even in one experiment is high. 
Also, sometimes, not absolutely identical materials 
were used for space and earth cases, etc. 
Nevertheless, there is a feeling that about 20% or more 
of experimental runs in space resulted in larger 
crystals and, much more important, allow better 
structural resolution of molecules of which these 
crystals are built. The questions why and wiien space 
may help still have no answers, after about 20 years of 
the experiments. 

Biomacromolecules are usually being crystallized by 
adding precipitants, like NaCl, ammonium acetate, 
CdS04 and many other salts or, not less often, 
polyetheleneglycols of various molecular weight and 
other chemicals [45]. Extreme difficulties in 
extracting and purification of various 
biomacromolecules from tissues, cells and production 
of these cells force researchers to work with 
milligrams or even micrograms of the substances to be 
crystallized. Out of- 10,000 crystals in the Protein 
Data Banks, the phase diagrams are known for several 
only. 

This is the surface of the macromolecules, not its 
bulk that matters m crystallization. Therefore, from 
the crystallization standpoint, the expression/ 
purification problems are aggravated by the fact that 
the surfaces of these big, l-20nm in diameter, 
molecules are very sensitive to pH and composition of 
solution. Last but not least, the biomolecules are often 
unstable in time. 
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These difficulties led to the predominately empirical 
approach to biocrystallization, i.e. to screening 
through hundreds of droplets in which solutions differ 
one from another by different combinations of 
macromolecule, precipitant, and buffer concentrations, 
pH, temperature and techniques (batch, sitting drop, 
hanging drop, size of wells, seeding, etc.). Because of 
the same complexity absolute majority of 
biocrystallographers and biochemists striving to solve 
new molecular structures as the #1 priority. These 
laboratories, though numerous, are unable to afford 
systematic work on the biomacromolecular 
crystallization science. Crystallization per se was and 
is not the area of major scientific interest in these 
laboratories. Fortunately, however, NASA, ESA, 
NASDA, Canadian Space Agency, being encouraged 
by the first empirical findings, funded fundamental 
studies of protein crystallization and a big progress 
was made during the last two decades. It was proven 
that biocrystallization follows the same laws as 
crystallization of small molecules, and the biocrystals 
have defects of the same type. Large size of 
biomolecules allowed much more successful 
application of static and dynamic light scattering [46, 
47] and atomic force microscopy [48, 49] than the 
small molecules. Interferometry was productively 
applied to biocrystals growth as well [50, 51]. For 
ilirther references see also the book [42], reviews [52, 
53, 54] and Proceedings of eight International 
Conferences on biomacromolecular crystallization 
held since 1986 till 2000 [55, 56]. 

Despite of the deep similarity in crystallization 
processes of the biomacro- and conventional small 

molecules, there are several fundamental features of 
biomacromolecules that make a difference. 

The size of macromolecules, 1 -20nm, is essentially 
larger than the angstrom range of molecular or Debye 
screened ionic forces. This new scale and 
hydrophilicity of the biomolecular surfaces brings 
about essential amount of solution to the crystal, 40 -
70% of its volume. This solution, essentially water, 
fills the packing holes between molecules which are 
large as compared to the diameter of the water 
molecule, ~ 2A. The short-range intermolecular 
forces have difficulties to dock a large macromolecule 
into the lattice in the correct orientation because only a 
small torque is acting on the docking molecule. 
Nevertheless, exact orientation is required and indeed 
reached to build a lattice with orientational long-range 
order. This is at least one of the reasons, which makes 
kinetic coefficients for the steps, Pst, and faces pPsi, of 
biomolecular crystals ^ 100 times smaller than the 
ones for inorganic solution growth or even more as, 
seen in the Table 2. The vicinal slopes of the 
dislocation hillocks,/? - ^0'̂ , are listed in this Table as 
well, since the product pPst is the kinetic coefficient 
characterizing the face growth kinetics and, being 
multiplied by oXC-CJ, give the face growth rate (to 
the linear approximation). Here co is specific 
biomolecular volume; C and Ĉ  are the actual and 
equilibrium concentration of biomolecules. Since 
kinetic coefficients for biocrystals are small, surface 
incorporation kinetics is typically the limiting stage 
for biocrystallization. Therefore the protein 
concentration C at the step is not much lower than that 
in the bulk solution. 

Table 2 Kinetic Coefficients Pst 
SUBSTANCE, FACE 
ADP, KDP, DKDP (100) 
NH4H2PO4, KH2PO4 
ADP (101) 
BaN03(lll) 
KAI(S04)2l2H20(lll) 

alums 
Y3Fe5O,2(110),(211) 

(YSm)3(FeGa)50,2(lll) 
(EuYb)3Fe50i2(lll) 

lysozyme(lOl) 14,300 
canavalin 147,000 
thaumatin 22,000 

1 catalase 25,000 

and vicinal slopes/? [5 
Pst, cm/s 
(5-12)10'^ 

0.4-̂  
1.310"^ 
8.10-̂  

1.410"^ 

4.610-^ 
910^ 
2-10-̂  

7,58,59,60,61,62] 
P 

3-10-̂ -8-10-̂  

10" -̂510-̂  
3-15) lO"* 
(0.4-3.5) 10-̂  

(0.3-3)-10-^ 

(1.1-1.5) 10-̂  
910-^ 

3.210"^ 

pPsh crn/s 
10-̂ -10-̂  

410-^-5-^ 
4-10^-2-10-^ 
310-^-3-lO"' 

(0.4-1) 10'̂  
10-̂  
(0.1-3) 10'̂  

^^' 
910"^ 
2D nucleation 
2D nucleation | 
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Similar scaling explains low crystal-solution 
interfacial energies - 1 erg/cm^ or even less. Another 
consequence of the new scaling missing in the world 
of small molecules is softness of the 
biomacromolecular crystals: their Young moduli are at 
least 100 times lower than those for inorganics. Like 
with surface energy, this difference, at least partly, 
comes from the ratio between cross-section area of a 
biomacromolecule and the area of intermolecular 
contact where real binding is realized. The scaling 
issues are discussed in [54]. As it was already 
mentioned, essential difficulty in biomacromolecular 
crystallization comes from extreme sensitivity of 
biomolecular surfaces to solution composition. 
Probably, about every area on the macromolecular 
surface is capable of making intermolecular contact -
under relevant chemical conditions in solution. This 
versatility results in several crystalline modifications 
for each protein crystallized at specific pH, 
temperature, and precipitant. 

Slow kinetics requires high supersaturations [(Z/Ce z 
2'^^) to grow at least a part of a millimeter size crystals 
in weeks or months. This high supersaturation 
essentially excludes the trail-and-error process of 
attachments and detachments to/from the lattice 
working to select proper molecules in proper 
orientation in inorganic systems. We are thus forced 
to assume that the orientation of biomolecules joining 
the growing crystal is selected in solution near its kink 
positions. 

Biomacromolecular crystals are similar to colloidal 
crystals in terms of the two size scales present in both 
cases. Essential difference, however, comes from very 
specific chemical (mainly hydrogen) binding between 
biomacromolecules vs. repulsive or short range 
attractive, but still not specific interaction between 
structureless colloidal particles. Nevertheless, some 
similarity between dependence of solubility on the 
average intermolecular interaction strength has been 
demonstrated [63]. Monte Carlo simulation showed 
that the equilibrium between colloidal liquid and 
"vapor" (high or low colloidal particles density in 
solution, respectively) disappears when "the range of 
attractive part of the Yukawa potential is less than 
approximately 1/6 of the hardsphere diameter" [64]. 
Only the crystal - liquid (fluid of intermediate density) 
equilibrium remains. So, the "vapor" (diluted 
colloidal solution) - solid condensation will happen 
without intermediate liquid-liquid phase separation. 
The dense liquid may still appear as a metastable 
phase. This phenomenon may be of interest for 
biomacromolecular solutions in wiiich, indeed, liquid-
liquid phase separation sometimes occurs first, as a 
metastable phase [65]. Intermediate dense liquid 

phase covering the solid-"vapor" interface, i.e. surface 
"melting", may essentially decrease the nucleation 
barrier since the overall "vapor"-solid surface energy 
decreases [66]. 

Very important condition for biomacromolecular 
crystallization is purity of solution with respect to 
irregular biomacromolecular species, like dimers, 
trimers, fraction of protein molecules and molecules 
with chemically modified surfaces. These 
microheterogeneous (homologous) impurities, being 
trapped by a crystal, induce stress, strain and 
mosaicity [67]. Ageing of solutions in which these 
impurities are spontaneously generated is an additional 
problem. Presence of "foreign" impurities much 
different from the crystallizing protein is probably of 
less influence on the crystal quality. 

As it was mentioned above, a rationale behind 
improvements or deterioration of biomacromolecular 
crystals grown in space is still missing. To my view, 
this is the result of the overwhelming empirical "let us 
see;' approach just brought to space from traditional 
screening approach in terrestrial experiments. 

However, it was found recently that micro-
heterogeneous impurities have distribution coefficients 
(with respect to the crystallizing protein) exceeding 
unity. This distribution coefficients, K, is defined as 

^=(Cis/Cps)/(Cu/CpO, (20) 

i.e. is defined with respect to the crystallizing protein. 
Here C stands for concentration, / for impurity, p for 
protein, s and / for the solid (crystal) and liquid 
(solution) phases, respectively. As it follows from the 
eq. (22) below, the impurity balance at the growing 
crystal interface is characterized by the distribution 
coefficient 

k = Q/Ca = K(Cp/Cpi)»K. (21) 

This coefficient is defined with respect to the 
impurity concentrations per unit volume. The latter 
inequality in eq. (21) follows from the fact that the 
concentration of the crystallizing protein in solution is 
low as compared to the concentration of this protein in 
the crystal, typically about a percent or even less. So, k 
- 100 K. In all the systems we studied so far, for 
homologous impurities, K> I, while for the "foreign" 
proteins K<\, though A : » 1, as it can be seen in the 
Table 3 for ferritin. Results for lysozyme are similar. 
Table 3 gives also an example of purification of 
ferritin crystal in space [68]. Namely, distribution 
coefficients in space are ~ 2.5 times lower than on the 
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ground for dimers while other impurities turned out to 
be below detection limit (lO"') for the space grown 
crystals. 

Table 3.: Distribution Coefficients of impurities in ferritin. Monomer: pi = 4.0, Charge: (-), Mr = 450 kDa; 24 
subunits, Mr = 19kDa; Solution: ferritin -Img/ml, NaAc - 0.2M, pH 5.0, CdS04-2.5% w/v; impurity: dimer 0.05 
mg/ml (5%w/w), others -10% w/w. The volumetric distribution coefficients, k, are calculated by making use of 
measured AT-values and of Eq. (21), initial lysozyme concentration, Cpi, for Cpg/Cpi = 457) [68] 

Impurity, Mr (kDa), pi. Charge 

Dimer 
Ribonuclease 
Insulin 
Cytochrome C 
Myoglobin 
Ovalbumin 

900 
14 
5.7 

13 
17 
43 

4 .2 -
9.6 + 
5.2 + 

10.6 + 
7.0 + 
4 .6-

Ground 

K 
4 

0.1 
0.02 
0.02 
0.006 
<io-̂  

k 
1.8x10' 

46 
9.1 
9.1 
2.74 

Space 

K 
1.5 

<io-̂  
<io-̂  
<io-̂  
<io-̂  
<io-̂  

k 
690 

This purification in space may be qualitatively 
understood as follows, in agreement with the diffusion 
theory developed earlier [67, 68]. This approach is 
based on the impurity balance at the growing surface, 
r = R'. 

Di^,/a- = (k-l)VCu (22) 

where D, is the difflisivity of impurity in solution, V\s 
the crystal growth velocity and the crystal is 
approximated by a sphere of a radius R. If A: > 1, 
impurity depletion zone develops around this crystal 
as it was visualized experimentally in gel [69]. The 
typical dimensionless parameter that controls the 
impurity distribution follows from eq. (22). It is A (^ 
- 1) V/R. The larger this parameter, the deeper is the 
depletion. Difftisivity of impurities is only slightly 
lower for dimers (2-10'̂  cm /̂s for dimers vs. 3.2.10'̂  
cm /̂s for monomers) and might be even larger for the 
other smaller size impurities. The major difference 
comes from the distribution coefficient. A: » 1. In 
many cases this depletion may be several times deeper 
than the depletion with respect to the crystallizing 
protein. 

In absence of solutal convection, the just nucleated 
crystal starts growmg in the impurity rich solution. If 
k> I, this crystal sucks impurity from the surrounding 
solution so that impurity depletion zone develq)s and, 
as a result, each next portions of the crystal grows 
from purer solution - at the expense of the impurity 
enriched core. Thus, if this core does not give rise to 
mosaicity, there is a chance for higher perfection of 
the main volume of the crystal and for better structural 

resolution - because x-ray diffraction reflection 
intensities are proportional to the diffracting volume. 
If convection is present it brings the impurities to the 
growing crystal continuously so that detrimental effect 
of the impurities is stronger. 

Our concept of the impurity depletion zone is 
supported not only by ours but also by the Canadian 
flight data with 10 proteins [70]. In those 5 of these 
proteins (cholesterol oxidase, duck I crystalline, fru-
1.6 phase, H162N duck II crystalline, plasminogen 
activator inhibitor-1) in which solution light scattering 
indicated ageing, weaker mosaicity was found in the 
microgravity grown crystals. The quality of the other 
5 (E-coli aldolase, lysozyme, thaumatin, rabbit muscle 
aldolase, xylanase) protein crystals which solutions 
did not show sign of ageing and thus, presumably, 
creation of the microheterogeneous impurities, did not 
show improvement in space as compared with their 
terrestrial counterparts. 

The impurity depletion zone is fundamentally 
diflferent from the depletion with respect to the 
crystallizing protein: the impurity depletion is 
controlled by the impurity distribution coefficient 
rather than by the growth kinetic coefficient. Namely, 
the latter is typically small as compared to the 
diffusion rate, D/R, so that the depletion with respect 
to the crystallizing protein should be weak (~ 10% for 
lysozyme) [71], several times weaker than the 
depletion with respect to the microheterogeneous 
impurity. More important in this respect is, however, 
the fact that decrease in supersaturation may easily be 
achieved under terrestrial condition just by choosing 
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lower protein concentration. On the contrary, 
impurity depletion zone, corresponding diffiision 
filtration and crystal purification cannot be achieved 
on earth other than by thorough purification of the 
initial solution and/or in gels. From our impurity 
depletion zone concept the following recommendation 
may follow: 

Positive effect of space on the 
biomacromolecular crystallization may be 
expected for the systems either insufficiently 
purified from microhetrogeneous (homo-
logous) impurities or for the systems in 
which these impurities are spontaneously 
generated during the time comparable with 
preparation of the experiment and during the 
crystallization process itself It is important 
that the ideal purification of proteins is hardly 
possible, at least at this point of development. 

To improve crystal quality, ^g experiments 
should be made in sufficiently large volumes 
of solution: otherwise the growing crystals 
will trap major portion of the impurities 
anyhow, so that the quality of the space 
grown crystals will not differ from that of 
their terrestrial counterparts. 

The jig experiments require such a low level 
of gravity and vibrations that the impurity 
depletion zone is not essentially destroyed. 

Of course, presence of the homologous impurities 
may be not the only factor, which deteriorate crystal 
quality. Therefore, broad analysis of imperfection in 
the biocrystals is needed to make this area the science 
rather than the art. The latter demand is supported by 
the present development of genomics and proteomics: 
success of the empirical screening approach in this 
great effort hardly exceeds 50%. As a result, the rest 
of the biomacromolecules that do not produce crystals 
allowing high structural resolution are piling up. Fast 
progress in the x-ray structural determination will 
make this determination fiilly automated in 5-7 years 
and the crystallization bottleneck will become even 
more serious obstacle on the way of structural biology. 
Rationale approaches should be more intensively 
developed now. 

8. Conclusions 

Application of iig to crystallization and solidification 
allowed realization that Marangoni convection may be 
essential even under terrestrial conditions and is 
superimposed on the buoyancy or solutal convection 
in terrestrial technologies. Discovery of detached 
growth in jxg and fiirther studies suggested a 

possibility of detached growth on earth. Though this 
detachment is not easy to achieve it may essentially 
reduce dislocation density and formations of twins in 
the melt and vapor grown crystals. Application of (ig 
allowed to essentially support present theory of 
dendritic growth proving that the earlier discrepancy 
with experiment came from buoyancy convection in 
the undercooled melt. Experiments in îg allowed to 
build rigorous foundation for the Ostwald ripening 
theory, showed limit of its applicability and support 
"diffusion screening" concept. Experiments in ^g 
allowed to essentially reduce striations. The fast 
interface kinetics was found to be able to imprint in to 
the growing crystal even slight composition 
inhomogeniety that exists e.g. in the II-VI 
semiconductor melt in presence of residual 
acceleration as low as 10"̂  g during the space flight 
[72, 73]. Thus, application of îg demonstrates 
extreme sensitivity of the growing rough interface to 
the solidification condition. Pattern selection remains 
an issue in materials science and in the non-linear 
dynamics and is influenced by liquid flow. This is 
another area where ^g studies may be essential. 
Crystallization and pattern selection processes related 
to the smooth, facetted surfaces remain much less 
elaborated than the one on the rough surfaces. 

Experiments in îg suggested that convection may 
have detrimental effect on the biomacromolecular 
crystals - proteins, viruses, DNA, RNA and their 
complexes. The mechanism behind this influence and 
understanding of positive effect of microgravity is 
emerging only last years. The rationale for the 
biomolecular crystallization as a whole is not 
developed. However, ftmdamental studies funded by 
Space Agencies made it possible to make a big 
progress in biomacromolecular crystallization science 
and techniques. Well-established similarity between 
the crystallization of biological and small molecule 
and identification of specific differences open the way 
to the rationale approach to biomacromolecular 
crystallization. In particular, the discovered 
difilisional purification in space via the impurity 
depletion zone contributes to this rationale. 

Crystal growth and materials science emerged during 
the 20-th century as an important area of knowledge 
between physics, chemistry, engineermg and biology. 
Despite of tremendous success and decisive 
contributions to the technical revolution, crystal 
growth science did not yet achieved, as a whole, 
quantitative level and does not have enough predictive 
power. Coupled interface heat and mass transport 
phenomena, remain, among the others, one of the most 
difficult areas. Eliminating gravity driven processes, 
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experiments in space and related investigations under 
terrestrial conditions essentially contributed to solid 
fundamental background for solution of related 
problems. Focus on fundamental knowledge is the 
most relevant way for future progress. 
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Surface step dynamics: basic concepts, theory and simulation 
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^ Department of Physics, Nagoya University, 
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Step dynamics is crucial for the growth of a crystal at temperatures lower than the roughening transition. 
Recent advancement of microscopy such as various kinds of high resolution electron microscopes and scanning 
microscopes has made direct comparison of statistical theory and quantitative atomic scale experiment possible. 
Short review of basic ideas on the motion of steps and some recent theoretical development are presented. 

1. BASIC IDEA OF STEP MODELS 

Atomic steps on a facet or on a vicinal face of 
a crystal play a crucial role in the growth of a 
faceted crystal. Energetically the most favorable 
form of a step on a large facet is straight and 
the most favorable distribution of steps is uni-
form. This configuration is realized in equilibrium 
thanks to the step stiffness and the repulsive in-
teraction between steps. During growth, however, 
they change their form and distribution, and as a 
result the surface morphology changes. In order 
to understand the behavior of steps at a meso-
scopic level we introduce two kinds of models: a 
lattice model for Monte Carlo simulation and a 
continuum string model for both mathematical 
analysis and simulation of large scale phenomena 
(Fig. 1). 

1.1. Monte Carlo lattice models 
In the lattice model for Monte Carlo simulation 

the crystal surface is represented by a single val-
ued function z — h{x,y), where the spatial coor-
dinate is limited to an integer multiple of the lat-
tice constant a. This is the so-called solid-on-solid 
(SOS) surface. Since in the simulation the system 
size is very limited, L x H, a. periodic boundary 
condition is imposed to mimic an infinite surface 

h{x-{-L,y) = h{x,y), 

h{x,y-hH) = h{x,y). 

* E-mail: uwaha@phys.nagoya-u.ac.jp 

(1) 

(2) 

To study a vicinal surface with N steps running 
along the x-axis, the second condition is modified 
to a helical boundary condition 

h{x,y + H) = h{x,y) + Na. (3) 

In this paper the surface we have in mind is a 
(001) face, or its vicinal, of a simple Kossel crystal 
in coexistence with the vapor. Although a variety 
of algorithms have been used in crystal growth 
simulations, there are two types according to the 
treatment of steps and adatoms. 

Standard lattice model 
In the standard lattice model the surface en-

ergy is expressed as 

n{h{i,j)}) = j Y^ \h{i',j')-hiif',j")\, (4) 
n.n.pairs 

where we have put the lattice constant unity and 
the sum is taken over the nearest neighbor pairs. 
This is the so-called absolute SOS model. There 
are several variations of the model: the discrete 
Gaussian model in which | / i ( i ' , / )—/i( i" , / ' ) | is re-
placed by {h(i', j')-h{i"^ j"))^, and the restricted 
SOS (RSOS) model in which the height difference 
is limited to unity. In the simulation the height 
may be changed by the usual Monte Carlo algo-
rithm. 

To study growth from the vapor, however, we 
need to consider adsorption, evaporation and sur-
face diffusion explicitly. A convenient simulation 
algorithm was introduced by Gilmer and Ben-
nema [1]. The adsorption rate is usually assumed 
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(a) (b) 

Figure 1. Vicinal face in the view of two models: (a) the lattice model, (b) the continuum step model. 
There are various kinds of atoms in (a): solid A, terrace B, step C, kink D, step (or adatom) E, adatom 
F, vacancy G. 

to be a constant: / atoms per unit time on a 
surface site. Putting this rate as the unit, we 
assign each process a relative transition probabil-
ity p. For example, if the bond energy is (f)B the 
evaporation rate in equilibrium from a site with 
n lateral bonds is 

fPn = / e x p 
(2 - n)(t)B 

(5) 

where T is temperature of the crystal. The rate 
has been so chosen that the impingement and the 
evaporation are balanced on the kink site with 
n = 2. If the system is under supersaturation, 
the probability is changed to 

Pn = exp 
(2 - n)(l)B - A/i 

knT (6) 

The surface diffusion may be considered as a suc-
cessive evaporation and impingement to the next 
site. The transition rate is assumed as 

/ p . ^ ^ / e x p % : i g ^ e x p ( ^ - - ^ ) t " ^ ^ (7) 
ksT ksT 

where ED is the energy barrier for diffusion. For 
an atom with the single vertical bond only (n = 0) 
the diffusion probability is larger than the evap-
oration probability (6) by the Boltzmann factor 
with the bond energy minus the diffusion barrier. 

Using a model of this type, growth of a singular 
face and vicinal faces has been studied in detail [2, 
3]. 

Restricted models 
Although the above standard model can be 

used for general purposes, it is sometimes better 
to use a restricted model to study a particular as-
pect. For example, if we study the vapor growth 
of a vicinal face, several growth modes are distin-
guishable depending on the impingement rate of 
atoms from the vapor ( / atoms per unit time per 
unit area): the two-dimensional nucleation mode 
for large / and the step flow mode for small / . 

We give here an example of a Mote Carlo sim-
ulation model to study step dynamics in the step 
flow mode [4-6]. To elucidate the behavior of 
steps and the role of mobile atoms on the surface, 
we define an adsorbed atom (adatom) and a solid 
atom separately, and assume that the adsorbed 
atom and the solid atom can transform each other 
at a step position. Also the interaction between 
adatoms is neglected except the condition that 
two adatoms cannot occupy the same site, thus 
the adatoms are an ideal two-dimensional lattice 
gas. In this way two-dimensional nucleation on 
a terrace and formation of surface vacancy on a 
terrace are forbidden. Initially, the system con-
tains n {>!) steps running parallel to the x-axis. 
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and the height decreases on traversing the step in 
y direction. We call this a [10] step hereafter. 

Gas atoms impinge on top of the crystal with 
a frequency / and are adsorbed on it. When an 
adatom among Na adatoms in the system tries to 
make a random walk on the crystal surface to one 
of the four nearest neighbor sites, time increases 
(4iVa)~^. Thanks to this choice the diffusion con-
stant Ds takes the value unity. An adatom des-
orbs into the vapor with a Ufetime r. With the 
energy parameters of the previous lattice model, 
the diffusion coefficient is 

Ds=a^u^e~^^^^^^, (8) 

where Z/Q is the characteristic frequency of atomic 
motion, and the hfetime is 

(9) 

In the present model we treat Ds and r as inde-
pendent parameters. 

During diffusion when an adatom touches a 
step from the lower terrace, it tries to solidify 
with a probability 

Vs = 
1 

l + exi>{AEs-(l>)/kBT' 
(10) 

Here AEg is the change of the step energy Eg = 
</>Bx(step perimeter/a), and 0 is the energy gain 
by the solidification. In this model supersatura-
tion is controlled by changing the impingement 
rate / . To satisfy the detailed balance, the solid 
atoms at step sites can melt to become an adatom 
with a probability 

^"^ l + exp{AEs-h<i>)/kBT' ^^^^ 

Prom the parameters (J)B and (/> one can calculate 
physical quantities such as the step stiffness ^[loi 
as [7] 

^[10] - ( l - e - 0 B A B T ) 2 ' 

and the equilibrium adatom density 

cO = L _ 

(12) 

(13) 

Figure 2. Time evolution of the [10] step profile 
at (a) / = 3.0 X 1 0 - ^ (b) f = fe, = 4.65 x 1 0 - ^ 
(c) f = fc = 6.26 X 1 0 - ^ and (d) / = 8 x 10"^ 
(from Ref. [6]). 

Figure 2 shows time evolution of a single step 
at various impingement rate / (in this simu-
lation adatom diffusion over a step is forbid-
den, see 2.1). The system size is chosen to be 
L X if == 256 X 128, but the views in Fig. 2 
are extended in y direction. The kink energy 
(pB is taken as (/)s/fcBr=2.0, the energy gain 
(j)/kBT = 2.0, and the lifetime of the adatom 
T = 256. Then the calculated physical quanti-
ties are ksT/Piio^ = 0.362, c^ =0.119, the equi-
librium impinging rate feq = cl^/r = 4.65 x 10"^ 
and the diffusion length x^ = \fWpr = 16. The 
step in (a) is receding downwards, and the steps 
in (c) and (d) are advancing upwards. As we will 
show in 2.1, the step is expected to become un-
stable at a critical impingement rate, which is 
calculated to be /cjio) = 6.26 x 10"^. With / 
smaller than the equilibrium value, the crystal is 
sublimating and the step is receding, as is shown 
in Fig. 2(a). At feq the step stops moving on 
average (Fig. 2(b)). For / larger than feq the 
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step grows forward. Until /c,[io] the step shows 
large fluctuations but remains stable (Fig. 2(c)), 
whereas for / > /c,[io] the step becomes unstable 
and develops deep grooves (Fig. 2(d)). The anal-
ysis of the step morphology for / > /c,[io] will be 
described in 2.1. 

It is sometimes more convenient to use simpler 
models such as an SOS step model in which the 
position of step is assumed to be a single-valued 
function of x: y = ys{x). The sohd-on-sohd con-
dition eliminates overhangs of a step and forma-
tion of surface vacancies. 

1.2. Continuum step models 
The step motion at length scales larger than 

the average kink distance can be described by 
a continuum step model. In the classic and 
the simplest form of the model [8] the surface 
of a crystal is divided into terraces by steps. 
Atoms at the surface are classified into adsorbed 
atoms(adatoms) and solid atoms, which form a 
stepped surface. On the terraces the density c of 
the adsorbed atoms obeys the diffusion equation: 

at T 
(14) 

The first term on the right hand side is the sur-
face diffusion with the diffusion coefficient Dg. 
The last term is the impingement rate from the 
ambient vapor phase, and the third term is the 
evaporation of adatoms with the lifetime r. The 
second term is optional and represents drift of 
adatoms, which may exist under the influence of 
some external field, such as an electric field dur-
ing direct current heating of a crystal [9]. Un-
less the adatom density is very high so that the 
step motion is fast, we may use the quasi-static 
approximation for the diffusion equation (14) by 
putting dc/dt = 0 [5,10], 

V^c-
D.. 

Vc 0, (15) 

where Xg = y/D^ is the surface diffusion length 
and Coo = f^ is the adatom density far from the 
steps. 

Steps which bound the terraces are moving 
boundaries for the diffusion equation. The 
adatom current is the diffusion current given by 

the gradient of the adatom density, supplemented 
with the drift current if it is present. 

-DsVc-\-cv. (16) 

In general the adatoms flowing into a step either 
solidify or cross over the step onto the neighboring 
terrace. Thus the boundary conditions at the step 
for the front and the back side are given by [11] 

-h . j \ ^ = K+{c\^ - cs) + P (c|+ - c|_), (17) 

n . j \ _ = K_{c\_ - Cs) + P{c\_- c|^), (18) 

where h is the normal vector of the step point-
ing to the downhill direction, the subscript + (—) 
indicates the front (the back) side of the step, 
iir_|_(_) the kinetic coefficient and P the perme-
ability (or transparency) coefficient of the step. 
In general the two kinetic coefficients K^ and 
K- are not equal because of a diffusion barrier. 
This asymmetry in the step kinetics is called the 
Ehrlich-Schwoebel effect [12,13]. The first term 
on the right represents solidification rate, which is 
proportional to the difference of the adatom den-
sity at either side of the step and that at equilib-
rium 

Cs = c^q exp -
QF. 

= c, eq 
1 -

kBTj 

nFs 
knT 

(19) 

where ĉ ^ is the equilibrium adatom density for 
a straight step and Fs the force acting on the 
step. The force may be due to the step stiffness 
Fs = —PK {P: the step stiffness; K: the step cur-
vature) or due to the repulsive force from other 
steps. The second term in the right hand side of 
(17) or (18) expresses that the permeating current 
through the step is proportional to the difference 
of the adatom densities in the upper and the lower 
side of the step. 

The flow of atoms may be most easily under-
stood with the analogy to an electric circuit [14]. 
If there is no external field, the driving force of the 
current is the adatom density c. The density is 
related to the chemical potential as /x — fc^Tlnc, 
which plays the role of an electric potential. The 
equivalent electric circuit for an isolated step is 
shown in Fig. 3(a). The difference between the 
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Figure 3. Electric circuit equivalent to an isolated step without external field: (a) the general boundary 
condition, (b) the simplest model, (c) the impermeable step with asymmetry in step kinetics (from 
Ref. [5]). 

adatom density far from the step Co© and that at 
equilibrium Ceq is the applied voltage to the cir-
cuit. The resistances Xs/Ds for the diffusion on 
the terrace and 1/K± for the step kinetics are 
in series, and the resistances that in the upper 
terrace and in the lower terrace are in parallel. 
There is a connection permeating the step corre-
sponding to the resistance 1/P. 

The original step model [8] does not distinguish 
the upper and lower side of the step as shown in 
Fig. 3(b), where c^ = C- = Cs. Another model 
frequently used takes account of the asymmetry 
of step kinetics as shown in Fig. 3(c), which ex-
cludes the over-step diffusion. The inclusion of 
the permeating path makes the diffusion field of 
neighboring terraces correlated and the mathe-
matical treatment becomes very cumbersome so 
that we use the boundary conditions (b) or (c) in 
our analysis, i.e. our steps are perfectly perme-
able or impermeable. 

With the boundary conditions (17) and (18) 
the diffusion equation (15) is solved, and from 
the solution, the local step velocity is determined 
by 

V = ^K-{c\_ - Cs) + nK+{c\^ - C) (20) 

= fin-(j|_-j|+), (21) 

where fi is the atomic area. Then the new step 
position is calculated and we can trace the motion 
of the step. 

For the continuum step model, it is compu-
tationally necessary and useful to make simpli-
fication of the above model. For multistep sys-
tems, instead of solving the diffusion equation 
and (21), one assumes a reasonable step velocity 
as a function of the distances to the neighboring 
steps [15,16] 

^ ^ = y+(j/„+i(a;)-y„(x)) 

+y_(j/„(x) - y„_i(a;)) + 7^!|M,(22) 

where yn{x) is the position of the nth step, 7 a 
constant proportional to the step stiffness. More 
drastic one is to neglect the displacement along 
the steps and use one-dimensional models. The 
one dimensional models are often used to study 
bunching instabilities when steps are not unstable 
for the fluctuation along the steps. 

2. STEP DYNAMICS IN A VICINAL 
FACE 

We first study morphological instabilities orig-
inated from the motion of steps in a vicinal 
face. A vicinal face consists of parallel equidis-
tant straight steps (Fig. 4(a)). These equidis-
tant steps are stabilized by a repulsive force be-
tween steps as well as the lattice periodicity in 
the atomic layer (the latter is irrelevant at tem-
peratures above the roughening transition of this 
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(a) (b) 

(c) (d) 

Figure 4. Vicinal face with sinusoidal modulation: (a) ideal vicinal, (b) in-phase wandering, (c) bunching 
and (d) bending. 
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vicinal face). The position of the nth step is ex-
pressed as yn{x) = nZ -h const., where I is the 
distance between steps. At a finite temperature 
steps can move freely in the t/-direction and the 
crystal may grow or melt. In order to obtain 
a good quality crystal with a well-defined ori-
entation of the surface, crystal growers want to 
achieve uniform motion of steps: 

yn{x,t) = nl-\-Vt. (23) 

In reality, however, steps fluctuate because of the 
thermal motion, which actually enables the steps 
to move by creating kinks. The surface now be-
comes rough due to the capillary motion of steps 
and, to make matters worse, instabilities of these 
steps sometimes occur. The morphological insta-
bilities of steps are caused by a surface diffusion 
field of adatoms and lead to a chaotic or regu-
lar undulated state of the surface at a mesoscopic 
scale. We study the conditions under which these 
instabilities occur and the morphology of the sur-
face in the instabilities. 

In a linear regime modulation of a flat surface 
is a small amplitude sinusoidal wave as shown in 
Fig. 4. We may classify these instabilities accord-
ing to the relative orientation between the steps 
and the wave vector k: 

wandering: If k and the steps are parallel, 
each step encounters sinusoidal modulation, 
which we call wandering (or meandering) of 
a step, and the modulation is all in-phase. 
The resultant surface morphology is ridges 
and troughs along the ^/-direction. 

bending: If k and the steps are neither parallel 
nor perpendicular, the instability may be 
called bending of steps [17]. The form of 
each step is the same as that of the wander-
ing, but the relative phase of the modula-
tion is shifted. 

bunching: If fc and the steps are perpendicular, 
the instability is bunching of steps. The 
bunching of steps produces a stepped sur-
face made up of giant steps. 

In the following we study wandering and 
bunching of steps with the use of the models in-
troduced in 1. 

2.1. Wandering of a single step 
Wandering instability of steps is understood 

easily for a single isolated step. If the motion 
of the single step is controlled by diffusion of 
adatoms and the diffusion current of one of the 
terraces is dominant, a terrace bounded by the 
step is regarded as an edge of a two-dimensional 
crystal and a Mullins-Sekerka type instability [18] 
may occur as found by Bales and Zangwill [19]. 
For simplicity let us assume that the step absorbs 
atoms only from the lower terrace(i^_ = 0, one-
sided model) and is impermeable(P = 0). Then 
the problem is similar to the stability of a growing 
flat surface in a solution. Since a protruding part 
can grow more easily by absorbing atoms from 
the solution, the flat surface becomes unstable. 
The analogue is that the straight step starts to 
wander [19]. Using the continuum step model, 
one can calculate the linear growth rate Uq of a 
fluctuation Sys{x,t) = SyqC^*^^^^^^ superposed on 
the straight growing step 2/s(x, t) = yo-\- Vot. The 
growth rare is [5] 

OJa -q'^Aq^DsT -hVolAq 

where 

r = 
^clJ 
ksT ' 

^9 = \ / ^ ' + r2-

(24) 

(25) 

(26) 

In (24) we have assumed that the kinetics is very 
fast (i^+ -> oo). The first term of (24) repre-
sents the stabilizing effect of the step stiffness 
and the second term represents the destabiliz-
ing effect of the surface diffusion. In the limit 
of long wavelength both terms are proportional 
to g^, and its coefficient may be regarded as an 
effective step stiffness. When the impingement 
rate increases, the step velocity VQ increases and 
the effective stiffness decreases. The instability 
occurs {ijjq > 0) if Vo exceeds a critical value [19] 

Vc = ^Xsifc - feq) 
2nD,r (27) 

Near the instability, because of the decrease of 
the effective stiffness, an anomalous increase of 
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Figure 5. Time evolution of an isolated step which shows wandering instability, (a) a chaotic solution of 
the Kuramoto-Sivashinsky equation, (b) Monte Carlo simulation of chaotic step wandering. 

the step fluctuation is expected [4]. On the other 
hand, suppression of the step fluctuation occurs in 
sublimation. Above the critical point the growth 
rate of fluctuation cjq is positive for the wave num-
ber smaller than the critical value 

1 4 ( / - / e 

3 ( / c - / e , ) ' 
(28) 

which is obtained by expansion of (24) in q. The 
fastest growing mode Qmax = Qc/V^ gives the 
characteristic wavelength of the instability. As 
the impingement rate / increases, the wavelength 
becomes shorter. 

In the linear analysis the fluctuation grows ex-
ponentially as ujq becomes positive, but in reality 
nonlinear eff'ects become important. By a reduc-
tive perturbation method it has been shown that 
the step pattern near the instability is qualita-
tively described by a simple nonlinear equation 
(called Kuramoto-Sivashinsky equation) [20]: 

d^vs d% , 1 fdys;-' 
dx 

dys 
dt dx^ 

1 (29) 

where the length scale and time scales have been 
properly chosen (in this unit qc = 1). This 

equation produces a chaotic pattern of a step, 
which is shown as sequential stroboscopic pat-
terns in Fig. 5(a). The initial pattern is a straight 
line with small amplitude random fluctuations at 
y ^ Oj and its time evolution is determined by 
integrating (29). A Monte Carlo simulation has 
been performed [5] for the growing step. The step 
pattern has been shown in Fig. 2, which clearly 
shows chaotic behavior (Fig. 2(d)). In Fig. 5(b) 
we show a simulation result with an SOS step in 
a large system {L x H = 512 x 128, r = 256, 
/ = 8 x 10"^, an SOS step). 

The chaotic motion may be suppressed by crys-
tal anisotropy. The anisotropy results in orien-
tation dependence in the step stiffness P and in 
the kinetic coefficient K. Both anisotropies af-
fect the step pattern, but in somewhat different 
way [21,22]. 

Wandering of a step is also expected in other 
systems if the diffusion fleld in front of the step 
is dominant for the step motion. For example, 
chaotic wandering is observed when a step leaves 
a step bunch into a large terrace [23]. In this 
case the upper terrace at the back of the step 
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is very narrow and adatoms are mainly supplied 
from the lower terrace although the Schwoebel 
effect may be absent. Another example of the 
asymmetry is due to drift of adatoms [24]. The 
drift can be induced by some external field such 
as an electric field in direct current heating of a 
Si specimen [25]. 

2.2. Wandering in a vicinal face 
Wandering isntability also occurs in a vicinal 

face. The first effect of the neighboring steps is 
that the cutoff of the diffusion field is now the 
distance / between the steps instead of the dif-
fusion length Xs, so that the destabilizing dif-
fusion effect is weakened if the step distance is 
smaller than Xs [5,19]. The second effect is that 
the motion of neighboring steps is now correlated. 
Even without direct mechanical interaction be-
tween steps, the correlation appears through the 
diffusion field. Since the wandering fluctuations 
of neighboring steps work constructively, the in-
phase mode is the most unstable mode of step 
wandering [26]. 

If evaporation is negligible, i.e. Xg -> oo, new 
features appear. For an isolated step {I -> oo) 
the stabilizing term of (24) is proportional to g^, 
from a similar reason as we will see in 3 ((47) cor-
responds to a; ~ —q^), and the second term Vbg 
always wins at small q: the steps are always un-
stable in growth. The instability occurs at a long 
wavelength. For a step in a vicinal face (small /), 
the wavelength of the instability is much longer 
than the terrace width ql <^ 1 , the transport 
of adatoms along the steps is crucial for deter-
mining the step pattern. In this case, from a 
similar reason as we will see in (48) of 3 (dif-
fusional transport along the interface), the stabi-
lizing term is proportional to q^ and the destabi-
lizing term is proportional to g^. A simple nonlin-
ear equation for the step motion is derived with 
the use of a multiscale expansion by Pierre-Louis 
et al. [27,28]. Let us evaluate the adatom cur-
rent ja along the steps. For the initial equidis-
tant straight steps, the adatom current is from 
the lower terrace to the step, and the compo-
nent parallel to the step vanishes. For the one-
sided model, all atoms fl coming from the va-
por onto the terrace go to the upper step and 

Figure 6. Vicinal face in growth under weak evap-
oration: Xs = 64, Z = 16, / = 6 X 10"^. 

j = -nfC, [29], where C is the length measured 
from the step edge in the direction of n . When 
the step is deformed x component of the current 
appears from two origins. The first one is flux 
due to the tilt of the step. 

.•(1) : 
Jsx Jo 

/•Zcoi 

Jo 

dy 

= / t an0 
{IcosO)^ 

dQ 

(30) 

,•(2) 

where tanfl = dys/dx and I cos 6 is the step dis-
tance at the tilted part (note that C = (y — 
yn) cos 6). The second part is relaxation due to 
the chemical potential gradient: the current on 
the terrace along the step is 

where s is the arc length of the step {dx/ds = 
cos 6) and the chemical potential is given by iiPhi 
(this is nothing but the force appeared in (19) 
multiplied by the atomic area fi). Thus the ad-
vance rate dys/dt measured from the uniform 
growth is given by the divergence of the current 

I COS 6Ds TT-
os 

dy. 
dt dx^-^'"" 

dxys 

1 + (a.2/.)2 

+ 
(^xxUs 

l + id.ys)' ^\il + {d^y,)2f\ 
, (32) 
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where time and spatial coordinates are properly 
scaled and the subscript x denotes the spatial 
derivative in the second and the third lines. It 
has been shown that a zigzag step pattern will 
appear as a result of the instability and the ampli-
tude w will increases as if oc t^/^ with a constant 
wavelength [27]. 

A Monte Carlo simulation similar to Fig. 2 and 
Fig. 5(b) for multiple steps with / = 16 and a long 
lifetime r = 4096 {xs = 64) shows this regular in-
phase step wandering (Fig. 6). The simulation 
was done in a system of the size L x ^ = 512x 
128, and a double system L x 2H is shown in the 
figure. Although the linearized equations of (29) 
and (32) are the same, nonlinear behaviors are 
thus completely different. 

2.3. Bunching of steps 
We first consider bunching instability of a vic-

inal face due to the Schwoebel effect. This is the 
simplest case though not an experimentally well 
studied case. The instability in the original BCF 
model has been studied [30] long time ago. The 
model shows an interesting symmetry in pairing 
behavior, which may not be realistic since the 
model neither incorporates the asymmetric kinet-
ics nor the step interaction. Bennema and Gilmer 
studied the conditions for the stability of a step in 
a general form [31]. The step interaction is crucial 
for the development of the instability since nonin-
teracting steps cannot avoid unrealistic collision 
of steps. A long-range elastic interaction between 
steps has been experimentally detected [32,33], 
and its role is very important in determining the 
morphology of vicinal faces. Here we first study a 
train of straight interacting steps with the asym-
metry in kinetics taken into account. 

To understand the role of the asymmetric ki-
netics, we first consider the one-sided model with 
infinitely fast step kinetics {KJ^ -> oo, K- = 
0) [34]. We suppose the step interaction is elas-
tic and its potential can be written as [35] U — 
g{yn—ym)~'^ for steps located at i/n and ym- Usu-
ally it is sufficient to take only the nearest neigh-
bor interaction. If we choose proper units of time 
and distance as 

the change of the position of nth step (^/n+i > 2/n) 
is determined by 

y 
y_ 

Xc 

xtanh(y„+i -yn), (33) 

where the dimensionless driving force is defined as 
A F = 0(coo - c^eq)ts/r. The first factor of (33) is 
the driving force consisting of the supersaturation 
term and the elastic force term. The other factor 
is the width of the lower terrace and is roughly 
proportional to the step distance if yn-\-i — yn ^ 
Xg. 

If there are only two steps, from (33), their dis-
tance / changes as 

dt V /3 
AF tanh/. (34) 

The first term is from the right step with an in-
finitely large lower terrace and the second term is 
from the left step with a lower terrace of width 
/. In growth AF > 0, and the distance always 
increases, but in sublimation with large negative 
A F the first term wins and the distance has a sta-
ble minimum. Thus in sublimation the interfer-
ence of the two diffusion field effectively produces 
an attractive force which may win the elastic re-
pulsion. In a vicinal face when the under satura-
tion is large enough ( |AF| is large), neighboring 
steps form a stable bound pair. With increasing 
undersaturation bound states consisting of two or 
three pairs are formed [36]. 

The one-sided model is, of course, unrealistic. 
With moderate values oiK (we assume K^>K-) 
the pairing instability turns into a long wave-
length instability of step density [37]. The elastic 
repulsion determines the surface stiffness paral-
lel to the steps Q:|| ~ 9{o^/l) [38]. Similarly to 
the wandering instability, the most unstable wave 
number kmax increases as |AF| is increased above 
the critical value. At first the linearly most unsta-
ble mode grows. But as shown in the numerical 
simulation (Fig. 7) it finally produces a regular 
array of bunches instead of chaotic motion [37]. 
This is consistent with the usual observation of 
periodic step bunches. By a nonlinear analysis 
it is found [39] that the difference arises from the 
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Figure 7. Evolution of the surface profile in the 
bunching instability. The step height is exagger-
ated. 

symmetry of the system. Since the steps are mov-
ing to the left the dispersion of the hnear mode 
has a term proportional to k^ (a term propor-
tional to k can be eliminated by a Galilean trans-
formation) whereas the dispersion for a wander-
ing step does not have odd power terms. Result-
ing nonlinear equation has a third derivative term 
and a form of the Benney equation [40] 

dz ^U?i\ (35) 
dy^ ^ 2 \dyj 

where z is the height of the surface from the initial 
uniform vicinal face and all variables are properly 
scaled. If the coefficient 6 of the third deriva-
tive term is small, the equation is close to the 
Kuramoto-Sivashinsky equation and the solution 
is chaotic. On the other hand, if 6 is large, as is 
the case near the critical point, the chaotic be-
havior is suppressed and one may obtain a peri-
odic structure. Therefore origin of the difference 
between the chaotic behavior of a wandering step 
and the regular bunching is the difference of sym-
metry of the system. 

Bunch ing of impermeable s teps due t o drift 
of a d a t o m s 

The physical origin of bunching is that the step 

velocity depends on the size of the terrace of one 
side and its negative feedback to the fluctuation 
of the step distances [31]. A similar situation is 
realized by other causes than the asymmetry in 
step kinetics [41-45]. An important example is 
the bunching observed in direct current heating 
of Si( l l l ) specimen [46-51]. Drift of adatomes in-
duced by the external field may cause asymmetry 
of terraces in front and in the back of the step. 
This inevitably occurs if steps are impermeable. 

To study the bunching of impermeable steps, 
we use the same model as that of Fig. 3(c) in 
one-dimension. The diffusion equation is given 
by (15) and the boundary conditions are (17) and 
(18) with P =. Here we summarize the result of 
the linear stability analysis [51]. For a small long 
wavelength perturbation Sym = Syke^'^^^'^'^^^ the 
amplification rate Uk is given hyiil<^Ds/K^l 

r R e Uk (VTK 

\2Ds 
fi Qg 

ksTP 
rKnSg 

{klf 

ksT /4 ikir (36) 

The coefficient of fc^ is determined by the repul-
sive interaction potential and negative. The vici-
nal face is stable for the short wavelength fluctua-
tion. When the drift is in the step-down direction 
and its velocity exceeds the critical value. 

Vr = 
unPsQ 

ksTrKl^' 
(37) 

the coefficient of fe^ is positive and the vicinal face 
becomes unstable for the long wavelength fluc-
tuation. If evaporation is negligible, r -> oo, a 
vicinal face is unstable with any drift strength. 
The bunching starts as pairing of neighboring 
steps [52], and proceed as succesive pairing of step 
bunches [53]. 

In the above analysis we supposed that the 
steps are straight. However, the step wandering 
is also induced by the step-down drift [24]. Fig-
ure 8 shows snap shots of a step train with a small 
step distance in Monte Carlo simulation [54]. In 
the restricted Monte Carlo lattice model of 1.1 
the kinetic coefficients can be assigned only ap-
proximately [54]. In Fig. 8 the system size is 
128 X 256 and the number of steps is 32. Initially 
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Figure 8. Train of impermeable steps with drift of adatoms: (a) stable with step-up drift, (b) bunching 
in the initial stage, and (c) in the late stage with step-down drift (from Ref. [54]). 

the steps are equidistant with I = S. The param-
eters are Xs = 16, P/ksT = 1.35, ĉ ^ = 0.10 and 
g/ksT = 10. Fig. 8(a) represents a snap shot 
of the step train with step-up drift {v = —0.2). 
As expected from the linear analysis, neither the 
wandering nor the bunching occurs. When the 
drift is in the step-down direction {v = 0.2), 
both bunching and wandering occur simultane-
ously. In the initial stage (Fig. 8(b)) the step 
wandering accompanied by bunching with a short 
length occurs. The bunches grow and connect 
with each other (Fig. 8(c)). This pattern may be 
compared to that of a two-dimensional continuum 
model [55]. 

Bunching of permeable steps due to drift 
of adatoms 

The permeability of steps aflFect the behavior of 
steps [56] and may change the bunching instabil-
ity. Recently Stoyanov [57] argued that a vicinal 
face consisting of perfectly permeable steps is un-
stable with the step-up drift in sublimation and 
showed that a large bunch is stable in the step-
up drift. If the drift is in the step-up direction, 
the adatom density near the upper edge of the 

bunch (we are considering a large bunch sloping 
down to the y-direction) is higher because atoms 
melted from the steps drift to the left. The high 
density region of adatoms decelerates the reced-
ing of the steps there and thus the slope of the 
bunch tends to become steeper. With step-down 
drift, to the contrary, steps in the lower edge are 
decelerated, and the slope of the bunch decreases 
so that the bunch will dissociate. If the crystal 
is growing with a high incident flux, the drift di-
rection of adatoms for bunching is expected to be 
reversed. This is actually observed in experiment 
at 1160-1240°C in Si( l l l ) [58]. 

For permeable steps (Fig. 3(b)), the adatom 
densities of neighboring terraces are coupled by 
the boundary condition (17). In the step flow 
model, we must solve simultaneous equations to 
determine the adatom densities and it is diflicult 
to calculate the bunching of many steps. There-
fore we use a continuum model [59], in which the 
drift of adatoms is readily taken into account [57]. 
Here we analyze the linear stability of a vicinal 
face for a long wavelength fluctuation and give 
an analytical expression for the condition of the 
instability. 
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Figure 9. Train of permeable steps with drift of adatoms: (a) initial stage of bunching with step-up drift, 
(b) late stage, and (c) in the large system (from Ref. [54]). 

We neglect the fluctuation along steps and as-
sume that the steps are straight. When the step 
distance is small compared with the characteris-
tic length of modulation, we can describe the sur-
face profile with the density of steps p{y){= 1/0-
Time evolution equations of the adatom density 
and the step density are given by [57] 

^ - n — - — F - -
dt ^ dy'^ dy r 

-2pK {c - Ceq{y)), 
dp d 
dt dy 

[2pnK{c-Ce,{y))], 

(38) 

(39) 

where Ceq{y) is the local equilibrium density of 
adatoms. Equation (38) is the diffusion equation 
including the effect of solidification of adatoms at 
the steps. The decrease of the adatom density due 
to solidification is proportional to the local step 
density. Equation (39) is the continuity equation 
of the step density. The step current is pV with 
the step velocity given by (20) 

V = 2nK{c-Ceq{y)). (40) 

Since we consider modulation only in the y-

direction, the curvature of the steps vanishes and 
the equilibrium adatom density is determined by 
the step interaction. The interaction force is de-
rived from the step energy ^ as / = —d^/dy, and 
therefore [60,34] 

^c% d^ dp 
^eq c% + keTApdy 

dp 
•^eq + 7(/o) dy' 

(41) 

The density dependent part of the step energy 
^(p) is determined by the step interaction and 

^ = 1 ^ ^ ^9P, (42) 
dp " d/2 

which is the surface stiffness in y-direction ay di-
vided by a^. 

The linear stability of the vicinal face is deter-
mined by giving small perturbation to the step 
density, p = po + Spe^^^^"^^^ and to the adatom 
density, c[y) = CQ + Sce'^y^'^^K Equations (38)-
(41) determine the amplification rate uJk for small 
k as 

u^k = —ik 
Vo _ 2 2ppo^7(Po) - VVQT 

2POKT 2POTK + 
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(43) 

where we have assumed 1 <C poKr. The real part 
of u)k represents the amphfication of the fluctua-
tion. The stabihty for the long wavelength fluctu-
ation is determined by the coefficient of fc^. The 
first term in the numerator is the effect of the step 
repulsion and always stabilizes the vicinal face. 
The second term in the numerator can destabilize 
the vicinal face. The amplification rate becomes 
positive when VQV exceeds the critical value, 

2!W£2W = H ! ^ 4 ^ , , ,44) 
r KB J- T 

and the vicinal face is unstable. In sublimation, 
Vb < 0, the instability occurs with the step-up 
drift. The drift direction to induce the bunching 
instability is opposite to that for the impermeable 
steps. Also it is reversed in growth (when Vb > 0). 

Figure 9 shows snap shots of a step train in 
Monte Carlo simulation without impingement of 
atoms. Since there is no impingement of adatoms, 
Vb ~ —Q.c^q/por and the receding steps become 
unstable when the step-up drift exceeds the crit-
ical velocity v^, 

B l2nKg 

<̂̂ ' = - w - ^''^ 
The parameters in Fig. 9 are the same as those 
of Fig. 8 except p/ksT = 0.54. Then the critical 
drift velocity v^ is calculated as f f = -0.38. Fig-
ures (a) and (b) represent snap shots with step-up 
drift {v = —0.6), and the step bunching occurs. 
In the initial stage of the bunching (a), the long 
wavelength fiuctuation of the step distance ap-
pears. In the late stage (b), after the collision of 
small bunches, large bunches appear. When we 
carry out the simulation in a larger system (c), 
the bunches wander and sometimes collide with 
neighboring bunches. The pattern is similar to 
that observed in the experiment [47]. 

3. RELAXATION OF MESOSCOPIC 
STRUCTURES 

3.1. Relaxation of small crystals with 
rough surfaces 

When temperature is high and the surface 
atoms can move, a crystal relaxes to an equi-
librium shape at the given temperature (and 

the given pressure). We are not so long-lived 
enough to wait until a macroscopic crystal reaches 
the equilibrium shape, except some extraordi-
nary materials such as ^He at very low temper-
ature[61]. Herring[62] estimated relaxation time 
T for fine powder crystals and found that it in-
creases as a power of the particle size. The expo-
nent depends on the relaxation mechanism: 

evaporation and condensation: The trans-
port of material does not limit the relax-
ation rate but the surface kinetics does. 
The capillary force determines the surface 
velocity as dR/dt ~ a/R, where a is the 
surface stiffness. By integration we have 

r - R:\ (46) 

volume diffusion: The diffusion current flow-
ing into a curved surface is j ~ 1/R^ so that 
the growth velocity is dR/dt ~ a/R^. Then 

r = R' (47) 

surface diffusion: The growth rate is deter-
mined by the surface current dR/dt ~ 
~"V • Js, the current is proportional to 
the chemical potential gradient J^^—V/x, 
and the chemical potential of surface atoms 
is proportional to a/R. Thus dR/dt ~ 
V 2 ( a / i ? ) - a / i ? 3 , and 

rr^R"", (48) 

Mullins studied geometrically simple cases and 
derived analytical expressions for the relaxation 
time[60]. These laws are valid for a crystal surface 
above the roughening transition, where growth 
proceeds normal to the surface. The relaxation 
below the roughening temperature, where growth 
is only possible via lateral motion of steps, re-
quires a different approach. 

3.2. Relaxation of a faceted crystal 
The relaxation of a facet and vicinal faces below 

the roughening temperature is controlled by the 
motion of steps [63,59,64-69]. In the following we 
study two simple examples: relaxation to an equi-
librium shape when a round crystal is quenched 
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below the roughening transition and decay of a 
mesoscopic island on a facet. 

Relaxation to an equilibrium shape 
Suppose that a round crystal which is in 

the equilibrium form at a high temperature is 
quenched down below the roughening temper-
ature. The new equilibrium shape at moder-
ate temperature must have small facets bound 
by rounded edges. At the initial high temper-
ature whole crystal surface is rough: steps, is-
lands and kinks are everywhere and the step is 
not a well-defined entity on the surface. Af-
ter the cooling, equilibration at a short length 
proceeds first: small islands disappear and well-
defined steps emerge. The initial shape near one 
of the symmetry axes may be approximated by a 
paraboloid. Our question is how these steps move 
and how the facet appear on the surface [38]. As-
suming circular symmetry around the symmetry 
axis, the initial shape is given by 

Z{r) = Zo-^, (49) 

and the steps are contour of the paraboloid, 
whose radius is given by 

Riz) = ^B{Zo - z). (50) 

When quenched, the crystal changes its shape to 
a new equilibrium shape [59] while the total mass 
of the crystal is conserved if evaporation and con-
densation are absent. 

Evaporation and condensation 
If evaporation and condensation are present at 

the steps in a steady uniform environment, the ve-
locity of a step, which is determined by an equa-
tion similar to (20) with (19), is given by the su-
persaturation and the step stiffness Ac = c — c^q 

dRj 

dt 
= QKlAc 

^eaP^i ^eq 

ksT 

Re 
QKAc I 1 - ^ (51) 

where Re = {P/kBT){c^q/Ac) is the radius of a 
critical two-dimensional nucleus and i = z/a is 
the step number of the step at height z (here and 

after, the step numbering is opposite to that in 
the previous sections: a larger number impUes a 
step at a higher location). In (51) the interaction 
between steps has been neglected for simplicity's 
sake. In the uniform environment steps whose 
radius is smaller than the critical radius shrink 
and steps whose radius is larger expand. The 
shrinkage and the expansion occur simultaneously 
with exchange of material to the environment so 
that the shape change proceeds smoothly. 

The change of step radii Ri{t) for steps inter-
acting each other with elastic repulsion is shown 
in Fig. 10(a). (The interaction modifies the equi-
librium deisity in (51) as (57).) The facet appear 
through gradual increase of the radius of curva-
ture at the top. In the present case the total 
volume of the crystal is not conserved. 

Uniform surface supersaturation 
On the other hand, if evaporation is negligible 

and the total crystal mass is conserved, the relax-
ation proceeds via surface diffusion. Let us con-
sider first a hypothetical situation in which sur-
face diffusion is so fast that adatom density over 
the whole surface is uniform. (In reality such fast 
diffusion is possible only in a very small system.) 
The velocity of steps is determined by the same 
equation (51) with the step interaction, but now 
the atomic density in the environment is changing 
with time. It is given by the equilibrium density 
averaged over the whole step length. The sur-
face atomic density is relatively low when outer 
steps are expanding at the beginning and becomes 
higher after they slow down. In Fig. 10(c) the 
change of radii of steps is plotted. Because of 
the temporal change of the surface supersatura-
tion one of the steps shrinks rashly at the begin-
ning and then expands again. In some cases (not 
shown here) steps annihilate so early that the fi-
nal step number is actually fewer than that of the 
true equilibrium. 

Surface diffusion 
In reality the surface diffusion cannot be so 

fast and slow mass transport on the surface con-
trols the morphological change. The relaxation 
of shape is very different: the step on the top 
shrinks because of strong step tension and disap-
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Figure 10. Relaxation to the equilibrium shape with a facet from a high temperature paraboUc shape. 
(a) Relaxation limited by step kinetics in a uniform constant environment, (b) Conserved system with 
extremely fast surface diffusion. 

pears while other steps do not move much. Only 
when the top step vanishes, does the second step 
start to shrink. The relaxation is a layer-by-layer 
annihilation of the top terraces. Macroscopically 
one first observes the appearance of a small facet 
on the top of a round crystal and then sees slow 
enlargement of the facet until the equilibrium size 
is reached. The growth of the facet radius Rf 
roughly obeys a power law 

Rf^t^, (52) 

where t is the annealing time. The growth expo-
nent u reflects the rate limiting mechanism, which 
is discussed in the decay problem in 3.3. Simula-
tion result will be shown in 3.4. 

3.3. Decay of a mesoscopic island on a facet 
Another example of shape relaxation is decay of 

a three-dimensional island on a large facet (or on 
a substrate). In some cases one can prepare the 
initial shape by an artificial way, and the initial 
shape is not necessarily any equilibrium shape. 
For example, it may be a cone shape (see [70]) 

Z{r) = Zo-j, 

and the step radius is given by 

R{z) = A{Zo - z). 

This shape relaxes to an equilibrium shape with 
a facet on the top of the island. However, since 
atoms can escape from the island onto the large 
facet (or to the substrate), the island disappears 
before it reaches the equilibrium shape. 

Although this case looks different from that of 
3.2, the initial relaxation processes, i.e. the ap-
pearance of a small facet and its expansion, are 
common. Here we study the process of expan-
sion of the facet, whose behavior depends on the 
rate-limiting processes. 

Israeh and Kandel [67,68] found a universal 
scaling relation in this relaxation process. As 
for the facet size they found that the exponent 
is z/ = 1/4 if the initial shape is a cone. Con-
sider an island which consists of concentric step 
loops on a large facet as shown in Fig. 11. With 
the static approximation, the density of adatoms 
Ci{r) on the zth terrace that is bounded by the zth 
and the {i + l) th steps obeys the diffusion equa-
tion, which is (15) without the second and the 
third term. 

(53) £o Qj.2 r dr } (55) 

The boundary conditions for (55) at the inner and 
(54) the outer steps are the formulae for the adatom 
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Figure 11. Profile of an island consisting of cir-
cular steps (from Ref. [69]). 

current 

-ji{Ri-\-i) = D, 
dci 

Ri+l 

ji{Ri) 

dr 

Kici{Ri+i) 

dci 
it') 

-£>., 
dr Ri 

= K{ci{Ri) - 4 J (56) 

where Cĝ  is the equilibrium adatom density at 
the i t h step. We have assumed tha t the kinetic 
coefficient K of the step is the same for the upper 
and the lower terraces, and tha t the steps are 
impermeable: P = 0. The equilibrium adatom 
density for the i th step is given by (19) 

Ceg — C, eg 1 - n 
ksTK 

(^-PK + Fi-Fi-i^ (57) 

with [71,67] 

1 

Ri + Ri-\-i {Ri — Ri-\-i)^ 

which is the strength of repulsive force acting on 
the steps at both ends of the ith terrace. If con-
figuration of the steps, {Ri}, is given, the equi-
librium density of each step (57) is determined, 
the boundary conditions (56) are fixed and the 
diffusion equation (55) can be solved. 

Prom (56) the velocity of the ith s tep is [67] 

^ = fi(j-(i?i)-ji-i(i?i)) 

Ji Ji—l 
^Q-

2TrRi 
(59) 

where 

Ji = 27r 
1 

In 
Ri 

Ri-\-l 

c'+ 

+ 

i _ 

1 
K v ^ + 

Ri+l J 

(60) 

is the to ta l ada tom flux: Ji = 2nrji{r). If the 
step kinetics is fast, the first te rm in the denom-
inator dominates and the process is limited by 
the slow surface diffusion between steps. If the 
opposite is the case, the process is hmited by the 
slow step kinetics (at tachment and detachment a t 
the step). In the vicinal slope of the crystal, since 
li= Ri — Ri^i ^ Ri, the first t e rm of the denom-
inator is l/DsR and the second term is 2/KR, 
therefore the ratio 2Ds/Kl determines which is 
the case. 

K i n e t i c s - l i m i t e d case 
In the kinetics-limited case the adatom density 

Ci on the ith terrace is approximately constant 
over the terrace. Total ada tom flux on the ith 
terrace is 

Ji = 27ri?i+ii^(ci+i 

= 27rRiK{ci - ciq). 

Ci) 

(61) 

Por the first and the last steps we impose the 
following conditions. The top step receives no 
current from the top terrace 

JN=0, (62) 

which is common in the two problems. The 
boundary condition at the bot tom is different. 
Por the relaxation to equilibrium 

J o = 0 , (63) 

and we assume tha t RN is fixed. Por the decay 
of an island, the adatom density on the substra te 
is at equilibrium and 

Jo = 2ITRIK{CI^ - c%) or ^eqJ CN -eq' 
(64) 

The diffusion effect may not be negligible for the 
motion of the top step and the bot tom step since 
the top facet and the substrate are large. I t is 
necessary to check if the idealized condition holds 
for the application to real systems. Por example, 
in S i ( l l l ) the decay of a single layer island of a 
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nanometer size is most likely limited by the step 
kinetics [72]. The condition for the bo t tom step 
does not affect much to t he initial behavior of 
the facet size, and the relaxation and the decay 
problems are similar. 

Suppose tha t the envelope of the initial island 
shape is the cone given by (53). Small central 
steps shrink in a short t ime and a small facet 
appears on the top. Assuming t ha t the slope does 
not change much, the radius of the top facet is 
given by 

Rf{t) « Ro{zf{t)), (65) 

where Zf is the height of the top facet. In the 
kinetics-limited case {Dg/Kl ::^ 1 in (60)) the 
diffusion current is given by (61) and if we neglect 
the small difference of R in (61) the density on the 
ith terrace is expressed as 

^' 
From (61) and (66) in the continuum representa-
tion {z = ia with the step height a) the surface 
current is 

J{R) 

Ci = ^ « < , + c:+^) (66) 

J{R) = 2TrR 
1 „ dCeq 

2 oz 
(67) 

If the step tension is much stronger t han the 
step repulsion (this is certainly t rue in the initial 
stage), we can neglect Fi—Fi^i in the equilibrium 
density (57). The current (67) becomes 

m = \KTaU^ (68) 

where F is given by (25). From the mass conser-
vation the change of the facet height Zf is related 
to the current at the facet edge as 

= -27rRfj{Rf)na, 

or 

dt Rf 

The change of the facet radius is given by 

dRf _ dzf dR I 

(69) 

(70) 

dt dt dz 

_dR 

dz 
2Qa 

2 / 

JJRf) 
Rf • 

(71) 

Wi th (68) we obtain 

dRf 

"dT 
fdR 

\dz '•s 

KV^d} 
R) 

(72) 

Since the change of the profile is rather small dur-
ing the enlargement of the facet, we estimate the 
change of the facet size using (65) as 

R) « ^VK^a^J^t. (73) 

Although the island shape near the top facet is 
modified by the a toms flowed out, the overall 
shape does not change much and the above es-
t imate remains valid. The exponent z/ = 1/4 of 
this simple argument agrees with the more com-
plete derivation of [67,68], in which the effect of 
interaction is also included. 

The advantage of the present simple argument 
is t ha t one can use (72) for other initial shapes. 
For a paraboloid, R^{z) — [^(zo —^2:)]^/^, the scal-
ing is now 

R) -VKna^Bh. (74) 

Dif fus ion- l imi ted case 
In the opposite limit where step kinetics is fast, 

the ra te limiting process is surface diffusion and 
the outgoing flux is obtained from (60) with K -> 

00 as 

Ji{Ri) = 27rA 
In 

Ri 

Ri i+l 

27rDsT 
Ri 

(75) 

In the second line the step interaction is neglected 
and the step distance is assumed to be small. 
Then the step velocity is 

dRi — = nD^rl- 1- - J-
dt Ri \Ri Ri—i 

(76) 

The enlargement rate of the facet (71) can be used 
with (75) and we obtain 

Rj ^ STDsnaAt (77) 

For the paraboloid a similar estimation gives 

R} « bVDsnaBt (78) 
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Figure 12. Expansion of the top facet. The initial shape and the Umiting process are (a) cone, step 
kinetics, (b) paraboloid, step kinetics, (c) cone, diffusion, (d) paraboloid, diffusion. The extra solid curve 
is the fitting for the facet size (from Ref. [69]). 
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6 [x10^^ 

Figure 13. Relaxation to the equilibrium shape 
with a facet from a high temperature paraboloidal 
shape. 

We note that for the cone the exponent v = l/A 
is independent of the rate limiting process, while 
it differs for the paraboloid, v = 1/6 and u = 1/5. 

3.4. Simulation result and experiment 
Finally we introduce some results of simula-

tion and experiment related to the decay of three-
dimensional islands and the facet relaxation. Our 
theoretical analysis does not take the step per-
meability into account. The step permeability is 
known to induce pairing of steps in the decay of 
islands [71], but we do not understand its mech-
anism and the role of the permeability yet. 

Decay of a conical island on a facet 
Several results of numerical integration of (59) 

for the island decay is shown in Fig. 12. The 
radius is scaled as p = Rf{kBT/Q^) and time 
is also scaled. A smaller value of g is used for 
the diffusion-limited case. In the kinetics-limited 
case a rough fitting for the cone is Rf ~ t̂ -̂ ^ 
while (73) gives Rf ~ t^'^^. For the paraboloid 
Rf ^ t^-i^ while (74) gives Rf ~ t^-^\ In the 
diffusion-limited case a rough fitting for the cone 
is Rf - 0̂-23 while (77) gives Rf - t^^^. For the 
paraboloid Rf ~ f'^^ while (78) gives Rf ~ t^-^o. 
The naive estimation of 3.3 agrees the simulation 
result. 

In the kinetics-limited case the layer-by-layer 

annihilation of terraces stops because bunching 
proceeds from the bottom steps as shown in (a) 
and (b) Then a mesa bound by the circular step 
bunch shrinks slowly [69]. 

Ichimiya et al. [70] observed decay of a small 
silicon island on a large Si( l l l ) facet and found 
the exponent z/ = 1/4 in accordance with theory. 
The island was formed by an STM(scanning tun-
neling microscope) tip and made of only several 
thousand atoms. The observed initial shape is 
not a cone but a pyramid reflecting the crystal 
anisotropy. The observed shape of the pyramid 
has a small top facet from the beginning since 
the real starting shape cannot be observed. The 
height decrease from the extrapolated pyramid 
top was measured and found to change at 465° C 

ZQ — Zf ^ Ct^ (79) 

with C = 6.1 lb 0.4 A/sV4 and u = 1/3.9. The 
exponent agrees well with the theoretical value 
1/4, and C is also in fair agreement with the cal-
culated value C = 3.1 ± 0.3 A/s^/^ from (73) and 
parameters values obtained in the decay experi-
ment of a two-dimensional island [72]. It is rather 
surprising that the continuum step picture works 
at such a small scale. 

Relaxation to the low temperature equilib-
rium form 

Fig. 13 shows a result for the relaxation to a 
faceted equilibrium shape via surface diffusion. 
Here the total mass is conserved and the bottom 
step is fixed at pi = 100. The initial shape is 
a paraboloid and the final shape is the equilib-
rium shape with a facet, which is the same as 
the final shape of Fig. 10(b). In the calcula-
tion the parameter representing ratio of the ki-
netic coefficient to the diffusion coefficient is set 
8is{K/Ds){np/kBT)=4. 

Thiirmer et al. [73] observed the relaxation pro-
cess of a Pb crystal on a Ru substrate. In the 
experiment the initial shape was an equihbrium 
shape with a small facet and the crystal was 
quenched to a lower temperature. The layer-by-
layer annihilation of top terraces was clearly ob-
served and the crystal relaxed to the new equilib-
rium shape at the low temperature. Qualitative 
features are common in the experiment and in the 
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simulation. 
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Surface step dynamics: experimental observations 

J.J. Metois, J.C. Heyraud and J.M. Bermond 

CRMC2-CNRS , Campus Luminy, case 913, F-13288 Marseille Cedex 09, France 

Under thermodynamical equilibrium conditions, the wandering of an isolated step and of step trains observed 
by reflection electron microscopy (REM), has been analyzed at 1170K on (111) vicinals. The step stiffness of an 
isolated step has been measured (Pi~3 x 10"̂ ^ J m" )̂. From the analysis of terrace width distribution the existence 
of long-ranged 'energetic' step interactions decaying as 1/d̂  can be established (d: normal distance to the step 
edge). The mechanism of adatom supply to a step can be determined from the time-correlation fonction of the 
step positions. It takes place by exchange of atoms at step edges with adatoms or vacancies on the terraces. A 
more macroscopic approach has been used also. The profiles of equilibrated silicon crystals have been studied in 
the vicinity of a (111) facet at 1170K. The equilibrium shapes of three-dimensional crystals have been produced 
by thermally equilibrating an array of small silicon columns on a silicon substrate. The samples have been 
observed in situ by transmission electron microscopy (TEM). The profiles have been measured along a (high 
symmetry) <110> zone, toward {110}. The theoretical prediction of a 3/2 power law for the profile equation has 
been checked involving repulsive 1/d̂  step interactions (Prokowski-Talapov universality class behaviour). From 
the profile equation, the step interaction constant can be determined, it is in good agreement with previous 
experiments on the terrace width distributions. 

1. INTRODUCTION 

The thermodynamics of silicon surfaces has 
attracted a renewed interest during the past few 
years, due to the availability of modem 
observational techniques. The direct, in situ, imaging 
of steps opened a first line of approach. 

Advantage has been taken of the atomic 
resolution of the scanning tunneling microscopy 
(STM) [1, 2] to determine the structure of the steps. 
However, on atomically resolved STM images, the 
field of view is limited to roughly 100 nm. To 
extract statistical data it is then necessary to study 
many selected areas on the specimen. On the other 
hand there are thermodynamically quantities that 
characterize either the steps themselves or their 
interactions, which can be defined by considering 
the steps on a more coarse-grained scale. Ignoring 
the detailed atomic step structure, the 
thermodynamics of a vicinal surface can be 

formulated in terms of the step stiffness, of the step 
interactions and of the surface phase separation. 

Hence, visualization techniques that do not 
achieve atomic resolution can be used to obtain 
thermodynamical information. 

Such are, for instance, low energy electron 
microscopy (LEEM) [3] and reflection electron 
microscopy (REM) [4,5]. 

The in situ visualization of the motion of steps 
and of step trains over lengths of a few micrometers 
and possibly under conditions of thermodynamical 
equilibrium is their common feature. 

One of the important applications of this 
emerging capability will be in understanding the 
kinetics of step motion on surfaces, which is 
important in growth and in the equilibration of 
surface structure. The simplest conditions under 
which step motion can be observed are equilibrium 
conditions in which the step position is fluctuating 
under thermal excitations. 
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Dynamical in situ REM experiments on the step 
meandering on Si (111) vicinal made it possible to 
measure the step stiffness, the step interactions and 
the surface mass transport [5]. 

However, a more macroscopic, thermo-
dynamical, approach is possible: the equilibrium 
shape of a crystal may be used to determine the step-
free energy and the step interactions via the 
measurement of the anisotropy of the surface free 
energy and of the equilibrium profile in the vicinity 
ofa facet [6-9]. 

Unfortunately, the high chemical reactivity of the 
silicon raises some experimental difficulties. In 
particular, no suitable (inert) substrate has been 
found so far, unlike for metals. One promising way 
seems to be the use of micron-sized monocrystalline 
silicon protrusions on a silicon substrate. Here we 
find the competition between two mechanisms. On 
the one hand the sample surface tends to heal the 
protrusion out, to reach its overall stable shape. This 
process is driven by capillary effect, on a 
macroscopic scale. On the other hand, Nichols and 
Mullins [10] pointed out, that the driving force 
towards the equilibrium shape might establish the 
latter locally if the size and the geometry of the 
protrusion are favorable. The equilibrium shape of 
siHcon, at 1323 K, is observed on small 
monocrystalline silicon columns, made by etching 
the surface of a silicon wafer. Using silicon itself as 
a substrate circumvents the chemical reactivity 
problem. The crystals are a few jim in size. By 
producing a bulbous crystal and annealing it, local 
thermodynamical equilibrium can be achieved in a 
time much smaller than that required for capillary 
induced changes to become appreciable [11]. 

2. EXPERIMENTAL 

We used an UHV electron microscope (0.7 nm 
resolution) with a residual pressure in the 10"̂  mbar 
range at the sample level [12]. The specimen holder 
(single tilt) allowed electrical heating of the 
specimen by passing a DC current through the latter. 
The images could be tape-recorded at video rate (30 
frames/s). 

The samples were cut from Si (111) wafers (18 x 
2 X 0.3 mm^). The samples were produced using an 
n-doped wafer (resistivity « 1 Qcm) or a p-doped 
wafer (resistivity « 1-4 Qcm). Prior to any 
experiment the sample was degreased by ultrasonic 

treatment in desionized water, ethyl alcohol and 
acetone and so installed in the specimen holder that 
the azimuth direction of the incident electron beam 
was close to <110>. Flashing them at 1520K cleaned 
them. 

The sample temperature was calibrated against 
the heating DC current by optical pyrometer 
(monochromatic, X = 0.65 |im). For this 
measurement the sample holder was transferred into 
a separate vacuum system without dismantling the 
sample. The emissivity of silicon [13] and the 
absorption by the window of the vacuum chamber 
were taken into account. We estimate our measured 
temperatures to have an uncertainty of +/- 7.5 K at 
1573 K 

2.1. Sample preparation for the macroscopic 
approach. 

Rectangular patterns of small columns were 
created on the polished side of the wafer by 
photolithography and chemical etching. The 
columns were arranged in a rectangular array and 
were 40 jim apart from each other. The patterns 
were so installed on the wafer that the column rows 
were parallel to <110>. The height of the columns 
was about 10 |im and their transversal dimension 
varied from 1 to 5 |im. 

Figure 1. This is a part of a virgin sample as viewed by 
conventional SEM in grazing angle of around 30°. It 
shows an example of the column population prior to any 
thermal treatment. Note that the sample surface is flat 
between the columns. The columns are 40 )im apart and 
about 10 iimhigh. 
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No special attention was given to obtain a 
rigorous homogeneity in the transversal dimension 
of the columns. The columns that were produced 
were not strictly cylindrical. This was not deemed 
detrimental since the columns achieved a bulbous, 
fairly symmetrical, shape during the high 
temperature treatment that was applied at the 
beginning of each experiment. The cross section of 
the columns can be viewed in microscopy (figure 2) 

Figure 2. Schematic of the experimental arrangement 
in the TEM mode. It is a cross-sectional diagram showing 
the mutual positions of the sample and the electron beam. 
The direction of observation is along the electron beam. 
The upper-most column is being observed by looking at 
the sample under grazing incidence, perpendicularly to its 
longer side. 

2.2. Sample preparation for the microscopic 
approach. 

The samples were cut from Si (111) wafers. The 
microscope is used in the reflection mode (REM) the 
electron beam strikes the sample imder grazing 
incidence (1° or less). A RHEED pattern is formed 
by the electrons reflected from a few top layers of 
the crystal. One diffracted beam is selected with an 
aperture and used to image the surface of the 
sample. The first consequence of the REM geometry 
is a severe foreshortening of the image but its main 
advantage is its sensitivity to the surface topography 
at the atomic scale. Although the surface was fairly 
disturbed by the cleaning treatment it was possible 
to find regions, on the (111) specimen, displaying a 
parallel system of steps with a fairly constant 
separation d. It has been shown that these steps are 
monatomic ones [14]. Regions of different d were 
selected on one sample and studied separately. 
Additionally some circular steps were also found. 
They appeared elliptical on the image. By measuring 
their elliptical shape we could calibrate the ratio of 
the magnification along the tilt axis to the 

perpendicular one (around 50). The steps we studied 
on the (111) specimen were all very close to a 
<110> direction. Figure 3 shows an example of the 
REM images of an isolated step and of two step 
trains making slightly different angles with the tilt 
axis<112>. 

Figure 3. (a) An isolated step viewed by REM, it is 
pinned to the surface at points A and B. (b), (c) Two step 
trains with different densities. The dot-dashed line is the 
tih axis<112> of the sample, which is normal to the 
electron beam. Due to the foreshortening of the REM 
images, the magnification noted at the top right of the 
images corresponds to the magnification along the tilt 
axis. In the perpendicular direction, the magnification is 
divided by about 50. 
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3. EQUILIBRIUM SHAPE (MACROSCOPIC 
APPROACH) 

The first step to obtain the equihbrium shape of 
siUcon consisted in transforming the straight 
columns into bulbous ones. For this purpose the 
sample was heated to 1623 K. Heating was 
interrupted when the desired shape was reached. On 
the one hand this process cleaned the sample 
surface. On the other hand a dramatic shape change 
took place, the column decreases while a neck is 
formed and a bulb is created at the top. Figure 4 
shows a typical example of the shape evolution. 

Figure 4. Typical stages in the morphological changes 
of the silicon columns upon heating at 1633 K. 
Superposition of three micrographs taken by conventional 
SEM. (a) Initial state. Height of the column ~ 8 jam, 
diameter ~ 5 jim. (b) After about 3 min at 1633 K. The 
height and diameter have decreased. The bulb is being 
formed, (c) After about 20 min at 1633 K a neck has been 
formed. The bulb diameter is about 1 jim. At this stage, 
the evaporation diffusion-process is stopped. Upon 
annealing at 1323 K facets appear on the surface. 

In the second stage of an experiment the 
temperature was lowered down to 1323 K. Upon 
cooling, facets appear on the (previously smooth) 
bulb within 20 s and a stationary shape is reached. 
This shape will be termed stable in the following 
since it could be maintained for 1 h without 
appreciable decrease of the overall size of the 
columns. Fig. 5 shows one such shape. 

Figure 5. SEM micrograph of a clean silicon bulb after 
annealing at 1323 K (<110> zone). Facets are visible on 
the profile. Bulb diameter is ~1.6 jam. 

The profiles were recorded and analyzed. 
Comparing their mutual angles to the values known 
from crystallography did indexing the facets. The 
measured geometrical angles always agreed with the 
theoretical ones within less than 2°. Such a slight 
discrepancy in the angular relationships is not 
unexpected, considering (a) the unavoidable 
imperfections in the alignment of the column rows 
with a crystallographic orientation on the wafer and 
(b) the fact that our single tilt prevented any fine in-
situ adjustment of the sample position and of the 
sample edge with the tilt axis. We believe that this 
slight misalignment of the profiles does not preclude 
significant conclusions to be drawn from our 
measurements. 

On the clean samples the only facets found at 
1323 K were, along the <110> zone, well-
characterized {111}, {113} and "curved" {110} and 
{100} facets. Indeed, the change in surface curvature 
is fairly small around {110} and even smaller 
around {100}. Therefore it is difficult to tell whether 
there exists {110} and {100} facets or whether the 
surface is merely roimded around these orientations. 
The special cases of {100} and {110} facets have 
been studies in details (see Refs. [15, 16]). 

We must now give evidence that the observed 
profiles were representative of the equilibrium shape 
of silicon. 

(i) The linear dimensions of the bulb did not 
decrease appreciably for an hour at 1323 K, whereas 
the profile reached a stable shape in less than one 
minute. This is evidence for an ovulation time at 
1323 K much greater than the equilibration time of 
the bulb apex (much more than 1 h). 
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(ii) The stable shape of the profile was size 
independent. 

(iii) Varying the temperature between 1323 K and 
1573 K could produce reversible shape changes. 

(iv) On the most bulbous columns, fairly good 
symmetry of the <110> profiles existed with respect 
to the bisectors of the angles between the two {111} 
facets and between the two {113} facets. These 
bisectors are crystallographic symmetry axis of the 
<110> zone but are not the macroscopic symmetry 
axis of the column (it is <111>). If the bulb shape 
was purely due to the capillary induced shape 
change, no symmetry should be found with respect 
to the previous mentioned bisectors. 

So, our observations prompt us to conclude that 
the equilibrium shape of silicon was practically 
achieved on the apex of the columns. The extent of 
the equilibrated region can be estimated by checking 
the profile symmetries. 

Whenever two symmetry axes can be found for a 
profile, the Wulff s point can be determined. It is 
located at the intersection of the axes. Then the 
relative anisotropy of the surface free energy (y) can 
be measured by the inverse Wulff s construction. To 
conclude, it seems that the relative order of the 

surface free energy values is yiii>Yiio>Yii3>yioo at 
the equilibration temperature of 1323 K. 

We also have constructed the y-plots for three 
profiles. The resulting plots are presented 
superimposed on the same figure (Figure 6). 

Y/Y(lll) 
1.02 

1 h 

0.99 

0.98 h 

0.97 h 

-100 -50 0 50 IC 

Orientation (degrees) 
Figure 6. Experimental y-plots for the <110> zone. 

Superposition of the y-plots measured on three profiles. 
Dots: experimental data. Solid curve: calculated mean 
value. 
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Figure 7 shows one individual y-plot. From figure 
6, the absolute accuracy on the anisotropy can be 
estimated as roughly 1%. However, on an individual 
plot, the relative uncertainty is much smaller, as 
demonstrated by figure 7. Yet, figure 6 makes the 
general tendency apparent: The maximum 
anisotropy is about 4%. A cusp is found at <111> 
and <113> a broad minimum at <110> and <001>, 
in agreement with our observation of "curved" 
{110} and {100} facets and of a relatively small 
change in curvature of the profiles around these 
orientations. 

Since all orientations are present on the 
equilibrium shape, the step free energy Pi can be 
determined, in principle. Two methods can be used 
for this purpose [17]: Let yhki be the facet surface 
free energy, a : the step height, r : the facet "radius" 
measured on the profile and hhki the Wulff s distance 
to the {hkl} facet. 

Let also (5/90)(y hki/Yin) be the slope of the 
(relative) y-plot at the cusp. Pi can be calculated 
using either one of the expressions: 

^̂=̂̂"'i (1) 

(2) 

We used formula (1) to determine Pi, from those 
profiles that were used to construct the y-plots, 
formula (2) to calculate also Pi from the individual 
y-plots. 
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Figure 7. One particular plot. Dots: experimental 

values. The line between the experimental points is a 
guideline for the eye. 
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Strictly speaking, <110> steps may have different 
structures. For example, on {111} vicinal 
misoriented toward {110}, the steps have a {111} 
riser, whereas, on {111} vicinal misoriented toward 
{001} they have a {001} riser. Considering the 
uncertainties on the slopes and the r, we disregarded 
the asymmetry around {111} and {113}. Taking ym 
= 1 J.m'̂  and a = 0.313nm, we found, as averaged 
values, Pi'-3 x 10'̂ ^ J.m"\ 

Yet, we remark that our results are not in 
disagreement with those found by Eaglesham et al. 
(pi~6 X 10'̂ ^ J m"̂  ) [18]. They also agree with the 
values of the step stiffness measured in REM studies 
of the step fluctuations [see below]. 

Informations about the step interactions can also 
be obtained by observation of the equilibrium shape 
near a facet. Below the roughening temperature of a 
given facet, the equilibrium shape generally displays 
a rounded region surrounding the facet. Most 
remarkably, the crystal shape in this region [19] 
reflects the step-step interaction law. This is readily 
understood by considering the crystal profile along a 
mirror plane, e.g. the profile along a <110> plane of 
the cubic lattice. Then, for any vicinal orientation 
belonging to the rounded region surrounding {hkl} 
facet, the surface free energy may generally be 
represented [20] by a development: 

Y(e)/cose=Yhki+Pin +p2n^ ^Psn^ +... (3) 

Where 9 is the misorientation angle from the facet 
and n=|tan9|/a, the step density. The step interactions 
can be related to the P2, P3, ... terms, as explained 
below. Since the equilibrium shape is related to Y(9) 
via the Wulff construction, the profile of the rounded 
regions depends on the nature of the interactions 
between steps. 

Eq. (3) merely assumes that y is a continuous 
analytic function of 9 [20], it is essentially 
macroscopic. A physical meaning is assigned to the 
coefficients therein by considering the structure and 
the energetic of a vicinal surface. In the TLK model, 

Yhid is the specific free energy of the facet {hkl} and 
the terraces, and the steps possess a free energy 
Pi per unit length and are supposed to interact 
through various mechanisms, for instance the 
entropic, elastic or dipolar repulsion's (see 
references in [21]). In principle, considering these 
interactions allows, P2, P3, etc., to be calculated. The 

n^ term in Eq. (3) is very often cancelled. Indeed, all 
the physically sensible interactions which have been 
considered theoretically so far (see references in 
[21]) result in an interaction decaying as the inverse 
square of the mean distance between steps. For 
repulsive interactions, this leads to P2=0 in Eq. 1 
[19], which can be limited to the cubic term in n̂  
[21]. The profile must then obey a 3/2 power law 
[8]: 

Z = aY 3/2 (4) 

Theory states that this is the signature of a 
Pokrowski-Talapov universality class behavior [19]. 
In other words, the 3/2 power law should be valid 
for any profile. Additionally, the expression between 
P3, Yiii ^^d a can be obtained theoretically 

P3/aVni=4/27a%n (5) 

However, experiments aimed at checking the 3/2 
power law did not yield unambiguous results. 

We have determined the profile of equilibrated 
silicon single crystals in the vicinity of a {111} facet 
along the <110> zone, towards {110}. To measure 
the coordinates (Z, Y) of the profile points, it was 
necessary to make the {111} facet coincide with one 
pixel line on the computer display. Hence, we 
sometimes had to slightly rotate the image, through 
the computer program. In order to preserve the 
sharpness of the image, we only used a bilinear 
interpolation for this purpose. The position of the 
facet plane could be assessed with an uncertainty of 
1 pixel. For a given position of the facet plane, we 
estimated the uncertainty on Z to be ±1 pixel. In the 
following, the corresponding error bars have been 
drawn on the figure 8 showing our experimental 
data. 

In the first step of our analysis, we tried to decide 
whether our data were compatible with a power law. 
Due to the tangential junction, it is very difficult to 
locate the edge of the facet by a mere visual 
inspection of the image. 

Consequently, the profile coordinates were fitted 
to the equation 

Z = a(Y-Yo)P (6) 

with three unknown parameters a, p, and YQ, which 
determines the position of the facet edge. 
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300 

Y (pixels) 

Figure 8. Example of the results of the data analysis. 
Height Z of the profile above the facet as a function of Y. 
Squares are experimental data. Solid line corresponds to 
the fit to Eq. 6. For the fit, the Y origin has been made to 
coincide with the facet edge, as obtained fi-om the fit. The 
insert shows the recorded SEM image with vertical white 
bar at the position of the facet edge. 

A least squares fit analysis was used to obtain a, 
p, and Yo . Note that the length unit used to measure 
Z and Y is unimportant to check the power law 
itself. We measured Z and Y directly in pixels. 

Every profile could be fitted to Eq. 6 up to 
(roughly) 17° away fi*om {111}. Obviously a power 
law is valid, with an exponent whose value is close 
to p = 1.5 (with a 6% uncertainty). We checked that 
no significantly different value of p could be found 
by shifting the facet position by 1 or 2 pixels. We 
also made sure that the facet edge position, deduced 
fi:om Yo was always reasonably situated. 

So we must conclude that the equilibrium 
profiles can be described by a power law equation 
within the uncertainty of our measurements. Then, a 
quite reasonable value for the exponent is p=3/2. 

For each profile the value of a obtained fi:om Eq. 
6 was used in Eq. 5 to calculate P3. Since both terms 
in Eq. 3 are dimensionless, the length unit is again 
unimportant. So we measured hm in pixels and 
scaled it to the magnification of the profile image. 
By so doing, we find Ps/a^ - 0.4 J.m"^. 

4. THERMAL FLUCTUATION OF STEPS 
(MICROSCOPIC APPROACH) 

The thermal fluctuation of an isolated step allows 
the measurement of the step stiffness. Let us first 
recall the definition of the step stiffiiess. Here we 
only consider a step which meanders around a mean 
line along which it is straight at T = OK. Let 
Pi((p)the specific step firee energy of azimuth 
direction cp at T, the step stiffiiess is defined by: 

P>Pi(cp = 0) + 5'Pi/a(p' 
We now consider one isolated step, which is 

pinned at two points (A, B), distant from L, but 
which meanders in between. Let x be the abscissa of 
some point P between A and B and y (x, t) be the 
deviation of the step from AB at P. It can be shown 
[9] that the mean square fluctuation of y, averaged 
over time and over the whole length L, is 

<Ay>=kTL/6Pi (7) 

where k is the Boltzmann constant and T the 
temperature. 

One such isolated step is shown by figure 3. We 
measured the deviation y from the AB line. Then the 
mean square deviation was calculated. By using the 
previous equation (7) the value of Pi* was 
determined: pi* = 7.10"̂ ^ J.m"\ 

The wandering of steps inside a train is limited 
by their interactions. Consequently the configuration 
step entropy is reduced, which raises the free energy 
of the step train. An interaction may arise because 
the steps cannot cross each other (and do not bunch 
into multiple height steps). This is the "entropic 
repulsion" [22]. Apart from this interaction already 
mentioned, various types of "energetic" interactions 
are conceivable. Elastic or electrical dipolar fields 
may reduce the step wandering further. The elastic 
interaction between steps is due to the lattice strain 
field around a step. For two parallel steps on an 
isotropic solid, the interaction energy per unit step 
length has been calculated [23]. For steps of similar 
signs this interaction is always repulsive. The 
dipolar electric interaction occurs via the electric 
field created by the change in charge distribution at 
the steps. This interaction may be repulsive or 
attractive. In a mean-field model, all these 
interactions (including the entropic one) lead to an 
additional d"̂  term in the free energy per projected 
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unit area of the vicinal surface and only the cubic 
term exists in the development (1). 

Since in situ experiments permit a direct 
statistical study of the step meandering in a train one 
may seek what characteristics of a step train give 
access to the step interactions. One such quantity is 
the distribution of the terrace widths. 

The simplest model to treat the pure entropic 
interaction was devised by Gruber and MuUins [22]. 
One step is compelled to wander between two rigid 
walls, a distance 2<d> apart. Treating the step as a 
Markovian chain rigorously solved the problem. An 
analytical expression of the terrace width 
distribution is given by cos^(7id/2<d>). The 
distribution is temperature independent, a 
characteristic of models with entropic interaction 
only. Joos et al. [24] elaborated this model by letting 
the whole train wander, the distribution is more 
peaked that the Gruber-Mullins'one. 

The superimposed energetic interactions with the 
entropic one, will sharpen or broaden the 
distribution P(d) depending on their repulsive or 
attractive character and will make it temperature 
dependent. This expectation was verified by Joos et 
al. [24] They considered an interaction energy of the 
A/d"̂  type and obtained exact solutions for two 
specific values of A (one repulsive and one 
attractive). The peak of the distribution was very 
well fitted by a Gaussian for the cases of repulsive 
interactions. Bartelt et al. [25] formulated the 
Gaussian approximation analytically in the case of 
dominant repulsive interactions decaying as A/d" .̂ 
They found that the standard deviation of the 
Gaussian A is a linear function of d: 

5 = <d>(k^TV48Api*) 1/4 (8) 

Therefore the constant A which characterizes the 
interaction may be experimentally determined if Pi* 
is known. 

Seven step trains with a nearly constant step 
separation ranging from 20 to 140 nm could be 
selected on the same sample. They were deemed 
long enough to be compared to a model of infinite 
steps. REM images were recorded at 1170K. 
Micrographs of the surface separated by a time 
interval of 0.25 seconds were extracted from the 
record. The distributions of terrace widths were 
measured from these data. All the distributions were 
well fitted by a Gaussian. 
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Figure 9. Example of a normahzed experimental 
terrace width distribution <d> P(d) versus d and 
comparison of the data with various theoretical 
distributions. P(d) is the probability density of finding a 
terrace of width d. Long-dashed line: fit by a 
Gaussian.Short-dashed line: the "universal" law of Joos et 
al. The cos2 law of Gruber and Mullins is also shown for 
comparison (continuous line). Average step separation is 
<d> = 29.6 nm. 

Figure 9 shows one such measured distribution 
and the Gaussian fit of the data. 

The plot of the standard deviation 5 versus <d> 
was compatible with a linear relationship (8) 
(Figure 10). 
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Figure 10. Standard deviation of the terrace width 

distribution versus the average step separation. (A) 
experimental values. (+) standard deviation of the 
Gaussian that fits the experimental distribution. (D) 
experimental values by Wang et al. [2]. Short-dashed line: 
5 = 0.33 <d> (see Eq. 8). 

We have also plotted the experimental results by 
Wang et al. [2] for comparison. 

We must conclude that our experiments establish 
the existence of repulsive step interactions varying 
as A/ d ,̂ superimposed to the entropic one. We can 
use the analytical expressions (8) derived by Bartelt 
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et al to estimate the interaction constant A. We 
checked that A has the order of magnitude of an 
elastic interaction constant [23]. 

5. MECHANISM OF MASS TRANSPORT FOR 
STEP FLUCTUATION 

There are two extreme cases of the many 
microscopic mechanisms which can cause step 
motion: (i) the exchange of atoms at the step edge 
with adatoms or vacancies on the terraces, (ii) the 
motion of atoms hopping from one step site to 
another on the same step. The two classes are clearly 
distinguishable by analysis of the time correlation 
function of the step position shown in figure 3b. 
Two Langevin's equations governing the 
mechanisms of mass transport express the balance 
between the minimization of the step curvature and 
the thermal noise of adatoms attaching /detaching 
for (i) or atoms hopping along the step edges for (ii) 
[26]. 

When the step is in thermal equilibrium, the 
correlation: G (t -1') = <x'> - <x(t) x(t')> of the 
fluctuation at any particular point on the step edge 
will be given, at early times, by G(t) oc t^^'^ for the 
mechanism (i) and by G(t) oc t̂ '̂̂ or the mechanism 
(ii). 

5 10 
time (seconds) 

Figure 11. Correlation function G(t) deduced form 
averaging over around 800 data sets such as shown in 
figure 2b. We have only included the correlation functions 
for times shorter than 15 s, because for longer times, the 
statistical noise becomes large. The solid line is a fit to the 
square root time; the dashed line is a fit to fourth root time 

Figure 11 plots G(t) from the data from figure 
2b. The fit to the square root time dependence is 

reasonably good, suggesting that the steps on 
Si(l l l) have characteristics of Brownian motion in 
which terrace adatoms or vacancies are allowed to 
attach and detach randomly from the step edge. 

6. CONCLUSION 

The surface steps considered as entities which can 
move by mass transport between them, is a very 
powerfiil approach to describe the dynamics of the 
surface below its roughening transition. The 
macroscopic analysis of the equilibrium shape of Si 
is a very finitfiil way to get informations on the step 
free energy and their interactions. The equilibriimi 
profile in the vicinity of (111) is well described by a 
3/2-power law. It is a signature of a Pokrowski-
Talapov phase transition, which is the consequence 
of a 1/d̂  repulsive interaction between steps. Our 
macroscopic measurements are in qualitative 
agreement with the interaction law that was 
measured at microscopic scale by REM on the 
wandering steps on the vicinal. The step stiffiiess of 
an isolated step has been measured. From the 
analysis of terrace width distribution the existence of 
long ranged energetic step interactions decaying as 
Ad"̂  can be established. The mechanism of adatom 
supply to a step has been determined from the time 
correlation of the step positions. 
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Elementary growth process of epitaxy is described taking molecular beam epitaxy as an example. First, we study the 

difiusion length of adatom incorporation and its dependence on arsenic pressure. Then, the surface diffusion between two 

surfaces(often they are facets), which we call inter-surface diffusion are described. Basing on these experiments the 

elementary growth process of epitaxy is discussed. 

The understanding of the elementary growth process allows us to make use of this knowledge to fabricate 

microstructures. We wiU discuss how to control the top size of pyramids by adjusting the arsenic pressure. Finally, we will 

describe a new technique of GaAs MBE for growing a thin layer of GaAs single crystal over a Si02film. This technique 

has been called LAIMCE(IJOW angle incidence microchannel epitaxy) and some new results are described. 

1. INTRODUCTION 

Epitaxial growth is one of the most important 

techniques to fabricate various electronic and optical 

devices such as high electron mobility transistor(HEMT), 

light emitting diode and laser diode. Modem devices 

require very sophisticated structures, which are composed 

of extremely thin films of Ill-V alloys with various 

compositions. This kind of stmcture cannot be made 

without epitaxial growth. 

Recently the epitaxial growth is also used for the 

fabrication of semiconductor nano-structures such as 

quantum wires and quantum dots because it gives highly 

perfect structures with high density. So far many 

techniques of epitaxial growth have been proposed to 

be employed for the fabrication of nano-structures. For 

instance, proposed are epitaxial growth on patterned 

substrate[l-5], selective area epitaxy[6-10], self-

assembling growth [11-13] and etc. To fabricate 

sophisticated structures including nano-structures, one 

should understand the elementary growth process so that 

one can precisely control the growth. 

In the present lecture, we discuss the recent 

understandings of elementary growth processes of epitaxy 

taking molecular beam epitaxy(MBE) as an example. The 

advantage of MBE for understanding epitaxy is its 

simplicity in the growth reactions. Environment is of 

ultra-high vacuum where almost no impurity gaseous 

species present. The growth elements are also simple for 
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instance in the case of GaAs MBE they are only Ga atoms 

and As molecules. 

What is important for understanding the growth 

processes is that the experiments to obtain the growth 

information should be carried out at growth temperature in 

real time. We have been employing both conventional 

MBE and miaoprobe-RHEED/SEM MBE[14-16] by the 

latter of which we can conduct in-situ observation of 

RHEED intensity oscillation in a small area and changes 

in growth morphology[17-18] as well as the 

measurements of surface diffusion length of incorporation 

[14,15,19,20]. In the present lecture, we will discuss the 

elementary growth process of MBE basing on these 

experimental works. 

2. INCORPORATION DIFFUSION LENGTH 

In the theory of crystal growth, two kinds of diffusion 

length are so far employed. One is the average distance of 

a growing atom between arrival and evaporating points, >̂ , 

which is schematicaUy shown in Figure 1. In MBE of 

GaAs, Ga atoms are difficult to evaporate at usual growth 

temperature and stay until they are incorporated into the 

crystal. Hence, the diffusion length of evaporation has 

ahnost no meaning in the case of GaAs MBE. 

The other one is the incorporation diffusion length >̂ nc 

which is defined as the distance between arrival and 

incorporating points. The concept of the incorporation 

diffusion length is not clear compared with the evaporation 

diffusion length because the former depends on the step 

density arxi the arsenic pressure in the case of GaAs MBE, 

whUe the latter is defined on an ideal surface where no step 

exists and hence is a simple function of the temperature 

and depends on adsorption and desorption energies. 

However, the incorporation diffusion length plays a key 

role in the growth of nano-structures. 

The incorporation diffusion length can be determined 

experimentally by measuring the distribution of growth 

rate on a facet where the growth atoms diffuse laterally 

from or to a next facet. This technique was established by 

Hata and Isu[14,15]. 

Figure 2 shows the schematic illustration of 

microprobe -RHEED/SEM MBE system used for the 

measurements of incorporation diffusion length. With this 

machine, one can focus electron beam on the growing 

surface with small area of the order of 10 nm in size so that 

it is possible to measure the local growth velocity with this 

spatial resolution. After preparing the non-planar (001) 

substrate with a groove which has (111)A or (111)B side 

/ 

Figure 1 Definitions of two different surface diffusion lengths. 
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ELECTRON GON 

LOAD LOa SYSTEM 

Figure 2 Microprobe-RHEED/SEM MBE employed for the measurement of incorporation difRision length. 

surface, we grow GaAs in the [x-RHEED/SEM MBE 

machine and measure the local growth rate on the top 

surface by RHEED intensity oscillation. Figure 3 shows 

the schematic growth rate as a function of the position 

from the comer between two facets. If the Ga atoms flow 

from the side surface to the top surface, the local growth 

rate shows a decreasing tendency as the distance is 

increased. On the other hand if the Ga atoms difiuse in 

opposite direction it shows the increasing tendency. Hence, 

one can know the direction of Ga lateral flow by 

measuring the distribution of the local growth rate. From 

the distribution of the growth rate, one can measure the 

diflftision length of incorporation basing on the fact that the 

change of the growth rate obeys exponential law as a 

function of the distance[14,15]. 

In MBE of GaAs, Ga adatoms can diffuse in the 

distance on the order of 1 -10 îm before the incorporation. 

It has been shown that on (001) surface the incorporation 

R(X)=RL(X) + RV 

RL(X)>0 

lateral flm 

Z surface 2 

Facel 

RL(X)<0 

Rv /r~^ surface 2 

'surface 1 

0 (Edge) 

Figure 3 Schematic illustration of the growth rate, R(x) as a 

function of position x from the boundary between two facets. 

In the Figureure, /?L and /?v denote respectively the rates of 

growth which is caused by lateral flux and that by the direct 

flux. /?v is equal to the rate at the point far from the boundary. 
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Figure 4 Arsenic pressure dependence of Ga incorporation dififiision length on (001)surface. Growth temperature 

and the side surface were respectively 580°C and (110). 

difilision length of Ga depends on the arsenic pressure 

[20-23]. In our previous report, we showed the diffusion 

length is inversely proportional to the AS4 pressure. 

However, we found when the arsenic pressure is low, there 

is a region of the arsenic pressure where the diffusion 

length is inversely proportional to the square root of AS4 

pressure. The dependence of Xjnc on arsenic pressure on 

(001) surface is given in Figure 4. Here, the arsenic 

pressure is recalculated so that the arsenic flux enter the 

(001) surface at right angle. 

Xjnc is given by well known formula as. 

where ̂  1 is a constant. From Figure 4, we get 

^nc - ^2^As4 (3) 

where ̂ 2 is a constant and n takes the values of 05 and 1 

when P/^ is lower than 8 X10"^ Pa and higher than this 

value respectively. With the equations from (1) to (3) we 

get, 

^GaA,=^3PA,4 (i'A,4 ^ 8 X 1 0 ^ Pa) (4) 

= A3P^J (/'A.,4 ^ 8 X 1 0 ^ Pa) (5) 

\C=VA^ (1) 

where A and Xinc denote respectively, the diffusion 

coefficient and the incorporation lifetime of Ga adatoms. 

Since the growth rate of GaAs, î oaAs is proportional to the 

inverse of Tjnc, we get 

Ri GaAs ^ 1 / ^dnc (2) 

respectively for lower and higher AS4 pressures. The 

equation (4) shows that at lower AS4 pressure î oaAs is 

proportional to PAS4, which means one AS4 molecule 

decomposes and gives active arsenic atoms or molecules 

for the growth. On the other hand, at high arsenic pressure, 

the equation (5) shows two AS4 molecules react to give the 

active arsenic atoms or molecules. There is no information 

to determine the kind of the active arsenic atoms or 
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molecules but As2 is the most probable candidate[24-26]. 

Figure 5 shows the dependence of Xjnc on arsenic 

pressure on (110) surface. The arsenic pressure is 

recalculated so that the arsenic flux is incident on (110) at 

right angle. As seen in the figure, Xjnc is proportional to 

PAŝ ^̂ '̂ in low arsenic pressure region and to PAS4'̂  in high 

pressure region, which means tine is proportional to 

respectively PA.S4"* andPAM^. Arsenic pressure dependency 

of Xjnc on (110) surface is exactly identical with that on 

(001). 

3. INTERSURFACE DIFFUSION 

When two facets are generated side by side during 

the growth, Ga atoms diffuse from one facet to the other 

depending on the growth conditions. We caU this 

intersurface diffusion. If there is a difference in adatom 

concentration, surface diffusion occurs assuming there is 

no potential difference nor barrier between the facets for 

the adatoms to migrate across the boundary. Once 

E10 
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Figure 5 Arsenic pressure dqjendence of Ga inooiporation 

difliision length on (110) surface with the side surface of (001). 

The growth temperature was SSO'C. 

1.4 

1.2 

» 1 

f̂  0.8 

0.6 h 

0.4 

A A 

• R A 

A R B 

1 2 3 4 5 6 

Arsenic Pressure (lO'* Pa) 

Figure 6 Normalized growth rate on (001) near the boundary and that on (111)B vs. arsenic pressure. 

^^and/?Bare/?^(™>/;j<^<'""> and/?p (̂"»>«//?e„™,<"'>8 respectively. 
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intersurface diffusion occurs, one facet grows faster than 

the other, and the facet growing faster will disappear 

quickly[17, 18]. Thus, during the growth many facets 

appear and disappear and only a few facets remain in the 

final stage of the growth. For the fabrication of 

nano-structures, one should know relative growth rate 

among various facets during the growth. However, the 

growth rate of facets depends on the growth conditions 

and hence one should understand what is the factor which 

determines the growth rate. 

As described in the previous section, by measuring 

the growth rate distribution on one facet near the boundary, 

one can know the direction and the length of the surface 

diffusion. We measured the distribution of the growth 

velocity on (001) surface of GaAs. As the side facet, we 

have chosen (lll)B surface. To know the direction of the 

surface diffusion it is enough to measure the growth rate at 

2 points. One is on the facet and close to the boundary and 

the other is the point on the facet very far from the 

boundary. We define each growth rate as Raxvcr and /?pianar 

respectively. Figure 6 shows the results for a combination 

of (111)B-(001) facets. In the figure, closed circle and open 

triangle denote /?_(«"> / R^ <""" and R^^'''^ I 

p̂ianar̂ ^̂ ^̂ ^ respectively. Here, we define these normalized 

growth rates as /?A and R^ respectively. When the arsenic 

pressure is low, /?A is larger than unity. As easily 

understood with Figure 3, this indicates Ga adatoms 

diffuse from (111)B to (001). On the other hand, R^ is 

lower than unity which simultaneously indicates Ga 

adatoms diffuse from (111)B to (001) being consistent 

with the direction given by /?A. AS the arsenic pressure is 

increased, /?A decreases and crosses the line of unity at the 

arsenic pressure of 1.4 X 10'̂  Pa, which means the 

direction of the lateral flow is reversed, namely, from(001) 

to (111)B. At the same arsenic pressure, R^ also cross the 

line of unity from lower side to the higher side. This is 

very important, since if this does not happen, one can not 

assume a pure two face intersurface diffusion[22]. As the 

arsenic pressure is increased, both /?A and R^ keep abnost 

constant values but as the arsenic pressure is further 

increased, they again cross the line of unity which means 

the direction of the diffusion is again reversed. The 

direction of the diffusion for each arsenic pressure range is 

given on the top of the figure. Similar directional reversal 

was observed between (001) and (110) as shown in Figure 

7. 

4. ELEMENTARY GROWTH PROCESSES 

Based on the experimental results given in the above, 

we discuss elementary growth processes involved in the 

MBEofGaAs. 

4.1 Growth mode 

In section 3, we have shown that Ga adatoms diffuse 

from one facet to the other. In Figure 3, the growth rate 

distribution on one face has been schematically given. 

With this distribution, as has been explained one can get 

experimentally the diffusion length of incorporation which 

has been shown in Figures 4 and 5 as a function of 
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Figure 7 The arsenic pressure dependence of the lateral flux at 

the boundary between (001) and (110) for the growth 

temperatures of SSO'Cand 600* .̂ Ihe positive flux means that 

the direction of the flux is toward (001) from (110). 
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arsenic pressure. Here, the experimental growth rate was 

measured by RHEED intensity oscillation so that the 

growth can be understood as being conducted in 2D 

nucleation mode. This means birth and spread of 2D 

nuclei are continually happening during the growth and Ga 

adatoms diffuse between and over the 2D nuclei. The 

incorporation lifetime of Ga, tine which was defined in the 

section 2, should be the function of available number of 

incorporation sites. Hence, in this situation, the number 

changes periodically with the same periodicity but in 

opposite phase of RHEED intensity oscillation. 

Nevertheless, we can define the time average of Xinc and 

Xinc which we have measured in the section 3. 

The average distance of the adatom incorporation is 

on the order of l^un which means under such arsenic 

pressure Ga adatoms can diffuse crossing over many steps 

that are supplied from 2D nuclei. Hence, the sticking 

coefficient of Ga adatoms at the step edges should be 

much less than unity. 

42 Change in the direction of intersurface difhision 

Intersurface diffusion occurs if there is a difference in 

Ga adatom concentrations between two facets. As we 

discussed, we have assumed that there is no potential 

difference nor barrier between these faces. But, there is no 

evidence for this assumption. 

The adatom concentration of Ga, AZca is proportional 

to incident flux of Ga, Joa and Tjnc, as follows. 

^ G a - »^Ga "̂ Tnc • (6) 

As we have discussed, Xjnc is inversely proportional to 

the available number of Ga sites, in other words, to the 

step density. The step density depends on the number of 

2D nuclei and their sizes. Hence, i^ depends on the 

nucleation rate and the energy barrier for Ga adatoms to 

enter and to leave the kink site of the step. There are 

almost no information for these energies so that we should 

be satisfied at this moment with qualitative discussions. 

In section 3, we showed the experimental observation 

for the change in the diffusion direction. These 

experimental findings also give us information of 

elementary growth processes. Figure 6 has shown that the 

direction of the intersurface diffusion changes twice as the 

arsenic pressure is increased. At the second point of 

direction reversal (higher arsenic pressure side) it was 

found that the reconstruction of (111)B changes fi-om (/" 

19 X 'y~19) to (2 X 2) reconstructions as arsenic pressure is 

increased while the reconstruction of (001) is unchanged 

and keeps (2X4). It is known that (2X2) reconstruction 

consists of arsenic trimer which is rather difficult to be 

decomposed. Hence, once the (2X2) reconstruction is 

formed the generation of 2D nucleation might be more 

difficult which causes the increase of Xinc and hence the 

increase of Ga adatom concentration. 

As for the first point of directional reversal occurring 

at 1.4X10-3 Pa, we have explained in terms of difference 

in arsenic pressure dependence of Xinc on (001) and (111)B 

facets. In our past paper, we extrapolated PAS4'̂  

dependency of Tjnc on (111)B and explained the reason for 

the directional reversal as the lines of x^^ on (001) and 

(111)B crosses at one AS4 pressure[21]. But, as described 

in the section 3 recently we found there is a region in the 

lower arsenic pressure side where xjnc shows the 

dependency of PAV*' .̂ So that up to now, our previous 

conclusion for PAS4''̂  dependency of tine on (111)B, which 

is responsible for the direction reversal probably should be 

changed to PAS4"̂  dependency. If this is the case, we should 

assure PA4" ^ dependency for (001) surface and PAS4" ^ 

dependency for (111)B surface which allows the crossing 

of Xinc on (111)B and Xjnc on (001) at the arsenic pressure of 

around 1.4X10-3 Pa. 
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5. FABRICATION OF MICROSTRUCTURES 

In this section as one example of the micro-

structure fabrication, we will describe the formation of the 

pyramids and the control of its top size by adjusting the 

direction of the intersurface diffusion basing on the 

^-7tr' 

knowledge on elementary growth process given in the 

former sections[27]. 

5.1 Fabrication of pyramids and tiie control of the top 

size 

Figure 8 Photographs of the real-time observations of the faceting and the shrinkage processes on the (lll)B patterned substrate, (a) before 

growth: no special side facet appeared, (b) after 30min: {221 }B appeared on the bottom of the mesa, (c) after 60min, (d) after lOSmin, (e) 

after ISOmin: the truncated pyramid with three complete {110} side facets, (f) after 240min: shrinkage of the top of the tmncated pyramid 

happened, (g) after 310min: the sharp top pyramids were formed and (h) after 340min, (i) after 370min: by increasing the arsenic pressure, 

again truncated pyramid appeared[27]. 
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The (111)B GaAs patterned substrates with mesa 

structures were employed During the MBE those mesas 

were changed into the truncated pyramid The height and 

the width of the mesa were about 2|im and 4|Lun 

respectively. The growth temperature were chosen as 

5801C. The growth rate was kept at 0.5^un/h for the ISrst 

150 minuets and then decreased to 0.3nm/h to see the 

change of top size more in detail. The arsenic pressure was 

chosenat 1.1x10"^ Pa 

During the growth, in-situ SEM image was taken 

and the size of the truncated pyramid was measured fix)m 

the images after the growfli. Figure 8 shows the real-time 

photos of the pyramid formation, and Figure 8(aHg) show 

the pattern of the substrate before the growth(a), mesas in 

the beginning of the growth with {221}B fecets on the 

foot of the mesa(b), {110} fecets start to cover the mesa(c), 

{110} fecets almost cover the sides(d), the truncated 

pyramids with three complete {110} side fecets(e), the 

shrinkage of the pyramid top size(f) and the sharp top 

pyramids(g). To see the effect of arsenic pressure on the 

growth process, tfie arsenic pressure was increased to 4.7 x 

10-̂  Pa. 

Figure 8 (h) and (i) show the result As seen in the 

figure, the sharp top pyramids change flieir forms into 

truncated pyramids. This indicates the direction of surfece 

diffiision was reversed when the arsenic pressure was 

increased Hence, by increasing and decreasing the arsenic 

pressure, one can control the top size of the pyramid 

5.2 Theoretical calculation 

In the following, we propose a simple model based 

on one-dimensional surfece difiiision[27]. On the surfeces 

of the truncated pyramid, we must consider 

two-dimensional surfece diflRision. But, we can solve this 

problem by ^)proximating the truncated pyramid as a 

cone. Figure 9 shows the coordinates of the cone used in 

the calculation. In the figure, r, w, s and X are defined as 

the distance fix)m the center of the top surfece, the half of 

the top width, the distance on the side wall fi*om the top of 

the cone and /cosO where / is the side wall length, 

respectively. 

In the following equations, Ga adatom concentration, 

diffusion coeflBcient and incorporation life time on the 

(111)B top, the bottom and the {110} side surfeces are 

Inter-surface diffusion 

(110) side 

(lll)Btop 

Wir 

Figure 9 Coordinates used in the calculation. The truncated pyramid was approximated as a cone. 
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denoted by the suffices of 'top\ 'botC and 'side\ 

respectively. The equations of the surface diffusion can be 

given as 

s 

Df 

and 

r\hoit 

dr' 

ds' 

dr' 

1 

r 

r\side 

5 

r\hott 

+ — ^ 
r 

dr 

(0:srsw), 

dN"'' 
ds ^side 

'Ga = 

+ -̂ G« 

U 

COS0 

(W/COSO ^ S S W/COS^ -F 

dN'^" 
dr hot I 

(w +1 cos^ 

-^•^Ga 

^0, 

= 0 

- 0 

•1) 

(7) 

where N, -x, Ds, and d are defined as the surface 

concentration of Ga adatom, its lifetime until incorporation 

into the crystal, surface diffusion coefficient and angle 

between (lll)B substrate and {110} facet. 

By denoting Jo and Yo respectively as Bessel and 

Neumann functions, the Ga adatom concentration N(r) or 

N(s) on each surface can be given fi-om above equations 

as[28] 

^ ' " ( ' • ) - V o | ^ | + ̂ . . T r (O^rsw), 

{̂ )-iV^^ ' (5) .5 , /o-^U5,Re yoh 

and 

jbon 
Ar'""(r)-5,Re r o -

'\side 

(w/cos0 s s ^ w/cos0 + i) 

^Jcra-^^: (w + lcos0^r), 

(8) 

under the boundary conditions of 

dr 
and 

dr 

(9) 

where T], Sj, S2 and Bj are all integral constants and eq.(9) 

means that there is no lateral flux of Ga adatoms at the 

center of the top surface because of a symmetry and at the 

distance far from the pyramid on the bottom surface. 

In the present model, we assumed that there is no 

potential barrier for the surface diffusion aaoss the 

boundary between (110) and (111)B, which gives the 

Table 1 Parameters used in the calculation 

Experiment(dot) 
PAS4 [Pa] 

••••••- 3.64 X lO" 
• 6.38 X 10" 

- - • - - 8 .64x10" 
— A — 1.16 x 10-3 

Calculation(line) 
^Z>^: [Km] 

9.9 
7.0 
6.1 
5.2 

T"'̂ T'~" [s] 

0.098 
0.050 
0.037 
0.027 

07,Df" [cmVs] 

1.0 X 10-5 
1.0 X 10-5 
1.0 X 10 5 
1.0 X 10-5 

A '̂ [)im] 

11.7 
8.3 
7.2 
6.2 

Df [cmVs] 

2.0 X 1 0 ' 
2.0 X 10-' 
2.0 X 10-' 
2.0 X 1 0 ' 

T"* [S] 

6.9 
3.5 
2.6 
1.9 



120 

fti n hf 
^ 
. ^ 

• • 
; > • 

1 ' i 

Tsub: 580°C 

Growth Rate: 0.3 fjun/h 

• 

^ • I u\ 
• A 

1 • 
J a 

k b\ 
> \ 

• •* 

L' 
*' •• 

• 
-ISiJ 

0 10 2 0 3 0 4 0 M W 7 0 S 0 M 
Growth tiine[niin] 

Figure 10 Time dependence of the top size of truncated pyramid for different AS4 pressures. 

Marks and lines for each pressure are given in table 1. 

boundary conditions as, 

N-"'(w)~N''^(w), 

N"^(w/cosd +1) = iV*°" (H' + lcos0) . 

£)" 

and 
dr 

'D 
ds 

^,^ dN"^(w/cosd + l) ^^^„ dN'^(w + \cose) 

ds dr 

(10) 

By using the eq.(8) with the boundary conditions of 

eq.(lO), the Ga adatom concentration of each surface can 

be calculated. Also the growth rate R(r) can be calculated 

(11) 

ntopjbott / \ 
topjjott 

and 

R"''(s)^ 
N''''(s) 

By repeating this procedure, we can obtain the top 

size of the truncated pyramid as a function of the growth 

time. Figure 10 shows the calculated results and the 

experimental data. Parameters used in the calculation were 

shown in table 1. In Figure 10, experimental top size 

means the length of one side of the top triangle, and the 

growth time of 0 was defined when top size takes the 

length of 2|im, because {110} side faceting was 

completed in all the experiments at this size. Incorporation 

difilision length of (111)B and{110} surfaces were 

measured by Nishinaga et al [21] and Yamashiki et al [29] 

by microprobe-RHEED oscillation technique. From these 

experiments, surface diffusion length of (111)B and {110} 

were chosen respectively as T.Ô im for both ^^^ and 

>Hnc at PAS4=6.4X10^ Pa and %5\xm for ;\/^f at 

PAS4=6.1X10"^ Pa. Arsenic pressure dependence of the 
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(a) Ga adatom den8ity[cm''] 
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Figure 11 (a) Ga adatom density and (b) lateral flow of Ga adatoms, calculated from eq.(3), when the top size was 2̂ X11. 

The horizontal axis between r = 2(s=2.5) - r = 6.1(s = 6.6)\im is taken along the side of the cone. 

0.5 surface diffusion length, Â -̂ ^ oc p • was employed 

for both surfaces[30]. 

On {110} facet, we employed diffusion coefficient of 

On ( l l l )B surface, difiRision coefficients Z)̂ ^̂  and 

^bott D^ were determined so that calculation agrees with 

1.4 X 10"̂  cm /̂s for D^ ^̂  . The reason for the choice of experiment. Ga adatom lifetimes r^^^ and r̂ ^̂ " ^^^e 

this value is as follows. Yamashiki et al. [31] studied the 

intersurface diffusion of Ga between (001) and (110) 

facets and found the surface diffusion coefficient on (110) 

surface is nearly ten times larger than that on (001) surface. 

Although there is no reliable experimental data for the 

surface diffusion coefficient on (001), there is one 

theoretical work which gave the value of D^ = 2.0 x 

10"* at 600*0 in the direction which has the lowest 

diffiisivity[32]. These two considerations gave the above 

value. Ga adatom lifetime r̂ Ĵ̂ ^ is given by eq.(l) and is 

shown in the table 1. 

also obtained from eq. (1). Figure 10 shows good 

agreement between the calculation and the experiment 

^bott when D'^'^md Ds were chosen as 1.0 x 10'̂  cmVs. 

From this calculation, the lifetime and the diffiision 

coefficient of (111)B substrate were estimated respectively 

as 1/70 as small and 50 times as large as that of {110} side 

wall. The value of D^^^^^^ = 1.0 x 10'̂  cm /̂s which 

shows the best fitting seems very large compared to the 

value on (001). Since the surface atomistic configuration is 

quite different to each other, we cannot eliminate the 

possibility for (111)B surface to have such high diffusion 

coefficient. However, as mentioned before, we assumed 
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there is no potential barrier between (110) and (111)B 

surfaces. The large value of D^ ^ may include the 

error which comes from this assumption. 

Figure 11(a) and (b) show respectively Ga adatom 

density and the lateral flow of Ga adatoms calculated from 

eq.(8) when top size was 2(im. As shown in Figure 11(a), 

Ga adatom density takes the maximum in the side wall 

and the maximum values become relatively smaller when 

the arsenic pressure is increased. Due to the geometrical 

discontinuities, the lateral flow shows discontinuities in its 

gradient at the top and bottom boundaries as shown in 

Figure 11(b). It is seen in the figure, as arsenic pressure is 

increased, the lateral flow toward the bottom is decreased 

while the flow toward the top is inaeased. On the other, 

hand when the arsenic pressure is decreased, Ga adatom 

can diffuse longer, so that the flow toward the bottom is 

increased and this makes the amount of the flow toward 

the top small. Basing on this model, we can explain why 

the mesa shrinks faster when arsenic pressure is higher as 

shown in Figure 10. This also suggests that the 

inter-surface diffusion model is valid for understanding the 

present experiments. 

6. MICROCHANNEL EPITAXY BY LOW 

ANGLE INCIDENCE BEAM MBE 

It was found that by sending Ga and AS4 fluxes with 

(001) plane 

Ga, Aŝ  beams 

GaAs substrate Open Window 2 

(b) 

1 !<-

i.ii 

Wm 
-> 

W -^, 
^\ iLC 

->*= c? ̂ SiO^mask 

GaAs substrate 

(c) 

Figure 12 Schematic illustration of the low angle incidence beam microchannel epitaxy(LAlMCE). (a)angles employed in LMMCE, 

(b) cross section of the substrate before growth and incident fluxes and (c) the cross section after the growth. 
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Table 1 Results of experiments with d + m = 3.3 \xm, poa and PAS4 of 11 ° and 23 ° respectively. 

epilayers 
alignment 

[-110] 

[110] 

[010] 

[010]+10° 

1 [100]-10° 

LAIMCE parameters 

C(Ga 

34° 

56° 
79° 
69° 
1° 

CtAs4 

11° 
79° 
56° 
46° 

22° 

Y 
0° 

90° 
-45° 

-35° 

35° 

figure of merit 

w„(m) 
0.62 

Wyr ratio 

7.3 

poor morphology 

0.73 

1.45 

1.29 

8.4 
22.3 

19.8 

low angle with respect to substrate in MBE, one can grow 

thin layer of GaAs over insulator film[33, 34]. This 

technique is called as LAIMCE(low angle incidence beam 

microchannel epitaxy). The schematic illustration of this 

technique is given in Figure 12. The definitions of various 

angles are shown in the figure (a) and the cross sections of 

the substrate and Ga/As4 fluxes before and after the growth 

are given in (b) and (c) respectively. It was also found by 

sending the fluxes with low angles that the selectivity is 

improved largely so that the selective area epitaxy 

becomes easier even by MBE under normal growth 

conditions. In Figure 12, d shows the window (or 

microchannel) width, while W does that of the lateral 

grown part of the epilayer and T denotes its thickness. In 

some cases the value of W is difficult to be defined since 

the fronts of the lateral growth have various shapes. 

Therefore, we have defined L^n and W^, respectively, as the 

maximum bottom width and the maximum width of the 

lateral grown part of the epilayer. Figures of merit of the 

epilayers are W^ and the WJT ratio. For device fabrication, 

large Pf"̂  is required and a greater value of the WJT ratio 

means the larger dislocation free area when this technique 

is applied to heteroepitaxy systems. 

The growth conditions employed in the experiments 

were a substrate temperature, an AS4 pressure, and a 

growth rate of 6IOT:, 3.8X10'^ Torr and 1.08 fim/h, 

respectively. The LAIMCE angles Poa and PAS4 were IV 

and 23°, respectively. The 1.08 jum/h growth rate was 

calculated from the period of the intensity oscillations of 

the reflection high-energy electron diffraction (RHEED) 

specular beam and corresponds to the growth rate of GaAs 

on GaAs (001) when Ga beam is perpendicular to the 

substrate. With the angle of Ga flux employed in 

LAIMCE, the horizontal and vertical growth rate were 

calculated as 0.21 jum/h and 1.06 juiD/h respectively from 

simple geometrical consideration. The horizontal growth 

rate of 1.06 jum/h is calculated for an open window line 

seed perpendicular to the Ga flux (oca = 90° in Figure 12a). 

The morphology and the shape of the grown layers were 

investigated by AFM picture and cross-section analysis. 

We have employed an ULVAC MBC-300 MBE 

system for the growth. After organic chemical cleaning 

and chemical etching by 25%NH40H: 40%H2O2: H20= 

4:1:20, a Si02 film was deposited on the GaAs (001) 

substrate by spinning of an organic solution (OCD, Tokyo 

Ohka Kogyo Co. Ltd.) and baking at SOOV, The oxide 

thickness was estimated by AFM to be 56 nm. The typical 

values of ^ and m were respectively 1 and 2.3 \xm. 

The results are given in Table 1[35]. When the 

miCTOchannel is aligned in low index orientations such as 

[-110], [110] and [010], the fronts of lateral growth are 

covered by facets such as (111)A, (111)B and (-101) 

respectively. Once, the front is covered by a facet, the 

velocity of lateral growth is reduced and one can not get 
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cross section 
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high value of WJT ratio. Figure 13 shows the AFM cross 

sectional analysis for the microchannel orientation of [010]. 

It is seen in (c) that the front is covered by (-101) facet. As 

the direction of the microchannel is misoriented from 

[010], the side surface of the MCE layer becomes 

atomically rough and it serves as a sink of Ga adatoms that 

arrive on the MCE top surface. The intersurface difRision 

of Ga adatoms from top surface to the side surface 

enhances the lateral growth and makes the value of WJT 

ratio high. 

[010]+10° and [100]-10° are equivalent in 

crystallographic orientation. It is clearly seen from Table 1 

that a difference in Ooa and aAs4 results in a difference in 

figures of merits between [100]-10° alignment and 

[010]+10° alignment. Since the [100]-10° direction is 

equivalent crystallographically to the [010]+10°, 

differences in W^ and WJTX2L\XO between two alignments 

should be derived from the difference in the mass transport 

HM 
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1 

Section Analysis 
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Figure 13 AFM cross section analysis of the epilayer grown 

on the microchannel aligned along [010] direction. d^\ 

^m, rf + m = 33 //m. (a) cross section of the epilayer, (b) 

cross section of the left Ga rich sidewall of the epilayer 

shown in (a); (c) sdiematic of (b). T = 87 nm, W^ = 730 

nm,Jfyr=8.4. 

Figure 14 AFM cross section analysis of the epilayer grown 

on the open window aligned along [100]-10° direction. ̂  = 1 

^m, J + m = 33//m. r = 65 nm, W„, = 1.29/im, WJT^ 

19.8. 
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Figure 15 3D-AFM image of the epilayer grown from microchannel aligned along [010]+10° direction. 

d^ljum,d + m = 3.3//m., 1= 65 nm, W;, = lASjum, WJT= 22.3. 

to the sidewalls. Table 1 shows that the value of W^ is 

12% bigger for the [010]+10'' alignment than that for the 

[1(X)]-10° alignment although the direct Ga beam 

incidence is, from the geometrical calculation, up to 50 

times larger on the sidewall of the epilayer of [010]+10® 

alignment, than that of [1(X)]-10° alignment. The Ga atoms 

directly impinging on the sidewall do not contribute to 

lateral growth as much as concluded by the geometrical 

calculation. Therefore, intersurface diffusion is dominant 

in the growth process of LAIMCE. 

Figure 14 shows AFM aoss-section analysis of the 

epDayers grown from the microchannel aligned along 

[100]-10°. The formation of the round shaped sidewall and 

(001) terraces around the edge indicates that the sidewall 

and the edge of the epilayer are atomically rough. The 

atomically rough sidewall enhances lateral growth and this 

explains the disaepancy in the W^ and WJT ratio 

between the epilayers with faceted sidewalls and the round 

shaped sidewall. 

Figure 15 shows the 3D-AFM image of the epilayer 

grown from the microchannel aligned along [010]+10° 

direction. It is seen that the side surface is round and 

atomically rough. In this case, the thickness of the epilayer 

is 65 nm and W^ is 1.45 /im, which gives the value of 

WJT as 22.3. This ratio is extremely large even compared 

with LPE-MCE, which gives typically the ratio of 

17.5[36] 

7. ELIMINATION OF THE GROWTH ON 

(m)B FACET ADJACENT TO (001) FACET 
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Under the growth condition that the intersurface 

diflftision occurs from (111)B to (001), one can eliminate 

the growth on (111)B by deaeasing the Ga flux so that the 

concentration of Ga adatoms is kept below the critical 

concentration for the 2D-nucleation[37-39]. To keep the 

Ga adatom concentration below the aitical value there are 

several methods. The first one is directly to decrease the 

Ga flux on (111)B by adjusting the incident angle of the 

flux and the second is to rotate the substrate with (111)B 

side and (001) top configuration. The third one is to keep 

the width of (111)B facet small so that the accumulation of 

Ga adatoms is not enough to start the nucleation. By 

switching the growth of (111)B on and off while keeping 

(001) growth continuously on one can fabricate the special 

structures for devices[39]. 

8. CONCLUSIONS 

Elementary growth process of epitaxy is described 

taking molecular beam epitaxy of GaAs as an example. 

First, two different definitions of the surface diffusion 

length were explained. Among them the diffusion length 

of adatom incorporation is much more important in MBE 

of GaAs and we studied its dependence on arsenic 

pressure in detail. Then, the surface diffusion between two 

surfaces, which we call inter-surface diffusion are 

described. It was shown that the direction of intersurface 

diffusion between (111)B and (001) is changed twice as 

arsenic pressure is increased. This was explained in terms 

of the different arsenic pressure dependence of Ga 

incorporation lifetime on (111)B and (001) and the change 

of surface reconstruction of (111)B. Basing on these 

experiments the elementary growth process of epitaxy is 

discussed. 

The understanding of the elementary growth process 

allows us to make use of this knowledge to fabricate 

microstructures. It was confirmed that by changing arsenic 

pressure, the top shape of pyramid can be controlled. 

Namely, by changing the arsenic pressure one gets flat top 

pyramid from sharp top pyramid or vise versa. We 

demonstrated how to control the top size of pyramids by 

adjusting the arsenic pressure. 

Finally, we described the new technique of GaAs 

MBE to grow a thin layer of GaAs single crystal over a 

Si02 film. This technique has been called by us as 

LAIMCE(IJOW angle incidence microchannel epitaxy). By 

optimizing the growth parameters it was possible to grow 

GaAs layers of 65 nm thick and 1.45 jum wide on Si02 

layer, which gives the width to the thickness ratio of as 

large as 22.3. 
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Atomistic simulation of epitaxial growth processes 

Tomonori Ito 

Department of Physics Engineering, Mie University, 
1515, Kamihama, Tsu-shi, Mie 514-8507, Japan 

Recent progress in computer-aided simulation of epitaxial growth is reviewed in the area of semiconductor 
materials. Reliable predictions caa now be made for a wide range of problems, such as static surface reconstruc-
tions and adatom migration potentials, using ab initio calculation methods such as pseudopotential method. In 
order to apply the ab initio calculation methods to epitaxial growth, a simple system energy formula is proposed. 
Using this energy formula, quantum mechanical simulation of epitaxial growth is carried out with Monte Carlo 
method. Predictability of the simulation is examined by investigating epitaxial growth processes of GaAs such as 
migration and adsorption behavior on GaAs surfaces. An overview of these issues is provided and the latest 
achievements are presented to illustrate the capability of the atomistic simulation of epitaxial growth by compar-
ing experimental results. 

1. INTRODUCTION 

During the last decade, steady improvements in 
epitaxial growth techniques, such as molecular beam 
epitaxy [MBE] and metal-organic vapor phase epi-
taxy [MOVPE], have provided scientists and engi-
neers with opportunities to fabricate substantially 
improved devices and to prepare novel device struc-
tures. This leads semiconductor technology to nano-
technology which has made it possible to create 
artificial materials, whose physical properties are on 
the atomic-scale such as superlattices, quantum dots, 
layers of molecules and microclusters fabricated by 
various epitaxial growth techniques. Furthermore, we 
can create material phases with new physical proper-
ties that are not found in nature today. These situa-
tions have inspired a number of theorists in the field 
of computer-aided materials science, since a funda-
mental understanding of these techniques should 
eventually lead to better epitaxially grown thin films 
and growth techniques. As a physical process, the 
growth of thin films is controlled by various complex 
kinetic processes that involve adsorption of atoms or 
molecules onto surface, their subsequent diffusion 
across the surface, dissociation of molecules and 
evaporation, etc. Despite the remarkable advances in 
the development of experimental techniques for 
epitaxial growth and the vigorous theoretical attempts 

to understand epitaxial growth, the kinetic processes 
are not well understood at the fundamental level. 

Computer-aided materials design is now a 
popular goal among researchers in computational 
materials science. This reflects recent developments 
in the use of electronic theory to explain many ex-
perimental results and to predict the physical proper-
ties of materials without actually synthesizing them. 
In our previous paper, we reviewed the development 
of these computational methods and discussed a wide 
range of problems [1]. One such problem is the 
behavior of various atomic species in semiconductors, 
including the stability and band structure of superlat-
tices, lattice defects, alloy systems and epitaxial 
growth. The relationship among these issues includ-
ing input parameters, computational methods and 
various material properties is schematically shown in 
Fig. 1. Pseudopotential methods used in our study are 
typical examples of computational methods for elec-
tronic structure and total energy in this figure. This 
figure reveals that these issues are not independent of 
each other but are closely inter-related. Therefore, 
these various issues have to be systematically inves-
tigated in considering future prospects in computa-
tional materials science and computer-aided materials 
design as its goal. Among them, computational 
methods at finite temperatures such as molecular 
dynamics and Monte Carlo methods are particularly 
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Figure 1. Relationship among computational methods 
and various material properties 

important for predicting material properties, since 
materials are processed in the fabrication of thin 
fihns at high temperatures. 

In this article, we will provide an overview of 
the theoretical-computational methods and our latest 
achievements for atomistic simulation of epitaxial 
growth processes of semiconductors such as GaAs 
based on quantum mechanics. Section 2 briefly 
reviews various computational methods such as 
pseudopotential methods and empirical interatomic 
potentials. Molecular dynamics and Monte Carlo 
methods are also shown as computational methods at 
finite temperatures. Applicability of these methods to 
epitaxial growth processes is exemplified by adatom 
migration on a GaAs(OOl) surface. It should be noted 
that Monte Carlo method combining with ab initio 
calculations is a powerful tool to investigate dynamic 
change in atomic configurations on the surface at 
finite temperatures. Section 3 gives a quantum 
mechanical approach for understanding surface 
reconstructions of GaAs(OOl) and elemental growth 
processes on the surface such as migration potentials, 
adsorption and desorption behavior. A simple energy 
formalism and newly developed electron counting 
Monte Carlo simulation are introduced in section 4. 
This approach is used to investigate migration poten-
tials and initial growth processes on various GaAs 
surfaces. Our simple approach can give good esti-
mates of the migration potentials of Ga adatoms on 
the surf'aces with various orientations and undulations 
such as steps or As-dimer kinks. Finally, future 
prospects in computational materials science for 
semiconductors are discussed by introducing a recent 
achievement to epitaxial growth in section 5. 

2. COMPUTATIONAL METHODS 

Numerical computational methods can be catego-
rized in two ways: (1) as static or dynamic calcula-
tion methods and (2) as ab initio [non-empirical or 
first-principles], semi-empirical and empirical meth-
ods. Static calculation is used to evaluate the static 
energy in a system without any dynamical contribu-
tions such as atomic diffusion, while dynamic calcu-
lation methods such as the molecular dynamics 
method can deal with atomic movements as functions 
of time and temperature. Alternatively, one can use 
the criterion of whether the method uses parameters 
adjusted to reference data or not, to classify methods 
into ab initio [non-empirical or first-principles], 
semi-empirical, or empirical methods. The number of 
input parameters required in the calculation becomes 
smaller in the order of empirical, semi-empirical and 
ab initio calculation methods, while the size of sys-
tem which can be treated typically becomes smaller 
as the calculation approaches ab initio but this also 
depends critically on the properties. 

According to these classifications, a non-
empirical or ab initio dynamic method with only a 
few fundamental parameters should be ideal as a tool 
for computational materials science, since it can 
simultaneously predict various thermodynamic prop-
erties and electronic properties as functions of time 
and temperature. For example. Car and Parrinello 
have reported an ab initio molecular dynamics 
method that incorporates dynamic treatments non-
empirically and gives satisfying results [2]. However, 
the ab initio molecular dynamics method requires 
very time-consuming numerical computations, which 
limits most of its applications to simulated annealing. 
Therefore, considering the capabilities of present 
computers and relative availability of the computa-
tional methods, static and dynamic methods based on 
ab initio, semi-empirical and empirical methods 
should be properly used to investigate individual 
problems in the materials science as complementary 
computational tools. 

In this section, we outline the various computa-
tional methods commonly used in the field of materi-
als science in semiconductors such as ab initio cal-
culation methods based on electronic theory, pseudo-
potential methods, empirical interatomic potentials 
applicable to dynamic calculations and dynamical 
methods at finite temperatures such as molecular 
dynamics and Monte Carlo methods. A prototypical 
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application of these computational methods to ato-
mistic simulation of epitaxial growth is exemplified 
by adatom migration of Ga on a GaAs(OOl) surface, 
where Monte Carlo simulation is combined with 
pseudopotential calculations. 

2.1. Ab initio calculation methods 
The development of the ab initio calculation is 

closely related to that of energy band structure com-
putational methods. These are the orthogonalized 
plane waves [OPW], the pseudopotential, the tight-
binding or the linear combination of atomic orbitals 
[LCAO], the Green function [KKR], linearized aug-
mented plane waves [LAPW] and the linear muffin-
tin orbitals [LMTO] methods [3-10]. All of these ab 
initio methods are based on the local density func-
tional formalism laid down by Hohenberg, Kohn and 
Sham, which provides a powerful technique for 
electronic structure and total energy calculations 
[11,12]. The LAPW method was extensively applied 
by Hamann and coworkers [13-17]. They investigat-
ed the electronic and structural properties of various 
materials such as BaPbBiO, Cr, Mo, W, WC and As. 
Zunger et al also used the LAPW method to evaluate 
thermodynamic properties for various semiconduct-
ing alloys and to predict the phase stability of those 
alloy systems[18,19]. The self-consistent FLAPW 
method is described in detail in a series of papers by 
Freeman et al [20-22]. The self-consistent LMTO 
method has also been successfully used to study the 
electronic and ground-state properties of semicon-
ductors. Lambrecht and Andersen have demonstrated 
that ground-state properties of C, Si and Ge can be 
accurately calculated using this method [23]. Chris-
tensen et al have extensively applied the LMTO 
method to heterostructures and lattice defect forma-
tion in semiconductors [24,25]. 

In addition to these calculation techniques, the 
pseudopotential approach is a promising candidate as 
a tool for computational materials science because of 
its ability to calculate energy band structures and 
total energy. Ihm et al developed a method for cal-
culating the total energy within pseudopotential 
formalism combined with an ab initio pseudopoten-
tial [26]. Using this momentum space formalism for 
the total energy, Yin and Cohen showed that the 
crystal stability and pressure-induced phase trans-
formations in Si, Ge and C can be accurately de-
scribed [27]. Using these pseudopotential calculation 
methods, various properties of the combination of 

elemental or compound semiconductor materials 
such as superlattices, quantum dots, lattice defects 
and alloy systems have been examined by many 
researchers [28-46]. Zunger et al successfully devel-
oped electronic-structure theory of semiconductor 
quantum dots within a pseudopotential framework 
and applied it to Si, InP, InAs/GaAs, CdSe, 
GaAs/AlAs and InP/GaP nanostructures [47,48]. 
Further successful applications of these calculation 
methods to surface-related properties such as recon-
struction and adatom migration potential were also 
demonstrated [49-52]. Moreover, GaN as promising 
material for optical devices was highlighted not only 
by experimentalists but also by a number of theorists. 
Lattice defects, surface and interface-related proper-
ties were extensively investigated by the ab initio 
calculations. Various calculation techniques were 
used to predict material properties [53-64]. 

In this article, we mainly focus on the ab initio 
pseudopotential method. The total crystal energy for 
semiconductors based on the ab initio pseudopoten-
tial method [26] is given by 

E- £'i+ £"1^ + £'e-i + ^H + X̂( (1) 

where E^, E^^, E^.^, E^ and E^^ ^^ the electrostatic 
energy, electron kinetic energy, electron-ion interac-
tion energy, Hartree energy, and exchange-
correlation energy, respectively. Using the ab initio 
pseudopotential method, extensive properties and a 
complete tabulation of the pseudopotentials were 
shown by Bachelet, Hamann and Schltiter [65]. 
Moreover, the fully separable ab initio pseudopoten-
tials proposed by Kleinman and Bylander are often 
used to reduce computing time [66]. The kinetic 
energy cut-off value in the calculation using the 
separable pseudopotentials has to be carefully chosen 
so as not to produce ghost bands, according to the 
criterion proposed by Gonze et al [67,68]. The ab 
initio pseudopotential method is used in the calcula-
tions of both total energy and band structure. 

2.2. Empirical interatomic potentials 
Along with the development of the ab initio 

computational methods, empirical interatomic poten-
tials for semiconductors have also been proposed by 
many authors for application to dynamic treatments 
such as molecular dynamics method and for use in 
the simulation of complex systems with a large num-
ber of atoms. This is because application of the ab 
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initio methods to the complex systems is currently 
limited by the large computational effort. Although 
the theory of two-body interatomic potentials for rare 
gas systems, ionic systems and metals is fairly well 
established, the theory of covalent solids is less 
developed because of the complexity of stabilizing 
the open tetrahedral structure of semiconductors, 
which requires three-body potentials instead of sim-
ple two-body pairwise potentials such as the Len-
nard-Jones and Morse potentials. The oldest empiri-
cal three-body potential for diamond or zinc blende 
structured semiconductors is the valence-force po-
tential such as the Keating model which has been 
used with considerable success for studying phonons, 
elastic properties and excess energies of semicon-
ductor alloy systems [69,70]. However, it is pertur-
bative in nature and cannot properly be applied to 
systems with large distortion such as various crystal 
structures, defect structures, surfaces and melting. 

To treat these more general structures, Pearson et 
al. treated the pairwise interaction by a Lennard-
Jones term and the three-body term by the Axihod-
Teller potential for van der Waals interactions of 
three bodies [71]. Furthermore, Stillinger and Weber 
proposed an empirical interatomic potential, incorpo-
rating a three-body potential to model the melting of 
silicon [72]. Neither of these potentials, however, 
attempt to describe accurately the properties of non-
tetrahedral forms of Si. Biswas and Hamann pro-
posed a more general form for the three-body inter-
action and determined the eighteen parameters in that 
model by a least-squares fit to a large amount of data 
for calculated energies of real and hypothetical Si 
structures [73]. The resulting potential works well on 
bulk elastic properties and the high-density poly-
morphs, which make up the database. 

Another approach closer to that outlined by 
Abell [74], who noted that cohesive energies can be 
modeled by pairwise interactions moderated by the 
local environment in attempting to explain the uni-
versal cohesive energy curves for various materials, 
has been implemented for Si by Tersoff [75,76]. This 
potential does a good job of describing elastic prop-
erties of bulk Si and a reasonable job of determining 
the energies of many defect structures and surface 
reconstructions, as well as low coordination number 
geometries. Kelires and Tersoff applied this potential 
to the Si-Ge binary system in conjunction with the 
Monte Carlo technique and successfully described 
lateral ordering in thin films [77]. Further attempts to 

use Si empirical potentials for various properties, 
such as microcluster formation [78-83], surface 
reconstruction [84-87] and migration potential on Si 
surface [88-93], were made by many researchers. 
However, very few studies have applied empirical 
interatomic potentials to compound semiconductors. 

Based on Abell's idea, Khor and Das Sarma 
noted that two basic relationships exist for elemental 
semiconductors [94]: that between the equilibrium 
lattice spacings r^ of various phases and the coordi-
nation number Z, and that between the corresponding 
cohesive energies D^ and Z. Ito et al assumed similar 
rules exist for other materials and developed empiri-
cal potentials for cohesive energy calculations for the 
Si-Ge binary system, compound semiconductors and 
their binary systems [1,95,96]. Structural stability 
and epitaxial relationship to various thin fihns in-
cluding metals were also clarified using this empiri-
cal interatomic potential [97-101]. The universal 
empirical potential is given by: 

J>^.=^exp[-y5(vi^,y][exp(-^,) 
-5oexp(-Ar^)G(77)/Z,^, (2) 

where r̂ , is the distance between the atoms, Z, 
=2,exp[-y5(rf,-7?,)̂ ] gives the effective coordination 
number of atom z, 7̂ , is the minimum distance 
between neighbors and G{rj) is the bond bending 
term. The potential parameters A, BQ, 6, A, a, p, y 
and T} were determined using the cohesive energy, the 
bulk modulus, shear stiffness and the relative stability 
between zinc blende and rocksalt structures obtained 
by ab initio calculations and experiments [1]. 

2.3. Methods at Hnite temperatures 
In semiconductor technology, semiconducting 

materials are processed at high temperatures in the 
fabrication of thin fihns and devices. Thus, their 
fabrication involves the formation of thin films, 
alloys, defects and related material properties at high 
temperatures, since atomic motion or atomic ex-
change should be taken into account. The usual way 
to incorporate atomic motion and atomic exchange is 
to use molecular dynamics [MD] or Monte Carlo 
[MC] methods. Molecular dynamics simulation 
yields the motion of a given number of atoms gov-
erned by their mutual interatomic interactions. The 
first molecular dynamics calculations were made by 
Alder and Wainwright for systems of hard-core 
particles [102-103] and by Rahman for systems with 
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continuous interaction potentials [104]. Since then 
molecular dynamics has been used extensively in the 
field of condensed matter physics, statistical 
mechanics and chemical physics to probe the subtle 
relationships that exist between the observable prop-
erties of matter and the motion of individual atoms or 
molecules [105]. 

In molecular dynamics, the classical equations of 
motion for an assembly of N interacting particles are 
solved. 

mjdVi/dr = Fj = -VH^(^i, r2, ..., r^), (3) 

where r^ and Vj are the positions and velocities of the 
particles. In Eq. (3), F is the total force acting on the 
/-th particle and K(r|, r2, ..., r^) is the average poten-
tial on the /-th particle due to all the other particles. 
Once the potential V(r-^, r2, ..., r^) has been specified, 
the equations of motion can be numerically inte-
grated. The output of the computation is a trajectory 
in phase space at discrete times /„ separated by a time 
increment /̂=/n+r̂ n- From this trajectory, various 
thermodynamic quantities can be calculated. 

A Monte Carlo method generally involves the 
use of random sampling techniques to estimate aver-
ages or to evaluate integrals. The Monte Carlo meth-
od introduced by Metropolis et al is a very efficient 
and important sampling technique [106]. For a con-
stant density simulation, a system of Â  particles is 
placed in an arbitrary initial configuration in a 
volume F, e.g., a lattice of a chosen crystal packing 
and of uniform density equal to the experimental 
density at temperature T\ here N, F, and T are fixed. 
Configurations are generated according to the fol-
lowing rules: (i) select particles at random; (ii) select 
random displacements or random exchanges of parti-
cles; (iii) calculate the change in potential energy AU 
after displacing or exchanging the chosen particle; 
(iv) if ziL'̂  is negative, accept the new configuration; 
(v) otherwise, select a random number h uniformly 
distributed over the interval (0,1); (vi) if exp(-
AU/kT)<h, accept the old configuration; (vii) other-
wise, use the new configuration and the new potential 
energy as the current properties of the system. This 
procedure is repeated for a suitable number of con-
figurations in order to approach equilibrium configu-
rations. The quantities that can be evaluated by the 
Metropolis Monte Carlo method are those that can be 
expressed as canonical averages of functions of 
pressure, energy and the radial distribution function. 

The Metropolis Monte Carlo method, however, 
does not generate a true dynamical history of an 
atomic system in contrast to the molecular dynamics 
method, which yields the atomic motion. Thus, the 
Metropolis Monte Carlo method is suitable for 
achieving the equilibrium state but not for investi-
gating non-equilibrium behavior such as adatom 
migration on the surface. The molecular dynamics 
method, however, limits the simulation duration to 
/<10"^ (s) because of its time-consuming numerical 
computations. 

A kinetic Monte Carlo method based on the lat-
tice-gas model is introduced to make up for these 
deficiencies in the Metropolis Monte Carlo and 
molecular dynamics methods. In the kinetic Monte 
Carlo simulation for atomic diffusion, individual 
atomic movements are simulated by the following 
procedure: (i) One first lists all the participating 
kinetic processes, and ascribes to each a correspond-
ing rate of occurrence; (ii) The kinetic rates are as-
sumed to be of Arrhenius form such as R=RoQxp(' 
AEIkT), where R^ is the diffusion prefactor in hops 
per second and AE is the activation barrier or migra-
tion potential for the diffusion; (iii) Once these rates 
have been calculated, the simulation proceeds to 
activate the kinetic events corresponding to these 
rates and to follow the individual atomic movements. 
The kinetic Monte Carlo method enables the simula-
tion to finish within a realistic time t-1 (s) for epi-
taxial growth. 

2.4. Application to epitaxial growth simulation 
As discussed in the previous subsection, the 

molecular dynamics [MD] method can simulate 
kinetic processes rigorously without any approxima-
tions if the interatomic potential used in the simula-
tion is reliable. However, a drawback of the MD 
approach is that the system size and time scale are 
much too small compared with actual epitaxial 
growth. On the other hand, the Monte Carlo [MC] 
approach can simulate fairly large systems and in-
clude certain aspects of the dynamics in the actual 
epitaxial growth time scale, but the necessary physi-
cal parameters need to be determined by other means, 
such as by experiment or by MD or ab initio calcula-
tions. Molecular dynamics simulation studies of 
epitaxial growth have been mainly limited to simple 
systems such as the hypothetical Lennard-Jones 
crystal and elemental semiconductors such as silicon 
because of their simple expression of interatomic 
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potentials. Schneider et al performed the first full 
MD study of epitaxial growth based on a spherically 
symmetric Lennard-Jones type interatomic potential 
[107]. They extended their calculations to epitaxial 
growth of silicon on a Si(lll) substrate using the 
interatomic potential proposed by Stillinger and 
Weber [108]. Taylor and Dodson simulated strained 
layer growth of a two-dimensional Lennard-Jones 
crystal lattice [109]. Two-component systems were 
investigated by Hara et al. [110]. 

Similar systematic epitaxial growth simulations 
using a Lennard-Jones potential were reported in a 
series of papers by Paik and Das Sarma [111-115]. 
Further MD simulations on a reconstructed Si surface 
were done by Ethier and Lewis for Sii.̂ Gê , on 
Si(001)-2xl surface [116], and Si and Ge on Si(OOl) 
incorporating surface steps by Roland and Gihner 
[88-90] using the Stillinger and Weber potential. 
Moreover, Kitabatake and Greene investigated pro-
jectile incorporation and defect production resulting 
from 50-eV Si irradiation of (2xl)-terminated Si 
surface using Tersoff potential [117]. For the epitaxi-
al growth of compound semiconductors, there have 
been very few MD simulations because of the com-
plexity of the growth process involving different 
species such as cations and anions, and the difficulty 
of constructing of the interatomic potentials. Choi et 
al investigated multilayer interfaces in the GaAs/ 
AlAs system [118] and simulated GaAs cluster for-
mation on GaAs, AlAs, and Si surface by evaluating 
cluster excess energies using their interatomic poten-
tials in a static energy calculation [119]. Monte Carlo 
[MC] simulation has often been used in epitaxial 
growth simulations for compound semiconductors, 
particularly for GaAs. 

The pioneering MC work investigating epitaxial 
growth was undertaken by Weeks, Gihner and Jack-
son [120], and by Weeks and Gihner [121]. They 
used the solid-on-sohd [SOS] model, in which the 
crystal is described by an array of columns of atoms, 
with the requirement that every atom must possess a 
nearest neighbor immediately below it. Many aspects 
of crystal growth were simulated, including evapora-
tion, migration, screw dislocations and the roughen-
ing transition at high temperatures. Based on the SOS 
model, Clarke and Vvedensky examined the kinetics 
of molecular beam epitaxial [MBE] growth by 
monitoring surface growth by calculating the evolu-
tion of the surface step density, which successfully 
mirrors the measurements of the temporal evolution 

of specular reflection high energy electron diffraction 
[RHEED] intensities [122]. Using a similar approach, 
Shitara et al investigated the transition from growth 
by nucleation of two-dimensional islands to step 
advancement on misoriented GaAs(OOl) surfaces 
during epitaxial growth in conjunction with RHEED 
experiments [123-125]. 

Atomistic simulation [specifically investigating 
the atomistic epitaxial growth of compound semicon-
ductors] has mainly been performed by Madhukar 
and Ghaisas [126-128], and Shingh et al [129,130]]. 
Early work focused on the temperature dependence 
of the growth front on GaAs(OOl). Das Sarma et al 
performed similar atomistic MC simulation for Sij. 
fit^ and GaAs [131-133]. Lu and Metiu investigated 
the formation of an AlAs/GaAs tilted superlattice to 
simulate MBE growth without taking into account 
microscopic surface reconstruction [134]. Further-
more, Rockett, Farrell et al, McCoy and Maksym, 
and Zhang et al carried out MC simulations of MBE 
growth on Si(OOl) and GaAs(OOl), incorporating the 
effects of reconstruction in an explicitly atomistic 
fashion [135-138]. More recently, Grein et al em-
ployed hybrid approach to the epitaxial growth of 
ZnSe on GaAs(OOl) based on MD to describe the 
initial kinetic behavior of deposited adatoms and MC 
displacements to account for subsequent equilibration 
[139]. In those works, however, there was some 
ambiguity in determining the adatom diffusion rate 
given by Arrhenius expressions because of the lack 
of experimental and theoretical data about the activa-
tion barrier 

2.5. Ab initio'hsised simulation 
Considering these results from early studies and 

the advantages and disadvantages of each computa-
tional method, we believe that the fundamental proc-
esses, such as jump frequency and migration poten-
tial of adatoms, should be estimated by MD calcula-
tion or static calculation based on the ab initio cal-
culation method. The MC method is suitable for 
investigating adatom migration on the surface and in 
epitaxial growth. In this subsection, we present our 
numerical study of kinetic processes that occur on a 
crystal surface combining ab initio pseudopotential 
calculations for the migration potentials with a ki-
netic Monte Carlo method. We limit the application 
of our ab /«/Y/o-based MC approach to cation adatom 
migration across the GaAs(OOl) surface in the range 
of adatom coverage 6G^<0.5, because of the com-
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plexity of As incorporation during the MBE growth 
that will be discussed in section 3. 

The migration of adatoms on a semiconductor 
surface is one of the fundamental problems in semi-
conductor surface science. In particular, greater 
adatom migration is crucial in order to obtain high 
quality samples when using epitaxial growth tech-
niques. This is because if an adatom migrates in a 
wide area, the surface becomes flat during the growth, 
and moreover, the synthesized interfaces become 
sharp. MBE is one approach that has successfully 
achieved high adatom migration [140]. Following 
this achievement, numerous experiments were carried 
out to clarify the mechanism of adatom migration 
during epitaxial growth. Neave et al studied RHEED 
oscillations during MBE growth on a vicinal 
GaAs(OOl) substrate, where they estimated the acti-
vation barrier for the migration of a Ga adatom and 
discussed growth mode transition from two-
dimensional growth to step flow growth [141]. 
Although RHEED oscillation measurements gave 
useful macroscopic information about adatom migra-
tion, they cannot individually provide intrinsic ada-
tom migration or its relationship with microscopic 
surface reconstruction. To fill in this gap in the ex-
periments, theoretical calculations are necessary to 
obtain microscopic information about intrinsic ada-
tom migration. 

Brocks et al calculated potential energy surface 
of Si adatom migration on a Si(OOl) surface from the 
first-principles [40]. Their calculated activation 
barrier agrees well with the STM experiment by Mo 
et al [142]. Adatom diffusion by orchestrated ex-
change on Ge(l 11) surface was proposed by Kaxiras 
and Erlebacher [143]. Oshiyama successfully applied 
ab initio total-energy calculations to step structures 
and the appearances of {311} facets on Si(OOl) 
surface, estimating the activation energy for diffusion 
of an adatom near a step edge [144]. A number of ab 
initio studies for Initial growth process of Si were 
reported [145-147]. More recently, novel migration 
mechanisms for Si adatoms on H-terminated Si(OOl) 
surface were also investigated by Nara, Sasaki and 
Ohno [148] and Jeong and Oshiyama [149]. Further-
more, Shiraishi successfully carried out ab initio 
pseudopotential calculations of the potential energy 
surface for Ga adatom migration on a GaAs (001) 
surface [52,150]. He found that the Ga adatom mi-
gration is expected to be very anisotropic. Kley, 
Ruggerone and Scheffler investigated diffusion 
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Figure 2. (4x4) surface unit cell for GaAs(OOl)-

(2x4)pl used in the calculation: adsorption sites are 

indicated by letters 

channels of adatoms on GaAs(001)-(2x4)p2 surface 
to elucidate the strong diffusion anisotropy and the 
difference in diffusion barrier of Ga and Al adatoms 
[151]. 

However, the results do not treat over the entire 
coverage of adatoms on the surface but correspond 
only to high coverage, since the surface unit cells 
used in the studies were not large enough. To calcu-
late the migration potential surface for various ada-
tom coverages, Shiraishi et al used the ab initio 
pseudopotential method on the basis of local density 
functional formahsm [LDF] [152]. The surface mi-
gration potential E(xy) was calculated to optimize 
the z coordinate of an adatom and the positions of 
substrate atoms according to the Hellmann-
Feynmann forces at the fixed {xy) coordinates of an 
adatom. This potential E{xy) determines the activa-
tion energy of cation adatom diffusion on the 
GaAs(OOl) surface, which is essential in performing 
MC simulation. A (4x4) surface unit cell, which 
contains two (2x4) GaAs surface super structures, is 
used in the calculation as shown in Fig. 2, where the 
surfaces was investigated by increasing the number 
of adatoms in the surface unit cell. In this process, 
previously adsorbed adatoms are set at the most 
stable sites, and the migration potential of the adatom 
that arrives next is then calculated. 

Figures 3(a) and 3(b) show the calculated migra-
tion potential surface of Ga adatoms at Ga coverage 
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Figure 3. Calculated migration potentials for different 
Ga coverages: (a) 00^=0.0625 and (b) (9Ga=0.1875. 

(̂Ga of 0.0625 and 0.1875, respectively. The most 
stable adsorption site at OQ^ =0.0625 is found to be a 
long-bridge site [F site] which is located between two 
As-dimer rows. Missing dimer region sites [A, B, and 
C sites] in this figure are unstable. This shows that 
Ga adatoms tend to adsorb on the dimer region in the 
initial stage of epitaxial growth. The favorable mi-
gration path is along the [110] direction on the dimer 
region. As the number of adsorbed Ga adatoms in-
creases [Ga coverage increases], the most stable site 
changes from the F site in the dimer region to the B 
site in the missing dimer region. This tendency can 
be recognized in Fig. 3(b), where the Ga bridge site 
in the missing dimer region [B site] becomes the 
most favorable at 6^^ =0.1875. The B site is about 0.3 
eV more stable than the second most favorable site 
[FB site]. From this figure, we can see that the most 
favorable migration path is along the missing dimer 
row. Once two long-bridge sites [F sites] are occu-
pied, impinging Ga atoms tend to adsorb in the 
missing dimer rows and migrate through the missing 
dimer rows. These results imply that the coverage 
dependence of the migration potential is crucial in 

investigating adatom migration on a GaAs(OOl) 
surface. Similar results were obtained for Al adatoms 
[153]. 

If we try to extend these results to the dynamical 
behavior of adatoms at high temperatures, the study 
is not amenable to a ab initio theoretical analysis at 
the present time due to the complexity of the migra-
tion process. Therefore, it is desirable to devise a 
numerical method that lets us gain some insight into 
the important factors involved in MBE growth. To 
this end, a direct kinetic MC approach is employed. 
A similar technique has been used by many research-
ers [126-133]. In contrast to the previous work, Ito et 
al. devised an MC approach that incorporates site-
dependent activation barrier data obtained by the ab 
initio calculations. 

In the kinetic MC simulation, one lists all the 
participating kinetic processes, and ascribes to each a 
corresponding rate of occurrence. These rates, as-
sumed to be of Arrhenius form, are obtained from an 
energetics calculation obtained by the above proce-
dure. The coverage of the first Ga layer can be re-
corded as a function of time, providing us with a 
growth profile. The following assumption were made 
in our MC simulation: (i) The adsorption of the 
atoms occurs at specific lattice sites with local energy 
minima including zinc blende lattice sites; (ii) At the 
temperature employed in our simulation, evaporation 
from the surface is negligible; (iii) Downward in-
terlayer hop from the second layer to the first layer 
for Ga adatoms is included, whereas the diffusive 
processes in the upward z direction are ignored. An 
intralayer hop to an adjacent vacant site within the 
square sub-lattices and an interlayer hop downward 
to any one of the four vacant next nearest neighbor 
sites are considered; (iv) The growth profile is re-
corded for a lattice size 20x20 square sub-lattices. 
Periodic boundary conditions are imposed on the xy 
planes; (v) The activation barrier data, corresponding 
to local adatom coverage in a 5x5 cell around an 
adatom encountering kinetic event, are employed 
every moment during the simulation; (vi) The cover-
age-dependent activation barrier data at ^0^=0.0625, 
0.125, 0.1875, 0.25, 0.375 and 0.5 are used as typical 
values in the range of ^Ga<0.125, 0.125<(9Ga<0.1875, 
O.1875<0Ga<O.25, O.25<0Ga<O-375, 0.375<^Ga<0.5, 
and OQ^ >0 .5 , respectively. Corrections to the values 
are qualitatively made by changing potentials ac-
cording to the ratio between the number of atoms in 
the dimer and missing dimer regions. 
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The kinetic rates are assumed to be of Arrhenius 
form: 

R=RoQxp('AE/kT), (4) 

where RQ is the diffusion prefactor in hops per second 
and AE is the site-dependent and coverage-dependent 
activation barrier, which is determined by the ab 
initio total energy calculations as shown in Fig. 3. 
Once all the rates have been calculated in this fashion, 
the incremental time unit for the simulation run must 
be determined. We note that the reciprocal of each 
rate gives us the basic time interval for each process. 
In addition, an important time scale in the simulation 
is given by the cation deposition rate of the order of 
^m/h, which is consistent with experimental situa-
tions. 

Using the migration potentials shown in Fig. 3, 
the MC simulation for Ga adatoms was performed at 
600 X with a growth rate of 2 (ML/s) [153]. The 
ratio n/N of the number of Ga adatoms n in the 
dimer region [solid line] and missing dimer region 
[dotted line] to the total number of surface lattice 
sites N is shown in Fig. 4 as a function of surface 
coverage OQ^. This figure implies that Ga adatoms 
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Figure 4. Ratio n/N of the number of Ga adatoms n 
in the dimer region [solid line] and missing dimer 
region [dotted line] to the total number of surface 
lattice sites N. 

favorably exist in the dimer region at the initial stage 
of the growth i.e., ôâ ^O.l, in which adatom migra-
tion is qualitatively governed by the migration po-
tential as shown in Fig. 3(a). The number of Ga 
adatoms in the missing dimer region is found to 
linearly increase with increasing coverage and to 
approach that in the dimer region, which reflects the 
migration potential as shown in Fig. 3(b). At higher 
adatom coverage ^Gâ O.3, again, the number of Ga 
adatoms on As-dimers linearly increases, whereas the 
number of Ga adatoms in the missing dimer region 
almost stays constant. This is because anisotropic 
migration is suppressed at higher adatom coverage 
resulting from the migration potential with lower 
activation barrier. Similar results were obtained for 
Al adatom migration [153]. 

According to these results, MC approach com-
bining with migration potentials obtained by ab initio 
calculations is a powerful tool to investigate kinetic 
processes on the complicated surface structures. In 
order to simulate more realistic growth, however, ab 
initio calculations require very time-consuming 
computations because they need migration potentials 
at various adatom coverage in a large surface unit 
cell with steps and/or kinks. Thus simple energy 
formalism is desirable not only for estimating migra-
tion potentials from the viewpoint of electronic the-
ory but also for materials design in nano-technology. 

3, ROLE OF ELECTRONS ON THE SURFACE 

In order to apply ab m/Y/o-based MC simulation 
to epitaxial growth, elemental growth processes such 
as migration potentials, adsorption and desorption 
behavior of adatoms have to be simplified because of 
the capabilities of present computers. In this section, 
a simple interpretation for surface reconstruction, 
migration potential, and adsorption and desorption 
energies can be successfully shown by considering 
the number of electrons remaining in surface dan-
gling bonds. Electrons in dangling bonds on the 
surface play an important role for understanding 
various surface-related properties. 

3.L Surface reconstruction 
The atoms in compound semiconductors are sp^ 

hybridized. In bulk materials, two hybridized orbitals, 
one from each type of atom, combine to form bond-
ing and antibonding orbitals. Therefore, the bulk 
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properties can be understood by considering the 
nature of simple interatomic bonds. At the surface, 
however, some hybrid orbitals cannot form bonds, 
and partially filled sp^ dangling bonds remain. The 
dangling-bond energy states, which can be estimated 
from the s and p atomic levels, dominate the surface 
properties for compound semiconductors. Farrell, 
Harbison, and Peterson proposed a simple criterion 
for use in predicting static surface reconstructions of 
GaAs(OOl) and the adsorption sequence of Ga atoms, 
where all As dangling bonds are kept filled and all 
Ga dangling bonds empty [136]. This leads to an 
electron counting model which can specify the sta-
bility of a compound-semiconductor surface based on 
a simple analysis of the dangling-bond energy levels. 

Figure 5 shows the energy levels of the sp^ dan-
gling bond states of GaAs [154]. The dangling bond 
energy level of Ga is located in the conduction band, 
and should, therefore, be empty, while that for As is 
in the valence band and should be filled. In order to 
achieve this, electrons transfer from the dangling 
bonds of Ga to those of As. The electron counting 
model requires that a surface structure be found in 
which the number of available electrons in the sur-
face layer will exactly fill all the dangling bond states 
in the valence band, leaving those in the conduction 
band empty. If this condition is satisfied, then the 
surface will be semiconducting, whereas partially 
filled dangling bonds may lead to a metallic surface. 
Pashley applied the electron counting model to a 
compound-semiconductor surface under the follow-
ing assumptions.(^^"^) (i) The lowest-energy structure 
is obtained by filling all dangling bonds on the anion 
atom [with V„ electrons] and keeping empty those on 

ep(Ga) 

eh(Ga) 

CB. 

VB. Bh(As) 

Bp(As) 

Bc(Ga) 

ec(As) 

Figure 5. Energy levels of the sp^ dangling bond 
states of GaAs 

the cation atom [with Vp electrons]; (ii) The surface 
forms a (2xA0 reconstruction; (iii) The Ix periodicity 
arises from the formation of surface dimers; (iv) The 
Nx periodicity arises from the absence of surface 
dimers, leaving D dimers per unit cell where D<N. 
He counted up the number of electrons required to 
satisfy these conditions and equated that with the 
number of electrons available in order to determine 
the relationship between N and Z), which gives 
6D^%D=2VJDWpN. In the case of GaAs, V=S and V^ 
=3, giving the relationship 4D=3N. The smallest unit 
cell that satisfies this condition is a (2x4) unit cell 
consistent with stable (2x4)pl or (2x4)p2 structures. 

In the case of a Se-rich ZnSe(001) surface, V„=6 
and Vp=2. Thus, making the same assumptions as for 
GaAs(OOl), they found a (2x1) reconstruction to be 
consistent with the experimental results. Furthermore, 
the electron counting model was successfully applied 
to Ga- and Zn-rich surfaces, and to step and island 
structures on GaAs(OOl) and ZnSe(OOl) surfaces 
[154]. Although the electron counting model does not 
necessarily predict a unique surface structure, it gives 
a guiding principle for the surface structure from the 
quantum mechanical viewpoint, since any successful 
structural model must satisfy the electron counting 
model. 

3.2. Migration potential 
As seen in Sec. 2.5, as the number of surface Ga 

adatoms on GaAs(001)-(2x4)pl surface increases, 
the most stable sites change from long-bridge sites in 
the As-dimer region [F sites in Fig. 2] to Ga-bridge 
sites in the missing dimer row [B sites in Fig. 2]. This 
also gives the sequence of energetically stable struc-
tures as a function of the number of Ga adatoms as 
shown in Fig. 6. Shiraishi and Ito considered the 
mechanism of this sequence from the viewpoint of 
strain-energy and band-energy contribution using the 
electron counting model [155]. 

The original surface consists of a full monolayer 
of Ga terminated with three As dimers, satisfying the 
electron counting model, i. e, the number of electrons 
in the Ga dangling bonds AZ=0. With the first ad-
sorption, AZ increases because a Ga adatom has 
nonbonding electrons. Thus, the first stable structure 
is mainly determined by the strain-energy contribu-
tion, which has been confirmed by energy calculation 
using our empirical interatomic potentials. With the 
second Ga adsorption onto F sites, surface As dimers 
are broken and strong Ga-As bonds form. This re-
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Figure 6. Adsorption sequence obtained by ab initio 
calculations, after (a) the first Ga and (b) the third Ga 
adsorption, in which letters F and B denote the sec-
ond adsorption site in (a) and the fourth adsorption 
site in (b), respectively. Gray and white circles de-
note Ga adatoms and surface As atoms, respectively. 

duces the strain energy and AZ. The third and fourth 
adsorptions onto B sites tend to satisfy the electron 
counting model. The fourth adsorption causes the 
stabilization of band energy, thereby perfectly re-
storing the electron counting model. Reflecting these 
qualitative trends, the energy band structure changes 
from metallic to semiconducting at the fourth ad-
sorption [155]. Furthermore, Farrell et al. proposed a 
sequence of electronically stable intermediate struc-
tures predicted by the electron counting [136,156]. 
By considering their results together with ours, the 
electron counting model give useful information not 
only about surface structure but also about epitaxial 
growth processes. 

3.3. Self-surfactant effect 
Surface reconstructions on GaAs surface have 

been the object of significant scientific and tech-
nological interest, stemming not only from the rich 
variety of behavior exhibited by this surface but also 
from the widespread use of epitaxially grown GaAs. 
Through numerous experimental studies, GaAs(OOl) 
surface has been found to exhibit, depending on the 
surface stoichiometry, a variety of structures ranging 
from the As-rich c(4x4) structure to the Ga-rich 
c(8x2) reconstruction [157-159]. With increasing 
annealing temperature in ultra high vacuum [UHV], 
the order of the appearance of the primary recon-
structions is c(4x4), (2x4)/c(2x8), (1x6), (4x6) and 
(4x2)/c(8x2). Among these. As-rich (2x4) and 
c(4x4) surfaces are technologically important since 
molecular beam epitaxy [MBE] and metal-organic 
vapor phase epitaxy [MOVPE] growths usually 
begin and end with them, respectively [136,160]. 

The atomic structure of these surfaces has there-
fore been intensively investigated from both experi-
mental and theoretical viewpoints [159,161-164]. 
However, in regards to the atomic structures of the 
(2x4) and c(4x4) surfaces, there are some puzzling 
questions as to how nucleation occurs at the initial 
growth stage and how layer-by-layer growth with 
stoichiometry is maintained on the GaAs(OOl) sur-
faces despite the deficiency of surface As atoms on 
(2x4) and the excess of surface As atoms on c(4x4) 
surface as shown m Fig. 7. A still unclear is the rela-
tionship between structural changes in GaAs surface, 
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Figure 7. Schematic of (a) GaAs(001)-(2x4)pl, (2x4) 
p2 and c(4x4) surface structures. 
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such as the c(4x4) to (2x4), and temperature or the 
ratio of As and Ga. In order to answer these questions, 
theoretical investigations of adsorption behavior on 
the GaAs(OOl) surface are desirable from the micro-
scopic viewpoint. 

Using ab initio pseudopotential method, Shirai-
shi and Ito investigated the microscopic mechanisms 
of As incorporation into missing dimer rows on 
GaAs(001)-(2x4)pl surface and desorption of As ad-
dimers from GaAs(001)-c(4x4) surface without 
antisite formation [165,166]. Figures 7(a), 7(b) and 
7(c) show the (2x4)pl, (2x4)p2 and c(4x4) surface 
structures. The (2x4)pl and (2x4)p2 contain missing 
dimer rows and the As coverage is smaller than 1.0. 
On the other hand, the c(4x4) structure contains 
excess As ad-dimers and the As coverage is larger 
than 1.0. The calculated results of adsorption and 
desorption energies of As-dimers are shown in Fig. 
8(a) on the (2x4)pl and 8(b) on the c(4x4) as a func-
tion of Ga adatom coverage, respectively. The Asj 
adsorption energy drastically increase as the Ga 
adatom coverage increases. Similar results were 
obtained in the calculation for (2x4)p2 surface. 
This large increase in Asj adsorption energy indicates 
that As atoms tend to be favorably incorporated into 
the missing dimer row after the Ga atoms have ad-
sorbed on the GaAs(001)-(2x4) surface. In other 
words, preadsorbed Ga atoms promote As incorpora-
tion into the missing dimer row without forming 
antisites during thin-film growth. The Asj desorption 
energy decreases as the Ga adatom coverage in-
creases. This dramatic decrease indicates that the 
chemical bonds between the second-layer As and the 
excess As ad-dimers are greatly weakened by the 
effects of preadsorbed Ga atoms. Thus preadsorbed 
Ga atoms promote the exchange of excess As dimers 
by Ga atoms without forming antisites during epi-
taxial growth. 

These results imply that preadsorbed Ga atoms 
control the excess and deficiency of the As atoms on 
the surfaces in epitaxial growth processes. In this 
sense, preadsorbed Ga atoms act as "self-surfactant 
atoms". After controlling the excess and deficiency 
of As atoms on the surface, Ga atoms continue to 
adsorb and migrate on the surface, maintaining layer-
by-layer growth. Thus Ga and As atoms are "mutual 
self-surfactant atoms" in the epitaxial growth proc-
esses. This is crucial mechanism by which layer-by-
layer growth is maintained without antisite formation 
during GaAs epitaxial growth and this "self-
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Figure 8. Calculated (a) As2 adsorption energy and 
(b) desorption energy as a function of Ga adatom 
coverage ôa-

surfactant effect" is universally applicable to other 
multicomponent semiconductor epitaxial growth. 
Furthermore, the self-surfactant effect can be also 
explained well by the electron counting model. It was 
found that the energies shown in Fig. 8 linearly 
depend on the number of electrons in the surface 
dangling bonds. This implies that adsorption and 
desorption on the GaAs surface occur to reduce the 
number of electrons in the dangling bonds and stabi-
lize epitaxially grown GaAs surface. According to 
these findings, reducing the number of electrons in 
the surface dangling bonds and restoring the electron 
counting model is important for understanding epi-
taxial growth of GaAs. 
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4. EPITAXIAL GROWTH SIMULATION 

In continuing to develop epitaxial growth simu-
lation, we have to be in the process of applying the 
ab initio method with MC simulation to the dynamic 
change in atomic configurations undergone during 
epitaxial growth. In this section, adsorption behavior 
on GaAs(001)-(2x4)p2 surface is investigated by ab 
initio pseudopotential calculations and Monte Carlo 
simulation. Calculation of adsorption and desorption 
energies of As dimers on GaAs(001)-(2x4)p2 surface 
imply that Ga adatoms impinging on the surfaces 
play an important role to restore the electron count-
ing model. Motivated by these findings, electron 
counting Monte Carlo [ECMC] method is developed 
using a simple energy formula based on the empirical 
interatomic potentials and the electron counting 
model. Using this energy formula, migration poten-
tials for Ga adatoms and epitaxial growth processes 
of GaAs on GaAs(OOl) surface is systematically 
investigated. 

4.1. Simple energy formula 
As discussed in section 3.1, Farrell, Harbison and 

Peterson proposed a simple criterion for predicting 
static surface reconstructions of GaAs(OOl) and 
growth mechanisms where all As dangling bonds are 
filled and all Ga dangling bonds are empty [136]. 
This provides an electron counting model that can 
specify the stability of a compound semiconductor 
surface based on a simple analysis of the dangling 
bond energy levels. Furthermore, we pointed out that 
strain energy, in addition to the number of electrons 
in electron counting model, is crucial for interpreting 
the strong dependence of migration potentials on Ga 
adatom coverage. 

Based on these facts, in order to investigate the 
migration potential of Ga adatoms on the GaAs 
surfaces, Ito and Shiraishi proposed system energy, 
£, which is defined as the summation of two terms 
as [167] 

charge redistribution in the dangling bonds is ex-
tracted from the results obtained by our ab initio 
calculations [152,155,168,169]. The universal em-
pirical interatomic potentials [1,94-961 are used for 
the calculation of the Ey,^^ of the system. 

The energy contribution of charge redistribution 
from the Ga dangling bonds to As dangling bonds on 
the surface is estimated according to the electron 
counting model based on the data in Fig. 9. This 
figure summarizes our previous calculations of the 
migration potential for Ga adatoms at adatom cover-
age (^0.25 on the GaAs(001)-(2x4)pl surface 
[168,169]. Figure 9 shows that the data linearly 
depend on the number of electrons AZ remaining in 
the Ga dangling bonds with the slope of C=0.4 
eV/electron, because the dangling-bond energy level 
of Ga is located in the conduction band and, there-
fore, gives higher energy with an increase in the 
number of electrons in the Ga dangling bonds on the 
surface. The value of 0.4 eV is reasonable since the 
charge transfer from Ga dangling bonds to As dan-
gling bonds on the surface is energetically costly in 
terms of electrostatic interactions between charged 
subunits [164]. These contributions give a small 
value compared to the energy-band gap value of 1.4 
eV for bulk-GaAs. 

A linear relationship with AZ was generally 
found in various properties, such as adsorption and 
desorption energies [165,166]. Furthermore, the 

^ - ^ b o n d + ^ b o n d -

£bond=l/22l^, 

AE,^6=C\AZl 

(5) 

(6) 

(7) 

Here, £'bond is the cohesive energy estimated by em-
pirical interatomic potentials V^j and ^bond due to the 

Figure 9. Relationship between energy with respect 
to idfibond ^ d the number of electrons AZ. 
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applicability of this assumption in ^bond to the sur-
faces with As-dimer kinks or steps were confirmed 
by our preliminary ab initio calculations, where the 
step structure hardly affects the energy due to the 
charge redistribution. Zhang and Zunger also showed 
that the formation energy of steps of GaAs can be 
described by the linear combination of structural 
motifs including energies with respect to the charge 
redistribution, which are extracted from the ab initio 
calculations of flat GaAs(OOl) surfaces [170,171]. 
However, the versatility of coefficient value of 0.4 
eV is not fully justified at the present time, since it 
was not directly determined by the ab initio calcula-
tions for As-dimer kinks or steps. In this regard, 
these equations are used to investigate qualitative 
trends among the migration potentials by calculating 
the energy, E, at various lattice points on GaAs(OOl)-
(2x4)p2 surfaces with As-dimer kinks and steps. 

4.2. Migration potential 
Figure 10 shows the calculated migration poten-

tial for Ga adatoms on the flat GaAs(001)-(2x4)p2 
surface, which clearly implies that energetically 
stable sites are located along the missing dimer rows 
[168]. The stability of missing dimer sites comes 
from the dangling bond characteristics of the Ga 
adatom, since a Ga adatom in the missing dimer row 
can form interatomic bond with another Ga atom to 
suppress the number of electrons in the Ga dangling 
bonds. This suppression diminishes the contribution 
of AE^otid in Eq. (7). These implications are consistent 
with the results obtained by ab initio total energy 
calculations, which are also shown in this figure 
[172,173]. It should be noted that the agreement 
between two results is good, notwithstanding the fact 
that the contribution of ^bond is not directly deter-
mined by the ab initio results for (2x4)p2 but for the 
(2x4)pl. 

Figures 11(a) and 11(b) respectively show the 
calculated migration potential for Ga adatoms on the 
GaAs(001)-(2x4)p2 surface near A- and 5-type steps. 
A similarity to the results to Fig. 10 is found with 
respect to the stable lattice sites along the missing 
dimer row because of the smaller number of electrons 
in the Ga dangling bond. A difference between the A-
and £-type step explicitly appears in the migration 
potential near the step edges. The y4-type step edge 
does not affect the migration potential significantly, 
whereas the migration potential energy has the lowest 
value at the lattice sites on the lower terrace near the 

5-type step edge [denoted G in Fig. 11(b)]. This is 
because the Ga adatom located at G site in the miss-
ing dimer row is weakly stretched by an As-dimer 
and As atom at the regular fee sublattice and can 
form interatomic bond with another Ga atom to 
suppress the number of electrons in the Ga dangling 
bonds. Similar findings were obtained near As-dimer 
kinks [167,174,175]. Based on scanning tunneling 
microscopy [STM], Pashley et al. reported that A-
type steps are relatively straight, while 5-type steps 
result in rugged step edges on the GaAs(OOl) vicinal 
surfaces grown by MBE [176]. More elaborate STM 
study by Tsukamoto and Koguchi directly shows that 
Ga adatoms are found near not A- but 5-type step 
edges [177]. These experimental findings are consis-
tent with the calculated results shown in Fig. 11, 
where the 5-type step edges provide stable adsorp-
tion sites along the missing dimer row while none of 

KTiO] 

Figure 10. Calculated migration potential for Ga 
adatom on the GaAs(001)-(2x4)p2 surface. Gray 
and white circles denote Ga and As atoms, respec-
tively 
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Figure 11. Calculated migration potentials for a Ga 
adatom on the GaAs(001)-(2x4)p2 surface near (a) 
A- and (b) 5-type steps. Gray and white circles de-
note Ga and As atoms, respectively. 

preferential lattice sites appears near the i4-type step 
edges. Considering these facts, the simple energy 
formula is feasible for investigating epitaxial growth 
processes. 

4.3. Electron counting Monte Carlo simulation 
According to the results for adsorption behavior 

on the GaAs(OOl) surfaces, Ito and Shiraishi newly 
developed an electron counting Monte Carlo 
(ECMC) method to simulate GaAs epitaxial growth 
[178]. In the ECMC simulation, they make the fol-
lowing assumptions on a (4x4) surface unit cell, 
except for the calculations on a (16x4) surface unit 
cell for GaAs(001)-(2x4)p2 surface with As-dimer 
kinks or steps, (i) Adsorption of the Ga atoms occurs 
at specific lattice sites with zinc blende symmetry, 
(ii) On GaAs(001)-(2x4)p2 surface, Ga and As at-
oms are alternately impinged on the surface in four 
successive impingements of each atomic species. 
This assumption is based on the results of ab initio 
calculations as shown in Fig. 8(a) and limits As-
coverage ^^s^o the reasonable range of 0.5<6/^<0.15 
[136]. (iii) Dimerization of the surface atoms and 
nearest-neighbor exchange between adatoms are also 
included in each Monte Carlo [MC] step in the 
equilibration procedure, (iv) A growth profile is 
recorded for a lattice size of 4x4 or 16x4 sub-lattices. 
Periodic boundary conditions are imposed on the xy 
plane. 

Equilibrium atomic arrangements in the (4x4) or 
(16x4) surface unit cell are obtained by lowering the 
energy, E, of the system in Eq. (5). Here, for sim-
plicity, E'bond [^ eV/atom] is described in terms of 
interatomic bond energies instead of by Eq. (6), 
typically 3.26 for Ga-As, 2.10 for Ga-Ga, 2.80 for 
As-As, 1.64 for Ga-Ga dimers, and 2.58 for As-As 
dimers. These are approximate values extracted from 
the calculations using empirical interatomic poten-
tials[178]. The electronic contribution due to excess 
electrons AZ remaining in the dangling bonds is 
given as A î bond [in eV/atom]B=0.4|ziZ|, as shown in 
Eq. (7). Atomic arrangements are generated accord-
ing to the following rules: (i) Select adatoms on the 
surface at random, (ii) Select events as described in 
assumptions (3) and (4) at random, (iii) Calculate the 
change in energy AE after exchanging the chosen 
adatoms; (iv) If AE is negative, accept the new at-
omic arrangement; otherwise, (v) select a random 
number h uniformly distributed over the interval 
(0,1). (vi) If QXip(-AE/kT)<h, accept the old atomic 
arrangement; otherwise, (vii) use the new atomic 
arrangement and the new energy as the current prop-
erties of the system. This procedure is repeated for a 
suitable number of configurations in order to ap-
proach equilibrium atomic arrangements 
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According to our kinetic Monte Carlo simulation 
based on the activation barrier data obtained by ab 
initio calculations, Ga adatoms randomly impinging 
on the GaAs(001)(2x4)pl surface migrate to reside 
very quickly in the most stable lattice sites with zinc 
blende symmetry at 600 °C. This occurs in the range 
of Ga adatom coverage OQ^ <0.25, because of the low 
activation barrier, ^ ^ . 7 - 0 . 8 eV, for Ga adatoms on 
the surface. This implies that resultant atomic con-
figurations at high temperatures can be specified by 
considering adsorptions with the lowest energy. 
Therefore, the ECMC simulation without incorpo-
rating adatom migration reflects real initial MBE 
growth processes at high temperatures. 

4.4. £pitaxial growth processes 
The typical epitaxial growth process on 

GaAs(001)-(2x4)p2 surface obtained by ECMC 
simulation is shown in Figs. 12(a) to 12(h) [ITS-
ISO]. The GaAs(OOl) surface changes its structure 
from (2x4)p2 to another electronically stable struc-
ture, the (2x4)a shown in Fig. 12(c), in the first Ga 
impinging cycle. This agrees well with ab initio total 
energy calculations, which showed the (2x4)p2 
surface favors Ga adatoms located at the lattice sites 
along the missing dimer row. Subsequent As adsorp-
tion produces the (2x4)pl structure, which also 
satisfies the electron counting model, as shown in Fig. 
12(d). The adsorption sequence on the (2x4)pl sur-
face is shown in Figs. 12(e) to 12(h). Impinged Ga 
adatoms occupy the lattice sites on the As-dimers at 
low Ga adatom coverage of 0Ga^2/16 [Fig. 12(e)]. 

As the coverage increases to ^Ga^3/16, Ga ada-
toms tend to reside in the lattice sites in the missing 
dimer region [Fig. 12(f)]. As shown in Fig. 12(g), 
once Ga adatoms stably reside in the lattice sites 
along the missing dimer row. As atoms occupy other 
vacant lattice sites or replace Ga adatoms in the 
missing dimer region to avoid the formation of ener-
getically unfavorable Ga-Ga bonds. Finally, the As-
missing dimer row is completely occupied by As 
adatoms and layer-by-layer growth consistent with 
the electron counting model continues simultane-
ously with the dimerization of Ga atoms on the sur-
face as shown in Fig. 19(h). 

The ECMC simulation of the number of electrons 
AZ (closed circles) in the Ga dangling bonds as a 
function of the number of adatoms Âad on the 
GaAs(001)-(2x4)p2 surface is shown in Fig. 13. 
The simulation implies that the structural change 

from initial (2x4)p2 to (2x4)pl via (2x4)a is elec-
tronically favorable, since there are many electroni-
cally stable states, which are specified by the number 
of electrons ^Z=0, with small fluctuations in the 
range of '\<AZ<\. On the other hand, the subsequent 
structural change from (2x4)pl occurs with large 
fluctuations, such as -4<AZ<6. The surface at N^^ =S 
corresponds to (2x4)pl consisting of a full monolay-

(a ) cHD-oC^o-O-oOo ( Q ) 

(b) C>-CKH><>0-O-C><D ( Q 

(C) C>-OOO-O-OX>0<5 ( g \ 

(d) ^^-O-o-C^oO-oO-o (f^) 

Figure 12. Growth process of GaAs on GaAs(OOl) -
(2x4)p2 surface obtained by ECMC simulation. 
Gray and white circles denote Ga and As atoms, 
respectively. 
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er of Ga terminated with three As dimers, which 
satisfies the electron counting model. With the ninth 
adsorption in the As-dimer region, ^ increases 
because a Ga adatom has nonbonding electrons. The 
electron counting model is restored by the twelfth 
adsorption onto the lattice sites in the missing dimer 
region. The qualitative trends obtained by ECMC 
simulation are consistent with ab initio results. Fur-
thermore, STM observations by Avery et al. verify 
the basic feature of these predictions [181]. 

The ECMC simulation for adsorption sequences 
near the 5-type step edges is shown in Fig. 14 [179]. 
It is found that Ga adatoms preferentially occupy the 
lattice sites along the missing dimer rows near the B-
type step edges. The first Ga adatom impinging on 
the surface resides in the most stable lattice site, i. e., 
G, as shown in Fig. 14(b). Figures 14(c) and 14(d) 
imply, however, that the second Ga adatom does not 
occupy lattice site J on the upper terrace, which is the 
second stable lattice site as shown in Fig. 14(a), but 
instead occupies lattice site F adjacent to G on the 
lower terrace via lattice site E. This is because occu-
pying the F site decreases the number of electrons in 
the Ga dangling bonds AZ from one to zero, whereas 
AZ increases from one to two when a Ga adatom 
locates at the J site. A similar situation can be seen in 
Figs. 14(e) to 14(g). A Ga adatom impinging on the 
surface resides in the lattice site between the As 
dimer and As atom with smaller strain energy and the 
subsequent Ga adatom breaks As dimer to form a 
Ga-dimer array along the missing dimer row. Further 
As adsorptions form a (2x4)pl-like structure near the 
5-type step edges as shown in Fig. 14(h). Subsequent 
Ga and As adsorptions respectively produce Ga 
dimers at the step edges and fill up the missing dimer 
row as shown in Fig. 14(i). The lattice sites near the 
B-typQ step edges on the As-dimer regions are also 
favorable for Ga adatoms, since Ga adatoms are not 
strongly stretched by As dimers and As atoms with-
out dimerization. As a result, the nucleation occurs 
near the 5-type step edges on the lower terrace as 
shown in Fig. 140. 

Based on reflection high-energy diffraction 
[RHEED] observations during migration enhanced 
epitaxy [MEE] on misoriented GaAs(OOl) substrate, 
Yamaguchi and Horikoshi pointed out that the differ-
ence in critical temperature for step-growth can be 
explained by the different characteristics between A-
and B-typc steps; the 5-type steps, unlike ^-type 

2 4 6 8 10 12 14 16 
Number of adatoms A/ĝ  

Figure 13. Change in the number of electrons AZ in 
the dangling bonds on GaAs(OOl) -(2x4)p2 surface 
as a function of the number of adatoms Â d̂ during 
ECMC simulation. 

steps, provide active sites for Ga adsorption [182-
184]. Our calculated migration potentials near the A-
and B-typc step edges and ECMC simulation near the 
J5-type step edges are consistent with their experi-
mental results. Moreover, Tsukamoto and Koguchi 
studied in situ STM observations of Ga adatoms on 
the MBE growth front on the GaAs(001)-(2x4)p2 
surface[177]. Their observations support our predic-
tions for atomic arrangements near 5-type step edges, 
where Ga adatoms are self-organized in a missing 
dimer row. 

In summary, Ga adatoms favorably reside in the 
lattice sites along the missing dimer row on the 
GaAs(001)-(2x4)p2 surface. The lattice site between 
an As atom and As dimer along the missing dimer 
row is favorable for Ga adatoms near B-Xypc step 
edges, while ^-type steps without such configura-
tions do not provide active sites for Ga adsorption. 
Further ECMC simulation gives reasonable predic-
tions for MBE growth processes on the GaAs(OOl)-
c(4x4) surface in addition to that near As-dimer 
kinks on the GaAs(001)-(2x4)p2 surface [180,185]. 
This implies that the ECMC simulation can give 
predictions of atomic arrangements during epitaxial 
growth in advance of experiments and is feasible for 
atomistic simulation of epitaxial growth processes. 
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(i) 

G) 

Figure 14. Typical growth process near B-type step edges on GaAs(001)-(2x4)p2 surface obtained by ECMC 
simulation. Gray and white circles denote Ga and As atoms, respectively. 



147 

5. SUMMARY 

In this article we have briefly shown the power 
and applicabihty of computational methods in under-
standing epitaxial growth of GaAs. Similar approach 
has been successfully applied to investigate the ad-
sorption behavior in more complicated system such 
as (lll)-oriented and non-planar surfaces [186]. 
These successful applications show that the calcula-
tions can explain experimental results and be used to 
make useful predictions. More recently, Seino et al 
investigated the microscopic migration of As adatom 
on a Ga-terminated GaAs(OOl) surface using ab 
initio calculations and SOS MC simulations [187]. 
They showed that the kinetics of both As and Ga 
adatoms are crucial during MBE growth. Incorpo-
rating electronic contribution similar to our approach, 
Itoh et al. performed MC simulations with large 
surface unit cell to simulate the nucleation and 
growth of islands on GaAs(OOl) and InAs(OOl) in 
homoepitaxy [188,189]. Itoh and Ohno found that the 
density of double As dimers evolves synchronously 
with the observed specular RHEED intensities in 
growth and after its interruption [ 190,191 ]. 

Success with the computer-aided approach will 
lead more realistic simulation of more complicated 
systems such as simulation with various surface 
orientations and heterosy stems combining with vari-
ous materials having different structures and different 
valencies. Taguchi et al systematically investigated 
the growth process of GaAs on GaAs(lll)A surface 
using ab initio calculations [192-194]. They pointed 
out that As acts as self-surfactant element, which 
maintains GaAs lattice. Sano and Nakayama per-
formed the MC simulation of ZnSe/GaAs(001) het-
eroepitaxy incorporating the heterovalent effects to 
investigate the defect formation at the interface [195] . 
Based on the atomic arrangements obtained by the 
MC simulation, they calculated reflectance difference 
[RD] spectra of ZnSe(OOl) surface and clarify the 
origin of the spectra in relation to the surface recon-
structions. Moreover, Kangawa et al proposed a new 
theoretical approach for studying adsorption-
desorption behavior of atoms on semiconductor 
surfaces [196]. They successfully calculated free 
energy of gas phase to discuss temperature and beam 
equivalent pressure dependence of adsorption-
desorption behavior of Ga on GaAs surfaces. 

These attempts will become increasingly impor-
tant for discovering new characteristics. To approach 

the next stage in the development of materials sci-
ence, atomistic simulation of epitaxial growth en-
ables us to interpret growth process and predict 
dynamic change in atomic arrangements and resultant 
material properties. The results presented here are 
just an example of epitaxial growth simulations, 
where adsorption behavior on various complicated 
surfaces including non-planar surfaces can be inves-
tigated to realize desired structures in response to 
various purposes. Recent progress in fabrication 
techniques will make it possible to create various 
new metastable materials by controlling the atomic 
arrangements, such that many atomic species with 
different valencies can be selected. Furthermore, 
development of quantum mechanical simulations will 
make it possible to give guiding principles for identi-
fying atomic configurations that would rise to a 
desired new property and for controlling adsorption 
and migration behavior of atoms to realize those 
identified configurations during epitaxial growth. We 
believe that atomistic simulation of epitaxial growth 
based on quantum mechanics will lead to great ad-
vances in materials science and technology. 
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Koichi KAKIMOTO 

Research Institute for Applied Mechanics, Kyushu University, 
816-8580, 6-1, Kasuga-Koen, Kasuga, Japan 

This paper covers recent developments in silicon technology related to the magnetic field-applied 
crystal growth method. The mechanisms of suppression and enhancement of melt flow under the 
conditions of static magnetic fields such as vertical, transverse and cusp-shaped fields are discussed. 
Moreover, the mechanisms under dynamic magnetic field: rotating magnetic fields and current 
induced magnetic fields are also introduced. 

1. INTRODUCTION 

Over the past fifty years, single crystals of 
silicon have become increasingly important 
materials in computer and information 
technology fields. Attempts to produce pure 
silicon (i.e., defect-free single crystal of silicon) 
were motivated by the desire to obtain ultra 
large-scale integrated circuits (ULSIs) in which 
micro-voids of about 10 nm diameter [1] are 
formed during crystal growth. Research over 
the past decade on crystal growth of silicon has 
focused on analysis of the formation of such 
micro-voids during crystal growth using mass 
transfer and reaction equations and a 
temperature field in the crystals, obtained from 
global modeling. 

Micro-voids are formed by agglomeration 
of vacancies that are introduced at a solid-liquid 
interface of silicon. In most past studies, it has 
been difficult to reduce the total number of such 
micro-voids because the vacancy flux in silicon 
crystals must be controlled to reduce the 
probability of the agglomeration. One of the 

key points for controlling the vacancy flux in 
crystals, especially that near a solid-liquid 
interface, is control of the convection of melt, 
by which the shape of the solid-liquid interface 
can be controlled. 

From the above point of view, efforts have 
been made to control the periodic and/or 
turbulent flow of melt inside a crucible of large 
diameter. The crystal growth industries have 
mainly focused on quantitative prediction of a 
solid-liquid interface, point defect distribution, 
oxygen concentration, and dislocation free 
growth. Steady (DC) [2-35] and dynamic 
(AC) [36-41] electromagnetic fields are opening 
up new fields to meet an increasing demand for 
large-diameter crystals. Figure 1 shows a 
schematic diagram of rotating magnetic fields in 
a growth system. 

This paper presents results of experimental 
and numerical investigations of convection of 
melt under conditions of DC and AC 
electromagnetic fields, such as vertical, 
transverse, cusp-shaped, and rotating fields, and 
electric current in the system of Czochralski 
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(CZ) crystal growth. 

2.MAGNETIC FIELD-APPLIED CRYSTAL 
GROWTH 

2.1 Steady electromagnetic hydrodynamics 
Electromagnetic hydrodynamics has a long 

history in the field of steel manufacturing. 
Since molten silicon, like molten steel, has 
many free electrons, electromagnetic 
hydrodynamics can be used to analyze 
convection in metallic melt of molten silicon. 

Electric current (J) in the melt and Lorentz 
force (F), which is induced by the current, in the 
case of a steady electromagnetic field are shown 
in eqs. (1) and (2), respectively, where Oe, E, B 
and V are electric conductivity of the melt, 
electric field, magnetic flux density and velocity 
of the melt, respectively. 

J =cr, (E + V X B ) 

F^JxB. 

(1) 

(2) 

(5) can be expressed by vector potential in eq. 
(6). 

E = -V4) - id 
dt' 

dt 

WxA^B. 

(4) 

(5) 

(6) 

By combining eqs. (1) and (4), the following 
equation for electric current in melt can be 
obtained. 

[ dt I 
(7) 

Then the following equation for Lorentz force 
can be obtained. 

F=al- V $ - — + v x 5 | x 5 . 
dt 

(8) 

Due to the continuity condition of an electric 
current in the melt, eq. (3), which is a 
Poisson-type equation, should be satisfied. 

V - J = 0 . (3) 

Figure 2 shows a schematic diagram of a 
magneto-hydrodynamic system of metallic melt. 
If we apply this kind of static magnetic field to 
electrically conducting melt, magnetic flux 
density of the order of 0.1 T is necessary to 
effectively suppress convection of the melt in an 
actual crystal growth system. 

2.2 Dynamic electromagnetic hydrodynamics 
When dynamic magnetic fields are used, 

electric fields in the melt can be expressed by 
eqs. (4) and (5). The Faraday's equation; eq. 

The Lorentz force contains three terms 
such as electric fields, velocity fields and time 
dependence of vector potential, which 
corresponds to the second term on the 
right-hand side of eq. (8). The time 
dependence of vector potential plays an 
important role in convection of melt through 
Lorentz force due to the time dependence of 
magnetic field density by rotating magnetic 
fields. The following equation can be derived 
from using eqs. (3) and (7). 

V-LvO- —+ vx5] = 0. (9) 

Therefore, the Poisson equation shown in eq. 
(10) can express electric potential in the melt. 

V'O (V-^) + V-vx5. 
dt 

(10) 
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Induction coil 

Figure 1. Schematic diagram of rotating 
magnetic fields. 

Let us consider the mechanisms by which 
static and dynamic magnetic fields suppress and 
enhance the motion of metallic melts such as 
silicon and gallium arsenide (GaAs) 
semiconductors. 

Figure 2 shows moving metallic melt 
inside parallel walls that are electrically 
insulated. Static magnetic fields are applied in 
the z-direction. Due to the coupling of 
magnetic field density and motion of the melt, 
the melt is subjected to Lorentz force in the 
x-direction, and the electrons therefore move in 
the x-direction. However, since the walls are 
electrically insulated, electrons accumulate near 
the wall. Consequently, electric potential is 
formed as is schematically shown in Fig. 2. 

This phenomenon resembles the Hall 
effect in semiconductor solids, although the 
carriers of the melt and the solid are different. 
Since only the scattering electrons exists in the 
solid, we can obtain drift velocity of the free 
electron in the solids from the experiment of 
Hall effect. 

If we can measure the electric potential 
difference, we have a possibility to estimate 
flow velocity from the electric potential 

difference; however, it is very difficult to 
measure the electric potential difference in an 
actual system of crystal growth of 
semiconductors because semiconductor melts 
are chemically reactive, and their temperatures 
are high. 

Wall 
0 B 

^ 

« A 
a 

o 

'u 

J = 0 
t\l/F = jXB 

= 0 

^ - ^ x 

Figure 2. Electric current in metallic melt with 
electrically insulated walls under the condition 
of a magnetic field. 

When the wall is electrically conductive, as 
shown in Fig. 3, electric current of the melt 
flows through the wall. Consequently, Lorentz 
force works effectively in the opposite direction 
to that of the melt motion. The force thus 
reduces the velocity of the melt. 

The difference of electric potential 
becomes almost zero due to a large electric 
current that flows in the electrically conductive 
walls. 
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Figure 3. Electric current in metallic melts 
with electrically conductive walls under the 
condition of a magnetic field. 

3. ACTUAL SYSTEM 

3.1 Vertical magnetic fields 
The vertical magnetic field-applied 

Czochralski (VMCZ) method was one of the 
methods used in early magnetic field-applied 
crystal growth. Figure 4 shows a schematic 
diagram of a VMCZ with a solenoid coil. 
Magnetic fields are applied in the z-direction; 
therefore, motion of the melt in the radial and/or 
azimuthal directions reacts with the magnetic 
field, while melt motion in the vertical direction 
does not react with the field. 

Figure 5 schematically shows how electric 
currents flow and Lorentz forces work. 
Electric current is induced in the azimuthal 
direction by the radial motion of the melt under 
the vertical magnetic field. Therefore, Lorenz 
force works in the opposite direction. This 

force suppresses velocity of the melt in the 
radial direction. Radial current, which is 
induced by a coupling with azimuthal velocity 
and magnetic field, cannot flow through a 
crucible wall due to electrically insulation of the 
wall. Thus, the Lorentz force cannot work, 
and the melt therefore flows freely in the 
azimuthal direction. 

Figure 4. Schematic diagram of a VMCZ. 
Static current is applied to the cylindrical coil. 

Figure 6 shows the experimental results of 
melt velocity in a meridional plane obtained by 
a visualization technique using an X-ray 
radiography method [22]. The dots show 
experimental data, and the lines obtained by 
numerical calculation using a three-dimensional 
configuration of the melt, show calculated 
results. This figure clearly shows that is a 
reduction in melt motion in a meridional plane. 
It was clarified from visualization that the 
motion in the azimuthal direction was not 



159 

suppressed. 

Figure 5. A schematic diagram of electric 
currents and Lorentz forces under vertical 
magnetic fields. 

3.2 Transverse magnetic fields 
The transverse magnetic field-applied CZ 

(TMCZ) method is only one case of MCZ to 
produce commercially available crystals in the 
present stage. Figure 7 shows a schematic 
diagram of the TMCZ system. 

The TMCZ system has a non-axisymmetric 
configuration, and temperature and velocity 
fields therefore have two-folded symmetry. 
Although this system has such asymmetry, it 
has been used for actual production of 
charge-coupled devices (CCDs), since the 
system enables crystals with a low oxygen 
concentration to be produced. The CCDs 
should have a homogeneous and low oxygen 
concentration for reduction of inhomogeniety of 
image cells in the devices. 

Since the system has asymmetry as shown 

in Fig. 7, the flow and temperature fields in the 
system become three-dimensional. Figure 8 
shows a schematic diagram of electric current 
and Lorentz force at the initial stage of 
application of transverse magnetic fields to the 
melt. 

I ExberimpntJ results 
T ' r 

average value 

maximum value 

200 
B(Gausr' 

400 

Figure 6. Relationship between magnetic 
fields and flow velocity in a meridional plane 
under vertical magnetic fields. 

Figure 7. A schematic diagram of the TMCZ 
system. 

An electric current induced by the 
magnetic field can flow in a direction parallel to 
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crucible wall at positions A and B in the figure. 
Therefore, Lorentz force works to the melt, and 
the melt motion is effectively suppressed. 

Figure 8. A schematic diagram of electric 
current and Lorentz force at the initial stage of 
application of transverse magnetic fields to the 
melt. 

The situation regarding current flow and 
Lorentz force at positions C and D is the 
opposite to that of the above case. The electric 
current near the wall at positions C and D 
cannot flow into or from the electrically 
insulated wall. Therefore, the Lorentz force 
vanishes at these positions. Consequently, the 
melt motion cannot effectively be suppressed as 
shown in Fig. 9. 

Only a downward flow remains in the y-z 
plane, while natural convection still exists in the 
x-z plane. Consequently, two roll cells remain 
in the melt in the case of a TMCZ system as 
shown in Fig. 10. 

J-a(-V*+UXB) 

Figure 9. A schematic diagram of electric 
current and Lorenz force in the melt under 
transverse magnetic fields. 

Due to the above electric boundary 
conditions, two main rolls aligned in parallel in 
the X direction remain. This means that the 
heat transfer in the melt in the x direction is 
larger than that in the y direction; therefore, an 
asymmetric temperature profile is formed in the 
melt. 
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Figure 10. A schematic diagram of two roll 
cells in the melt under the condition of TMCZ. 

Figure 11. Temperature contours at the top of 
the melt with magnetic field applied in the x 
direction. 

Figure 11 shows temperature contours at 
the top of the melt when a magnetic field is 
applied in the x direction. An elliptic 
temperature distribution, which is due to 
inhomogeneous heat transfer in the melt can be 
seen. 

Figure 12. 
the melt. 

An iso-surface of temperature in 

Figure 12 shows an iso-surface of 
temperature in the melt under the condition of 
TMCZ. This result is due to the asymmetric 
velocity distribution shown in Fig. 13. Figures 
13 (a) and (b) show velocity profiles in the x-z 
and the y-z planes, respectively. The figures 
indicate that two roles in a y-z plane enhance 
heat transfer from the crucible wall to the inside 
of the melt, while the downward flow in an x-z 
plane suppresses the transfer. 

Calculation of such temperature and 
velocity distributions in the melt by 
time-dependent calculation shows that these 
asymmetric profiles are fixed in a laboratory 
frame except for a layer close to the crucible 
wall. Therefore, thin boundary layers of 
velocity, temperature, and oxygen near the 
crucible wall are formed. This phenomenon is 
a characteristic of a transverse magnetic field, 
which is static and non-axisymmetric. If an 
axisymmetric magnetic field such as a vertical 
or a cusp-shaped field is used, the melt rotates 
with the same angular velocity of the crucible. 
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Figure 13. Velocity profiles in the x-z (a) and 
the y-z (b) planes. 

z 

Figure 14. Calculated iso-surface of oxygen 
concentration in the melt under the condition of 
TMCZ. 

Such asymmetric velocity profiles affect 
oxygen distribution in the melt. Figure 14 
shows a calculated iso-surface of oxygen 
concentration in the melt. A and C in the 
figure show positions in which the oxygen 
concentration is large. This means that oxygen 
is distributed inhomogeneously, due to the 
velocity profiles shown in Figs. 13 (a) and (b). 

3.3 Cusp-shaped magnetic fields 
The cusp-shaped magnetic field-applied 

CZ method has recently been used for actual 
crystal growth, especially for large-diameter 
crystals. Two solenoids, in which currents 
flow in opposite directions, can produce 
axisymmetric magnetic fields as illustrated in 
Fig. 15. 

Figure 15. A schematic diagram of a 
cusp-shaped magnetic field-applied CZ system. 
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In this system, the diameters of the two 
solenoids, distance between them, and relative 
position between the solenoids and the melt can 
be freely selected. Therefore, an appropriate 
condition for the magnetic fields should be 
selected. 

Since the diffusivity of oxygen in the melt 
is much smaller than that of temperature, 
therefore, we can recognize a fine structure, 
which is originated by the three-dimensional 
structure of velocity profile. Since the 
cusp-shaped magnetic fields are 
inhomogeneously distributed in the melt, 
electric current and Lorentz force distribution in 
the melt becomes complex, as shown in Fig. 16. 

insulated, the electric current cannot pass 
though the crucible wall. 

B 
B 

Figure 16. A schematic diagram of electric 
current and Lorentz force distribution in the 
melt in the case of a cusp-shaped magnetic 
field-applied CZ system. 

Radial and vertical velocities induce 
electric currents along the crucible wall, which 
is electrically insulated, while the azimuthal 
component of velocity of the melt induces an 
electric current perpendicular to the crucible 
wall. Since the crucible wall is electrically 

Figure 17. Calculated temperature field at the 
top of the melt under cusp-shaped magnetic 
fields. 

Figure 18. Calculated velocity field at the top 
of the melt under cusp-shaped magnetic fields. 

Figures 17 and 18 show calculated 
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temperature and velocity fields at the top of the 
melt under cusp-shaped magnetic fields. This 
is the same situation as that in the case of the 
VMCZ. Therefore, velocity in the azimuthal 
direction cannot be effectively suppressed; the 
melt rotates with the same angular velocity as 
that of the crucible. 

The profiles show two-folded symmetry. 
Such asymmetric profiles rotate with the same 
angular velocity as that of crucible rotation. 
Moreover, some instability of flow still exists 
even in the case of an MCZ system. 

shown in Fig. 19. 

.J 

3.4 Rotating magnetic fields 
We have freedom to select the type of 

magnetic field from static and/or dynamic fields. 
If a static magnetic field is used, the purpose is 
to suppress the melt flow by using static fields. 
This technique is used to reduce velocity of the 
melt even under the condition of a crucible with 
a large diameter. Therefore, heat and impurity 
are transferred mainly by conduction. This 
means that the profiles of temperature and 
impurity become inhomogeneous due to small 
transfer rates. 

The rotating magnetic field, which is a 
dynamic field, enhances rotation and circulation 
of melt flow. Since this method enables 
almost complete mixing of the melt, heat and 
impurity transfers from crucible to crystals 
become large. Figure 19 shows the velocity 
profile at a specific period in an x-z plane. A 
schematic diagram of the velocity profile is 
shown in Fig. 20. This figure shows that the 
flow is coming in from a crucible wall to the 
center of the melt. This makes it possible to 
increase oxygen concentration in the melt; thus, 
oxygen concentration in the crystal becomes 
large. 

Figure 21 shows the distribution of electric 
potentials in the melt. This distribution is 
based on the distribution of flow velocities 

Figure 19. Velocity profile at a specific period 
in an x-z plane. 

Figure 20. A schematic diagram of the 
velocity profile in the melt under a rotating 
magnetic field. 
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Figure 21 Distribution of electric potentials in 
the melt. 

Figure 22 shows the temperature 
distribution at the top of the melt. It can be 
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seen that the profile is not axisymmetric; thus 
there exists some instability of flow in the melt 
under a rotating magnetic field. 

1435.73 

1429.45 

1423.18 

1416.9 

1410.63 

Figure 22. Temperature distribution at the top 
of the melt of silicon under a rotating magnetic 
field. 

4. SUMMARY 
We can select an appropriate magnetic 

field from various types of magnetic fields to 
control melt flow. However, there is a need to 
understand the phenomena occurring in the melt 
under various magnetic fields. The most 
appropriate magnetic field can be selected by 
taking into account how the melt flow couples 
not only the magnetic fields but temperature 
distribution in the furnace. If we select one 
type of magnetic field, computer simulation 
technique helps us to predict temperature, 
velocity and impurity concentration more 
quantitatively, since the technique is developing 
rapidly. Although current computer power is 
still not sufficient to be able to reproduce all of 
the phenomena occurring in a furnace in the 
case of a magnetic field-applied system, we are 
going to approach more quantitative prediction 
of the phenomena by using new algorithm and 
hardware. 
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Strategies and tools are introduced how to optimize melt growth processes. Both experimental analysis and 
modeling by computer simulation play an important role. The success and power of this procedure is demon-
strated by actual examples of the field of Czochralski growth of Si and Vertical Gradient Freeze (VGF) of GaAs. 

1. INTRODUCTION 

The most frequently used and most important 
method of producing bulk single crystals of a given 
material is by solidification of its own melt - called 
"crystal growth from the melt" or just "melt 
growth". Its technical and economic importance is 
due to the fact that large single crystals (several 
kilograms up to 300 kg) can be grown very effi-
ciently and with a high yield at a relatively high 
growth rate (several millimeters per hour up to mil-
limeters per minute). This growth rate is not limited 
by the transport of crystal species but in principle 
only by the removal of the heat of crystallization. 

The control of the heat transport, therefore, plays 
an important role in the process optimization as will 
be shown later. This holds also with respect to the 
temperature gradients, which are causing thermal 
stress in the growing crystal. It may not exceed a 
certain value (specific for each material) in order to 
avoid unwanted crystal imperfections, e.g. disloca-
tions. 

Several techniques of melt growth will be de-
scribed in chapter 3. 

The main application of melt-grown crystals is in 
electronic industry, which consumes huge amounts 
of semiconductor single crystals (nearly 10000 t of 
silicon and about 600 t of GaAs per year). Also 
hundreds of tons of optical crystals are produced by 
melt growth, like ruby, sapphbe, garnets, molyb-
dates, zirconia and fluorides. 

Melt growth cannot be used in cases where the 
material to be grown has no congruent melting point 
and where the melting point T^ or the vapor pres-
sure p^ are too high (typical limits are 
T^ < 2000 °C, /'jn < 100 bar). In these cases crys-
tals have to be grown from solutions or from the 
vapor phase. 

2. STRATEGY OF PROCESS OPTIMIZA-
TION IN CRYSTAL GROWTH 

At first one has to answer the question what is 
meant by the ''optimization of a crystal growth proc-
ess''! 

The primary goal in crystal growth is the fabrica-
tion of a single crystalline material with certain 
physical and chemical properties defined by the 
purpose of application of the crystal, either for R+D 
or fabrication of any devices. Physical and chemical 
properties of a crystal are defined by the structure of 
the crystal. There are several important ideas about 
structure and crystal growth, which need to be clari-
fied. Thermodynamics dictate the ideal structure of 
any crystalline material; this is given by nature 
through the phase diagram. The ideal (crystallo-
graphic) structure can normally not be changed or 
manipulated by the crystal growth process, except in 
some special cases like hetero-epitaxy of strained 
layers, where even the crystallographic structure can 
be changed by lowering the symmetry. 

However, the process of actually growing a crys-
tal never results in this ideal structure. The real 
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structure, i.e. that obtained under the conditions 
existmg during the crystal growth process, always 
exhibits defects. Crystal defects are defined as the 
difference between the real structure and the ideal 
crystallographic structure of a crystal. Crystal de-
fects in many cases define the relevant electronic, 
optical and mechanical properties of a crystal. 

Producing a real crystal with certain properties 
means, therefore, defect engineering, which is a 
good term to characterize an unportant task of crys-
tal growth. Defect engineering is accomplished 
during melt growth by appropriate modification of 
growth conditions. It should be mentioned that part 
of this defect engineering can also be the post 
growth treatment of a crystal, i.e. the cooling down 
or annealing procedures. But also in these cases the 
success of the post growth procedures is strongly 
depending on the as-grown properties of the crystal. 

Now one can use these correlations according to 
figure 1 to defme an optimized crystal growth proc-
ess as one which allows to control the formation of 
certain crystal defects, as well as avoiding others 
which are unwanted, by a precise control of a well 
defmed set of crystal growth parameters. 

physical 
and 

chemical 
properties 

-
crystal 
defects 

formation 
of crystal 
defects 

crystal 
growth 

parameters 

crystal real structure crystal 
properties of a crystal growth 

control 
strategy 

Figure 1. Schematic relation of crystal properties 
and crystal growth processing. 

In the following chapter 3 some important tech-
niques of melt growth will be briefly explained. 
Later on it will be discussed what different kinds of 
parameters, like geometry, temperature fields, gas 
atmosphere (pressure, flow), mechanical movements 
(crystal/crucible rotation), magnetic fields, and even 
the direction of gravity etc., have a certain influence 
on the crystal properties. As a result it comes out 
clearly that a typical melt growth process like crystal 
pulling (Czochralski method) is a very complex 
procedure, as the interaction of various highly non-
linear coupled physico-chemical processes has to be 
controlled by a large set of parameters. 

One can define optimization of a crystal growth 
process by searching for a process window in a n-
fold parameter space, as sketched in figure 2. This 
process window Q is defined by a set of parameters 

xl, ^2 v-^n, which provide growth conditions for 
the crystal with the wanted physical and chemical 
properties according to figure 1. It is important that 
the n-fold region Q, which corresponds to the opti-
mized crystal growth process, has certain extensions 
in all n directions of the parameter space, as 
sketched by the n-fold box in figure 2. Only a mini-
mum size of the n edges of the box guarantees that 
unavoidable small variations Sxj, 5x2,.-^Xn of the 
parameters (arrows in figure 2) keep the system still 
under stable growth conditions, which provide the 
specified crystal properties. Typical unavoidable 
variations 8x of the parameters in a crystal growth 
run or from run to run can have various origins like 
tolerances in mechanical parts, aging of thermocou-
ples, chemical reactions of heaters and shielding 
materials, or fluctuations in the whole system. 

parameter X;̂  

Figure 2. n-fold parameter space for crystal growth. 
Q is the process window with optimum growth con-
ditions, defined by the parameters xf, X2,.- ̂ n • 

Each crystal supplier must guarantee a certain set 
of crystal properties, which are written down in a 
data sheet called crystal spec, from "specification". 
Crystals which are "out of spec" are waste. Finding 
the box Q in figure 2 is thus essential for the eco-
nomic success of a crystal growth company. 

The goal of this article is to give strategies how 
crystal growth processes can be optimized, i.e. how 
the box Q in figure 2 can be found, by using the 
possibilities of experimentally analyzing a crystal 
growth configuration and by rigorously taking ad-
vantage of computer modeling. The field of applica-
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tion of this strategy is nearly the whole field of 
crystal growth, bulk growth as well as epitaxy. But 
for two reasons this article is focussing mainly on 
melt growth of semiconductors. Firstly, due to the 
limited space it is necessary to concentrate on one 
subject. Secondly, the authors are most experienced 
in that subject. 

3. IMPORTANT FEATURES OF INDUS-
TRIAL MELT GROWTH PROCESSES 

3.1. Fundamentals 
Processes of melt growth are based on the liquid-

solid phase transition of an element or a compound. 
The use of equilibrium thermodynamics and espe-
cially phase diagrams is very helpful in finding the 
appropriate growth conditions. Melt growth proc-
esses are characterized by relatively low driving 
forces (Gibbs fi-ee energy), as homogeneous nuclea-
tion has to be avoided in the supercooled melt re-
gion. All melt growth techniques make use of an 
oriented seed crystal typically of the same material 
(heterogeneous nucleation). 

On a microscopic scale, crystal growth fi-om the 
melt occurs mainly under conditions of an atomi-
cally rough interface. This means that the shape and 
position of the solid-liquid interface is nearly identi-
cal to the melting point isotherm. Only in certain 
cases, where the growth interface is formed by a 
highly packed dense atomic face, e.g. (111) in semi-
conductors, the crystal can grow with an atomically 
smooth interface deviating from the curved shape of 
the isotherm T^. Such planar sections of the inter-
face are called facets. 

In any case, melt growth is not limited by growth 
kinetics but by the transport rate of heat. For that 
reason the mechanisms of heat transport are treated 
in detail in chapter 4. For further details on the fun-
damentals of melt growth, the reader is referred to 
text books like Rosenberger [1], earlier Schools on 
Crystal Growth, e.g. ISSCGIO [2], and the Hand-
book of Crystal Growth [3]. 

3.2. Melt growth techniques 
The Czochralski (Cz) method is the dominant 

method for the production of bulk single crystals of 
a wide range of electronic and optical materials 
(figure 3). The feed material is melted in a cylindri-
cally or bowl-like shaped crucible with a free liquid 
surface at the top. The heating of the melt is pro-
vided by resistance or radio-frequency heaters. It is 

important to adjust the power of the heater(s) care-
fully so that a certain portion of the dipped seed is 
remelted and a melt meniscus is formed. The pulling 
rod, i.e. the seed, is slowly lifted (often under rota-
tion) and the melt crystallizes at the interface of the 
seed by forming a new crystal portion. The shape of 
this crystal, especially the diameter, is controlled by 
adjusting the heating power, pulling rate, and rota-
tion rate of the pulling rod, i.e. the crystal. 

inert gas 

Figure 3. Schematic principle of the Czochralski 
(Cz) method. 

For economic reasons it is important to grow the 
cylindrical part with a constant diameter and a 
length as large as possible. For this purpose an 
automatic diameter control is necessary, either by 
control of the meniscus shape (e.g. for silicon) or by 
weighing the crystal (e.g. for GaAs, InP) or the melt 
(for oxides). As the gas atmosphere has to be con-
trolled during the growth process, the whole assem-
bly is maintained in a vacuum-tight vessel, which is 
filled with a gas (inert gas for semiconductors, oxy-
gen or air for oxides). 

Materials with a high partial pressure of one or 
more components can also be grown by the Cz prin-
ciple by using a liquid encapsulating of the melt 
surface {Liquid Encapsulated Czochralski (LEC) 
method). The main disadvantage of the LEC method 
is the high thermal stress in the growing crystal 
caused by large temperature non-linearities and large 
axial temperature gradients (about 100 Kcm" )̂ ow-
ing to the low thermal conductivity of the liquid 
encapsulant. This problem can be overcome by other 
growth methods described below. This fact is illus-
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trated by a plot of axial temperature profiles in GaAs 
crystals grown by various methods in figure 4. 

The Vapor-pressure-controlled LEC (VLEC or 
VCz) method is a variant of the LEC method, which 
was introduced to reduce the thermal stress in the 
growing crystal by an in-situ after-heating of the 
grown crystal (see also figure 4). 

150 
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50 

-50 
r GaAs melt 80K/cm 

800 900 1000 1100 1200 1300 

Temperature (°C) 

Figure 4. Temperature profiles in the crystal for 
different methods of GaAs growth. 

All variants of the Cz method and also other 
growth techniques can in principle be combined with 
static or time-dependent magnetic field devices, 
which are used for the damping of temperature 
fluctuations (unsteady convective flow) or for con-
trolling convective species transport. 

Another group of important melt growth tech-
niques is based on the principle of directional solidi-
fication. The growth of single crystals by melting a 
charge in a crucible and freezing the melt from one 
end (seed) to the other (tail) is used for many mate-
rials since a long time. However, the strong interac-
tion of the growing crystal with the crucible material 
limits the yield, and hence the industrial application 
is limited so far. This method can be carried out by 
moving the growth interface in a horizontal or a 
vertical direction. The crystal growth configuration 
consists typically of a tube furnace, which provides a 
temperature profile with negative gradients parallel 
to the growth direction (at least in the vicinity of the 
growth interface but mainly in the major portion of 
the melt and crystal). The single-crystal seed is po-
sitioned at one end of the horizontal boat or the 
lower end of the vertical crucible. Crystal growth is 
carried out by a controlled shifting of the tempera-
ture profile relative to the boat or crucible as shown 
in figure 5. This can be achieved in three ways: by 
mechanical movement of the crucible relative to the 

fixed furnace (introduced by Bridgman in 1925 and 
Stockbarger in 1936); by mechanical movement of 
the furnace relative to the fixed crucible; and with-
out any mechanical movement, the shifting of the 
temperature profile being achieved only by a con-
trolled changing of the powers of the furnace heaters 
(Gradient Freeze method). The vertical configura-
tions {Vertical Gradient Freeze (VGF), Vertical 
Bridgman (VB)) are preferred for the industrial pro-
duction of crystals because of the higher yield of 
round wafers compared to the horizontal methods. 
The increasing interest in the use of the VGF tech-
nique results from the fact that it uses the simplest 
principle of melt growth and has several advantages 
compared to the Cz methods. It operates under stable 
hydrodynamic conditions, it is suitable for computer 
modeling and for automatic process control, the 
thermal stress in the growing crystal is lower (see 
figure 4), round crystals without any diameter con-
trol are produced, and the equipment costs are lower. 
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Figure 5. Sketch of furnace temperature profiles 
(left) for different time steps in a VGF configuration 
(right). 

For more details and descriptions of other melt 
growth processes, like Kyropulos, continuous feed 
Czochralski, growth of shaped crystals from dies, 
Zone Melting, Vemeuil, the reader is referred to the 
literature [3,4,5,6]. 

3.3. Strategy for optimization 
Even though the crude description of the melt 

growth processes in the previous section looked very 
simple, the reader should be well aware that optimi-
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zation of such processes is a very difficult task. It is 
necessary in a first step to extract from the crystal 
growth system the relevant, governing physical and 
chemical processes (physico-chemical model). In a 
next step, the physical model is transferred into a set 
of coupled differential equations with certain bound-
ary conditions {mathematical model). As the 
mathematical model cannot be solved directly, 
methods of numerical treatment have to be used 
{numerical model). Finally, this in principle allows 
for a computer simulation of the crystal growth 
process. The key question - whether the simulation 
results are coming close enough to reality - can only 
be answered by experimental validation. This means 
that the whole strategy consists of sophisticated 
computer modeling and (!) experimental analysis of 
a given growth process, which will be shown in the 
following chapters. 

4. PHYSICO-CHEMICAL MODEL 

Physico-chemical modeling of melt growth in-
volves many different and interacting processes 
from thermodynamics, hydrodynamics, chemistry 
and even electrodynamics. The properties of the 
grown crystal are determined by the thermal and 
concentration fields in the close vicinity of the crys-
tal, especially at the phase boundary. However, this 
vicinity is strongly influenced by the temperature 
and species transport in the whole growth set-up. So 
finding a model of crystal growth means finding an 
appropriate model of the whole crystal growth sys-
tem. 

The set-up can roughly be subdivided into three 
(sub)systems. This is illustrated in figure 6 for a 
schematic LEG set-up. The innermost system is the 
material itself which is to be grown, i.e. the crystal 
and the melt, including the solid-liquid phase 
boundary (1). As a second step, the materials di-
rectly adherent to crystal and melt can be included to 
form some kind of "growth environment" (2). The 
final step is the consideration of all surrounding 
parts of the system (3). I.e., in different parts of the 
system different physical mechanisms may be im-
portant. The correspondmg transport processes are 
normally represented by a set of coupled differential 
equations. Now it is important to correctly describe 
what occurs in the subsystems of figure 6, and what 
at the interfaces between the different regions and 
materials. 

crucible(2) 

heater(3) 

insulation(3) 

s/1 in1er1ace(1) 

V crucible 
support(3) 

Figure 6. Subsystems of a typical melt growth sys-
tem. 

4.1. Heat transfer 
Heat transfer, which determines the temperature 

distribution in the fiimace, is governed by three 
mechanisms: Heat conduction, radiation, and con-
vection. 

Typical sources of heat, i.e. thermal energy, in a 
crystal growth setup are ohmic heaters and Joule 
heat from inductive heating with alternating elec-
tromagnetic fields. 

4.1.1 Heat transfer by conduction 
Heat conduction is the most general and maybe 

the most important mechanism of heat transport in 
crystal growth set-ups, because it occurs in every 
material. It means energy transport due to atomic 
and molecular interaction under the influence of a 
non-uniform temperature distribution. 

The basic law of heat conduction is Fourier's law: 

-XVT (1) 

It relates the heat flux density q to the gradient 
V r of the temperature. The thermal conductivity A 
in general depends on temperature and pressure, and 
is a tensor for anisotropically conducting materials. 
Typical values for X vary from 0.01-0.2 W/mK for 
gases over 0.5-10 for (insulating) solids up to 5-400 
for graphite and metallic components of a crystal 
growth system. The partial differential equation 
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determining the temperature field is equivalent to the 
conservation of energy, and for a constant thermal 
conductivity X looks like: 

pCp^ = -pCp{u-V)r + XV^T + s (2) 

, dT 
1 ~ 

dn 

= 1 

This equation says that the temporal change of the 
temperature field is infiuenced by convective (see 
section 4.1.3) and diffusive transport mechanisms as 
well as by heat sources s. Without heat sources 
s and convection ( - pCp {u • V)T ) this leaves Pick's 

law of diffusion. 
The following interfaces between different mate-

rials are relevant to be treated by a global physical 
and hence numerical model: 
• The outer boundary of the system often consists 

of a water-cooled steel wall. Therefore, the tem-
perature can be assumed to be equal to a fixed 
value, e.g. room temperature. 

• The boundary condition between two materials, 
is described by a heat flux equilibrium: 

on\2 

• The moving solid-liquid interface between melt 
and crystal includes some special features, 
which are discussed in section 4.3. 

If only a part of the facility is to be modeled, the 
heat flux density -XVT -n normal to the boundary 
may be set equal to a given value, to a heat transfer 
/z(r ~ r^ef) or a radiative expression sayT^ - T^^^ j . 

4.1.2 Heat transfer by radiation 
Heat transfer by radiation happens in every fully 

or partly transparent material. Typical examples in 
melt growth set-ups are oxide crystals, quartz cruci-
bles, boric oxide melt covers, and the gas space (e.g. 
argon, nitrogen). Radiation happens very fast (at the 
speed of light), so any time dependence can be ne-
glected. Moreover, it needs no medium - the energy 
is transported by photons. In crystal growth for ex-
ample, this is significant for low pressure gas envi-
ronments. Radiative heat transport is extremely non-
linear, the radiative heat flux fi-om a surface with 

temperature Tis proportional to T^. Working at 
high temperatures of much more than 1000 K, this 
emphasizes the importance of radiative heat trans-
port in melt growth envu-onments. Radiation is 
strongly influenced by the geometry of the set-up, 

because one point on a surface emits radiation in all 
directions and receives radiation fi-om all directions, 
and also by the surface properties of the materials, 
which are often not very well known. In crystal 
growth facilities, opaque materials (e.g. graphite, 
steel) can normally be assumed to have an ideal 
diffuse grey surface, which means the total emitted 
radiation power per area S can be calculated as 

S = eaT^ , with 0 < £ < 1 being the emissivity and 

G = 5.67 • 10"^ W/m^K"^ the Stefan-Boltzmann 

constant. The special case of £ = 1 implies a black 
body. The most common way of treating radiation in 
crystal growth set-ups is to calculate the so-called 
view factors [7]. They describe which fraction of the 
total radiation power emitted by one radiation tile 
reaches another radiation tile, determining the net 
energy exchange between each pair of tiles. 

Sometimes there is a spectral dependence of ab-
sorption, transmission and reflection, i.e. a material 
is transparent only in certain wavelength intervals 
and absorbing or opaque in others, as illustrated in 
figure 7. 

visible wavelength X In |im 

Figure 7. Spectral transmittance of examples for 
semitransparent materials (schematic). 

Semitransparency means that absorption does not 
only take place at the surface of a material, but en-
ergy is partly transmitted through the body, and also 
absorbed and emitted within the body. Common 
approaches to model semitransparency are the n-
band model, which assumes certain wavelength 
bands either to be fully transparent or fully opaque 
[8], or so-called PN approximations, which describe 
the direction-dependent radiation intensity in ab-
sorbing and scattering media with the help of spheri-
cal harmonics [7]. 
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4.1.3 Heat transfer by convection 
In a typical melt growth setup, convection hap-

pens in the melt of the grown material and in the gas 
space. With the thermal conductivity of gases being 
very small, convection besides radiation has an im-
portant influence on the global heat transport in the 
gas space of the furnace. Gas convection is driven 
by in- and outflows, and especially by buoyancy due 
to temperature differences in the facility. Especially 
at high gas pressures, gas convection is turbulent and 
reaches values of meters per second. 

Much more multifarious are the influences driv-
ing melt convection, especially in Czochralski set-

ups. They can be subdivided into two kinds of 
forces. Firstly, contact forces applying at the 
boundaries of the melt, like thermocapillary (Maran-
goni) convection or crystal/crucible rotations. And 
secondly, bulk forces affecting the melt volume, like 
buoyancy driven by thermal or solutal gradients. 
Also magnetic fields act as bulk forces in electrically 
conducting melts. They have become an essential 
tool to control semiconductor melt convection, either 
by damping (stationary fields) or by controlled stir-
ring (time-dependent fields) [9,10]. These forces are 
illustrated in figure 8 for a Czochralski melt. 
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dence of surface tension 

Forced convection 

crucible rotation 
centrifugal force. Coriolis-force 

crystal rotation 
centrifugal force 

rotating magnetic field 
driving of aziiuutbal flow 

alternating magnetic field 
dmiiig of radial flow 

Configuration 

^-^IK Cl3 
^-ii-v 
(23 
/^=4llih=^ 

^C3 

Dimensionless 
number 
RayJeigh 
number 

Marangoni 
niunber 

cT V K 

Ta>lor number 
4fo-r-

la — 
V" 

magnetic 
Taylor number 

''"' 2pv-

Description 

buov ant forces 

resulting 
surface forces 
viscous forces 

rotational forces 
viscous forces 

electromagnetic 
forces 

viscous forces 

Damping of convection 
axial magnetic field 

damping in the entire 
melt \ olmnc 

ro=ih^ CUSP magnetic field 

damping in tlie peripherv' 
of the melt 

Figure 8. Convection mechanisms in a Czochralski set-up and dimensionless numbers. 

Assuming the melt to be a Newtonian fluid [11] 
and the Boussinesq approximation [11] to be valid, 
the velocity field is described by the continuity 
equation V • w = 0 (mass conservation) and the 
Navier-Stokes equations (momentum conservation): 

p— = -Vp-p{u-V)i-{-pvV^u-pgpAT-^f (4) 
dt 

In addition, turbulence models may be applied for 
melt convection [11]. 

In hydrodynamics it is common to make use of 
dimensionless similarity parameters, that allow a 
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comparison of systems with different size or materi-
als. When all important dimensionless numbers have 
the same value, results can thus be transferred from 
one system to another. Important dimensionless 
numbers for convection can be found in figure 8. 
Other common parameters [12] include the Rey-
nolds number Re = UL/v , which compares inertia 
forces and viscous forces. The Prandtl number 
Pr = V/K is a scaled material property characteriz-
ing heat transport. The Grashof number Gr = Ra/Pr 
besides Ra is another measure for buoyancy, and 
the Hartmann number Ha = BL^^G|pv is a meas-
ure for stationary magnetic fields. 

4.2. Species transport 
The partial differential equation describing spe-

cies transport is completely analogous to heat trans-
port, including temporal change, convective and 
diffusive transport, and sources, e.g. from chemical 
reactions: 

dc_ 

dt 
-(w-V)c + DV^c + 5 (5) 

Without sources and convection this leaves Pick's 
2^^ law. The Schmidt number Sc = v/D compares 

kinematic viscosity v and diffusion coefficient Z), 
and as a dimensionless material property is a meas-
ure for the relative weight of convection in species 
transport. It is completely analogous to the Prandtl 
number for heat transport. However, while typical 
Prandtl numbers for semiconductor melts have val-
ues around 10'̂ , typical Schmidt numbers have 
much higher values of more than 10\ This implies 
that convection can not be neglected for species 
transport at all, in contrast to many cases of heat 
transport. 

Looking for typical examples of species transport 
in melt crystal growth one can of course take any 
kind of dopant transport, determining e.g. the elec-
trical properties of the grown crystalline material. In 
addition, two more complex systems of species 
transport should be mentioned. 

One is oxygen in the silicon Czochralski process, 
which plays an essential role in the IC fabrication by 
the so-called intrinsic gettering. The source of oxy-
gen is a temperature-dependent chemical reaction of 
the Si melt with the quartz crucible. The oxygen is 
transported through the melt, and a part of it is in-

corporated into the growing crystal, but a high per-
centage also evaporates as SiO at the free melt sur-
face [4]. 

The second example is species transport in GaAs 
LEG set-ups [13]. The electronic properties of gal-
lium arsenide strongly depend on the concentrations 
of native defects and impurities, with carbon playing 
a crucial role. The carbon content in the melt is 
controlled via carbon monoxide in the gas space. 
The carbon species and other constituents like bo-
ron, oxygen or silicon are transported in the gas, in 
the melt, and through the boric oxide layer, under-
going a complex system of chemical reactions. 

4.3. Phase boundary 
The phase boundary between crystal and melt is 

surely the most important interface in the crystal 
growth system. Many of the crystal properties, like 
defect concentrations, are directly related to the 
processes at the interface. With a growing crystal 
(growth velocity V) heat transport includes the 
generation of latent heat L . The resulting heat flux 
boundary condition describes the so-called Stefan 
problem ("free boundary problem"): 

A„ = A, 
i5« 

+ Lp,V (6) 

Concerning species transport, the phase boundary 
shows the phenomenon of segregation. According to 
the phase diagram, the equilibrium concentrations 
Cg (solid) and q (liquid) of dilluted species are 

different, i.e. the segregation coefficient kQ = c^/cj 

is not unity. During an actual freezing process the 

solute is rejected (k^ < 1) or preferentially absorbed 

(kQ > 1) by the propagating solid-liquid interface, 

forming an enriched or depleted solute boundary 
layer in front of it. 

4.4. Defect formation 
The formation of crystal defects like point de-

fects, line defects (dislocations), and more-
dimensional defects (twins, low angle grain bounda-
ries, precipitates, voids) is governed by the tem-
perature fields during the growth process, species 
transport, and reaction of species. Defect formation, 
and hence defect engineering is, therefore, strongly 
coupled to the mechanisms of heat and species 
transport, which were described in the previous 
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sections. However, in addition to that it is necessary 
to use specific physico-chemical models for the 
formation of a certain kind of defect. Crystal growth 
often drives research activities on such kind of de-
fect models and makes use of the results. But a 
crystal grower is sometimes also confronted with the 
situation that the relation of crystal properties, i.e. 
defects, and heat/species transport is not well under-
stood. 

It is beyond the scope of this article to introduce 
models of defect formation. But the reader can find 
in the literature aheady accepted models for defect 
formation, for example of dislocations [14], intrinsic 
point defects in silicon [15,16], twin formation [17]. 

In the examples of process optimization in chap-
ter 7, we will make use of these models. 

merical simulation has become an essential and 
powerful tool for developing and optimizing crystal 
growth processes [19]. 

5.1. The idea of numerical process modeling 
The basic idea of numerical process modeling is 

illustrated in figure 9. Starting point are the differ-
ential equations related to the physico-chemical 
model, that describe the process or facility to be 
simulated (see chapter 4). The comparison to ex-
perimental results plays an important role in verify-
ing the numerical code. After a successftil valida-
tion, the numerical model can be applied to improve 
crystal growth processes as long as the physical 
model stays correct and the numerical discretization 
is well suited for the considered problem 

4.5. Material parameters 
The reader may already have noticed that the 

physical laws describing heat and species transport 
(sections 4.1-4.3) contain a set of material parame-
ters. The same holds if one looks carefiilly on 
physico-chemical models which are describing the 
formation of defects (section 4.4). As a conse-
quence, modeling of crystal growth is only possible 
if the necessary material parameters are available. 
This fact may sometimes be a hindrance in the use 
of modeling tools. On the other hand, there exists a 
tremendous amount of information about material 
data, it is often just a question of information and 
transfer. 

In any case, it is necessary for a process optimi-
zation to have these data either from material hand-
books, suppliers, commercial data bases etc. Some-
times it may also be necessary that crystal growers 
measure important data or initiate their measure-
ment. A famous example for such an activity was 
the meta-melt project in Japan [18] on Si data. 

It should also be mentioned that the work on a 
process optunization itself helps to confirm or 
evaluate material data by comparison of numerical 
and experimental results (see chapter 6). 

5. NUMERICAL TREATMENT 

It was shown in chapter 4 that the global model of 
a melt growth process in general implies a complex 
set of coupled partial differential equations, which 
can only be solved numerically. Thus, with numeri-
cal methods and computational power undergoing a 
tremendous development in the last decades, nu-

Description oi relevani 
physico-chemical processes: 
- partial differentiai equations 
- appropriate boundary conditions 

Realisation on the computer: 
- discretisation 
- solving of the equations 

1st verification: comparison of results 
simulation •*-•• model experiment 

Detemnination of optimized process 
conditions for a scientific/technical aim 
with the developed numerical model 

Experiment under optimized conditions 

2nd verification: comparison of results 
simulation •<-• new experiment 

yes 

Figure 9. The idea of numerical process modeling. 

5.2. Numerical methods and grids 
The common basis of all numerical methods is 

the principle of discretization, i.e. both the geometry 
of the set-up, on which the model equations are to be 
solved, and the differential equations themselves are 
transformed fi-om a continuous representation into a 
discrete one. With respect to geometry this means 
the values of the physical variables like temperature 
are known and calculated only in certain discrete 
points Xj, which are distributed over the geometry 



176 

in such a way that the real temperature field is de-
scribed as correct as possible by this approximate 
representation. These points, which constitute the 
numerical grid, can be arranged either in a structured 
or in an unstructured manner. This is illustrated in 
figure 10. 

The substantial characteristics of structured grids 
is that every grid point has a fixed and defined num-
ber of neighbor points. Very often, this number is 
four, which delivers a crossword-like grid. In un-
structured grids, which are e.g. made of triangles, 
the number of neighbors is variable and not known a 
priori. In that respect, unstructured grids are more 
flexible for describing complex geometries but are 
also more complicated concerning the numerical 
treatment. 

The next step is to discretize the differential 
equations, which means transforming the partial 
derivatives into discrete expressions of the field 
values at the grid points. The most common numeri-
cal techniques used for this purpose are the methods 
of Finite Differences, Finite Volumes and Finite 
Elements. For lucidity, the following illustrations 
leave out Finite Elements and concentrate on the 
basic features of Finite Differences and Finite Vol-
umes. To explain it in a very simple way, the use of 
Finite Differences implies the replacement of de-
rivatives by difference quotients. For a one-
dimensional equidistant grid with grid spacing h 
and a linear numbering of grid points, the first and 
second derivatives of the temperature at the grid 
point / are e.g. determined as: 

dT_ 

dx 2h 

d^T 

dx' 

7;.,i-27;.+7;_i 
(7) 

The Finite Volume method assumes the grid 
points to be the centers of control volumes, which 
completely cover the geometry without overlapping. 
Figure 11 shows 2D examples for such control vol-
umes in a structured and in an unstructured grid. For 
structured grids the neighbors of the grid point P are 
usually denoted as W(est), E(ast), S(outh) and 
N(orth). Structured grids do not necessarily have to 
be orthogonal and equidistant like in figure 10. In 
the general case (figure 11) this includes that for 
discretization the differential equations given e.g. in 
the global coordinates r and z first have to be 
transformed to the local coordinates T] and t,, 
which depend on the local direction of the grid lines. 

structured grid unstructured grid 

Figure 10. Structured and unstructured numerical 
grids. 

Figure 11. 2D control volumes in a structured (left) 
and an unstructured grid (right). 

The key feature of the Finite Volume method, for 
which the differential equations are integrated over 
each control volume, is that it makes use of the 
Gauss theorem, i.e. volume integrals over the diver-
gence of a vector field are replaced by surface inte-
grals over the vector field. As a typical example, for 
the Laplace operator this means: 

V dv 

(8) 

Terms transformed in such a way have then only 
to be evaluated at the boundaries of the control vol-
ume. 

The discretization of the differential equations 
and the boundary conditions, and subsequent lineari-
zation of the discretized equations delivers a linear 
equation system with the number of equations equal 
to the number of grid points. As the differential 
equations in general are non-linear, the correspond-
ing matrix systems are usually solved iteratively, 
e.g. [20]. For further information on numerical tech-
niques the reader is referred to literature [11,21]. 
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5.3. Basic approaches of modeling 
We have learned that numerical modeling means 

to transform the physico-chemical model equations 
by appropriate techniques into a discrete formula-
tion, which is implemented into a computer code to 
numerically calculate the desired variables and pa-
rameters, e.g. the temperature field. However, the 
philosophy of numerical modeling includes some 
more basic concepts, which have to be considered 
before starting the numerical simulation of a crystal 
growth process. 

One aspect to consider is whether model simplifi-
cations are justified with respect to the expected 
numerical effort. The construction of many melt 
growth facilities (Czochralski, VGF) allows to as-
sume them to be axisymmetric. Then it is possible to 
restrict the numerical calculation to the meridional 
r-z -plane, which simplifies the numerical model 
and reduces the number of necessary grid points and 
thus computation time and capacity significantly. On 
the other hand, some problems, like complex buoy-
ant melt convection, still require a fully three-
dimensional treatment. Remaining in the field of 
Finite Volumes, figure 12 illustrates the difference 
between a quadrilateral 2D axisymmetric control 
volume and a really 3D structured-grid control vol-
ume, where the W, E, S, N neighbors of figure 11 
are joined by B(ottom) and T(op). 

Another question in process optimization is the 
use of "direcf and so-called "inverse" simulation. A 
typical example for this is the optimization of heat-
ing powers. In the classical direct approach the tem-
perature field is calculated fi-om given heater pow-
ers, which have to be known or optimized empiri-
cally. For facility design, this is sometimes not very 
helpful. In the more advanced inverse case, how-
ever, mathematical algorithms deliver the heating 
powers necessary to achieve a desired temperature 
field, e.g. prescribed by a certain position and shape 
of the solid-liquid interface. An example for inverse 
simulation is treated in section 7.3 (for details see 
[22]). 

5.4. Steps of numerical simulation 
In this section, the three practical steps of nu-

merical simulation are presented for a 2D axisym-
metric numerical case. The example for a VCz 
equipment for the growth of GaAs is selected for 
tutorial purposes, as it has a complex geometry and 
contains all important features. 

symmetry 
axis 

2D axisymmetric 
control volume 3D control volume 

Figure 12. 2D axisymmetric and 3D control vol-
umes. 

A. Preprocessing 
Preprocessing includes many different aspects 

and should not be underestimated. A profound pre-
paring of the calculation is absolutely crucial for 
getting high quality numerical results. First, a de-
tailed CAD drawing of the crystal growth facility is 
read into the preprocessor tool. It is further edited to 
include every component which is important for the 
simulation and to delete details which are negligible. 
Next, materials are assigned to every region of the 
geometry, and radiation cavities are defined. This is 
shown in figure 13 a. It is very important to know the 
material data like thermal conductivity as exactly as 
possible, including e.g. temperature dependence, 
because only then simulation can produce realistic 
results. 

Another critical step of preprocessing is the grid 
generation, illustrated in figure 13b for structured 
and unstructured grids. The grid must be fme enough 
and well designed in order to resolve all important 
physical phenomena. On the other hand, too many 
points worsen the numerical performance by in-
creasing the computing time unnecessarily. 

B. Calculation 
After configuration with the preprocessor the nu-

merical calculation is run on the computer making 
use of the implemented discretization and optimiza-
tion algorithms. Depending on hardware and the 
physical and numerical model (2D/3D, di-
rect/inverse) this may take minutes or weeks. 

C. Postprocessing 
Finally, the calculated numerical results are visu-

alized, analyzed and evaluated for improving the 
process or for comparison to experimental results. 
Figure 13c shows the numerically determined ve-
locity and temperature field in the VCz set-up. 
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a) b) c) 
Figure 13. Important steps of numerical simulation in the example of a VCz facility: a) Materials (left) and ra-
diation cavities (shaded areas on the right), b) Numerical grids, unstructured (left) and structured (right), c) Post-
processing of the numerical results: gas flow (left) and isotherms (right). 

5.5. Required hardware (computers) 
As can be seen on the logarithmic scale in figure 

14, computer power increases by a factor of ten 
approximately every five years. In addition, numeri-
cal techniques are getting more and more sophisti-
cated. Therefore, numerical simulation today offers 
vast possibilities, also for industrial-scale process 
development. However, there are still limits due to a 
lack of appropriate physical/numerical models or 
computational power. 2D direct global simulation of 
a crystal growth facility like in figure 13 works well 
on a fast PC. This makes simulation interesting for 
industry, offering a cheap and fast way of process 
design, compared to expensive and time-consuming 
empirical and purely experimental developmg. The 
numerical treatment of complex inverse simulations 
of time-dependent processes or 3D direct numerical 
simulation of buoyant melt fiow in Czochralski set-
ups, however, is just beginnmg to pay off for indus-
try, because up to now the necessary but expensive 
high performance computing hardware is mostly 
available only for research. Coming back to figure 
14, time will surely change this. 

An important step in the development of a power-
fiil numerical process model is its experimental 
validation. Only by quantitative experimental checks 
of simulation results computer models can be devel-
oped to a level which make them usefiil. This will be 
treated in the next chapter. 

6. VERIFICATION OF NUMERICAL 
MODELS BY MODEL EXPERIMENTS 

6.1. Definition of model experiments 
Typical melt growth processes do not allow for a 

direct and in-situ measurement of processing data 
like temperature distribution in the crystal, shape of 
the solid-liquid interface, concentration of a certain 
chemical species in the melt etc., which would be 
necessary for a direct validation of the numerical 
model. An indirect evaluation of such data by char-
acterizing grown crystals is very time-consuming 
and often does not provide quantitative data of the 
growth process precisely enough. On the other hand, 
the use of sensors and in-situ monitoring devices 
mostly is disturbing the real growth process. 
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Figure 14. Development of computational power. 

In this situation one has to develop appropriate 
model experiments in parallel to the real crystal 
growth configuration. The primary goal of a model 
experiment is to provide extensive quantitative data, 
which are characterizing important phases of the 
corresponding bulk growth process. It is not impor-
tant that a high quality crystal is grown during a 
model experiment; but it is important that sophisti-
cated sensors and in-situ monitoring devices can be 
used. On the other hand, it is also important that the 
model experiment comes as close as possible to the 
real growth set-up and growth process. 

In the following sections, different kinds of model 
experiments will be shown, which have been used in 
the literature to obtain quantitative data on 
• temperature distributions in the growth set-up, 

including crystal and melt 
• the shape of the solid-liquid interface during the 

whole growth process 
• a time-resolved growth rate 
• spatial and temporal concentrations of specific 

dopants in the melt and ambient gas atmos-
phere. 

These quantitative experimental data will then be 
compared to the numerical results of the simulation 
of the model experiments (T* verification in figure 
9). As a result, a good correlation leads to confi-
dence m the numerical model - called validation. In 
the case of larger discrepancies, the numerical model 
cannot be used for a process optimization and has to 
be improved ("no"-loops m figure 9). In that case 
the experimental data from the model experiments 
can be used to find out the reason of discrepancies. 
Typical examples of errors are errors in the geome-
try or the CAD drawing (e.g. neglecting of gaps 
between solid parts), an insufficient physical model 
(e.g. neglecting of convection or 3D effects), an 
insufficient numerical treatment (e.g. too coarse 

grids, too big time steps), and wrong material pa-
rameters (e.g. emissivity, semitransparency, tem-
perature dependence of heat conductivity). 

6.2. Analysis of temperature distributions by 
model experiments 

6.2.1 Dummy crystals 
Precise temperature measurements in melt growth 

configurations up to about 1800 °C are normally 
carried out by thermocouples, which are commer-
cially available for the various temperature ranges. 
For reasons of protection, the thermocouples are 
shielded by a tube of non-corrosive material. The 
diameters of these sensors should be as small as 
possible (typically a few millimeters) to avoid too 
much disturbance of the thermal field by the sensor 
itself 

A very easy and useful test of the temperature 
distribution in a crystal growth set-up can be carried 
out by using a so-called dummy crystal. A dummy 
crystal is shaped out of a solid material with a heat 
conductivity which comes as close as possible to 
that of the crystal. For example, graphite is very 
useful in the case of semiconductors. The advan-
tages of using a dummy crystal compared to a real 
crystal are as follows: Any problems with the seed-
ing, the growth process itself, reactive chemistry, 
hazardous conditions etc. can be avoided. Any shape 
of the crystal cone, cylinder length, interface etc. can 
be machined very easily. Holes can be drilled mto 
the dummy to be used for moveable thermocouples 
(see examples in figures 15,16). The melt can also 
be replaced by a dummy melt, either by a liquid with 
a low melting point (e.g. gallium in the case of 
semiconductors) or even by a second solid material. 
And finally, the dummy can be used for a wide 
range of thermal heating conditions, also temporal 
variations, without any danger of "melting" the 
crystal or even freezing the melt (if it is also re-
placed by a dummy). 

Czochralski'type configurations 

Figure 15 shows an example for the use of a 
dummy crystal (graphite) and a dummy melt (Ga) in 
an industrial LEC production facility for GaAs. 

Five thermocouples are fixed at different radial 
positions at the pulling rod. Various dummy crystals 
(e.g. 3" and 4" diameter) with interface shapes ac-
cording to the experimentally observed ones were 
used, with holes for the thermocouples as shown in 
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figure 15. The comparison of the thermo-physical 
data of GaAs and the graphite dummy crystal, which 
are given in table 1 [23], shows a good agreement in 
the relevant thermal diffusivity K. 

moveable 
pulling rod 

thermocouple 

pBN crucible 

B2O3 

gallium j 
melt 

dummy 
crystal 

(graphite) 

heater 

Figure 15. Central part of an industrial GaAs LEG 
set-up with a graphite dummy crystal and a gallium 
model melt. 

axial temperature profiles (rhs. in figure 16) for 
typical "growth conditions" of 4" GaAs provides 
also a good example for a validation of the simula-
tion software CrysVUN++ [25]. 

VGF set-up with graphite dummy 
and moveable themiocouple 

axial temperature profiles 
for two different sets of heater powers 
simulation: 
measurement: 

temperature / °C 

Table 1. Material data for GaAs crystal and dummy. 

r=1500K 
GaAs 
Graphite 
EK40 

P [kg/m^l 
5170 
1720 

X [W/mK] 
7.1 
10 

c, [J/kgK] 
424 
1800 

K [mVs] 
3.2-10^ 
3.2-10-^ 

Temperature profiles in the dummy crystal and 
melt are obtained by a stepwise axial movement of 
the pulling rod. The heights of the melt and the boric 
oxide, the crucible dimensions and crucible rotation 
rate, as well as heating conditions can be varied 
systematically. The crystal rotation can not be used -
due to the thermocouple fixation. 

The results of the model experiments were used 
successfully for process optimization, in a first step 
for a selection of parameters [23], and in a second 
step for the validation of a numerical process model 
[24]. 

Bridgman-type configurations 
Figure 16 shows the case of a VGF or Bridgman 

growth configuration with a graphite dummy re-
placing the crystal and the melt. With this device the 
furnace concept can be tested with respect to the 
range of controllable axial temperature gradients. 
The good agreement of the measured and calculated 

Figure 16. VGF model experiment with 4" dummy 
crystal and dummy melt (graphite). Various axial 
profiles were measured and simulated (right). 

Deviations from axisymmetric temperature distri-
butions and radial temperature gradients can be 
analyzed by using a certain number of thermocou-
ples in different radial and azimuthal positions of the 
dummy (compare figure 15). 

6.2.2. Temperature measurements with real crys-
tals 

Temperature fields inside crystals 
In-situ measurements of temperatures during real 

crystal growth experiments are much more difficult 
and expensive than using a dummy crystal (section 
6.2.1). On the other hand, they are necessary if one 
needs more quantitative experimental information 
about the growth process as can be obtained by 
dummy experiments. 

It has been demonstrated in the literature (e.g. by 
the authors' group [26]) that thermocouples can be 
used to "grow in" a crystal. One disadvantage of this 
procedure is the fact that it provides temperatures of 
only one fixed position inside the crystal. This 
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drawback is overcome by a set-up which uses an 
aheady grown crystal equipped with a series of 
thermocouples in various axial positions. The pre-
pared crystal is then mounted in a Cz puller and 
brought into contact with the melt under conditions 
of a real growth process as depicted in figure 17. 

Crystal 

Thermo-
couples 

Figure 17. Czochralski model experiment with real 
crystal and additional thermocouples (see text). 

Of course, the data correspond only to one certain 
situation in the growth run. The results, however, 
could be used very successfully to validate different 
software programs for the global modeling of the 
silicon Cz process [27]. Figure 18 is a nice example 
for demonstrating the strong influence on the heat 
transfer of a certain device called "heat shield" and 
demonstrates the excellent quantitative agreement 
between simulation and measurement. 

with heat shield 

1500 

temperature in "0 

Figure 18. Experimental (symbols) and numerical 
(Imes) axial temperature profiles with and without 
heat shield for the example of Si Cz. 

Temperature fields in the melt 

Thermocouples can also be used to detect tem-
perature distributions inside the melt. This is of 
special relevance in Cz growth. It gives information 
about the global temperature field and heat transfer 
inside the melt but also about the status of time-
dependent convective flow (temperature fluctua-
tions). 

It has been demonstrated by the authors' group 
[28] that a mapping of temperature distributions 
inside the melt during growth runs in Czochralski 
production facilities can be carried out by using 
specially designed thermocouples. Of special inter-
est is here a detection of temperatures in the vicinity 
of the growth interface, which can be achieved by a 
U-like bending of the thermocouple as shown in 
figure 19. The silica protection tubes of the thermo-
couples are stabilized by rods of glassy carbon to 
avoid a deformation due to the rotational and con-
vective movements. With a similar device it is pos-
sible to measure temperatures along the crucible 
wall by pressing the tip of the thermocouple against 
it - even during crucible rotation. The results are of 
special interest as boundary conditions for computer 
modeling (crucible wall temperatures in figure 20) 
and for validation of numerical models (See e.g. 
figure 21). 

<:î >!-^ .̂-; 

glassy carbon mmma 

thermocouple reading points 

Figure 19. Set-up for melt temperature measure-
ments below the crystal [28]. 

A fiirther important field of interest, which is 
analyzed by model experiments using thermal sen-
sors, is the study of melt flow and the state of tur-
bulent convection in Cz crucibles. Unsteady bulk 
melt flow can be detected by pairs of thermocouples 
at different positions. The type of flow pattern is 
evaluated fi-om the phase shift of temperature fluc-
tuation signals between the two fixed monitoring 
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points [29]. It has to be pointed out, however, that 
analysis of turbulent flows in large size melts, e.g. in 
a 250 kg Si melt in a Cz crucible (Grashof number 
10^°), cannot be carried out by thermocouples due to 
the limitation of detection frequencies < 0.5 Hz. In 
such cases, the use of an optical temperature meas-
urement with a sampling rate up to 100 Hz is more 
useful [30]. A silicon glass rod is dipped into the 
melt and used as an optical waveguide to transfer the 
signal outside of the pulling chamber. The upper end 
of the rod is connected to an optical detector via an 
optical fiber. With such a device, it was found that 
large Cz melts are in a state corresponding to so-
called hard turbulence [30]. 
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Figure 20. Temperature distributions measured 
along the crucible wall for different parameter sets 
in Si Cz [28]. 

6.3. Monitoring of the shape of the solid-liquid 
interface and the growth rate 

The optimization of a bulk crystal growth process 
is not possible without controlling the shape of the 
solid-liquid interface during the whole growth pro-
cess. Of course, an in-situ monitoring would be 
optimum but is very difficult and expensive in bulk 
melt growth because it has to use X-ray monitoring 
techniques. The most famous model experiments 
with X-ray imaging of s-1 interface shapes of semi-
conductor growth by Cz were carried out by Kaki-
moto at NEC laboratories [31]. 

Much more convenient are methods of interface 
demarcation, which are using doping striations 
caused at certain time steps, and analyzing the stria-
tion patterns in longitudinal sections of the as-grown 
crystal. Credit has to be given to Gatos and Witt, 

who developed this technique at MIT to a high per-
fection [32]. 

Doping striations are caused by stepwise changes 
of the growth rate, which causes a nearly stepwise 
change of the segregation of a dopant and hence its 
striation-like incorporation. A stepwise change of 
the heating power is the easiest way of changing the 
growth rate. But also the rotation of the crucible in 
Czochralski and Vertical Bridgman configurations is 
efficient. It just uses small deviations from an axi-
symmetric temperature field. 
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Figure 21. Numerical (left) and experimental (right) 
temperature fields in a Si Czochralski crucible with 
36 cm diameter for (from top to bottom) 2 rpm cru-
cible rotation, 5 rpm crucible rotation, 5 rpm cruci-
ble rotation with 40 mT cusp magnetic field, 5 rpm 
crucible rotation with 128 mT vertical magnetic 
field. 

By correlating the time steps of the interface de-
marcation to the time scale of the growth process it 
is possible to evaluate quantitatively the growth rate 
during the whole growth run. This is demonstrated 
for example by the results of the growth of 3" dia-
meter GaAs crystals by the VGF method [33,34], 
shown in figure 22. It shows the striation pattern 
(dashed lines) in the longitudinal section of the 
crystal. This model experiment is also used to vali-
date a numerical model of the VGF process. For that 
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purpose, the calculated interface shapes (solid lines) 
are plotted for the same time steps (1-9) where the 
experimental ones are created (by one crucible rota-
tion). The axial positions of the s-1 interface are 
plotted in figure 23 versus the time scale of the 
growth process. 

The comparison of measured and calculated re-
sults shows a good correlation of the shapes of the 
solid-liquid interface throughout the whole growth 
run. The maximum deviation of about 20 mm of the 
positions of the interface in the cone region corre-
sponds to a temperature difference of 14 K if the 
axial gradient of 7 K/cm is considered. This corre-
sponds to a discrepancy of about 1% if one considers 
the absolute temperatures of about 1500 K. The 
observed growth rate deviates from the predicted 
one by 35%. 

The unsatisfactory relation of the growth rates 
gave reasons to improve the numerical model. Very 
recently, an agreement of the growth rate within a 
range of less than 5% was achieved in the authors' 
laboratory. 

6.4. In-situ monitoring of chemical processes and 
species transport during melt growth 

Chemical processes and species transport cannot 
be treated in a general way like heat transfer and 
temperature fields (section 6.2), because it depends 
specifically on the kind of chemical species and 
crystal material. On the other hand, the quantitative 
control of a certain chemical reaction, the removal of 
reaction products or the controlled introduction of a 
chemical species into a growth system may be deci-
sive for the optimization of a crystal growth process. 
Important fields are: 
• control of composition of a compound (some-

times incorrectly called control of stoichiome-
try) 

• control of incorporation of a dopant via the gas 
phase or by chemical reactions 

• removal of reaction products to avoid defect 
formation or avoid exceeding of concentration 
limits. 

Special sensors were developed for example in 
the authors' laboratory to detect oxygen in-situ dur-
ing the silicon Cz process [35]. The results of in-situ 
measurements were used to validate models of oxy-
gen transport during Si-Cz growth [36]. 

Figure 22. Infrared transmission topographs of 
longitudinally cut, (llO)-oriented wafers of one half 
of a 3" GaAs crystal with induced rotational stria-
tions (dashed lines). For comparison, the corre-
sponding calculated solid-liquid interface shapes 
(solid lines) are given. 
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Figure 23. Simulated and measured axial position of 
the solid-liquid interface during growth of a 3" Si-
doped GaAs crystal by the VGF technique in an 8-
zone fiimace. 
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7. PROCESS OPTIMIZATION 

7.1. General 
In the previous chapters all necessary steps were 

carried out to set up a numerical process model 
which is experimentally validated. Now the crystal 
growth processes can be optimized according to the 
strategy illustrated in figures 1 and 9 by applying the 
respective models. 

It cannot be the goal of such an article to provide 
the reader with the exact numbers of parameter sets 
for each of his individual crystal growth problem. 
On the other hand, the authors' goal is to encourage 
the reader to use the described tools of process mo-
deling by demonstrating various examples of suc-
cessful process optimization in important fields of 
industrial bulk melt growth like Cz, LEG, VCz, VGF 
and Bridgman. The examples of process optimiza-
tion, which are shown in the following sections, are 
taken from actual collaborative projects between the 
authors' laboratory and internationally leading in-
dustrial crystal producers as well as academic insti-
tutions. They relate to Czochralski growth of Si 
(section 7.2) and VGF growth of GaAs (section 7.3). 

Other fields of successfiil applications, like the 
LEG and VGz processes, the growth of oxides and 
GaF2, are treated according to the same principles 
but cannot be shown here due to a lack of space. 

7.2. Czochralski growth of Si 

7.2.1 V/G optimization 
An important criterion to be fulfilled for the op-

timized growth of Si in the Gz process is the V/G 
criterion (see [15,16]). The axial temperature gradi-
ent G in the crystal along the growth interface is a 
parameter which cannot be detected experimentally 
but only deduced from a computer simulation. The 
growth rate V, i.e. the pulling speed in the Gz pro-
cess, decides more or less about the economic yield. 
An overall optimization can, therefore, be deduced 
from a plot like figure 24 very easily. The optimiza-
tion looks easy in principle but is difficult in practice 
as an increase in the growth rate from V^ to Fi leads 
to an increased creation of heat of crystallization in 
the growth interface which has to be removed. On 
the other hand, the axial (!) temperature gradient G 
has to be increased from Gs to Gi and kept constant 
across the whole crystal diameter. The latter re-
quirement is very critical in order to achieve the 

optimized crystal properties throughout the total 
diameter of the crystal. 

It is clear that the optimization strategy has to 
consider the heat transfer in and from the growing 
crystal. According to chapter 5, the tool of inverse 
simulation seems to be very promising for this case. 
An efficient optimization can be carried out by set-
ting only three temperature conditions, as sketched 
in figure 25: Tl=T^ (melting point), and T2=Tl-G-5 
(G«(Tl-T2)/5) with T3=T2, considers radially uni-
form heat transfer and (V/G)=C* (constant). 

Gi axial gradientG 

Figure 24. Optimization of the Si-Gz process: 
Growth rate V and yield versus axial temperature 
gradient G in the crystal (at the growth interface) by 
considering the (V/G)=C* criterion. 

In order to apply the inverse simulation strategy it 
is necessary to give the system in figure 25 addi-
tional degrees of freedom with respect to the heating 
and cooling. The control algorithm can optimize 
heating powers versus time even under consideration 
of cooling conditions. 

The positions and geometry of heating and cool-
ing devices, which are used in industry are of course 
a matter of secrecy and may also be patented. Ne-
vertheless, there is a huge variety af possible solu-
tions and a creative crystal grower can find its 
"own" design. 

But even for that purpose a geometry optimiza-
tion can be provided by numerical modeling as 
demonstrated in the following example. Figure 26 
shows the sketch of a Gz set-up containing three heat 
shields (LI, L2, L3) to be used for an optimized 
thermal post growth treatment of the crystal. The 
optimum temperature conditions for the crystal are 
defined by three temperatures (Tl, T2, T3) at certain 
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positions on the crystal axis (see figure 26). Now the 
task is to optimize the geometry of the heat shields 
in order to achieve the set temperatures Tl, T2, T3 
in the crystal for a given Cz configuration (including 
heater). The three lengths LI, L2, L3 of the heat 
shields are used as variables to be optimized by a 
control algorithm. Figure 27 shows the result of the 
simulation, which was started with an equal length 
for all shields. The lower plot shows that after only 6 
iterations the control algorithm finds a solution 
where the differences AT of the temperatures fi-om 
the set values Tl, T2, T3 (compare figure 26) are 
very small. The upper plot in figure 27 illustrates 
how the lengths LI, L2 and L3 are varied during the 
iterations until the optimized lengths are found. 

Figure 25. Control points Tl, T2, T3 for the (V/G) 
optimization. 

7.2.2 Optimization of the stability of melt tem-
peratures and crucible overheating 

It is well known that in larger melt crucibles con-
vective flows are causing temperature fluctuations 
which may exceed amplitudes of 10 K in the vicinity 
of the growth interface [37]. Not even that this effect 
causes non-uniform crystals (striations) [37], but it 
can also disturb the growth process considerably. 
Different measures were developed in the past to 
reduce the fluctuation amplitudes. Increased crucible 
rotation rates and magnetic fields (for electrically 
conducting melts) are the most efficient ones [12]. 
However, both measures are reducing the convective 
heat transport, especially m radial direction. As a 
consequence, the temperature of the crucible wall 
has to be increased in order to provide the same heat 
flux as under conditions of strong convective heat 
transfer (e.g. without magnetic damping). 

3 heat shields 

LI, L2,L3^ 

Heater 

Figure 26. Czochralski set-up with three heat 
shields of different lengths LI, L2, L3, which have 
to be optimized to achieve certain temperature con-
ditions Tl, T2, T3 on the crystal axis. 
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Figure 27. Relative shield lengths LI, L2, L3 (top) 
and deviations ATI, AT2, AT3 from the desired 
temperatures Tl, T2, T3 (bottom) versus iteration 
number (compare figure 26). 

This phenomenon is illustrated by results of ex-
perimental studies and numerical process modeling 
(see figures 20 and 21). It is obvious that both, in-
creased crucible rotation and (increased) applied 
vertical magnetic field are increasing the tempera-
ture of the crucible wall, especially in the hot range 
around 5 mm below the melt surface in figure 21. 
However, increased crucible temperatures are con-
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siderably reducing the mechanical stability of the 
silicon crucible and are injecting too much oxygen 
into the melt due to increased crucible corrosion. 

An optimization of the Czochralski process must, 
therefore, find a compromise between the benefits of 
reducing convection and its disadvantages. In figures 
28 and 29 it is demonstrated how such an optimum 
can be found for a certain Si Cz puller by the aid of 
careful experimental and numerical process analysis. 
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Figure 28. Si Cz: Normalized average temperature 
fluctuations (left) and maximum crucible tempera-
ture (relative to melting temperature) versus crucible 
rotation rate cOcmcibie-
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Figure 29. Si Cz: Normalized average temperature 
fluctuations (left) and maximum crucible tempera-
ture (relative to melting temperature) versus Hart-
mann number Harad-

7.3. Optimization of VGF growth of GaAs 
In this section it will be demonstrated how the 

strategy of inverse simulation (see chapter 5) can be 
used to find an optimized VGF process, e.g. for the 
growth of GaAs [22]. 

First one has to define the controlling conditions 
for the VGF run, which may be as follows according 

to figure 30. The position of the solid-Hquid inter-
face is fixed in the center of the crucible at a certain 
height by the condition Oi = 1511 K = Tm- The con-
dition of a fixed temperature gradient e.g. 2 K/cm in 
the melt in order to avoid instabilities of the inter-
face is achieved by ^2 = 9i + 2K with an axial dis-
tance of 1 cm above the interface. The condition of a 
planar crystal-melt interface for a low thermal stress 
is simulated by setting the temperature 83 = Si = 
1511 K at the same height, but on the periphery. 
Furthermore, we choose a condition to prevent the 
overheating of the GaAs melt. For that purpose, we 
use a temperature condition ^4 in the axial position 
at the top of the melt. We want to avoid that the 
temperature at the top exceeds 1526 K, that is 15 K 
above the melting temperature of GaAs, in order to 
avoid a great loss of arsenic. This condition is de-
fined by 04 = Si + min{2K/cm-Ji4, 15 K}, where di4 
denotes the distance between the two controlling 
nodes for Si and S4. This condition means that for 
small distances d^ the melt overheating fits the 
thermal gradient, while for larger distances the melt 
overheating does not exceed 15 K. 

The strategy of "shifting" the control points 
through the crucible gives the heating powers in the 
heaters for each simulated position of the interface. 
An example for the distribution of heating power in 
eight heaters is shown in figure 31. The symbols are 
the calculated results. In a corresponding experiment 
the interpolated lines are used as time-dependent 
heater powers. In the simulation of the seeding and 
the final state, the growth velocity is set to zero. In 
all other states a fixed value, e.g. 2.5 mm/h, is ap-
plied. The numerical calculation was performed at 
the authors' laboratory with the software program 
CrysVUN++ on a mesh with about 5000 nodes co-
vering the whole VGF set-up [22]. 

The temperature distributions in the GaAs (crystal 
and melt), which are obtained as a part of the in-
verse-modeling procedure, are extracted for a dis-
cussion of the results. These temperature distribu-
tions are in fact identical to the results of a direct 
modeling if one uses the heater powers of figure 31 
as mput data for a simulation of the VGF process. 
This direct simulation corresponds to a real crystal 
growth experiment, where the heater powers are 
given as input data. The calculated axial temperature 
profile along the center of the crucible is plotted in 
figure 32 for 15 time steps of the growth run. These 
time steps correspond to certain equidistant positions 
of the growth interface on the axis of the crucible as 
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the growth rate is constant. The different graphs 
represent the growth states, which belong to the 
corresponding set of the heater powers represented 
in figure 31 by one set of the eight symbols for one 
fixed position of the solid-liquid interface at the 
furnace axis. 

Figure 30. Controlling conditions (fixed tempera-
tures &r^4) for an optimized VGF growth process 
of GaAs (see text). 

3.65 0.70 0.74 0.80 

Position of the solid-liquid interface at the furnace axis 

Figure 31. Calculated heating powers (versus the 
position of the solid-liquid interface) of the eight 
heaters for 15 different positions of the growth inter-
face under the conditions defmed in figure 30. 

One can clearly recognize the kink of the tem-
perature profile at the position of the crystal-melt 
interface I'm = 1511 K. The break of the slopes in the 
axial profiles on the interface corresponds to the 
Stefan condition (see chapter 4). The curve for the 

crystal tail end (z = 0.795 m) shows the end of the 
growth mode, where the temperature gradient in the 
as-grown crystal is reduced in order to reduce the 
thermal stress during a following cooling procedure. 
The results show clearly that important requirements 
for a good VGF process are fulfilled: The axial tem-
perature gradients dT/6z are nearly constant in the 
crystal in the region of the growth interface, which 
should provide conditions of low thermal stress (see 
later, figure 35), and the temperature in the GaAs 
melt does not exceed the given limit of r < 1526 K. 

Next the shapes of the crystal-melt interfaces are 
analyzed. They are plotted in figure 33 again for the 
different time steps considered corresponding to the 
set of heating powers depicted in figure 31. Most of 
them have a planar shape, but deviations in the vi-
cinity of the periphery of the crystal become appa-
rent. This deviation can be explained by the strongly 
anisotropic conductivity X of the pBN crucible of 
62.7 W/mK (parallel) and 2.0 W/mK (perpendicular) 
to the axis. 

1530 

1480 

1430 

1380 

i-a-an 

• ' • 1 • ' ' 

\A^-^^ __^[^ y^ , ' \ ^ ' , / ^ ,''' / ..• , 

'•^^-^— ;•• •• -" / : / y^''^ ' •^ 
^"^ • • • • ' " i . " / ' ^ ^' / ^ / y ' ^ 

fep^^'' ^ 
- j r " " ' ^ ' ^ ..-• '•• / / 

; . , . • • • ' • y/ 

. 1 _ - ^ ^ j i 

^1 seed cone cylinder 

' : 

0.665 v-0 
0.675 
0.685 
0.695 
0.705 ; -
0.715 
0.725 
0.735 
0.745 
0.755 
0.755 : -
0.775 
0.785 
0.795 
0.795 v-0 

0.65 0.70 0.75 0.80 

vertical position z along the furnace axis in m 

Figure 32. Calculated axial temperature profiles in a 
GaAs VGF growth run for different growth states, 
i.e. positions of the solid-liquid interface. The legend 
shows the positions of the interface at the symmetry 
axis [22]. 

This bad fitting of heat conductivities of pBN and 
GaAs (7.1 W/mK (solid) and 17.8 W/mK (liquid)) 
always causes a strong bending of the heat flux in 
the vicinity of the crucible wall and hence a locally 
concave bending of the interface. This can clearly be 
seen fi*om the enlarged temperature profile of this 
region depicted in figure 34. The strong convex 
bowing of the solid-Hquid interface at the tail end of 
the crystal (top of figure 33) can be explained by the 
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fact that the top portion of the melt is heated from 
the side by the top heaters. These deviations from 
the controlUng conditions prescribed by a planar 
interface show that the calculation cannot fiilfiU 
physically unreasonable conditions. But it gives a 
physically possible solution that comes closest to it -
in the meaning of a minimum criterion. 

Nevertheless one can demonstrate with a calcula-
tion of the thermal stress in the GaAs crystal during 
the VGF growth run that the inverse modeling pro-
vides optimized process conditions. In figure 35 the 
distribution of the thermal stress in terms of the von-
Mises criterion avm (see [14]) is shown for three 
different growth stages. The values of avm are the 
best ones that have been achieved after lots of cal-
culations and empirical optimizations. Especially the 
value of avm "= 0.8 MPa for the solid-liquid interface 
in the conical region (z = 0.705 m) is quite remark-
able. 

Next it will be demonstrated how such kinds of 
process optimizations can improve the quality of 
GaAs crystals considerably and thus improve VGF 
efficiency. The mean Etch Pit Density (EPD) of 
investigated wafers cut at two positions of three 
VGF-grown crystals was found to be 2400 (seed 
end) and 4200 cm"̂  (tail) before the process optimi-
zation and 570 (seed end) and 240 (tail) after it [34]. 

1.5" 

.6 ^ 

Figure 33. 3" GaAs VGF: Shapes of the solid-liquid 
interface for various positions durmg growth calcu-
lated with the heating powers shown in figure 31. 

argon 
Figure 34. 3" GaAs VGF: Enlarged temperature 
profile around the solid-liquid interface and the 
crucible, for the position z=0.755 m of the interface. 
The isotherms differ by Ar=2 K. 

Figure 35. 3" GaAs VGF: Lines of equal von-Mises 
stress in MPa for three representative growth stages 
with the interface at the axial positions of 0.705 m 
(left), 0.775 m (center), and 0.795 m (right), respec-
tively. 

To decrease the EPD below 100 cm'̂  by a fiirther 
optimization of the VGF process, makes it necessary 
to consider additional parameters. A detailed study 
of the initial growth conditions in the seed channel 
in the authors' laboratory [38] made it obvious that 
facets at the crystal rim are influencing the crystal 
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quality. It was shown that large facets in the seed 
channel are increasing the EPD. But the length of 
facets can only be reduced by increasing the axial 
temperature gradient, which is in contradiction to 
minimizing thermal stress. An optimization of the 
VGF process means in this case to find a compro-
mise with regard to both phenomena. Using this 
strategy, GaAs crystals of 3" diameter were grown 
with an EPD of 30cm"̂  [39]. 

8. Conclusions 

This article provides guidelines for the optimiza-
tion of melt growth processes both for industrial 
production and R+D purposes. It is based on the 
experience in research on melt growth of semicon-
ductors and collaborative projects with leading in-
dustrial enterprises, gained during a period of more 
than 25 years at the Erlangen Crystal Growth Labo-
ratory. 

The reader should be convinced that the com-
bined use of experimental analysis and computer 
modeling is the best strategy to optimize his crystal 
growth process - even if it is differing from the 
examples given in chapter 7. The authors are offer-
mg to anybody who might be interested their support 
in developing the appropriate strategy for "his" 
crystal growth process. 
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Here we describe an epitaxial lateral overgrowth (ELO) method we developed for reducing the 
dislocation density of GaN epitaxial layers and producing layers with excellent optical and 
electrical properties. TEM observations show that dislocation bending plays an important role in 
reducing the threading dislocation density and suggest that the bending is closely related to the 
appearance of the facets early in ELO, so we call our method facet-initiated ELO (FIELO). 
Several phenomena accompanying dislocation bending, including c-axis tilting, are discussed here 
in detail and the characteristics of FIELO-GaN are shown from various points of view. X-ray 
measurements show that the decreased dislocation density is accompanied by a reduction of the 
twist angle of the c-axis, and we show that the dislocation density can be estimated from the twist 
angle. We also uses scanning reflection electron microscopy (SREM) to investigate the c-axis 
tilting of the FIELO-GaN surface, and AFM measurements show that very smooth step-flow 
growth mode occurs during FIELO even at growth rates greater than 100 |im/h. 

1. INTRODUCTION 

The use of short-wavelength coherent-light 
sources will enable us to double or triple the 
capacity of today's optical storage systems. 
The pioneering work of Nakamura et al. [1,2] 
has shown that they are likely to be made of 
InGaN, and Nichia's group has recently 
estimated the lifetime of a 30mW InGaN 
MQW laser to be 15,000 hours [3]. Although 
this material system is a potential source of 
commercial blue/violet LDs, there are still 
problems to be solved before the 
mass-production of these devices will be 
practical. One is the lack of a high-quality 
substrate that is appropriate for growing a 
laser structure and is also suitable for 
mass-production processes. Sapphire and SiC 
substrates are used presently, but a large 

number of dislocations then go through the 
epitaxial layers from the interface between 
these substrates and the epitaxial layer. 
Most of dislocations are generated at the 
interface because the chemical and physical 
properties of these substrates are very 
different from those of the epitaxial layer. To 
make LDs with a long lifetime, we need to 
reduce the number of these threading 
dislocations. The ideal way to do this would 
be to use a lattice-matched substrate, such as 
GaN bulk crystal, but sufficiently large bulk 
GaN wafers of high crystal quality cannot be 
made yet [4,5] . We therefore studied the 
feasibility of reducing the dislocation density 
by using epitaxial lateral overgrowth (ELO) 
because this growth process reported reduces 
the dislocation density in epitaxial layers of 
other III-V compound semiconductors, such 
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asGaPandGaAs[6,7]. 
Our 1997 paper reporting the use of 

hydride vapor phase epitaxy (HVPE) in the 
ELO growth of thick GaN layers with a 
low-dislocation-density was the first report of 
GaN-ELO [8 ] . The dislocation density of 
108-109 cm'2 in the original GaN/sapphire 
hetero-interface was reduced to 10 -̂10'̂  cm'2, 
and crack-free GaN layers that had 
mirror-like surfaces and were 100 |im thick 
were grown on a 2-inch-diameter sapphire 
substrate. And because we found that the 
formation of a facet structure in the early 
stage is important in suppressing threading 
dislocations [9], we called this growth method 
facet-initiated epitaxial lateral overgrowth 
(FIELO). 

An advantage of using the ELO technique 
to make InGaN MQW LDs was first 
demonstrated by Nakamura et al, who in 
1977 reported a long-lifetime (longer than 
lOOOhr) LD grown on the ELO-GaN substrate 
[10]. This was remarkable improvement over 
the InGaN MQW LD made using the 
conventional growth method, which had 
worked for only 300h [ 11 ]. We also 
demonstrated an MQW-InGaN LD on a 
high-quality FIELO-GaN substrate with a 
back contact and cleaved facet mirror 
structure [12]. Thus, the ELO technology is 
now among the most interesting subjects in 
GaN research and development. 

The present paper describes the FIELO 
process in HVPE. We have used transmission 
electron microscopy (TEM) to investigate the 
mechanism of dislocation reduction and have 
confirmed the superior crystal quality of 
FIELO-GaN through x-ray rocking curve 
measurements and optical and electrical 
measurements. These results are shown here 
along with the electrical and optical 
properties of this material. 

2. GROWTH PROCEDURE 

The growth system used in this study was 
hydride vapor phase epitaxy (HVPE) with 
GaCl and NH3, and the GaN was grown in a 
horizontal quartz reactor. The GaCl partial 

pressure was set at levels between 5.2 xlO'^ 
and 13xl0'3 atm, and the NH3 partial 
pressure was set at levels between 0.13 and 
0.53 atm. The total flow rate, including the H2 
carrier gas, was 3,800 seem. The GaN 
deposition reaction in HVPE is described as 
follows* 

GaCl +NH3 -> GaN(s)+HCl+H2. (1) 

The growth rate measured when samples 
were grown under GaCl and NHa at partial 
pressures of 5.2 xlO'^ atm and 0.26 atm is 
plotted against growth temperature in Fig. 1. 
Below 900°C the growth rate increased with 
increasing growth temperature. This 
dependence is a characteristic of kinetically 
controlled growth. The growth rate reached a 
maximum value of about 70 |im/h near 950°C 
and decreased with further increases of 
growth temperature. The dependence of the 
growth rate on GaCl partial pressure at a 
growth temperature of 1000°C is shown in 
Fig. 2, where it is seen to increase linearly as 
a function of the GaCl partial pressure and 
reach 97 |im/h at l.OxlO^ atm. Thus, at the 
higher growth temperatures the growth rate 
was limited by the quantity of the supplied 
source gases. This indicates that growth at 
the higher temperatures was 
thermodynamically limited. A growth rate 
greater that 100 |im/h was easily obtained by 
increasing the NHs partial pressure, but the 
surface became very rough at NH3 partial 
pressures above 0.6 atm. In most of the 
experiments described in the rest of this 
paper, growth was therefore carried out at 
1000°C under a GaCl partial pressure of 
5.2xl0'3 atm. and a NH3 partial pressure 
below 0.6 atm. This resulted in growth rates 
between 50 and 100 |Lim/h. 

3. ELO PROCESS 

Fig. 3 shows the patterned substrate 
structure used for ELO. The substrates we 
used were 2-inch-diameter sapphire wafers 
with a GaN layer 1-1.5 |Lim thick on top. 
Window stripes aligned along the <1120> 
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direction of the GaN layer were fabricated by 
using Si02 masks. The mask width was 1-4 
|im and one period consisting of a window 
region and a masked region was 7 |im. 

Scanning-electron-microscope (SEM) 
images of surfaces are shown in Fig. 4. At the 
beginning of the growth, facet structures were 
evident in the window regions (Fig. 4(a)). 
The sidewalls consisted of {l 101} planes, and 
there was no extraneous deposition on the 
Si02 mask. Fig. 4(b) to (c) show that the 
facets in each groove grew laterally and 
coalesced as growth proceeded. The gaps 
between the facets were eventually filled, and 
a flat (0001) surface appeared (Fig. 4(d)). 

100 
80 

1100 1000 900 Cc) 800 700 

I 

I 

40 

20 

10 

GaCl partial pressure's.2x10 atm 
NH partial pressure:0.26 atm 

0.75 0.80 0.85 0.90 0.95 1.00 1.05 
Reciprocal growth temperature (lOOO/T) (l/K) 

Fig. 1. Growth temperature dependence of the 
GaN growth rate. 
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Fig. 2. GaCl partial pressure dependence of 
the growth rate. 

The dislocation density of these samples 
was found from the TEM observation to be 

between 10^ and 10"̂  cm'2, which is a range 
three orders of magnitude smaller that that of 
the dislocation density in conventionally 
grown GaN. The detailed mechanism of this 
reduction in dislocation density is described 
in Section 4. The thickness of 100-|im-thick 
FIELO-GaN layers could be kept uniform to 
within ±3% over a 2-inch-diameter wafer by 
optimizing the length of the mixing zone 
where GaCl and NHs combine. 

SiCfe mask 
0. to 4 [rni 
wide) 

DVPE-grown GaN 
Cl to 1.5 m̂i thick) 

Fig. 3. Substrate structure used for the ELO 
growth. 

Fig. 4. SEM images of surfaces after growth 
for (a) 2.5 min, (b) 5 min, (c) 10 min, and (d) 
30 min. 

4. DISLOCATION 
FIELO-GAN 

4.1. Dislocation structures 

BEHAVIOR IN 
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Fig. 5 is a cross-sectional TEM image 
showing typical defect structures near the 
film-substrate interface in a sample with the 
<1120> mask and a 140-|im-thick 
ELO-GaN layer. The image is a view along 
the mask stripe direction and was taken 
under two-beam diffraction conditions with 
g= 1100 (g is the reflection vector used for 
imaging). A portion of the ELO layer, a 
roughly l-|Lim-thick MOVPE-grown substrate 
GaN layer (the substrate layer), Si02 masks 
about 1 |im wide, and a sapphire substrate 
can be seen. Diffraction analyses revealed 
that the GaN layer had a wurzite structure 
and an epitaxial orientation relationship with 
respect to the sapphire substrate given by 
[0001] GaN I I [000l]Al2O3 and [1120] GaN 
I I [1100] AI2O3. Furthermore, many 
dislocations in the substrate layer can be seen 
to be aligned along the [0001] direction of 
the GaN and distributed uniformly 
throughout the layer. The density of these 
threading dislocations was estimated to be 
greater than 10^ cm"2. 

The Burgers vector notation for dislocations 
in GaN is shown in Fig. 6, where a GaN 
crystal has a hexagonal unit structure and a 
threading dislocation running along the caxis. 
When the Burgers vector is one of the six 
vectors that are equivalent to the a vector 
( l /3<1120>) on three prismatic-planes (for 
example, the one denoted by A in Fig. 6), the 
threading dislocation has a pure-edge 
character. When the Burgers vector is one of 
the six vectors on one of the six pyramidal 
planes that are equivalent to the a+c vector 
(1/3 < 1123 >) (denoted by B in Fig. 6), the 
threading dislocation has a mixed character. 
In the case of a screw character, the Burgers 
vector is parallel to the c vector (< 0001 >). 
TEM analyses of the threading dislocations 
shown in Fig. 5 revealed that the substrate 
layer has mostly (more than 70%) pure-edge 
dislocations, relatively few mixed dislocations, 
and very few screw dislocations. These results 
are consistent with those of other studies 
[13,14,15]. The origins of these edge and 
mixed dislocations in the substrate layer have 

been examined by Ning et al. [15] and Wu et 
a7.[l6]. In the initial stage of MOVPE growth, 
GaN islands are formed on the sapphire 
substrate. These islands are grown to rotate 
each other due to the lattice mismatch 
between GaN and sapphire. As the islands 
grow, the pure-edge dislocations are formed at 
the coalesced site, each of which has a 
Burgers vector that is parallel to the c-plane 
and runs perpendicular to the surface. The 
origin of the mixed dislocations is not fully 
understood but it too may be related mode of 
the initial growth of the GaN islands. 

Fig. 5. Cross-sectional TEM [1120] image 
(taken with g= 1100) of a sample grown by 
HVPEwitha <1120> mask. 

It can be clearly seen in Fig. 5 that almost 
all the dislocations in the substrate layer 
propagate into the ELO layer and that no 
defects are newly generated at the interface. 
It should be noted that many dislocations 
parallel to the interface can be seen in the 
ELO layer; these dislocations originate mostly 
from the threading dislocations in the 
substrate layer, and form a bending 
configuration. Such bending dislocations piled 
up along the [0001] direction are especially 
evident near the Si02 mask. These results 
allow us to deduce that threading dislocations 
vertically aligned in the substrate layer start 
to propagate laterally during the growth of 
the ELO layer and that this change of the 
propagation direction prevents the 
dislocations from crossing the film and 
reaching the surface region. 

The lateral propagation of dislocations with 
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b= 1/3 <1120> depends less on their 
proximity to the Si02 mask than does tha t of 
those with b = l / 3 < 1 1 2 3 > . For example, we 
first focus on a bending dislocations with 
b = l / 3 < 1 1 2 0 > , indicated by arrow A in Fig. 
5 (hereafter we call this type of bending 
dislocations Type-A dislocations). The 
structure of a Type-A dislocation is shown in 
detail in Fig. 7(a). The pure-edge character of 
the dislocation originating from the threading 
dislocation in the substrate layer changes into 
the screw character when the distortion 
propagates laterally in the ELO layer. Since 
the morphology of most of the pure-edge 
threading dislocations in the substrate layer 
changes in this way and most (more than 
70%) of the dislocations in our samples were 
dislocations of this kind, it is expected tha t 
most threading dislocations do not reach the 
surface of the ELO layer. 

^12131 

thiBading 
dislocation 

1100 

^1210] 
^{11201 0110 

Fig. 6. Notation of directions and Burgers 
vectors for threading dislocations in the 
hexagonal unit cell of GaN. 

Another type of dislocations with 
b = l / 3 < 1 1 2 3 > can also be seen in Fig. 5. 
The dislocation indicated by arrow B, for 
instance, (hereafter we call this type of 
dislocations Type-B) has a Burgers vector of 

either b = ± 1 / 3 [2113] or ± 1 / 3 [1213]. The 
structure of a Type-B dislocation is shown in 
detail in Fig. 7(b). Note tha t the lateral 
segments of Type-B dislocations no longer lie 
on their {1101} slip planes. This 
configuration thus may be not brought about 
solely by the glide process of the dislocation. 

^' lÛ^̂  

§[2^01*: 

J[T2To] 

Fig. 7. Detailed structure of (a) Type-A and (b) 
Type-B dislocations. 

Fig. 8 is a cross-sectional TEM image 
showing the overgrown region near the Si02 
mask in the same type of GaN film shown in 
Fig. 5. It is clear tha t many bending 
dislocations originating from threading 
dislocations in the substrate layer are piled 
up on the mask. Furthermore, there are two 
types of defects, denoted by D l and D2, 
running parallel to the [OOOl] direction- the 
D l defect originates near the center of the 
Si02 mask and the D2 defect comes from both 
edges of the mask. Fig. 9(a) shows a 
high-resolution (HR) TEM image of the defect 
D l and a periodic array of the end-on 
dislocations forming a boundary between two 
neighboring GaN crystals. Closer inspection 
of the lattice fringes in the adjacent GaN 
crystals reveals that the CRxis directions in 
both crystals are slightly tilted toward the 
boundary. This tilting is schematically 
illustrated in the inset. The average tilt-angle 
is estimated from transmission electron 
diffraction (TED) patterns taken from this 
region to be 2°. Therefore, it is concluded that 
the boundary consisting of the arrayed 
dislocations has the nature of a tilt boundary. 
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Fig. 8. Cross-sectional TEM [1120] image of 
part of the GaN region overgrown on the Si02 
mask. 

Burgers vectors of the dislocations 
constituting this boundary can be directly 
determined from their HRTEM images, as in 
the example shown in Fig. 9(b). When the 
positive sense of the dislocation line vector is 
taken to be into the page and a clockwise 
Burgers circuit is drawn according to the 
start-finish/right-handed screw convention, a 
Burger vector is determined by the vector 
pointing from S to F. As a result, the 
projection through the [1120] direction of 
the Burgers vector of each dislocation in the 
Dl defect is determined to be v3 a/2, where a 
is the a vector in a GaN hexagonal unit cell. 
Furthermore, most dislocations in the Dl 
defect have the same Burgers vector, and thus 
the boundary is composed of one set of 
dislocations. Note that the dislocation line 
corresponds to the upper edge of the 
extra-half-plane in the crystal (hereafter we 
refer to these t5^es of dislocation as negative 
dislocations). This structure well explains 
why the c-axis tilting described above occurs 
when these dislocations pile up along the 
[0001] direction to form a boundary. 

A similar HRTEM characterization for the 
D2 defect shown in Fig. 9(c) clarifies that it 
also consists of arrayed dislocations that are 
parallel to the [1120] direction and that 
form a tilt boundary. But in this case, the 

mean separation between the dislocations 
constituting the boundary is 2 to 4 times 
longer than that for the Dl defect and the 
tilt-angle for the neighboring crystals caused 
by the D2 defect was estimated from TED 
patterns to be 1°. Furthermore, the Burgers 
vector of each dislocation, measured from the 
HRTEM images of Fig. 9(d), has the same 
absolute value as that in the Dl defect 

(Vs a/2) but the opposite sign. This means 
that the dislocation corresponds to the lower 
edge of the extra-half-plane (hereafter we 
refer to this type of dislocation as positive 
dislocations). The array of the positive 
dislocations causes the c?:axis directions in the 
adjacent crystals to tilt away from the 
boundary. 

Fig. 9. (a) Cross-sectional HRTEM [1120] 
image of the Dl defect. The inset shows the 
tilting of the c-axis directions in two adjacent 
GaN crystals, (b) Burgers circuit around one 
of the dislocations forming the Dl defect, (c) 
and (d) are a HRTEM image and a Burgers 
circuit for the D2 defect. 

Fig. 10 shows a simplified model of the Dl 
and D2 defect structures in the overgrown 
region. Both types of defects form 
tilt-boundary, but the signs of the Burgers 
vectors of the dislocations responsible for 
them are opposite. This causes 
crystallographic tilting of the two 
overgrown-region domains separated by the 
Dl defect. The mean tilt-angle in each domain, 
up to about 2 |im from the Si02 mask, is 
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about 1°. As seen in Fig. 8, the separation 
between the end-on dislocation-segments in 
each defect increases as the film thickness 
increases. More than about 5 |im away from 
the mask there are hardly any end-on 
dislocations in the Dl and D2 defects. Thus, 
the tilting diminishes and eventually 
vanishes with increasing film thickness 
because the tilt-angle depends on the distance 
between the dislocations in the boundary [17]. 
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Overgiown region 0 
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Fig. 10. Simplified Dl and D2 defect 
structures in the overgrown region. 

As mentioned earlier, there are essentially 
two types of dislocations in the ELO layer-
those originating from pure-edge dislocations 
(Type-A) and those originating from mixed 
dislocations (Type-B) in the substrate layer. 
TVpe-A dislocations have Burgers vectors with 
b = 1/3<1120>, which are equivalent to the 
a-axis vectors in the hexagonal unit cell. The 
value obtained for the Burgers vectors of both 

the Dl and D2 defects, Vs a/2, should be a 

projection through the [1120] direction of an 
absolute value of the a vector. Therefore, it is 
deduced that the origin of the dislocations 
forming the Dl and D2 defects is Type-A 
dislocations that were propagated laterally in 
the ELO layer. The mechanism by which 
these defects form is described in detail in 
Section 4.3. 

Section 4.1 showed that dislocation bending 
plays an important role in reducing the 
threading dislocation density in ELO films. 
The dislocation morphology suggests that this 
bending is closely related to the appearance of 
the facets during the earlier stage of ELO. Fig. 
11 shows cross-sectional TEM micrographs 
taken with different g from the same area in 
a sample with the <1120 > mask, and these 
micrographs show dislocation structures at an 
early stage of ELO. A portion of the ELO-GaN 
layer with {llOl} facets, a substrate GaN 
layer, and Si02 masks are evident and it can 
be clearly seen in Fig. 11(a) that there are 
bending dislocations and laterally aligned 
segments of dislocations in the ELO region. 
Thus the bending of dislocations has already 
occurred in this growth stage. Especially, 
vertically aligned dislocations are hardly 
observed in the upper region. Some of the 
lateral dislocation segments and the bending 
dislocations are out of contrast with 
g= 0002 (Fig. 11(b)). From the invisibihty 
criterion g'b=0 [18],most of the dislocations 
that are in contrast in Fig. 11(b) have Burgers 
vectors of b= l / 3 < 1123 >and are identified 
as Type-B dislocations. The dislocations that 
are out of contrast in Fig. 11(b), however, 
have Burgers vectors perpendicular to the 
[0001] direction. That is, b = l / 3 < 1 1 2 0 > . 
Thus they are Type-A dislocations. The 
broken lines in Fig. 11(b) correspond to the 
initial position of the {1101} facets 
appearing during ELO. For Type-B 
dislocations, the lateral propagation is 
observed to occur predominantly around these 
positions. For Type-A dislocations, on the 
other hand, such as the bending dislocation 
indicated by the arrow in Fig. 11(a), bending 
morphology is always observed regardless of 
these facet lines. This indicates that the 
lateral propagation occurs randomly during 
the growth stage before the formation of the 
{l 101} facet is complete. 

4.2. Bending of pure-edge threading 
dislocations 
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Fig. 11. Cross-sectional TEM images taken of 
part of the ELO layer of the HVPE 
< 1 1 2 0 > sample grown for 2.5 min^ (a) 
g= lT00 a n d ( b ) g = 0 0 0 2 . 

In general, the dislocation morphology in 
crystals is very sensitive to the variation in 
the shape of growing surfaces because the 
dislocation lines tend to follow the direction of 
minimum energy per unit growth length [19]. 
Since the self-energy of a dislocation segment 
is determined principally by the Burgers 
vector and the dislocation line vector, the 
dislocations tend to penetrate the growing 
surface nearly perpendicularly because this 
minimizes their length. This type of 
dislocation morphology can be seen at a site 
in the Type-B dislocation indicated by the 
arrow B in Fig. 11(b). The abrupt bending 
morphology of Type-A dislocations, in contrast, 
does not indicate such energy-minimized 
structures. Their growth must therefore be 
governed by kinetics rather than the 
energetics. 

To investigate the mechanism of this 
bending, we examined the surface 
morphology of ELO films before the formation 

of the {1101} facet was completed. Fig. 12 is 
a high-resolution SEM image showing the 
surface microstructure of an ELO film at this 
early stage of growth [20]. Steps with bright 
or dark line contrast are evident on the (0001) 
surface, as are pits with an areal density 
estimated to be 1.1x10^ cm'2. This pit density 
suggests that the threading mixed dislocation 
density at this growth stage is much higher 
than tha t when the overgrowth is completed. 
It is clearly observed tha t the surface is 
substantially composed of the short length 
steps that terminate at a large number of pits. 
Thus we deduce tha t step-flow growth occurs 
in this early stage of growth. 

Fig. 12. SEM image of the surface step and 
terrace structures of a sample grown for 1 
min. 

A kinetic model based on the observed 
surface morphology has been proposed to 
explain the dislocation bending in the early 
stage of ELO [20]. Before describing it here, 
we recall tha t the bending dislocations 
(Type-A) are randomly distributed within the 

region surrounded by the { l lOl} facets and 
tha t step-flow growth occurs on the (OOOl) 
surface of the window regions before the facet 
formation is completed. Fig. 13 shows one 
mechanism by which a pure-edge threading 
dislocation would bend laterally in the 
direction of its Burgers vector. Fig. 13(a) is a 
macroscopic perspective view of a hexagonal 
GaN cell in which the character of a vertically 
aligned dislocation changes its character from 
edge to screw when it propagates laterally on 
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a (OOOl) surface. Fig. 13(b) is an atomistic 
illustration of a growing (OOOl) surface of 
GaN tha t includes a pure-edge dislocation 
perpendicular to the surface. The structure of 
the dislocation core could be drawn from a 
recent result obtained by STEM observation 
[21]. We consider the film to grow as a result 
of adatoms stacking on hexagonal lattice sites 
on the (OOOl) surface. If this stacking occurs 
simultaneously at each site, the edge 
dislocation grows perpendicularly as the film 
does and neither lateral propagation nor 
character change occur. On the other hand, if 
the A-A step moves across the dislocation 
from right to left by step-flow growth, atom 
No. 2 atom can bond with atom No. 1 atom 
before bonding with atom No. 3. If the 1-2 
bond is more kinetically favorable than the 
2-3 bond, the 3-4 and 5-6 bonds form as the 
step flows, resulting in a screw dislocation 
parallel to the film surface. This would 
account for the abrupt bending of the 
pure-edge dislocation onto the (OOOl) plane, 
which forms the lateral segment running 
along the direction of the Burgers vector and 
having a screw character. 

111120] 

_ \ j^'' # Ga or N 
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Fig. 13. Schematic diagrams showing a 
mechanism of the lateral propagation of a 
Type-A dislocation in the GaN film- (a) 
perspective structure of the bending 
dislocation; (b) atomistic representation of the 
lateral propagation of a dislocation aligned 
perpendicular to the growing (OOOl) surface. 

The above model cannot, however, be 
applied to the bending of mixed threading 

dislocations since, as mentioned earlier, the 
lateral segments of Type-B dislocations no 

longer lie on the slip planes of the { l l O l } . 
The only phenomenon tha t we confirmed is 
tha t the bending occurs when the growth 
star ts on the {1101} facet on which the 
dislocations intersect. 

4.3. Self-organized propagation of dislocations 
during ELO 

In this section, ELO films at the 
intermediate stage in the lateral overgrowth 
on the mask are examined in order to 
elucidate the relationship between the 
bending dislocation and the tilt boundaries in 
the overgrown regions. Fig. 14(a) is a typical 
cross-sectional TEM image which shows 
many end-on dislocations running parallel to 
the [1120] direction. Some of them 
(indicated by arrowheads) were found to form 
a line at nearly regular intervals along the 
[OOOl] direction. Individual structures are 
directly determined from the high-resolution 
TEM observation of the [1120] projection of 
their end-on dislocations, as in the example 
shown in Fig. 14(b). As a result, every end-on 
dislocation observed in the sample is found to 
have the form of a positive dislocation with its 
extra-half-plane pointing towards the film 
surface, as denoted by ± in Fig. 14(b). Such 
structures and their regular arrangement are 
quite similar to those of the D2 defect shown 
in Fig. 9(c). 

Fig. 15(a) shows a plan-view TEM image of 
the same sample whose cross-sectional TEM 
images are shown in Fig. 14. Note two types 
of distinguishable dislocation morphology as 
well as Type-B dislocations that propagate 
approximately normal to the mask stripe. 
One is shown by a bundle of dislocations 
(denoted BD) corresponding to the end-on 
dislocations seen in Fig. 14 can be seen along 
the mask stripe in the overgrown region. The 
other type, an example of which is indicated 
by arrow A, is shown by dislocations 
propagated from the window regions to the 
bundle. By using systematic contrast analysis, 
we identified these dislocations as Type-A 
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dislocations with Burgers vectors of the 
b=< 1120 > type. The TEM images in Figs. 14 
and 15 unambiguously show that TyP^'A 
dislocation segments parallel to the c-plane of 
GaN, which come from the window regions, 
propagate along the mask stripe direction and 
form into a bundle in the overgrown region. 

Fig. 14. (a) Cross-sectional TEM [1120] 
image taken with g= 1100 and showing 

dislocations in the HVPE < 1120 > sample at 
an intermediate stage of lateral overgrowth, 
(b) Cross-sectional high-resolution image of 
the end-on dislocations in the same sample. 

Fig. 15. Plan-view TEM image showing 
dislocation morphology in the HVPE 
< 1120 > sample (a) before and (b) after just 
after the coalescence of the overgrown region. 

We infer from the above results that 
self-organized propagation of Type-A 
dislocations results in a bundle consisting of 
dislocations whose Burgers vectors have the 
same (positive) sign. Since the Burgers 
vectors of Type-A dislocations on the 
prismatic-planes of the hexagonal crystal also 
lie on the basal c-plane and their lateral 
segments initially propagate parallel to their 
Burgers vectors, it is plausible that the 
lateral screw segments readily cross-slip onto 
the c-plane. As mentioned earlier, however, 
dislocation lines tend to follow the direction of 
minimum energy per unit growth length. 
Therefore, to explain the existence of 
prolonged dislocation line running along the 
mask, we have to take an external force into 
account, which drives the propagation of 
Type-A dislocations along the mask stripe 
direction during the ridge growth in ELO. 
This has been discussed in detail by Sakai et 
al. [20]. 

4.4. Mechanism of threading dislocation 
reduction and c-axis tilting 

A plan-view TEM image of the overgrown 
regions in a HVPE < 1120 > sample at the 
growth stage just after coalescence was 
shown in Fig. 15(b), and several dislocations 
that run from a dislocation bundle to a 
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merging front and then propagate in the 
opposite direction can be seen there. This 
clearly shows tha t at the coalesced site are 
formed negative dislocations along the mask 
stripe, one of whose origins is the positive 
Type-A dislocations in the bundle. It is clear 
that the bundle of positive dislocations causes 
the overgrown region to bend such tha t the 
c-axis tilts toward the center of the mask. 
Since most of the dislocations in the bundle 
terminate at the growth front during 
overgrowth, the termination site nucleates a 
new dislocation when adjacent facets coalesce 
and it is buried. In this process, in order to 
relieve excess strain energy accumulation, 
there is a driving force on the newly formed 
dislocation tha t makes them propagate along 
the reversed direction to that of the positive 
dislocations. This makes it difficult for Type-A 
dislocations to propagate vertically after the 
coalescence and thus reduces the threading 
dislocation density in ELO films. 

We infer the following scenario for Type-A 
dislocation propagation and the defect 
evolution accompanied by c-axis tilting (see 
Fig. 16). After dislocation bending occurs 
because of step-flow growth on the (OOOl) 
surface of the seeding region grown from the 
window area (Fig. 16(a)), the film tha t 
contains the bending Type-A dislocations 
starts to overgrow on the mask while being 
stressed (Fig. 16(b)). The stress induces a 
force exerted on the Type-A dislocations lying 
on the 6r-plane so tha t "sweep-out" of these 
dislocations occurs by the self-organized 
propagation along the mask stripe. The 
resultant positive dislocations in the 
overgrown region are the origin of the D2 type 
of defects. Then the negative dislocations are 
formed at the coalesced site partly by the 
reversed propagation of the positive 
dislocations such that the c-Rxis tilting caused 
by their arrangement can be accommodated 
(Fig. 16(c)). This corresponds to the formation 
of a tilt boundary in the D l defect near the 
center of the mask. 
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Fig. 16. Defect evolution during ELO. 

At the same time, the final arrangement of 
the D2 defect is determined by the interaction 
of the positive dislocations in the stress field 
of the coalesced film (Fig. 16(c)). Typically, in 
the case of the < 1120 > mask, all positive 
dislocations form an energetically stable 
arrangement—piling up side by side along the 
c-axis—as a result of the interactive forces 
due to their edge component as well as either 
attractive or repulsive forces due to their 
screw component. This implies that a kind of 
"polygonization" [17] might occur in the 
overgrown region during ELO. Hence this 
polygonization may leads to the formation of 
the D2 defect having a complete form of a tilt 
boundary. 

5. CHARACTERISTICS OF FIELO-GAN 

In this section we show tha t FIELO-GaN 



202 

layers more than 100 |im thick have low 
dislocation densities and good structural 
quality. We also describe the excellent optical 
and electrical properties of FIELO-GaN 
layers. 

Fig. 17. SEM image showing the relationship 
between the mask pattern and the etch-pits 
on the top surface when the FIELO layer is 
thin (10 |xm). 

5.1. Thickness dependence of dislocation 
density 

We found that the residual dislocation 
density of GaN layers grown with the FIELO 
technique could be reduced by growing 
thicker layers. Fig. 17 shows SEM images of 
etch-pits produced by dipping the sample into 
a hot (230°C) H2SO4: H3PO3 solution. When 
the GaN layer was thin (10 |im), the 
etch-pit-density (EPD) increased just above 
the mask region, as shown in dotted lines of 
Fig. 17(a), while the EPD on the window 
region decreased to 10'̂  cm'̂ . When the GaN 
layer was thick, on the other hand, the 
distribution of etch-pits was low and uniform 
on the entire wafer. The relation between 
EDP and GaN thickness is shown in Fig. 18 
for GaN layers ranging from 10 to 600 |xm 
thick. Dislocation densities determined from 
plan-view TEM observation of some of the 
samples are also shown there. When the EPD 
is high, the counting of etch-pits sometimes 
results in underestimations because more of 
the pits overlap. However, good agreement 

between the EPD and the dislocation density 
was obtained in lower EPD region. This Fig. 
clearly shows that thicker films have lower 
EPDs. The lowest EPD obtained in this 
experiment was 8x10^ cm"2. The lower 
dislocation densities in thicker films might be 
due to some of the threading dislocations 
forming closed loops during the growth. Some 
dislocations are also thought to be swept out 
the crystal. 
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Fig. 18. Thickness dependence of etch-pit 
density. Also shown are dislocation densities 
determined from plan-view TEM observation 
of some samples. 

5.2. Scanning reflection electron microscopic 
evaluation of c^xis tilting on the top surface 

TEM observation of the mask region of 
FIELO-GaN revealed that there are two types 
of defects aligned along the [0001] direction. 
Both types are tilt boundaries, but the 
dislocations of which they are composed have 
Burgers vectors with opposite signs (Fig. 10). 
This leads csxis tilting of the overgrown 
region by about 1°. It is interesting to know 
what extent the tilting remains on the surface 
when GaN layers are thick. We recently used 
scanning reflection electron microscopy 
(SREM) to investigate the dependence of the 
tilt angle on the thickness of FIELO-GaN [22]. 
The experimental system was equipped with 
a field emission electron gun, a secondary 
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electron detector for SEM, and a fluorescent 
screen for SREM. A 30-keV electron beam 
with a diameter of less than 3 nm was used 
for the SREM and SEM observations. The 
SREM images were obtained by recording the 
change in specular reflection spot intensity on 
the fluorescent screen through an optical lens. 
SREM shows atomic-steps on solid surfaces 
as dark contrast lines since the Bragg 
condition is disturbed at the steps. And 
because the image contrast is sensitive to the 
electron diffraction angle, we could see the 
local surface distortion that accompanies 
threading dislocations and crystallographic 
tilting. In this study, we used FIELO-GaN 
samples with thicknesses of 50 and 100 |im. 

Fig. 19 shows SEM and SREM images of a 
50-|im-thick FIELO-GaN film with < iToO > 
strips of Si02 mask. The upper portions of (a) 
and (b) are SREM images of the GaN surface, 
and the lower portion of (a) is an SEM image 
of the cross-section in which we can recognize 
the Si02 masks grown on the MOVPE-grown 
GaN layer. Note that the stripe contrast on 
the FIELO-GaN surface, which runs straight 
along the < 1100 > direction, can be seen 
clearly in these SREM images. Comparing the 
SREM and cross-sectional SEM images, we 
observed that the period of the dark stripes 
was equal to that of the Si02 masks at the 
interface and that the overgrown regions on 
the masks showed dark contrasts as indicated 
by the dotted lines in Fig. 19(a). By changing 
the position of the optical lens from this 
optimal position, we found that changing the 
position of the optical lens caused the stripe 
contrast to disappear or reverse. From the 
results of previous TEM studies and this 
SREM study, we can conclude that the stripe 
contrast in SREM images corresponds to the 
crystallographic csxis tilting of the 
overgrown areas on the surface, as illustrated 
in Fig. 20. The tilt angle estimated from the 
movement of the optical lens was less than 
0.3°. This result is consistent with those of a 
previous x-ray diffraction study [23]. On the 
mask, two domains with opposed tilt angles 
coalesced as shown in Fig. 20 (this behavior 
was described in Section 4.4.), but the 

uniform SREM contrast within most of the 
overgrown areas indicates that one of the two 
became dominant and that the GaN surface 
changed to a single domain. 

Overgrown regon 

(a) 

JL ^^^^ 

(b) 

Fig. 19. (a) SEM and (b) SREM images of a 
50-iim-thick FIELO-GaN film. The upper 
portion of (a) and all of (b) are SREM images 
of the GaN surface, and the lower portion of 
(a) is an SEM cross-sectional image. 

As described in Section 5.1, the dislocation 
density and crystallographic structure depend 
on the thickness of the HVPE-GaN layer. We 
therefore studied GaN layers more than 100 
|Lim thick, which have a dislocation density of 
roughly 10'̂  cm"2 on the top surface. Fig. 21 
shows SREM images of a 100-|im-thick 
FIELO-GaN film. Although a few areas 
showing faint contrast are evident, the stripes 
due to the crystallographic tilting and 
twisting that we could see on a thinner GaN 
film are not. Given the detection limit of the 
SREM method, we can conclude that the tilt 
angle of the overgrown areas in lOO-jim-thick 
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GaN was less than 0.05°. These SREM results 
indicate that a thicker FIELO-GaN film has 
better crystallographic structure in the 
overgrown areas and also has a smaller 
threading dislocation density. 

=̂£̂  
^ 

Sapphire 

/ 
/ 

£ 

Mask 

/ 

Fig. 20. Merging two tilting domains into a 
single domain. 

Fig. 21. SREM image of a 100-|Lim-thick 
FIELO-GaN film. 

5.3. Surface morphology 
We used atomic force microscopy (AFM) to 

examine the surface morphology of 
FIELO"GaN layers in order to clarify the 
growth mode. 

(a) (b) 
Fig. 22. AFM Images of (a) FIELO-GaN and 
(b) MOVPE-grown GaN surfaces. 
Fig. 22(a) shows an AFM image of a sample 

grown at 100 |Lim/h. A clear step-flow mode 
was observed on this sample, and it was 
confirmed that the step-flow growth occurred 
at growth rates up to at least 120 |im/h. We 
found this growth mode on the entire surface 
of 2-inch FIELO-GaN wafer, in mask regions 
as well as window regions. The surface of a 
GaN layer grown by MOVPE, in contrast, was 
very rough ( (b)). There were many traces of 
end-on dislocations, and steps were disturbed 
or terminated by these dislocations. 

Fig. 23. Photomicrographs showing the 
relation between the surface morphology of 
FIELO-GaN ((b) and (d)) and that of the 
underlying MOVPE-grown GaN ((a) and (c)). 

Fig. 23 shows photomicrographs of two 
MOVPE-GaN layers of the GaN grown on 
those surfaces by FIELO. Fig. 23(b) shows 
that the surface of the FIELO-GaN had many 
hillocks when the underlying MOVPE-grown 
GaN had the rough morphology shown in Fig. 
23(a). And as shown in Fig. 23(c) and (d), 
the surface of GaN layer FIELO-grown on a 
MOVPE-grown layer with a smooth surface 
was markedly better. We found that, even in 
the worst case, the skirts of hillock were then 
very long (100 jLim to 1 mm) compared with 
the heights of the hillocks (10 nm to 1 |Lim). 
When several layers for LD structure were 
deposited on such a substrate by MOVPE, the 
morphology was basically inherited from the 



substrate surface. The scale of the undulation, 
however, was small enough that the 
undulation did not markedly impair the LD 
functions. The FIELO-GaN wafer can 
therefore be used as an "epi-ready" substrate. 
No polishing or chemical etching is necessary 
to flatten the surface before it can be used as 
a substrate 

5.4. Crystal quality evaluated by x-ray 
diffraction 

We evaluated the crystal quality of GaN 
wafers by measuring the fuU-width-at-
half-maximum (FWHM) of the x-ray rocking 
curve (XRC) [23]. The c-Rxis tilt angle was 
measured by the conventional out-of plane 
(e,g, (0002)) XRC, while the c-axis twist angle 
was directly determined using grazing 
incidence angle (GID) x-ray diffraction by 
measuring the FWHM of (10 To) diffraction 
peak. The typical glancing angle was about 
0.1° and the penetration depth of x-ray was 
about 0.1 nm. The Cu Kai line (>.=1.5405A) 
was used. 

The twist and tilt angles obtained for two 
FIELQ-GaN wafers of different thicknesses 
and a 10-|Lim-thick GaN wafer grown by the 
conventional HVPE are summarized in Table 
1, where the improvements due to the FIELO 
method are clearly shown by the values listed 
for both angles. The twist angle in the 
550-|im-thick FIELQ-GaN sample was only 
15% of that in the conventional HVPE-grown 
sample. This value is among the best obtained 
for a GaN epitaxial layer. It should also be 
noted that improvement was observed even in 
the ll-|Lim-thick FIELO sample. The large 
twist indicates that there were many 
columnar grains misoriented to neighboring 
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grains exist and there were many threading 
dislocations at grain boundaries. Because the 
TEM observations had shown that most of the 
dislocations propagate laterally before the 
thickness of the FIELQ-grown layer reaches 5 
|im, we think that the reduction of dislocation 
density resulted in larger, less misoriented 
grains. 

TEM plan-view observation can be used to 
evaluate the dislocation density accurately, 
but is hard to use when the dislocation 
density regions is less than about 10'̂  cm"2. 
Etch-pit measurement is an alternative 
method, but the correspondence between etch 
pits and dislocations is not clearly understood. 
Therefore, we tried to evaluate the propriety 
of dislocation density estimated from EPD 
and TEM measurements by measuring twist 
and tilt angles obtained from FWHM of XRC 
as mentioned above. The samples used for the 
measurements were MOVPE-grown GaN 
with thicknesses of 1 to 2 |xm and 
FIELO-GaN wafers with thicknesses of 110 to 
550 |im. The dislocation densities of 
MOVPE-grown GaN and FIELO-GaN 
samples were evaluated from plan-view TEM 
images and EPD measurements, respectively. 
Etch pits were obtained by dipping wafers 
into a hot (230°C) H2SO4+H3PO3 solution for 
about 2 hours. The relation between 
dislocation density and the FWHM is shown 
in Fig. 24, where values for bulk GaN crystal 
obtained by the solution growth [4] are also 
shown. In the MOVPE-grown GaN samples, 
the twist angle was much greater than the tilt 
angle. This agrees well with the TEM study, 
which showed that the pure-edge dislocation 
responsible for the ^-axis twisting accounts 
for the majority of threading dislocations [9]. 

Table 1. Twist and tilt angles of the c-axis in FIELO-grown and HVPE-GaN sample. 

Thickness (jiim) 

Twist angle (arcsec) 

Tilt angle (arcsec) 

FIELO-GaN#l 

11 

288 

194 

FIEL0-GaN#2 

550 

184 

90 

HVPE-GaN 

10 

1188 

317 
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In the FIELO-GaN samples, on the other 
hand, the twist angle decreased to the same 
level as that of the tilt angle. As previously 
reported [9], about 70% of pure-edge 
dislocations from the underlying 
MOVPE-grown GaN layer are bent parallel to 
the interface by the formation of the facet 
structure early in the FIELO process of GaN. 
As a result, the ratio of the 
pure-edge-dislocation density to the total 
dislocation density was about 20 percent in 
the top surface of the FIELO-GaN layer. The 
result of XRC measurements reflects the 
improvement of crystal quality by the 
reduction of pure-edge dislocation density. It 
is interesting to see the relationship of the 
dislocation density and FWHM in the case of 
extremely low dislocation density. Porowski 
reported that the dislocation density of 
Mg-doped SG-GaN was less than 100 cm"2 [4], 
and FWHMs corresponding to the tilt and 
twist angel were around 25 arcsec in both 
angles. These results suggest that the FWHM 
should be less than 50 arcsec when the 
dislocation density is 10^ 's cm"2. 

1200 

1000 

800 

600 

400 

200 

0 

• twist angle 

o tilt angle 

[1] by Porowski 

SG-GaN" 

MOVPE-Ga 

/ 

10° 10̂  10* 10' 10° 10" 
Dislocation density (cm" 

Fig. 24. Relationship between dislocation 
density and the FWHM of the x-ray rocking 
curve for MOVPE-grown and FIELO-GaN 
samples. Values for bulk GaN crystal, 
reported by Porowski [4], are also shown. 

Gay et al have calculated the dislocation 
density from FWHM by using the equation 
D = F^/(9b^) [D- dislocation density, F-
FWHM (radians), b - Burger's vector] [24]. 

We used this equation to estimate the 
dislocation density from XRC results, and Fig. 
25 shows the relationship between the 
dislocation density obtained experimentally 
and that obtained by calculation. Only the 
twist angle whose the Burger's vector is 
1/3<1120> was taken into account in this 
calculation. Therefore, the value of a-axis 
lattice-constant (0.3189 nm) was employed as 
\ b\. It was found that the calculated result 
generally explained the experimental data 
well, although the discrepancy increased 
slightly at low dislocation densities. Thus, we 
can roughly estimate the dislocation density 
from the twist angle obtained from XRC 
measurement. 

10' 10' 10' 10' 
Dislocation density [cnn"̂ ] 

(experimental) 

10" 

Fig. 25. 
density 

Relationship between the dislocation 
obtained experimentally and that 

calculated from the twist angle. 

5.5. Optical properties 
The reflectance spectrum for a 

130-|im-thick FIELO-GaN sample is shown in 
Fig. 26, where two dispersive structures due 
to A and B excitons are clear. Three other 
structures can also be seen. These structures 
are assigned to the first excited-state (n=2) 
transition of A and B free excitons (A2, B2) 
and the ground-state transition (n=l) of the C 
free exciton. To the best of our knowledge, 
such a clear observation of A2, B2, and C 
excitons has not been reported in reflectance 
measurements made without using the 
modulation technique. Fig. 27 is a low 
temperature (1.3 K) PL spectrum for a 
free-standing FIELO"GaN wafer. Strong I2 
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emission, which is attributed to excitons 
bound to neutral donors, was seen around 
3.472 eV, and the FWHM of this is only 1.5 
meV. The free-exciton emissions from A and B 
excitons is clear at 3.478 eV and 3.484 eV, and 
higher-energy emission denoted by A2 can be 
resolved into three peaks. In most previous 
reports, these peaks have not been resolved 
and this emission has been treated as a single 
peak. 

Yamaguchi et al. recently reported a very 
long decay time for a FIELO-GaN layer (1.3 
ns) from the results of their time-resolved and 
temperature-dependent PL measurements 
[25]. When that GaN was used as a substrate 
for InGaN quantum well structure grown by 
MOVPE, the defect density and the 
fluctuation of In composition in the QW layers 
were much lower than those on the sapphire 
substrate. 
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Fig. 26. Reflectance spectra at room 
temperature for a 130-|Lim-thick FIELO-GaN 
sample. 

5.6. Electrical properties 
The silane SiH4 is generally used as a 

precursor for Si-doping (n-type) in MOVPE 
but is easily decomposed upstream in the 
hot-wall HVPE reactor, so we used thermally 
stable SiH2Cl2 instead of SiH4 for the 
Si-doping into FIELO-GaN layers. The 
relation between the carrier concentration 
and mobility at room temperature is shown in 

Fig. 28, which also shows the data of 
Nakamura et al [26]. All of those samples 
were free-standing GaN wafers 100-130 |im 
thick from which the mask stripe pat tern 
region had been removed. It is clearly shown 
tha t the present data are superior to those of 
MOVPE-grown samples. Furthermore, the 
mobilities measured for an undoped GaN 
layer 270 |im thick were very high- 860 
c m W / s (n=4.7xl0i5 cm'^) at 300 K and 2780 
c m W / s (n=8.7xl0i4 cm'^) at 77 K. 

J.45 3.46 3.47 3.48 3.49 3.50 
photon energy (eV) 

Fig. 27. Low-temperature (1.3 K) PL 
spectrum for free-standing FIELO-GaN. 
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Fig. 28. Relationship between the carrier 
concentration and mobility at room 
temperature. Open squares show data by 
Nakamura et al [26]. 

6. CONCLUSION 

We developed an epitaxial lateral 
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overgrowth (ELO) method for reducing the 
dislocation density of GaN epitaxial layers. 
The results of TEM observations showed that 
it resulted in threading dislocation densities 
as low as 6x10'̂  cm'̂ , which is about two 
orders of magnitude smaller than that of GaN 
epitaxial layers on a sapphire substrate. 

We confirmed that the dislocation bending 
plays an important role in reducing the 
threading dislocation density in the 
FIELO-GaN layers. The observed dislocation 
morphology suggests that the occurrence of 
the bending is closely related to the 
appearance of the facets early in ELO. This is 
why we call this method facet-initiated ELO 
(FIELO). We determined the nature of 
bending dislocations, and here we discussed 
in detail the formation of a tilt boundary and 
the resultant caxis tilting. 

Since FIELO-GaN layers more than 100 |j,m 
thick were found to have dislocation densities 
lower than those of thinner layers, thick 
FIELO-GaN samples were the focus of the 
studies reported here. Using scanning 
reflection electron microscopy (SREM), we 
found the tilt angle on the top GaN surface of 
these samples to be less than 0.05°. X-ray 
measurements revealed that the caxis twist 
angle decreased along with the dislocation 
density, and we showed that the dislocation 
density could be estimated from the twist 
angle. AFM measurements showed very 
smooth step-flow growth even when the 
growth rate was greater than 100 [im/h. 
Well-resolved dispersive structures for free 
excitons were clearly be observed in 
reflectance measurements of thick 
FIELO-GAN layers, and low-temperature (5 
K) PL measurements showed a very strong 
band-edge emission with a FWHM of only 1.6 
meV. An undoped sample of free-standing 
GaN showed very high mobilities- 860 
cm'WIs (n=4.7xl0i5 cm-3) at 300 K and 2,780 
cmW/s (n=8.7xl0i4 cm'̂ ) at 77 K. These 
results indicate that the electrical quaUty and 
optical quality FIELO-GaN are very high. 
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The effects of buffer layers on the heteroepitaxial growth of GaN are reviewed. Heteroepitaxial growth 
of GaN by metalorganic vapor phase epitaxy (MOVPE), hydride vapor phase epitaxy (HVPE) and molecular 
beam epitaxy (MBE) have been carried out using various buffer layers. Buffer layers are very important for 
obtaining high-quality GaN single crystals. The following buffer layers are mainly employed in MOVPE: (1) a 
low temperature deposited AIN or GaN buffer layer in MOVPE on sapphire (0001), (2) a high temperature 
deposited AIN in MOVPE on 6H-SiC, (3) a high temperature deposited AIN in MOVPE on Si (111). Other 
substrates, buffer layers and growth methods (HVPE and MBE) have also been studied. These buffer layers 
were found to play roles in (a) high-density nucleation of GaN on the buffer layers, (b) arrangement of 
crystalline directions of GaN islands, (c) quasi two-dimensional growth (lateral growth) of GaN, (d) coalescence 
of GaN and (e) step flow growth. Advanced technologies related to buffer techniques are also reviewed in this 
chapter. 

1. INTRODUCTION 

GaN is one of the most promising materials 
for optical devices in the region from blue to 
ultraviolet light and for electronic devices used in 
liigh power, high frequency and high temperature. 
It is extremely difficult to grow a large-scale bulk 
single crystal of GaN because of the high 
equilibrium pressure of nitrogen at a growth 
temperature of more than 1000°C. Therefore, 
vapor phase epitaxial methods, such as metalorganic 
vapor phase epitaxy (MOVPE) and hydride vapor 
phase epitaxy (HVPE) using various substrates such 
as sapphire (a-Al203) or 6H-SiC have been tested 
for growing GaN single crystal films. However, it 
was fairly difficult to grow high quality epitaxial 
films, particularly with smooth surfaces free from 

cracks, because of the large lattice mismatch and the 
large difference in the thermal expansion coefficient 
between GaN and those substrates, as shown in 
Table 1. 

To solve this problem, the deposition of a 
thin buffer layer before GaN growth via MOVPE, 
HVPE and molecular beam epitaxy (MBE) was 
proposed. In the case of MOVPE, sapphire, 6H-
SiC and Si substrates are mainly used. Surface 
morphology as well as electrical and optical 
properties of GaN films has been improved 
remarkably by the preceding deposition of an AIN 
[1] or a GaN [2] buffer layer before MOVPE growth 
of GaN films. Recently, in order to improve the 
quaUty of a GaN layer with low temperature buffer 
layer, in situ monitoring [3, 4] and low temperature 
interlayer technique [5, 6] are developed. In the 
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Table 1 Lattice constants and thermal expansion coefficients for various substrates 

Substrate 

a-AUOs 

6H-SiC 

Si 

GaAs 

ZnO 

1 MgAl204 

LiGaOa 

Lattice Constant a 
(nm) 

0.4758 

0.308 

0.5431 

0.56533 

0.325 

0.8083 

0.3186 

Mismatch 

(%) 

-13.9 

-3.4 

20.4 

25.3 

1.9 

-10.3 

-0.09 

Thermal Expansion Coefficient 

(x lO 'K ' ) 

7.5 

4.2 

3.6 

6.0 

2.9 

7.5 

7.0 

Mismatch 

(%) 

34 

-25 

-36 

7.0 

-48 

33 

25 

case of HVPE, sapphire substrates and a ZnO buffer 
layer are mainly used to grow thick GaN layer [7]. 
The fabrication of freestanding GaN substrates has 
also been reported [7]. Besides a sapphire 
substrate, 6H-SiC [8], GaAs [9, 10] and NdGaOa 
(NGO) [11] substrates are used. Recently, large 
freestanding GaN substrates were fabricated by 
HVPE using GaAs substrates [10]. In the case of 
MBE, buffer layers or nitridation of substrate [12, 
13] have been used as the initial growth technique. 
The first report on the use of a buffer layer 
technique in MBE was a report on the growth of 
GaN on a sapphire substrate with an AIN buffer 
layer in 1983 [14]. In 1993, it was reported that a 
GaN buffer layer could be used as well as an AIN 
buffer layer [15]. The use of 6H-SiC [16] and Si 
[17-19] substrates has also been reported. 

In this chapter, I will show how the 
crystalline properties of GaN films grown by 
MOVPE and HVPE are improved by using various 
buffer layers and advanced technologies for buffer 
layer techniques. 

2. MOVPE (metalorganic vapor phase epitaxy) 

2.1. Sapphire Substrate 

2.1.1. Low Temperature Buffer Technique 
A horizontal type MOVPE reactor operated 

at an atmospheric pressure was used for the growth. 
An optical grade polished (0001) sapphire was used 
as the substrate. The off-angle of the sapphire 
substrate was less than 0.5 degrees. The substrate 
was placed on a graphite susceptor, which 
was heated by an r.f Figure 1 shows an illustration 
of the growth process with the AIN buffer layer. 
Prior to the growth, the substrate was heat-treated at 
I150°C for 10 min in a stream of H2 to remove 
surface damage and impurity. Trimethylgallium 
(TMG), trimethylaluminum (TMA) and ammonia 
(NH3) were used as source materials for GaN or 
AIN growth. The carrier gas was hydrogen (H2). 
Before the growth of the GaN film, a thin AIN 
buffer layer of about 50 nm in thickness was 
deposited at about 600°C. Then, the substrate 
temperature was raised to a growth temperature of 
about 1050°C, and a GaN film was grown. Figure 
2 shows the surface morphology of GaN with and 
without the AIN buffer. The surface morphology 
as well as the electrical and optical properties of the 
GaN film were remarkably improved by the 
preceding deposition of a thin AIN layer as a buffer 
layer before the GaN growth [I]. 
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In order to clarify the role of the AIN layer, 
every stage of GaN growth was studied by SEM. 
Figure 3 shows the changes in surface morphology 

during the early growth stage of GaN. After 5 min 
of growth, as shown in Fig. 3(a), many truncated 
hexagonal pyramidal mesas are formed. Then, 
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Figure 1. Illustration of the growth process with an AIN buffer layer. 

Figure 2. Surface morphology of GaN without (a) and with (b) an AIN buffer layer. 
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two-dimensional lateral growth proceeds favorably 
for a certain period of the growth time (Figs. 3(b) 
and 3(c)). This clearly indicates that quasi-lateral 
growth dominates at a certain thickness of the GaN 
film. Finally, the whole area of the substrate is 
covered by a GaN film with a flat surface, as shown 
in Fig. 3(d). 

From electron diffraction spots, the 

crystallographic relations between GaN, AIN and a-
AI2O3 were found to be [0001] GaN || [0001] AIN || 
[0001] AI2O3 and [1-100] GaN || [1-100] AIN || [11-
20] AI2O3 The sharp spots of AIN indicate that the 
AIN is crystallized epitaxially on the sapphire 
substrate during the raising of the temperature 
and/or the growth of GaN. The above relations 
agree with those in the case of GaN grown directly 

^^^njilsif'^i^^ 

Figure 3. Changes in surface morphology during the growth of GaN (a) 5 min, (b) 10 min, (c) 20 min, (d) 60 

min after the deposition of AIN buffer layer. 

Bar indicates 2 fxm. 
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Figure 4. Model of changes in surface morphology during the growth of GaN without an AIN buffer layer. 
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Figure 5. Model of changes in surface morphology during the growth of GaN after the 

deposition of an AIN buffer layer. 
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on (0001) sapphire without AIN. 
On the basis of these results, growth models 

can explain the difference between the modes of 
growth of the two cases were proposed (see Figs. 4 
and 5). 

In tlie case of a conventional GaN film 
without an AIN layer (Fig. 2(b)), many hexagonal 
GaN columns with different sizes and heights are 
formed, as depicted in Fig. 4(b). They grow three-
dimensionally (figs. 4(b) and (c)), resulting in a 
rough surface and many pits at their boundaries, as 
shown in Fig. 4(d). 

On the other hand, in the case of a GaN film 
grown with an AIN layer under optimum conditions, 
many AIN crystallites may be formed together with 
an amorphous-like structure. These fine 
crystallites were found to have the [0001] axis 
parallel to that of the sapphire and may act as a 
nucleation center for the following growth of a GaN 
island, which is not a column, but a truncated 
pyramidal mesa as shown in Figs. 3(a) and 5(b). In 
ftirther growth, lateral growth and coalescence of 
GaN islands are seen (Figs.3(c) and 5(c)). These 
may be caused by a decrease in interfacial free 
energy between tlie GaN islands and the amorphous-
like AIN layer. 

2.1.2. Growth Mechanism 
Observation of the initial growth stage and 

cross-sectional TEM images of GaN films revealed 
the growth processes of GaN without and with an 
AIN buffer layer. Figure 6 shows a bright field 
image with a low magnification to observe a wide 
region of the specimen. It can be seen that the 
GaN layer has a three-zone texture. The zone 
nearest to the AIN buffer layer has fine image 
contrasts due to a number of faults. Consequently, 
tliis zone is called here a ''faulted zone " (Z )̂, the 
thickness of which is about 50 nm. Above the 

faulted zone, there is another zone that has a number 
of trapezoid crystals. This trapezoid structure was 
revealed by SEM observations of the GaN islands to 
be a truncated hexagonal pyramidal mesa, as shown 
in Fig. 3. As the density of defects in this zone is 
much lower than in the faulted zone, it is called here 
a "semi-sound zone " {Zss\ the tliickness of which is 
about 150 nm thick. The remaining area is called a 
"sound zone " (Z )̂, as it contains only a small 
amount of defects. In the sound zone, the defect 
density decreases abruptly in the case of a layer of 
GaN thicker tlian about 300 nm, and a high quality 
and uniform GaN is obtained. 

Figure 7 shows a dark field image with 
slightly higher magnification to clarify the 
microstructure inside the AIN layer and the zones of 
the GaN layer. It can be seen that the AIN layer 
gives an image contrast of stripes perpendicular to 
the interface. Figure 8 shows a lattice image of 
AIN on a-Al203. The difference in image contrast 
with location is attributed to the small difference in 
orientations of crystallines. The moire images are 
due to crystal boundaries. The image contrasts in 
Figs. 6 and 7 reveal that the AIN layer is composed 
of columnar fine crystals like frost columns, tlie 
diameters of which are in the order of 10 nm. 

The initial growth models of GaN are 
considered on the basis of these results. Figs. 9 
and 10 show schematic diagrams of the growth 
processes of GaN on sapphire without or with an 
AIN buffer. In the case of a GaN film witliout an 
AIN buffer layer, the nucleation density of GaN on 
the sapphire substrate is low, as shown in Figure 9 
(1). Many hexagonal GaN columns with different 
sizes and heights are formed and they grow three-
dimensionally (Figure 9 (2)), resulting in a rough 
surface and many pits at their boundaries as shown 
in Figure 9 (3). Furthermore, many crystalline 
defects are generated near the boundaries between 
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Figure 6. Bright field image with a low magnification to observe a wide region of a GaN 

epitaxial layer with an AIN buffer layer. 

'̂ f̂c"̂  Au««| 
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Figure 7. Dark field image with slightly higher magnification to clarify the 

microstnicture inside the AIN layer and the zones of the GaN layer. 

Figure 8. Lattice image of an AIN buffer layer on an a-Al203. substrate. 
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GaN grains due to misorientation of each island. 
The growth process of GaN film with AIN 

buffer layer is shown in Figure 10. The AIN buffer 
layer has an amorphous-like structure at the 
deposition temperature, but when the temperature is 

raised to the growth temperature of GaN, AIN is 
crystallized by solid phase epitaxy and then it 
exhibits a columnar structure. Since the AIN films 
were single-crystal-like from electron diffraction 
spots, orientations of AIN columnar crystals were 
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Figure 9. Schematic diagrams of the 

growth process of GaN on sapphire 

without an AIN buffer layer. 
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(5) Uniform Growth 
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Dislocation 

Figure 10. Schematic diagrams of the 

growth process of GaN on sapphire with 

an AIN buffer layer. 
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found to be arranged each other. 
Each GaN column is grown from GaN nuclei 

tliat have been generated on the top of each 
columnar fine AIN crystallite. Therefore, it is 
tliought that high-density nucleation of GaN occurs 
owing to the high density of the AIN columns, as 
shown in Figure 10 (1), compared with the 
nucleation density of GaN grown directly on the 
sapphire substrate. 

The columnar fine GaN crystals increase 
accordingly in size during the growth process and 
tlie crystalline quality of GaN is improved in this 
stage. It is thought that geometric selection of GaN 
fine crystals occurs, as shown in Figure 10 (2). 
Each first fine crystal of GaN begins to grow along 
tlie c-axis, forming a columnar structure. The 
columns have various random orientations and do 
not continue to grow uniformly. The number of 
columns emerging at the front gradually decreases 
as the front area of each column increases. Since 
the only columns that survive are those that grow 
along the fastest growth directions (i.e., those 
columns for which c-axis are normal to the 
substrate), then all columns become arranged in the 
direction normal to the substrate, as indicated by the 
arrows in Figure 10 (2). 

In the next stage, trapezoid crystals are 
formed on the columnar crystals. As the front area 
of the column increases due to geometric selection, 
a c-face appears in the front of each column, and 
trapezoid islands with c-faces are formed, as shown 
in Figure 10 (3). These islands preferentially grow 
to become larger trapezoid crystals, which cover the 
small islands nearby. The stage in Figure 3 (a) 
corresponds to the generation of the trapezoid island 
crystals after geometric selection of columnar 
crystals. 

Subsequently, lateral growth and coalescence 
of the islands occur in the stages shown in Figure 3 

(b) to Figure 3(c). The pyramidal trapezoid 
crystals grow at a higher rate in a transverse 
direction, as shown in Figure 10 (4), because the 
growth velocity of the c-face is much slower. 
After the lateral growth, the islands repeat 
coalescence each other very smoothly. 

Finally, since the crystallographic 
directions of all islands agree well with each otlier, a 
smooth GaN layer with only a small amount of 
defects can be obtained as a result of the uniform 
coalescence, as shown in Figures 10 (5) and 3 (d). 
Thus, uniform layer-by-layer growth occurs, thus 
creating high-quality GaN film with a low defect 
density and a smooth surface. 

Based on the above results, the roles of an 
AIN buffer layer in GaN MOVPE growth are 
summarized as follows: 
(1) High-density nucleation of GaN occurs on the 
AIN columnar crystals. 
(2) Geometric selection occurs among the GaN fine 
crystals, which are able to arrange the 
crystallographic directions of GaN columnar 
crystals. 
(3) Crystalline defects near the interface between the 
grains are greatly reduced because of lateral growth 
and coalescence among GaN crystals that have been 
arranged in crystallographic directions. 

(4) The surface is covered at an early growth stage, 
and a smooth surface is easily obtained because of 
the higher lateral growth velocity of the pyramidal 
trapezoid islands with c-faces on the top of the 
columnar crystals. 

Thus, the non-uniform growth of GaN on 
AIN mentioned above plays an important role in the 
realization of uniform growth and in enabling a 
high-quality GaN film with few defects to be 
obtained even on a highly mismatched (13.8%) 
substrate. 
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2.1.3. Advanced Technology for buffer layers 
The use of in situ monitoring for 

optimization of the growth process has recently been 
studied [3, 4]. This method involves measurement 

of reflectivity of the epitaxial layer with crystal 
growth. The monitoring system is put together 
with crystal growth system. Figure 11 shows a 
schematic diagram of the reflectivity spectrum for 
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Figure 11. Schematic diagram of the reflectivity spectrum for typical GaN growth. 
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typical GaN growth. During desorption under 
hydrogen, no significant change in reflectivity 
occurs; the reflectivity stays on the value of bare 
AI2O3 substrate at a constant value (Rl). During 
buffer layer growth, a steep increase in reflectivity is 
observed. This increase depends on the thickness 
of the deposited buffer layer. During annealing, 
reflectivity drastically decreases and then, stabilizes 
at a constant value (R2). Switching on the TMG 
induces a further decrease in reflectivity; this "Ga 
nose" is typical for all measured spectra. The 
following shape depends on the temperature profile 
during annealing and determines both growth rate 
and tlie beginning of subsequent GaN growth. The 
Ga nose lies at R2 at Tl, the following decrease to 
R3 reflectivity is steep, the first oscillation 
maximum (R4) follows soon. The loss of 
reflectivity can be explained by the re-crystallization 
of the buffer layer. After the second maximum 
(R5), the reactor temperature was reduced to T2, 
which is convenient for a smooth surface. The 
lateral growth of GaN is characterized by a steep 
ascending envelope of the reflectivity to its 
maximum value, corresponding to the average 
reflectivity of R6. The periodic oscillation means 
2-dimensional growth of GaN. 

The crystalline quality of a GaN epitaxial 
layer has been improved by introducing an AIN 
buffer layer; however, GaN films grown on sapphire 
with a low-temperature buffer layer contain large 
amounts of dislocations of the order of 10̂ -10̂ '̂ cm"̂ , 
which might affect the performance of nitride-based 
devices. To solve this problem, the insertion of a 
second low-temperature-deposited buffer layer 
between high-temperature-grown GaN was 
proposed [5, 6]. Figure 12 shows the structure of 
samples in which a second low-temperature-
deposited buffer layer was used. Creation of high-
quality and crack-free thick AlGaN samples was 

possible by using this technique. This is because 
tensile stress in the AlGaN layer is reduced by the 
AIN interlayer. 

2.2. 6H-SiC substrate 
As mentioned above, sapphire substrates are 

conventionally used for nitride growth; however, tiie 
cleavage is not so strong and thermal and electrical 
conductivity are low. Thus it is difficult to 
fabricate laser diodes, FETs (Field Effect 
Transistors) and so on. Unlike sapphire, GaN and 
6H-SiC have the similarity of the lattice structure, 
including closer lattice constant and thermal 
expansion characteristics along the basal planes. In 
addition, 6H-SiC has high thermal and electrical 
conductivity and strong cleavage. Thus, the use of 
a 6H-SiC substrate to grow GaN is expected to lead 
to improvements in structural and optelectronic 
properties, it is expected that 6H-SiC will become 
the material used for nitride laser substrates in the 
future. AIN has the closest structural 

characteristics to those of SiC within the AlxGai.xN 
system and has been used as a buffer layer for GaN 
epitaxy on SiC. 

Recently, the number of reports on nitrides 
grown on SiC substrates has increased. Uniform 
growth of GaN on SiC substrates has been reported 
with high temperature (about 1100°C) AIN or 
AlGaN buffer layers [20-22]. The growth of 
AlGaN on SiC without a buffer layer has also 
reported. The AlxGâ xN alloys containing even low 
(x>0.05) concentrations of AIN showed smooth 
surfaces and high crystal quality [23]. 

2.3. Si substrate 

Silicon is a very promising substrate material 
for the growth of GaN layers, allowing future 
integration of well-established Si electronics with 
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GaN-based photonic devices. To date, several 
groups have succeeded in the fabrication of GaN-
based devices on Si substrates. However, the 
growth of GaN on Si layers of crystalline quality 
comparable to that of GaN layers grown on sapphire 
or SiC substrates is still a challenging issue. 

It is difficult to grow GaN on a Si substrate 
because of the poor nucleation of GaN on Si in 
addition to the large lattice mismatch and thermal 
expansion coefficient. To overcome this difficulty, 
a buffer layer or an intermediate layer, such as AIN 
[24], SiC [25], AlAs [26] and y-A^Og [27], grown 
prior to GaN growth, is usually used. High 
temperature AIN and AlGaN buffer have also been 
used in selective area growth of GaN on a Si 
substrate [28, 29]. 

2.3.1 Growth using a 3C-SiC buffer layer 
3C-SiC was grown in a vertical-type, low-

pressure chemical vapor deposition (CVD) reactor. 
The substrate was a Si (111) wafer misoriented 4 
degrees off toward the <110> direction. The Si 
and carbon (C) source gases were dichlorosilane 
(SiH2Cl2) and isobutene (i-C4Hio), respectively. 
Hydrogen chloride (HCl) was added to these source 
gases during the 3C-SiC growth in order to control 
tlie stoichiometry of the SiC layer. Typical flow 
rates for SiH2Cl2, i-C4Hio, HCl and hydrogen (H2) 
were 6, 10, 90 and 6000 seem, respectively. The 
3C-SiC layer was grown at 925°C. Under these 
conditions, a highly (lll)-oriented 3C-SiC layer of 
about 200 nm in thickness was grown on the Si 
(111) substrate. Growth of GaN films on these 
liighly (lll)-oriented 3C-SiC layers, which cover 
the whole surface of the Si substrates, were carried 
out in a horizontal-type MOVPE reactor operated at 
atmospheric pressure. 

Figure 13 shows SEM photographs of the 
surfaces and cross sections of GaN films grown on 

Si (111) covered with a 3C-SiC layer (Figure 13a) 
and grown directly on Si (111) (Figure 13b). As 
shown in Figure 4a, a GaN film with a smooth 
surface is obtained on Si covered with a 3C-SiC 
layer, indicating that layer growth of GaN can be 
achieved on a Si substrate using 3C-SiC as an 
intermediate layer. On the other hand, a GaN film 
grown directly on Si (111) has very poor surface 
morphology. An island-hke structure similar to 
that shown in Figure lb is observed. It is thought 
that GaN is grown three-dimensionally on the Si 
substrate witliout the 3C-SiC intermediate layer. 
The cracks that can be seen in Figure 12a were 
caused by the large difference between the tliermal 
expansion coefficient of GaN and Si, as shown in 
Table 1. 

The RHEED patterns for GaN using a 3C-
SiC buffer layer were spotty, indicating that the 
GaN film is single crystalline. On the other hand, 
the RHEED patterns for GaN without a 3C-SiC 
intermediate layer were very weak and hallow-like. 
Evidence showing that the GaN film grown directly 
on Si is a single crystal was not obtained. These 
results indicate that the quality of a GaN film grown 
on Si is improved by using 3C-SiC as an 
intermediate layer. 

The epitaxial relationship between a GaN 
film and a Si substrate using a 3C-SiC intermediate 
layer as revealed by X-ray Laue patterns is shown in 
Figure 14. It can be seen in the figure that the 
(0001) plane of GaN is parallel to the (111) plane of 
Si and that the [11-20] direction of GaN is parallel 
tothe [110] direction of Si. 

The large lattice mismatch between GaN and 
Si is reduced by using a 3C-SiC buffer layer and, 
hence, growth of GaN is changed fi-om a three-
dimensional mode to a two-dimensional mode. 
The 3C-SiC buffer layer was not a single crystal but 
highly (11 l)-oriented crystals. There have been no 
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Figure 13. SEM photographs of the surface and cross sections of GaN films grown on Si (111) 

covered with a 3C-SiC buffer layer (a) and grown directly on Si (111) (b). 

Jl^loooiKW 

• mm 

x^«c 

31I0X 

£i. 
3.1I9X 

^ 

O 

m 

• OtorN 

o. 

.0 

'o 

Figure 14. Schematic illustration of crystallographic orientations of a (0001) GaN layer and a (111) 

Si substrate using a 3C-SiC buffer layer. 
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experiments on GaN growth on a single crystalline 
3C-SiC buffer layer. Further studies on the growth 
process of GaN on a SiC buffer layer and on tlie 
effects of a 3C-SiC buffer layer are needed. 

2.3.2. Growth using AIN buffer layer 

AIN buffer layers were deposited on Si (111) 
substrates at layer thickness of 100 - 200 nm. At 
the deposition temperature is between 800 and 
nSO '̂C, the surfaces of the AIN layers were rather 
smooth with good coverage on the Si surfaces. At 
a deposition temperature above 1100°C, the RHEED 
patterns had spots, indicating that the AIN layers are 
single crystalline. On the other hand, when the 
temperature was lower than 800°C, the RHEED 
patterns had rings, indicating that the layer is 
polycrystalline. At 900°C, polycrystalline AIN 
crystals were included in the single crystal of the 
AIN layer, and the AIN film became polycrystalline 
with increasing temperature. Formation of Si3N4 
due to reaction between NH3 and Si substrates might 
be possible; however, there is no indication from the 
RHEED patterns. 

Figure 15 shows SEM photographs of the 
surfaces and cross sections of GaN films grown on 
Si (HI) substrates without and with AIN 
intermediate layers deposited at 1150°C. As shown 
in Figure 15a and 15b, a GaN film with a smooth 
surface is obtained on Si (111) covered with an AIN 
layer, although cracks are observed on the surface. 
On the other hand, an island-like structure is 
observed on the GaN film grown directly on Si 
(111) (Figure 15c and 15d). The film thickness of 
GaN was about 2 jam. When the deposition 
temperature of the AIN layer was higher than 900°C, 
strong streaks and Kikuchi lines are clearly observed 
in tlie RHEED pattern, indicating thiat indicates that 
liigh-quahty single crystalline GaN films had been 

grown. On the other hand, when the temperature 
was 800°C, a spotty pattern was observed, indicating 
that the surface of GaN had become rough. 

Figure 16 shows the variation in the FWHM 
of double-crystal X-ray rocking curves (XRCs) for 
GaN films grown on Si with AIN intermediate 
layers which predeposited at different temperatures. 
When the AIN deposition temperatures were higher 
than 1050°C, the FWHM of XRC is about 10 - 20 
min, also indicating good crystallinity of the GaN 
films. On the other hand, the FWHM of XRC 
increased abruptly when the deposition temperatures 
were lower than 900°C. These results are 
consistent with those obtained RHEED analyses. 

The epitaxial relationship between GaN and a 
Si substrate was revealed by X-ray diffraction 
measurements. It was found that the (0001) plane 
of GaN is almost parallel to the (111) plane of Si 
and that the [11-20] direction of GaN is parallel to 
the [110] direction of Si. The cracking plane of 
GaN is mainly the {1010} plane. This result is tlie 
same as that obtained in the case of GaN on Si (111) 
using a 3C-SiC buffer layer. 

As mentioned above, we can obtain an 
extremely smooth surface of GaN by using an AIN 
buffer layer. This is mainly because coverage of 
AIN is increased more than that of GaN. It is 
thought that the Si surface is easily covered with 
AIN because chemical reaction between an M 
species and a Si substrate occurs more easily than 
that between a Ga species and a Si substrate. 
Another reason is that the lattice mismatch of 16.9% 
between GaN and Si is greatly reduced to 2.5% in 
the case of GaN and AIN, resulting in realization of 
two-dimensional growth of GaN instead of three-
dimensional growth. 

The crystalline quality as well as the surface 
morphology of GaN films are greatly improved with 
AIN buffer layers deposited at a temperature over 
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Figure 15. SEM photographs of the surfaces and cross sections of GaN films grown on Si (111) 

covered with an AIN buffer layer (a) (b) and grown directly on Si (111) (c) (d). Bar indicates 5 ^m 

in (a) (b) (c) and 1 urn in (d). 
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Figure 16. Dependence of the FWHM of double-crystal X-ray rocking curves of GaN layers on 
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900 °C. Since AIN buffer layers fabricated at a 
temperature over 900°C are single crystals, a single 
crystal of AIN is more important as a buffer layer on 
Si substrate to obtain a high-quality GaN film. 
Recently, high-quahty GaN films have been grown 
by MOVPE on 6H-SiC using high temperature 
buffer layer of AIN. In this case, it was confirmed 
that the AIN buffer layer is a single crystal and 
coalescence among GaN islands occurs and that the 
surface becomes smooth in less than only one 
minute. Thus, GaN can be grown on a buffer layer 
epitaxially from the early growth stage. Therefore, 
this AIN buffer layer is thought to be a kind of 
single crystalline AIN substrate. 

In contrast, an AIN buffer layer on a sapphire 
substrate, as mentioned in the previous section, is 
not single crystalline. The initial growth stage of 
GaN on an AIN buffer layer has several nonuniform 
growth stages as shown in Figure 15. 

Thus, the crystalline structures of an AIN 
buffer layer are different in the case of a sapphire 
substrate and in the case of a Si substrate. Further 
studies on the initial growth process and 
observations of fine crystalline structures near the 
interfaces between the GaN films and the buffer 
layers are needed to determine the reason for the 
crystalline structures of the buffer layers. 

3. HVPE (hydride vapor phase epitaxy) 

3A. Thermal strain in a GaN grown layer 
Heteroepitaxial growth on a sapphire 

substrate is usually employed for the preparation of 
single crystalline GaN. Because of the large 
difference between the thermal expansion 
coefficients of GaN and sapphire, the sample bends 
if a thick film is grown and cracking often occurs 
near the heterointerface due to the thermal stress 
during cooling after the growth. Cracks occurred 

in a GaN (0001) / a-Al203 (0001) heterostructure 
fabricated by HVPE, and it was found that the 
cracking was caused by tensile stress applied to the 
sapphire substrate due to the large difference 
between the thermal expansion coefficients (aoaN < 
ocsapphire). Latticc coustauts and strains of GaN 
have been measured for film thickness in the range 
of 0.6 to 1200 |j,m in order to clarify the process of 
strain relaxation [30, 31]. GaN (0001) films were 
grown on sapphire (0001) substrates by the MOVPE 
and HVPE methods. The thickness of the sapphire 
substrate was 250 |am. The detailed growth 
conditions of MOVPE were reported in the previous 
section. The growth rate was about 3 |am/h. A 
conventional HVPE system was also used for the 
growth of GaN. HCl was reacted with Ga at 850°C 
and then Ga + HCl gases were introduced into the 
growth zone with NH3 and a purified N2 carrier gas 
at 1030°C. The growth rate was high (30 - 70 
\im/h) and the film thickness varied from 11 to 1200 
|im. 

Figure 17 shows the lattice constant as a 
function of the film thickness of GaN in the range of 
0.6 to 1200 |im. The lattice constant for thin GaN 
films of a few microns in thickness is relatively 
large. This originates from lattice deformation due 
to thermal stress after cooling from the growth 
temperature because of the difference between the 
thermal expansion coefficients of GaN and sapphire. 
Then the value of c decreases gradually until the 
film thickness reaches about 100 fj,m. Beyond 100 
|xm, the value of c becomes constant. Thus the 
strain in the GaN film is almost completely relaxed 
at thickness greater than 100 |im. From this value, 
the intrinsic lattice constant co is determined to be 
5.1850A. 

The relaxation mechanism has been studied 
by comparison of experimental strain with 
calculated strain, considering the relaxation due to 
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dotted lines represent the stresses calculated without and with consideration of the relaxation due to 

cracking, respectively. The circles and squares correspond to MOVPE-grown and HVPE-grown 

GaN, respectively. 
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Figure 18. Photographs taken from the top of a GaN layers grown on a sapphire substrate with (a) and 

without (b) ZnO buffer layers, with corresponding side views of the layers illustrated below. 
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cracking of the sapphire substrate. A comparison 
of calculated and experimental strains at GaN 
surface along the c-axis is shown in Figure 8. 
The strain measured experimentally is constant imtil 
the thickness reaches 4 jiim. The strain decreases 
abruptly and then is almost completely relaxed at a 
thickness greater than 100 |im. These 

experimental data do not agree with the theoretical 
curve (solid line) calculated under the condition of 
no cracking. However, the data are in good 
agreement with the curve (dotted line) calculated 
with consideration of the relaxation due to cracking 
at the critical stress of 2.5x 10̂  dyne/cm .̂ Thus, the 
sudden relaxation of the strain is attributed to the 
cracking, not the bending of the heterostructure. 

When the film thickness of GaN is 4 to 20 
iLun, "macrocracks" are not observed, suggesting 
that interface defects such as "microcracks" and/or 
dislocations result in sudden relaxation of the strain. 
When the film thickness of GaN is greater than 20 
fxm, "macrocracks" occur near the interface, 
especially on the sapphire side, and play an 
important role in the relaxation of the thermal strain. 

3.2. Growth using a ZnO buffer layer 
Growth of thick GaN substrates is not only 

desirable for making high performance optelectronic 
devices but is also required for measuring the 
intrinsic properties of GaN, which are still not clear. 
Because of the high equilibrium pressure of nitrogen 
at the growth temperature, it is extremely difficult to 
grow a large-scale "bulk" single crystal of GaN. 
Preparation of thick GaN crystalline films (bulk) by 
the MOVPE method is very difficult owing to the 
low growth rate. HVPE has therefore been 
employed to prepare thick GaN single crystalline 
films. However, the reproducibility of growing 
GaN single crystals by the HVPE method is poor. 
A ZnO buffer layer sputtered on a basal plane 
sapphire substrate has been used for the preparation 
of a GaN film by the HVPE method. ZnO is thought 
to be an excellent buffer because (1) its physical 
properties, shown in Table. 1, are similar to those of 
GaN and (2) it can be etched by any acid, e.g., aqua 
regia, and it is therefore possible to separate a GaN 
film fi*om the sapphire substrate by etching away the 
ZnO buffer layer. 

Films grown with a ZnO buffer layer were 

GaN 

400 / im 

Figure 19. Photograph of a top view (a) and differential interface micrographs of the surface (b) and 

cross section (c) of the single crystalline GaN prepared by using a ZnO buffer layer. 
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Figure 20. TEM images of HVPE-GaN 

on sapphire with a ZnO buffer layer 

taken at 85 |im from interface (a), 55 jim 

from interface (b), near the interface (c), 

and at the interface (d). 
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Figure 21. Growth process of GaN on sapphire using 

a ZnO buffer. 
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found to be single crystalline, while most of the 
films grown directly on a sapphire substrate by 
HVPE were poly crystalline (see Figure 18). These 
results imply that a sputtered ZnO layer forms an 
excellent buffer layer and also greatly improves the 
reproducibility of the growth of GaN by HVPE. In 
addition, it has been observed that the growth using 
substrates with ZnO buffer layers can be reproduced. 

Single crystalline films of GaN alone were 
obtained by etching the sputtered ZnO layer away 
using aqua regia with an ultrasonic cleaner. After 
etching, the GaN films did not peel off easily, and 
the sapphire substrates had to be pulled away using 
forceps. Figure 19 shows an example of a thick 
single crystalline film of GaN after etching away the 
ZnO buffer layer. It confirms that the single-crystal 
films of GaN can be prepared by this method. 
Recently, using a thick GaN film as a substrate, 
homoepitaxial growth of GaN by MOVPE and 
application to a blue light emitting device have been 
realized [32, 33]. 

Next, the crystalline structure and the 
distribution of the threading dislocations of a GaN 
layer with a ZnO buffer were characterized by TEM. 
Figure 20 shows TEM images of HVPE-GaN on 
sapphire with ZnO buffer layer. There are many 
threading dislocations in the vicinity of the interface, 
as shown in Fig. 20(d), while the number of 
dislocations decreased with the layer thickness of 
GaN, as shown in Figs. 20(a), (b), (c). In Fig. 
20(a), the density of threading dislocations is in the 
order of 10̂  cm"̂  

The growth process of a GaN film with an 
AIN buffer layer is shown in Figure 21. In Fig. 20 
(a), the interface between GaN and sapphire is rough. 
It is thought that the sapphire substrate is attacked 
by a reactive compound caused by reaction between 
tlie ZnO buffer and a reactive gas (HCl, GaCl or 
NH3). Thus, the ZnO buffer disappeared during 

liigh temperature growth of GaN, and high-density 
nucleation of GaN occurred due to the roughness of 
the surface of the sapphire substrate. Once 
columnar fine GaN crystals had been formed, a high 
quality GaN layer was grown in a similar marmer to 
the growth of GaN with a low temperature AIN 
buffer layer. 

4. SUMMARY 

Studies on heteroepitaxial growth of GaN 
films by MOVPE and HVPE using buffer layers and 
related advanced technology were reviewed. 

When a buffer layers was not used in the 
heteroepitaxy of GaN, the crystalline quality of the 
GaN film weas very poor and the surface 
morphology was very rough. The poor crystalline 
quality is attributed to the growth process, which 
can be summarized as (1) low-density nucleation of 
GaN on the substrate, (2) formation of many 
crystalline defects due to inhomogeneous 
coalescence among large GaN islands having the 
same crystalline directions, and (3) three-
dimensional growth mode after the completion of 
inhomogeneous coalescence. 

The buffer layer plays role in (1) high-
density nucleation of GaN on the buffer layer, (2) 
homogeneous coalescence among the GaN islands 
of which crystalline direction is much arranged, (3) 
formation of low crystalline defects near the 
interface between the GaN grains due to the 
homogeneous coalescence, (4) the two-
dimensional growth mode after the homogeneous 
coalescence. Thus, the change in the growth 
process due to the use of a buffer layer plays an 
important role in the growth of high-quality GaN 
epitaxial films with a low density of crystalline 
defects. 

Advanced technology related with buffer 
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layers, such as in situ monitoring and a low 

temperature interlayer technique, has also been 

described. These techniques are very effective for 

improving crystal quality of GaN or AlGaN with 

buffer layers 

ACKNOWLEDGEMENTS 

The author would like to thank Professor I. 

Akasaki, Professor N. Sawaki, Professor H. Amano 

and graduate school students in Nagoya University 

for their assistance in experiments and their valuable 

discussions. 

The author would also like to thank Dr. A. 

Motogaito for helping to write this chapter of the 

textbook. 

REFERENCES 
1. H. Amano, N. Sawaki, I. Akasaki and Y. Toyoda: 

Appl. Phys. Lett. 48 (1986) 35. 

2. S. Nakamura: Jpn. J. Appl. Phys., 30 (1991) 

L1705. 

3. M. Ltinenbtirger, H. Protzmann, M. Heuken and 

H. Jtirgensen.: Phys. Stat. Sol. (a), 176 (1999) 

727. 

4. S. Figge, T. Bottcher, S. Einfeldt, and D. 

Hommel; J. Cryst. Growth, 221 (2000) 262. 

5. M. Iwaya, T. Takeuchi, S. Yamaguchi, C. Wetzel, 

H. Amano and I. Akasaki: Jpn. J. Appl. Phys., 37 

(1998) L316. 

6. T. Kashima, R. Nakamura, M. Iwaya, H. Katoh, 

S. Yamaguchi, H. Amano and I. Akasaki: Jpn. J. 

Appl. Phys., 38 (1999) L1515. 

7. T. Detchprohm, K. Hiramatsu, H, Amano and I. 

Akasaki: Appl. Phys. Lett., 61 (1992) 2688. 

8. P. Ruterna, B. Beaumont, P. Gibart and Yu. 

Melnik: Phys. Stat. Sol. (b) 216 (1999) 697. 

9. F. Hasegawa, M. Minami, K. Sunaba, and T. 

Suemasu: Jpn. J. Appl. Phys., 38 (1999) L700. 

10. K. Motoki, T. Okahisa, N. Matsumoto, M. 

Matsushima, H. Kimura, H. Kasai, K. Takemoto, 

K. Uematsu, T. Hirano, M. Nakayama, A. 

Koukitsu and H. Seki: Jpn. J. Appl. Phys., 40 

(2001) L140. 

11. A. Wakahara, T. Yamamoto, K. Kawano, A. 

Yoshida, Y. Seki, and O. Oda: Proc. of 2nd Int. 

Symp. On Blue Laser and Light Emitting Diodes, 

(1998) 190. 

12. C. Heinlein, J. Grepstad, T. Berge and H. 

Riechert: Appl. Phys. Lett., 71 (1997) 341. 

13. K. Balakrishnan, H. Okumura and S. Yoshida: J. 

Cryst. Growth, 189/190 (1997) 244. 

14. S. Yoshida, S. Misawa and S. Gonda: Appl. 

Phys. Lett., 42 (1983) 427. 

15. T. D. Moustakas, T. Lei and R. J. Molnar: 

Physicaca B, 185 (1993) 36. 

16. J. S. Hwang, S. Tanaka, S. Iwai, Y. Aoyagi and 

S. Seong: J. Cryst. Growth, 200 (2000) 63. 

17. N. P. Kobayashi, J. T. Kobayashi, D. P. Dapkus, 

W. J. Choi, A. E. Bond, X. Zhang and D. H. 

Rich: Appl. Phys. Lett., 71 (2000) 3569. 

18. Y. Hiroyama and M. Tamura: Jpn. J. Appl. Phys., 

37 (1998) L630. 

19. S. A. Nikishin, N. N. Faleev, V. G. Antipov, S. 

Francoeur, L. G. Peralta, G. A. Seryogin, H. 

Temkin, T. I. Prokofyeva, M. Holtz and S. N. G. 

Chu: Appl. Phys. Lett., 75 (1999) 2073. 

20. F. A. Ponce, B. S. Krusor, J. S. Major, Jr., W. E. 

Piano and D. F. Welch: Appl. Phys. Lett., 67 

(1995) 410. 

21. B. Moran, M. Hansen, M. D. Craven, J. S. Speck 

and S. P. DenBaars: J. Cryst. Growth, 221 (2000) 

301. 

22. T. W. Weeks, M. D. Bremser, K. S. Alley, E. 

Carlson, W. G. Perry and R. F. da vis: Appl. Phys. 

Lett., 67 (2000) 401. 

23. K. Horino, A. Kuramata and T. Tanahashi: Mat. 

Res. Soc. Symp. Proc, 449 (1997) 73. 

24. A. Watanabe, T. Takeuchi, K. Hirosawa, H. 



232 

Amano, K. Hiramatsu and I. Akasaki: J.Crystal 

Growth, 128 (1993) 391. 

25. T. Takeuchi, H. Amano, K. Hiramatsu, N. 

Sawaki and I. Akasaki: J. Ciyst. Growth , 115 

(1991)634. 

26. A. Strittmatter, A. Krost, J. Biasing, and D. 

Bimberg: Phys. Stat. Sol., 176 (1999) 611. 

27. L. Wang, X. Liu, Y. Zan, J. Wang, D. Wang, D. 

C. Lu and Z. Wang: Appl. Phys. Lett., 72 (1998) 

109. 

28. Y. Kawaguclii, Y. Honda, H. Matsushima, M. 

Yamaguchi, K. Hiramatsu and N. Sawaki: Jpn. J. 

Appl. Phys., 37 (1998) L966. 

29. H. Marchand, N. Zhang, L. Zhao, Y. Golan, S. J. 

Rosner, G. Girolami, P. T. Fini, J. P. Ibbetson, S. 

Keller, S. DenBaars, J. S. Speck and U. K. 

Mislira: MRS Int. J. Nitride Semicond., Res.4, 2 

(1998). 

30. T. Detchprohm, K. Hiramatsu, K. Itoh and I. 

Akasaki: Jpn. J. Appl. Phys., 31 (1992) L1454. 

31. K. Hiramatsu, T. Detchprohm and I. Akasaki: 

Jpn. J. Appl. Phys., 32 (1993) 1528. 

32. T. Detchprohm, K. Hiramatsu N. Sawaki and I. 

Akasaki: J. Crystal Growth, 137 (1994) 170. 

33. T. Detchprohm, K. Hiramatsu, N. Sawaki and I. 

Akasaki: J. Crystal Growth, 145 (1994) 192. 



233 

Self-assembled quantum dots systems : the case of GaN 

B. Daudin 

CEA/Grenoble, Departement de Recherche Fondamentale sur la Matiere Condensee, 
SP2M/Physique des Semi-Conducteurs, 17 rue des martyrs, 38041 Grenoble cedex, France 

The role of the various parameters governing the controlled growth of self-assembled quantum 
dots systems is illustrated through the example of GaN. Both polytypes of GaN, i.e. hexagonal 
and cubic phase, deposited under specific growth conditions on AIN obeys the Stranski-Krastanov 
mechanism. The interplay between thermodynamical and kinetical parameters is investigated. In 
particular, it is shown tha t kinetical effects may be dominant and completely inhibit the 2D/3D 
transition. Under conditions allowing one for its observation, it is shown tha t the growth of self-
organized three-dimensional islands can be achieved. These islands behave as quantum dots, 
exhibiting optical properties dominated by localization effects. 

1. INTRODUCTION 

Self-assembled quantum dots are commonly 
observed in a wide variety of semiconductor 
systems ranging from IV-IV (Ge/Si) to II-VI 
(CdSe/ZnSe) and III-V (InAs/GaAs, InAs/InP, 
GaN/AlN, GalnN/GaN) materials. For all 
these various combinations, the deposition of 
material A (possibly a ternary alloy) in 
compressive strain on material B leads to the 
formation of nanometric islands, provided 
that the elastic mismatch between A and B is 
larger than a limit value, depending on the 
material class, which exceeds several percent. 
If the dot-forming material exhibits a 
bandgap energy value lower than the 
bandgap energy value of the substrate / 
capping material, then carrier confinement is 
expected. Depending on the semiconductor 
family, as shown in figure 1, the resulting 
self-organized nanostructures are then 
expected to exhibit peculiar optical properties 
for wavelenghts ranging from infrared to 
ultraviolet, making them objects of prominent 
interest in view of applications. 

The driving force responsible for 3D islands 
formation when depositing A over B is still a 
subject of controversy and has given rise to 
innumerable studies following the historical 
work of Stransky and Krastanov [1]. 
Although this work refers to the case of two 
materials with the same lattice parameter, 
the Stransky-Krastanov (SK) growth mode, 
as usually presented, consists of a two stage-
mechanism, i.e. deposition of a strained 
bidimensional layer matched to the substrate 
(the wetting layer), followed by 3D islanding 
and elastic strain relaxation through free 
surface formation. In a very crude 
approximation, the 2D/3D transition results 
from a competition between elastic energy, 
interface energy and surface energy leading 
to the formation of a 3D island when the 
elastic strain accumulated during coherent 
deposition of A over B exceeds a critical 
value. However, this view is very 
approximate. First, it neglects the kinetical 
aspects which may be determinant in the 
strain relaxation process. Second it does not 
take into account the detailed mechanisms of 
3D island nucleation which are often 
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parasitized by interdiffusion or by the 
presence of structural defects such as (but not 
hmited to) steps or dislocations. 

The aim of this article is not to give an 
extensive overview on 2D/3D transition. It 
will be ra ther focused on the self-assembling 
mechanisms of GaN quantum dots grown by 
plasma-assisted MBE. Although being a 
relatively newcomer in the family of dot-
forming materials [2-5], the GaN/AlN system 
is an attractive one for illustrating the SK 
growth mode experienced by numerous 
combinations of semiconductor materials. 
Then, we believe tha t analyzing the various 
aspects of 2D/3D transition in nitrides allows 
one, more generally, for identifying the 
relevant parameters governing this 
important growth mechanism, whatever the 
class of materials under consideration. For 
instance, among the advantages of GaN/AlN 
one should mention 1) the very weak 
interdiffusion between GaN and AIN which 
greatly simplifies the interpretation of data 
and 2) the experimental possibility to 
emphasize kinetics or thermodynamics 
aspects by changing the growth conditions, as 
it will be dicussed to some extent in section 3. 
In this sense, nitrides can almost be 
considered as a model system for describing 
the self-formation of semiconductor quantum 
dots. 

hexagonal 

Hn„Je 
InN 

3 3.5 4 4.5 5 5.5 

Lattice parameter (A) 

Figure 1 : bandgap energy versus lattice 
parameter for the most important 
semiconductors 

2. GROWTH MODE OF GaN 

The three growth modes most usually found 
when depositing a material A over a material 
B are illustrated in figure 2. Note first tha t 
the Volmer-Weber mechanism is ra ther 
observed for metals or for systems with very 
high mismatch whereas the Frank-van der 
Merwe and the Stranski-Krastanow modes 
are commonly observed for semiconductor 
combinations. 

In both the Frank-van der Merwe and the 
Stranski-Krastanow mode, the growth is 
layer-by-layer up to a critical thickness. 
Above the critical thickness, two different 
elastic strain relaxation mechanisms are 
possible : either plastic relaxation through 
the formation of misfit dislocations or elastic 
relaxation through the formation of 3D 
islands. Actually, the ability to form islands 
or not depends on the balance between 
interfacial energy, surface energy and elastic 
energy. In the particular case of nitride 
heteroepitaxy, it has been found tha t the 
deposition of GaN on AIN obeys the SK 
growth mode whereas the deposition of AIN 
on GaN occurs according to the Frank-van 
der Merwe mode [6]. 

(a) (b) (c) 

Figure 2 : Schematics of the 3 possible growth 
modes of A over B : a) Frank-Van der Merwe, 
b) Stranski- Krastanow, c) Volmer-Weber. 

The change in surface morphology and 
strain state experienced by GaN deposited on 
AIN have been in-situ analyzed using 
reflection high energy electron diffraction 
(RHEED). The result is shown in figure 3. In 
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this experiment, both in-plane lattice 
parameter (indicative of the strain state) and 
Bragg spot intensity (indicative of the surface 
morphology) have been measured during the 
deposition of the first layers of GaN. The 
intensity of the RHEED specular spot was 
also measured, allowing for a determination 
of the growth rate during deposition of the 
wetting layer which was found to be about 2 
monolayers (MLs) thick. 
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Figure 3 : RHEED analysis of the growth of 
GaN on AIN : a) in-plane lattice parameter 
and specular spot intensity variation as a 
function of deposition time, b) Bragg spot 
intensity variation as a function of deposition 
time. 

After completion of the wetting layer, a 
sharp increase in Bragg spot intensity is 
associated with 3D islanding (see figure 4). 
Simultaneously, an increase of in-plane 
lattice parameter up to about 2.5 percent was 
observed, indicating an almost complete 
elastic relaxation of the GaN island with 
respect to AIN substrate. 

Figure 4 : RHEED diagram of GaN grown on 
AIN. a) during deposition of the wetting 
layer ; b) after 3D island formation. Note the 
presence of facets. 

Interestingly, figure 3 also reveals an 
oscillatory behaviour of the in-plane lattice 
parameter during the deposition of the 
wetting layer, dephased of 180° with respect 
to RHEED specular spot intensity variation. 
Such a behaviour in the sub-critical thickness 
regime has been previously observed for InAs 
on GaAs [7] and for CdTe on ZnTe [8]. It is 
assigned to the elastic strain relaxation 
associated with the formation of quasi-
bidimensional platelets. Such an 
interpretation also holds for GaN on AIN. The 
presence of these platelets is the signature of 
kinetical effects related to adsorbate 
nucleation mechanisms [9]. Their role in the 
relaxation of the built-in elastic energy will 
be discussed in more details in section 3.1. 

Despite the fact that elastic energy does not 
depend on the sign of the deformation, i.e. 
does not change for compressive or tensile 
strength, the deposition of B over A does not 
obey in the general case the same mechanism 
as for the deposition of A over B. This 
furthermore emphasizes the role of surface 
and interface energy in governing the elastic 
strain energy relaxation. As an extreme 
illustration of these considerations, it has to 
be recalled that InAs grown on (001) GaAs 
obeys the SK mode but obeys the Frank-Van 
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der Merwe mode when deposited on A (111) 
GaAs [10]. 

In the specific case of nitrides, as previously 
mentioned, the growth of AIN on GaN obeys 
the Frank-Van der Merwe mode. This is 
illustrated in figure 5 which shows both the 
in-plane lattice parameter and the RHEED 
specular spot intensity variations. In this 
case, the persistent RHEED intensity 
oscillations are a signature of a layer-by-
layer growth mode. Consistent with this 
view, the oscillations of in-plane lattice 
parameter reveal that elastic strain 
relaxation first occurs through the formation 
of flat platelets, likely followed by the 
formation of misfit dislocations. 

GaN hold for both cristallographic phases. 
This is a rather unique experimental 
situation as semiconductors listed in figure 1 
experiencing a SK growth mode are generally 
grown in the cubic phase. 

0 0.25 0.5 0.75 1 Mm 

1 |xm 

0.75 

0.5 

0.25 

h (nm) 0 0.25 0.5 0.75 1 pm 

Figure 5: Relative variation of the in-plane 
lattice parameter Aa/a and specular RHEED 
intensity as a function of layer thickness h 
during the deposition of a single AIN layer on 
a GaN substrate at Ts = 640 °C. Oscillations, 
characteristic of a layer-by-layer growth, are 
visible on both signals. 

At this stage, it is worth recalling that 
nitrides can be grown either in the wurtzite 
or in the zinc-blende phase, depending on the 
substrate. As a matter of fact, the use of 
sapphire and of (0001) SiC allow for the 
growth of material in the wurtzite phase 
whereas the use of (001) GaAs or (001) SiC 
results in the growth of cubic material. 
However, the above considerations on the SK 
growth mode of GaN on AIN and on the 
Frank Van der Merwe growth mode of AIN on 

0.25 0.5 0.75 1 Mm 

Figure 6 : AFM images of GaN QDs grown on 
AIN buffer layer for cubic (a) and hexagonal 
(b and c) crystallographic phases, (a) cubic 
case, QD density of 3x10 ^̂  cm-2 (b) hexagonal 
case, QD density of 2x10 ^ cm-2, GaN 
coverage of 4.8 monolayers (c) hexagonal 
case, QD density of 2x10 
coverage of 3.3 monolayers. 

10 cm-' GaN 
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In order to illustrate this statement, figure 
6 shows, for both zinc-blende (a) and wurtzite 
(b,c) phases, atomic force microscopy (AFM) 
images of a single uncovered GaN island 
layer grown on a 10 nm thick AIN buffer 
layer. The extracted average island height 
above the wetting layer for the cubic GaN 
(Fig.Ga) is 1.6 ± 0.5 nm, the average dot 
diameter is 15 nm. From these dimensions, it 
is calculated that the aspect ratio 
(height/diameter) of cubic GaN dots is about 
1/10. By comparison, for hexagonal GaN QDs, 
an aspect ratio of about 1/5 is found, as an 
evidence that the detailed shape of dots 
depends on the crystallographic phase. 

Figure 7: High-resolution TEM images of 
GaN islands, (a) hexagonal phase (b) cubic 
phase. 

The difference in aspect ratio between cubic 
and hexagonal GaN quantum dots is further 
illustrated in figure 7, which shows high-
resolution transmission electron microscopy 
(TEM) images of GaN dots in both 

crystallographic structures. Consistent with 
AFM experiments, it is confirmed that the 
aspect ratio (height/diameter) is about 1/5 in 
the case of hexagonal dots and about 1/10 in 
the case of cubic dots [11]. 

In view of applications, the control of the 
dot density is almost as important as the 
control of their size. The relevant parameters 
to achieve this purpose are GaN coverage 
value, growth temperature and growth rate. 
However, these three parameters are not 
independent, as their role is closely related to 
nucleation process and adatom kinetics which 
eventually govern the amount of material 
present in 3D islands under specific growth 
conditions. 

In the case of hexagonal dots, the density 
can be changed by a factor of ten between 
2x10 11 cm-2 and 2x10 lo cm-2 (Fig. 6b and 6c), 
by varying the GaN coverage at a fixed 
growth temperature. In contrast, when 
changing the GaN coverage in the case of 
cubic GaN, the QD density, typically 3xlOii 
cm-2, (Joes not change significantly, and only 
the QD size varies, as revealed by the energy 
shift of the wavelength emission. This 
different behavior is possibly related to the 
high density of nucleation sites, correlated to 
the high density of stacking faults always 
present within cubic materials. 

As far as the growth temperature is 
concerned, figure 8 shows the variation in 
wurtzite GaN dot density, from 5 10^ cm^ to 
2 1011 cm-2, when increasing growth 
temperature from 660 to 760 °C, the decrease 
in dot density being associated with an 
increase in their size. 

It has been checked, in the case of 
hexagonal phase, that the aspect ratio does 
not depend on dot size. This is shown in 
figure 9 which summarizes AFM results 
obtained for dots of various size. In addition, 
results in figure 9 reveal that the dot aspect 
ratio is the same when measured either by 
AFM or TEM. This is an indication that 
capping dots with AIN does not affect their 
shape, as a clue that no interdiffusion occurs 
during capping. However, it should be 
mentionned that this situation, specific to 
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nitrides, does not correspond to the general 
case. In particular, in the case of arsenides, it 
has been found that capping InAs with GaAs 
[12, 13] or GalnAs with GaAs [14] results in a 
change in dot shape, which is partly assigned 
to In segregation phenomena and leads to 
drastic modification of optical properties. 

Figure 8 : GaN dot density in the wurtzite 
phase as a function of the substrate 
temperature 

As a partial conclusion of this section, it 
appears that GaN dot density can be hardly 
changed in the case of cubic dots and only by 
about one order of magnitude in the case of 
hexagonal phase. This result suggests, at 
least for nitrides, that the dot nucleation 
process, far from being intrinsic, is dependent 
on the presence of extrinsic nucleation 
centers. This is actually the case for GaN dots 
and will be discussed in next section. More 
generally, the lateral positioning of island 
and the control of their size distribution is an 
issue of current interest. Among the various 
attempts to achieve this goal, it is worth 
mentioning, for the case of InAs dots, the use 
of vicinal surfaces such as B (311) GaAs [15]. 
Besides this use of natural steps for dot 
nucleation, one should also mention the use 
of patterned substrates, the ultimate goal 
being to control the surface strain field 
responsible for dot nucleation and 
positionning. 
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Figure 9 : GaN dot diameter as a function of 
height as measured by AFM and TEM. The 
aspect ratio is 1/(5.2 ± 0.2). The inset shows 
the schematic shape of the GaN dots. 

2.1 Nucleation of GaN islands 
As mentioned in the previous section, one 

practical challenge faced when considering 
QDs in view of applications is the precise 
control of their size distribution which 
drastically depends on the nucleation 
mechanism. As a matter of fact, any 
structural defects corresponding to a local 
minimum in the surface elastic energy will 
likely behave as a preferential nucleation 
center. Then, the lateral distribution of dots 
is expected to strongly depend on the 
presence of structural defects. This is 
particularly true in the case of nitrides as the 
lack of homo-substrates results in the 
presence of high densities of structural 
defects. In the hexagonal phase, these defects 
mostly consist of screw and threading edge 
dislocations. The presence of screw 
dislocations results in the formation of spiral-
like features associated with the presence of 
steps (see figure 11). In the cubic phase, the 
dominant structural defects are stacking 
faults in the (111) planes [16]. 

In the case of hexagonal material, plane-
view TEM experiments have revealed that 
GaN dots nucleate in the close vicinity of 
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threading edge dislocations (see figure 10a). 
As schematized in figure 10b, this is 
consistent with the view that the distorted 
AIN lattice in the vicinity of the dislocation 
core corresponds to a local minimum of elastic 
potential for nucleating GaN island. Actually, 
the nucleating GaN adsorbate takes 
advantage of the local expansion of the AIN 
lattice on one side of the dislocation which is 
associated with the presence of one extra-
plane [17]. 

In the case of cubic GaN, AFM experiments 
have revealed that dots tend to align 
themselves along (110) directions (see figure 
10c). These directions correspond to emerging 
stacking faults in the (111) planes which 
likely act as local minima of elastic potential 
for the nucleation of GaN dots [18]. 

Besides threading edge dislocations 
(hexagonal phase) or stacking faults (cubic 
case), it has also been found that steps might 
act as efficient nucleation centers. This 
statement is illustrated in AFM image 
displayed in figure 11a which shows a spiral-
like arrangment of steps which develop 
themselves around screw dislocations, a 
characteristic feature of (0001) GaN or AIN 
grown by MBE. Note in figure 11a the 
additional presence of threading dislocations 
acting as pining centers for steps. Consistent 
with the role of these threading dislocations 
as nucleation centers for dots, figure l i b 
shows a spiral-like arrangement of dots. 

Then, at this stage, it appears that the high 
density of defects present in both hexagonal 
and cubic nitrides strongly affects the 
nucleation mechanism of dots. Of course, 
such nucleation centers are randomly 
distributed on the surface. As a consequence, 
the nucleation of GaN dots themselves is 
mostly random, which accounts to a large 
extent for the wide size distribution extracted 
from AFM observations, emphasizing the 
need for high quality substrates which are 
the key factor for controlling dot distribution, 
whatever the material under consideration. 

However, despite of the presence of 
structural defects in their close vicinity, GaN 
dots themselves are virtually free of 

defects [19]: this is illustrated in figure 12 
which shows high resolution TEM images of a 
GaN dot. From Fourier filtering achieved by 
selecting (2-1-10) fringes, it has been 
concluded that , in the general case, dots are 
perfectly lattice-matched to the surrounding 
AIN matrix which is of importance for optical 
properties, as it will be discussed in section 4. 

. / r l .OO 

Figure 10 : a) plane-view TEM image of GaN 
dots nucleated on AIN. Note the black spots 
besides the dots which are threading edge 
dislocations ; b) schematics of the GaN dot 
nucleation mechanism in extended region of 
the AIN substrate ; c) AFM image of cubic 
GaN dots nucleated on cubic AIN. Note the 
alignement of dots along 2 perpendicular 
directions 
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roughly of one over 10 atomic planes, 
consistent with the mismatch value between 
InN and GaN. 

Figure 11: a) spiral-like steps on GaN 
surface, b) AFM image of the spiral-like 
arrangement of GaN dots in the wurzite 
phase. 

It might be noted here that the situation is 
somewhat different in the case of InN 
quantum dots grown on GaN. In this case, 
the large elastic strain resulting from the 
epitaxial growth of inN on GaN (10 percent 
mismatch) cannot be relaxed by 3D islanding 
only but requires the additional formation of 
misfit dislocations. These dislocations are 
formed underneath the islands leading to the 
so-called incoherent SK growth mode, as 
illustrated in figure 13. Fourier filtered image 
reveals the presence of interface dislocations 
around the InN island embedded in GaN. 
Note tha t the periodicity of the dislocations is 

Figure 12: a) High resolution TEM viewgraph 
of a GaN dot embedded in AIN b) Fourier 
filtering image of the GaN dot. 

Figure 13: a) High resolution TEM viewgraph 
of a InN dot embedded in GaN b) Fourier 
filtering image of the InN dot showing 
interface dislocations (white circles). 
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2.2 Correlation of dots 
Although the lateral distribution of dots is 

hard to control, many experimental results on 
vertical correlation of stacked dot planes are 
available in literature. In most cases, the 
vertical correlation is assumed to result from 
the presence of a surface strain field 
originating from buried islands. Again the 
case of nitrides provides an illustration of 
this mechanism which actually allows for an 
efficient homogeneization of dot size. 

As a matter of fact, taking advantage of the 
2D growth mode exhibited by AIN deposited 
on GaN, it is possible to fabricate periodic, 
stacked layers of GaN dots separated by an 
AIN spacer. Depending on the thickness of 
the AIN spacer separating the island layers, 
vertical correlation between the GaN dots has 
been observed by Cross-section Electron 
Microscopy. While no correlation was found 
for an AIN spacer thickness of 20 nm [16], 
such a correlation is present for an AIN 
spacer thickness typically smaller than 10 
nm. This is illustrated in figure 14 which 
show a stacking of GaN dot layers (with the 
2D wetting layer, about two MLs thick,) 
separated by spacers of AIN which are 10 nm 
thick. It is worth noting the presence of the 
vertical dislocation line going through the 
vertical line of dots on the left hand side of 
figure 14. This dislocation originates from the 
AIN buffer layer and, consistent with the 
results of figure 10, has acted as a nucleation 
center for dots. 

In the case of cubic material, the results of 
figure 10c have also been confirmed by TEM : 
as shown in the cross section image of figure 
14b, cubic GaN dots stacked one over each 
other tend to align along inclined directions 
corresponding to stacking faults in the (111) 
plane. As far as GaN dots in the hexagonal 
phase are concerned, the vertical correlation 
observed for thin enough AIN spacer is 
consistent with a mechanism proposed by 
Tersoff et al. [20], i.e. QDs preferentially 
nucleate on top of each other due to strain 
field modulations created by the dots in the 
AIN spacer layer. During this process, a size 
filtering mechanism is expected to operate, as 

the strain field above smaller dots is weaker 
than above bigger ones, eventually leading to 
the disparition of smaller dots. This filtering 
mechanism is shown in figure 15, which puts 
in evidence merging of two adjacent columns 
of dots. 

Figure 14: a) TEM cross section image of 
vertically correlated hexagonal GaN dots . b) 
TEM cross section image of cubic GaN dots 
aligned along directions parallel to stacking 
faults in the (111) plane 

Figure 15: Stacking of GaN dot planes 
embedded in AIN. Note the merging of two 
columns of dots, as predicted by the model of 
Tersoff and coworkers [20] 
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Figure 16: AFM image of GaN dots, a) 
vertically correlated; b) uncorrelated. The 
image dimensions are 200x200 nm. 

The effect of vertical correlation and size 
filtering is further illustrated in figure 16 
which shows AFM images of GaN dots grown 
at the same temperature. Figure 16a 
corresponds to a stacking of 20 layers of GaN 
dots, the AIN spacer being thin enough for 
vertical correlation to be present. By contrast, 
figure 16b corresponds to one layer of 
uncorrelated dots. Clearly, vertical 
correlation results in a smaller density of 
bigger dots compared to the case of 
uncorrelated dots. Furthermore, figure 16 
also reveals that the size distribution of 
correlated dots is narrower than the size 
distribution of uncorrelated dots, as an 
evidence that the vertical correlation 
mechanism is an efficient way of 
homogeneizing the dot size distribution. 

The results in figure 14b tend to indicate 
that the mechanism proposed by Tersoff and 
coworkers is inappropriate to describe the 

alignment of GaN dots in the cubic phase. 
Alternatively, it may suggest that the strain 
field created by buried layers is less 
important than the strain field created by the 
presence of stacking faults which eventually 
governs the nucleation process. However, it is 
reasonable to predict that a reduction in the 
density of stacking faults should minimize 
their role as dot nucleation center and would 
allow for an obervation of vertical alignment 
also in the cubic case. 

3. KINETICS OF GaN GROWTH 

In first approximation, the theoretical 
analysis of the SK growth mode described in 
section 2 relies on a detailed balance of 
interface, surface and elastic energy. The 
additional possibility of relaxing the elastic 
strain through misfit dislocation formation 
has also been examined, as discussed in the 
case of InN dots deposited on GaN which 
illustrate the so-called incoherent SK mode. 
Besides the parameters mentioned above, the 
elastic strain relaxation mode of nitride 
heterostructures and, more generally, the 
growth mode of nitrides in MBE also depends 
on kinetical parameters which have a drastic 
influence on island formation. In particular, 
when decreasing the growth temperature, the 
island formation mechanism may be 
completely inhibited and the growth mode of 
GaN on AIN may be quasi-2D. 

The HRTEM cross section image in figure 
17 illustrates this statement. It shows that 
the SK growth mode of GaN, far from being 
unique strongly depends on growth 
conditions. Furthermore, figure 17 also shows 
that 2D growth can be very well controlled. 

This was confirmed by quantitative TEM 
image analysis which has shown that 
interfaces are very sharp and that the AIN on 
GaN interface is larger by one monolayer 
(ML) than the corresponding GaN on AIN one 
[21]. It will be shown below that the 
suppression of the SK mode in favor of 
another mode of elastic strain relaxation 
mechanism associated with the formation of 
misfit dislocations (see figure 17b and 17c) 
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directly results from the change in the 
adatoms kinetics due to the change in growth 
conditions. 

Figure 17: Transmission electron micrograph 
of a 7.0 nm/9.3 nm GaN/AlN superlattice. (a) 
general view, (b) atomic imaging showing 
perfect coherency at the interface except for 
one dislocation well visible on filtered image 
(c). Zone axis <2-l-10>. 

3.1 Kinetics : the role of the Ga/N ratio 
In addition to the effect of growth 

temperature, the value of the metal/active 
nitrogen ratio is of primary importance in 
governing the adtoms kinetics on growing 
GaN or AIN surface. As a matter of fact, it 
has been found that slightly Ga-rich 
conditions are associated with the 
observation of a streaky RHEED pattern, 
characteristic of a smooth surface. Intense 

and persistent RHEED oscillations typical for 
a layer-by-layer (Frank-Van der Merwe) are 
observed in these conditions for both AIN and 
GaN. By contrast, N-rich conditions lead to 
the roughening of the growing surface 
associated with the observation of a spotty 
RHEED pattern. This change in morphology 
when changing the metal/N ratio value has 
been assigned to the drastic dependence of 
the surface diffusion barrier as a function of 
the metal coverage. For, instance, it has been 
calculated that the surface diffusion barrier 
for Ga is far higher for a N-rich surface (1.8 
eV) than for a Ga-rich surface (0.4 eV) [22]. 

In the specific case of GaN, it has also been 
recently demonstrated that, for extremely 
Ga-rich conditions, a continuous Ga film can 
eventually form on the surface[23]. This Ga 
film, about 2 MLs thick, opens a very efficient 
diffusion path for N adatoms and is therefore 
expected to drastically change the surface 
morphology of the growing layer. 

Such an interplay between stoichiometry of 
the growing surface, adatom kinetics and 
growth mode are not specific to nitrides. It 
should be recalled here that the morphology 
of InAs grown on InP depends on In/As ratio 
value, leading to the formation of quantum 
wires or quantum dots with concomitant 
variations in optical properties [24]. In the 
extreme case of InGaAs grown on InP in In-
rich conditions, it has also been found that 
3D islanding could be completely inhibited 
[25], emphasizing again the determinant role 
of growth conditions in the QD self-formation 
process. 

In order to relate more precisely the role of 
the Ga/N ratio value in the growth kinetics of 
GaN on AIN to the elastic strain relaxation 
mechanism, figure 18 shows the relative 
variation of the in-plane lattice parameter, 
Aa/a, as a function of time for different Ga 
fluxes at a substrate temperature of Ts = 740 

Consider, first of all, the case corresponding 
to a Ga effusion cell temperature of Toa = 
1040 °C. In this condition, the GaN growth is 
nearly stoichiometric, i.e. Ga/N « 1. Initially, 
the in-plane lattice parameter shows almost 
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no variation before a rapid increase after 8 s 
of GaN deposition. The apparent relaxation 
after 8 s, corresponding to the deposition of 
approximately 2 MLs, is assigned to the 
elastic relaxation by GaN islanding, 
characteristic of the Stranski-Krastanov 
growth mode described in section 2. 

For lower Ga fluxes, i.e. for increasingly N-
rich growth, the phenomenology remains 
essentially the same. The 2D-3D transition 
becomes smoother as the GaN growth rate 
decreases for lower Ga flux. Note that below 
Toa = 1030 °C a small lattice parameter 
relaxation is observed during wetting layer 
deposition, that is assigned to a weak surface 
roughening due to N-rich growth associated 
with the emergence of very flat 2D platelets 
likely 1-2 MLs high. 

It is worth noting that the existence of such 
very flat platelets has been confirmed by the 
oscillatory variation of the in-plane lattice 
parameter when depositing the wetting layer 
(see figure 3). Results shown in figure 3 and 
18 tend to indicate that these platelets allow 
for a partial elastic relaxation of the built-in 
elastic strain. However, after deposition of 
about 2 MLs, the accumulated elastic energy 
is so large that the platelet-based mechanism 
turns to be uneffective and it is followed by 
3D island formation. 

The situation is quite different when 
decreasing the growth temperature, as 
illustrated in figure 19 which shows the 
relative variation of the in-plane lattice 
parameter obtained for a substrate 
temperature of Ts = 660 °C. 

Then, in contrast to the high temperature 
results described above, a significant increase 
of the lattice parameter is observed from the 
very beginning of the growth for most Ga flux 
values. This behavior is distinctly different 
from that of the SK growth mode because of 
the lack of a 2D wetting layer. Again, this 
effect is assigned to the formation of GaN 
platelets that relax elastically at their 
borders [9]. 

Actually, an AFM image of these platlets is 
shown in figure 13. They appear as flat 
islands with heights of around 4 ml (1 nm) 

and diameters of around 15 nm. The aspect 
ratio of the platelets is thus about 1/15, which 
is to be compared to the value of 1/5 for the 
pyramidal-shaped SK islands obtained at 
higher temperatures. However, due to their 
very flat shape, platelet formation alone 
cannot account for the large elastic strain 
relaxation occuring soon after strating GaN 
deposition, as shown in figure 19. Actually, as 
it will be discussed in section 3.2, such a large 
strain relaxation is assigned to the additional 
formation of misfit dislocations. One example 
of such a dislocation has been shown in figure 
17b and 17c. 
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Figure 18: Relative variation of the in-plane 
lattice parameter a during the growth of GaN 
on AIN. The substrate temperature was Ts = 
740 °C, the N2 flow 0.50 seem at 300 W rf 
power, and the Ga cell temperature as 
indicated. The dashed lines indicate the 
growth interruption under N flux. 
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Figure 19: Relative variation of the in-plane 
lattice parameter a during the growth of GaN 
on AIN. The substrate temperature was Ts = 
660 °C, the N2 flow 0.50 seem at 300 W rf 
power, and the Ga eell temperature as 
indicated. The dashed lines indicate the 
growth interruption under N flux. 
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Figure 20 : AFM image of a 4 nm thick GaN 
layer grown on AIN in Ga-rich conditions. Ts 
= 640°C 

The role played by the Ga/N ratio value in 
the growth kinetics of GaN can be 
summarized in a phase diagram depicting the 
different modes of elastic relaxation during 
the first stages of GaN growth on AIN (0001) 
as a function of the growth parameters. 
Figure 21 shows the summary diagram. The 
lines are intended as guides to the eye 
indicating the boundaries between the 
different growth modes. The symbols 
represent the measured Ga cell temperatures 
Toa, at which the transition between two 
growth modes occurs, and were extracted 
from the series of Aa/a curves obtained at 
different substrate temperatures Ts. 

First, it appears that for all substrate 
temperatures, the growth is always 2D for a 
given Ga flux. The critical flux increases 
weakly with temperature, probably due to 
enhanced Ga reevaporation. For a lower Ga 
flux, transiently formed islands are found to 
subsequently coalesce. Then, growth 
becomes 2D again and remains so. 

For even lower Ga fluxes, two regimes are 
found: at higher temperatures, SK growth is 
observed, whereas at lower temperatures 
platelets are formed. At intermediate 
temperatures (Ts = 680 °C) SK growth is only 
possible as a transient under slightly Ga-rich 
conditions. Otherwise, the surface diffusion is 
sufficiently low so that platelets are formed 
and relax elastically, then reducing the 
mismatch and leading to a complete 
disappearance of the 2D-3D transition. 

As expected, the stability region for SK 
growth increases with increasing substrate 
temperature. This is consistent with the view 
that thermally-activated adatom diffusion 
mobility and reduced platelet nucleation rate 
lead to a vanishing roughening of the wetting 
layer by platelets and consequently to a 
vanishing elastic relaxation before the 2D-3D 
transition takes place. 
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Figure 21: Growth mode phase diagram of 
GaN on AIN at a N2 flow of 0.50 seem at 300 
W rf power, i.e. at maximum growth rates of 
0.3 ML/s. 

So, as a partial conclusion of this section, it 
appears that the growth mode of GaN 
deposited on AIN can be manipulated by 
changing either growth temperature or Ga/N 
flux ratio, putting in evidence the interplay 
between thermodynamical and kinetical 
parameters in the growth mode and/or in the 
elastic strain relaxation mechanism. 

3.2 Platelets and strain relaxation 
It should be emphasized that the platelets 

are to be unambiguously distinguished from 
the truncated pyramidal islands observed at 
higher temperature, characteristic of the SK 
mode. The height of the platelets considered 
here is smaller, their density much higher 
and the coverage close to one. They do appear 
right at the beginning of the deposition and, 
as they are flat, the growth remains in a 
pseudo-2D mode, with nuclei formation on 
top of the platelets. Also, the RHEED pattern 
maintains its overall streaky character. 

It is worth stressing that, due to the very 
small height of the platelets, the amount of 
strain being elastically relaxed is small. 
Then, the formation of dislocations during the 
growth of GaN is expected as an alternative 
way of relaxing the built-up strain. As 
schematically shown in figure 22, dislocations 
are likely introduced during the platelet 
coalescence process. Then, the rate of 
dislocation introduction is proportional to the 

local misfit experienced by the deposited 
material [26] 
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Figure 22: Schematic representation of the 
growth of GaN on AIN. (a) Early formation of 
flat GaN platelets in compression and 
outward elastic relaxation and (b) smoothing 
during further deposition, (c) Platelets 
reappear after N only deposition, (d) For 
larger thickness, dislocations are introduced 
and irreversible relaxation is observed 

A more microscopic model for the 
nucleation of dislocations at the junction of 
two growing platelets is illustrated in figure 
23. When two strained platelets are close 
together, the distance between the edge 
atoms of each platelet is modified compared 
to that between inner atoms due to edge 
relaxation. For platelets in tension 
(compression), this distance is larger 
(smaller). Thus, it is favorable for adatoms to 
nucleate an edge dislocation with a positive 
(negative) Burgers vector at the trough 
between two islands. 

In the limit case, when this mechanism for 
introduction of misfit dislocations is 
dominant, the RHEED pattern of the growing 
GaN film remains smooth all along growth. 
Simultaneously, the Aa/a variation exhibits a 
shape as shown in figure 24, i.e. a transient 
corresponding to platelets formation followed 
by their immediate coalescence. Next, the 
monotonous increase in Aa/a is assigned to 
the progressive introduction of dislocations. 
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Figure 23: Schematic model of the nucleation 
of a misfit dislocation between two platelets 
in tension (AIN on GaN): (a) before 
coalescence, (b) after coalescence. Note that 
inward relaxation opens up the gap between 
the two platelets and favors adatom 
nucleation at this site, promoting dislocation 
nucleation. 
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Figure 24: Relative variation of the in-plane 
lattice parameter as a function of layer 
thickness h during the growth of a single 
GaN epilayer on AIN. Ga rich conditions, Ts = 
640 °C. 

One may ultimately wonder about the 
reasons for which the shape of GaN islands 
correspond either to platelets or to truncated 
pyramids. One clue to adress this issue is 
provided by Duport and coworkers [27]. It has 
been found by these authors that the 
thermodynamically stable shape for an 
adsorbate cluster depends on the number of 
atoms it is constituted from. Then, for 
increasing cluster size, the stable shape 
evolves from a flat platelet to truncated 
pyramid and, finally, to a full pyramid, as 
shown in figure 25. Such a calculation 
remains to be done for GaN dots in the 
wurtzite structure. However, the evolution of 
GaN islands from platelets to truncated 
pyramids as a function of temperature can be 
qualitatively interpreted along similar views. 
In this model, the reduction in adatom mean 
free path at low temperature results in a 
decrease in size of nucleated adsorbate, 
leading it to adopt the platelet shape. At high 
temperature, by contrast, the reduction in the 
number of nucleation centers and the 
concomitant increase in the mean size of 
nucleated adsorbate tends to favor the 
truncated pyramid shape associated with the 
SK growth mode. 

Figure 25: Island stable shapes as a function 
of their size. The stable shape evolves from 
flat slab to truncated pyramid and, next, to 
full pyramid (after ref. [27]) 

As a summary of this section, it appears 
that, during the first stages of the deposition 
of GaN on AIN, the accumulated elastic 
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energy may be accomodated either plastically 
or elastically. It has also been shown tha t the 
change from elastic to plastic relaxation 
mostly depends on kinetics which accounts 
for the formation of flat gaN platelets. 

Of course, in the case of elastic relaxation 
through 3D islanding, further deposition will 
also lead to the formation of dislocations but 
this scope is far beyond the subject of the 
present article 

4. EMISSION PROPERTIES OF GaN QDs 

One major reason for the current interest in 
quantum dots relies on the possibility to 
realize optical devices such as lasers with low 
threshold current and with a weak 
temperature dependence of the threshold 
current [28]. More generally, the discrete 
density of states exhibited by quantum dots 
leads to no significant broadening as a 
function of temperature. In addition, the 
discrete density of states is expected to result 
in very sharp gain curves. Based on these 
principles, several QD lasers have been 
realized and reported during the last few 
years [29-34]. Compared to these 
InGaAs/GaAs devices, future lasers based on 
InGaN and GaN QDs are expected to operate 
in wavelengths ranging from visible to UV. 

Two additional features specific to nitrides 
need to be stressed : first of all, the high 
energy barrier between AIN and GaN, 
exceeding 2.7 eV, is expected to result in 
reduced thermal escape of carriers when 
increasing temperature. This is illustrated in 
figure 26 which shows the photoluminescence 
(PL) spectra of a stack of 10 QD layers 
embedded in AIN for both cubic and 
hexagonal cristallographic phase. The 
samples were excited at a photon energy of 
3.7eV and 4.67eV for the hexagonal and cubic 
GaN QDs, respectively. For these photon 
energies, the dots are excited by absorption 
directly in their excited states. Figure 26c 
shows the variation in photoluminescence 
intensity as a function of temperature, 
compared to the case of quantum wells and of 
bulk layer. Almost constant PL intensity is 

observed in the case of dots, consistent with 
the enormous carrier localization energies 
involved. 
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Figure 26: Photoluminescence spectra of GaN 
quantum dots for both crystallographic 
phases, hexagonal (a) and cubic (b). (c) shows 
the different temperature dependence of PL 
intensity for a thick GaN epilayer ( D) and 
hexagonal quantum well (A), as compared to 
cubic QDs (B) and hexagonal QDs ( • ) . 

The linewidths of the broad luminescence 
spectra shown in figure 26a and 26b are 
related to the large dispersion of the dot size, 
likely due to the badly controlled nucleation 
process, as discussed in section 2.1. 

Another specificity of nitrides with respect 
to other semiconductors is the presence, in 
the hexagonal phase, of a very large internal 



249 

electric field which is a combination of both 
piezoelectric and spontaneous polarization 
components [35]. As the value of the resulting 
internal field reaches several MV/cm, it 
dominates to a large extent the optical 
properties, leading to a significant red shift of 
the energy position of the peak assigned to 
QDs PL. As a matter of fact, figure 26a shows 
a peak at 2.95eV, that is to say, 500 meV 
below the bulk hexagonal GaN energy 
bandgap due to the presence of an internal 
electric field of about 7MV/cm. By contrast, in 
Fig. 26b corresponding to cubic QDs, the PL 
peak is typically centered at 3.8eV, blue-
shifted by more than 500meV with respect to 
the bulk cubic GaN energy band gap (Eg = 
3.26eV at lOK). This confinement energy is 
much larger than tha t observed for hexagonal 
GaN QDs, which is consistent with the 
absence of a strong internal electric field in 
these cubic GaN nanostructures. 

red shift induced by the presence of the built-
in electric field. For higher dots, the red shift 
is dominating and PL is observed for an 
energy lower than the GaN band gap energy 
value [37]. 

As a consequence of the presence of the 
internal field, the PL decay time is found to 
strongly depend on the QD size, as the 
electric field tends to separate the electron-
hole pairs, reducing their overlap and 
increasing the radiative recombination time. 
This is shown in figure 28 which exhibits the 
spectrally-resolved decay time as a function 
of photon energy. As expected, the decay time 
is longer for GaN dots than for GaN thick 
layer. The continuous increase of the decay 
time when decreasing photon energy is 
consistent with the presence of the electric 
field since this one is larger in bigger dots 
luminescing at lower energy [38]. 

4.0 

3.8 

3.6-

3.4-

3.2 

3.0 

2.8 

2.6 
2.0 

A P=0.032 C/m^ 
• Experiment 

2.5 3.0 3.5 4.0 
Total dot height, h+ w (nm) 

4.5 

Figure 27: Quantum dot emission energy as a 
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Further insight in the role of the internal 
electric field has been provided by theoretical 
calculations of transition energy as a function 
of QDs height. Although controversy still 
remains concerning the value of spontaneous 
polarization, the calculation of Andreev et al. 
[36] leads to a reasonable agreement with 
experimental data (see figure 27). It is then 
deduced that, for dots about 2 nm high, the 
confinement is almost compensated by the 

Figure 28: PL spectrum of a QD sample (left-
hand side axis) and spectral dependence of 
the PL decay time as going through the 
various identified peaks (right-hand side 
axis) 

Of course, such a dependence of the decay 
time is not expected in cubic dots, due to the 
absence of electric field. As a whole the 
recombination efficiency is expected to be far 
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higher in cubic dots than in hexagonal ones, 
making cubic dots even more promising 
candidates for appHcations, provided the 
growth difficulties inherent to the cubic 
phase are overcome. 

5. CONCLUSION 

To summarize, we have revealed in this 
review some of the parameters governing the 
fabrication of GaN quantum dots in the 
Stranski-Krastanov mode by plasma-assisted 
molecular beam epitaxy. We have pointed out 
the interplay between thermodynamical and 
kinetical parameters, emphasizing the 
experimental evidence that kinetics may be 
dominant and eventually lead to a 
suppression of the SK mode. Parameters 
governing the nucleation of dots have been 
examined. In the hexagonal case, the 
nucleation sites are mainly determined by 
the residual dislocation density, giving rise to 
a vertical alignment. These hexagonal dots 
present an aspect ratio of 1/5. In the cubic 
case, the dots grow preferentially within 
regions bounded by stacking faults which are 
present in high density in the AIN layers. The 
aspect ratio of cubic dots is as low as 1/10. 
The large inhomogeneities in the size 
distributions are certainly related to the 
nucleation process likely governed by 
inhomogeneous strain distribution on the 
surface. As a consequence, wide PL peaks 
have been observed. In both cubic and 
hexagonal phases, the PL intensity of the 
quantum dots is found to be temperature-
independent, as a result of strong localization 
effects. 

As a general conclusion, it appears that 
nitrides, the self-organizing properties of 
which have been demonstrated only recently, 
exhibit features common to other dot-forming 
semiconductors, despite of the relatively low 
lattice mismatch, about 2.5 percent, between 
GaN and AIN. With the further advantage of 
weak interdiffusion and high confinement 
barrier they provide a model system for 
identifying the various parameters involved 
in self-organization of nanostructures. The 

ultimate goal, still far from being routinely 
reached for nitrides as well as for other 
semiconductors, consist of controlling the dot 
size distribution which would allow for a full 
use of the practical potentialities presented 
by these objects. 
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The self-organized growth of silicon nanocrystals in nanocrystalline Si/Si02 superlattices results in Si 

nanocrystals nearly monodispersed in size with a distinct shape and preferred crystallographic orientation. A 

comprehensive structural, optical, and electrical characterization of this system indicates flat and atomically 

abrupt Si/Si02 interfaces and a low defect density. We present a convincing demonstration of quantization in 

dispersion of acoustic phonons and of electron-hole pairs. This novel fabrication technique, with angstrom 

accuracy, is very promising for nanoscale electronic and optoelectronic device manufacturing. 

1. INTRODUCTION 

The current worldwide interest in nanocrystalline 

Si (nc-Si) [1] has resulted primarily from Canham's 

1990 proposal [2] that efficient visible light emis-

sion from highly porous Si structures arises from 

quantum confinement effects. This is particularly 

intriguing for three reasons. First, because nc-Si is a 

Si structure and bulk Si is spectacularly inefficient at 

emitting light, even at cryogenic temperatures. 

Second, because the light emitting nanostructure 

(e.g., porous Si) can be "made in a bucket" within 

minutes, without resort to either the costly litho-

graphic or epitaxial techniques that were, at the time. 

the conventional approaches to realizing exceedingly 

small structures. Third, because Si is the most 

technologically important material known to 

mankind, dominating the microelectronics revolu-

tion, that influences our everyday lives. The original 

concept that light-emitting Si devices could eventu-

ally result in a new generation of Si chips and extend 

the functionality of Si technology from microelec-

tronics into optoelectronics was exciting and 

encouraging. Thousands of papers and much knowl-

edge concerning the nature and properties of light 

emission in nanoscale Si were generated [1]. The 

question now of concern is where are we ten years 

on? Can nanoscale Si meet expectations and be used 
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in Si nanoelectronics and optoelectronics? Can a 

reliable device be fabricated in a research laboratory 

and, eventually, transformed into real commercial 

manufacturing? 

In addition to anodic etching [2], silicon nanoc-

rystals can be produced by selective-size precipitation 

[3] spark erosion [4], ion implantation [5], and 

chemical vapor deposition [6]. Although the role of 

quantum confinement in porous Si has been demon-

strated [7] the recombination mechanism in nc-Si is 

not yet completely understood. The price for the 

simplicity in porous Si fabrication is high: the 

structure is fragile, and the Si nanocrystal size 

distribution is broad. Also, there is no manufacturing 

technique that is able to control precisely the size 

distribution, surface passivation, and packing density 

of the Si nanocrystals. Controlled growth mecha-

nisms at the nanometer length scale are required. 

Recently, the precise control afforded by molecular 

beam epitaxy and magnetron sputtering methods 

have been applied to this problem and definitive 

observations of quantum confinement induced light 

emission were obtained from ultrathin-layer disor-

dered Si/Si02 superiattices (SLs) [8, 9]. In this 

system, it proved impossible to crystallize the 

nanometer-thick Si layers because of the Si-SiOj 

interface strain effects. 

Among the many different methods of fabricat-

ing Si nanocrystals, the thermal crystallization of 

amorphous Si (a-Si)/Si02 layered structures [10] 

shows the greatest potential. The Si nanocrystals are 

packed in the form of ordered layers, and their size 

and packing density can be controlled precisely. This 

type of structure has been termed a nc-Si SL, because 

it consists of periodically alternating layers of Si 

nanocrystals and SiOj. In this chapter we show that 

these novel nc-Si SLs prepared by controlled 

crystallization exhibit nearly perfect nc-Si/SiOj 

interfaces and possess a narrow nanocrystal size 

distribution. In addition, we discuss in detail the 

vibrational, light-emitting, and electronic properties 

of nc-Si SLs. The thorny questions posed above will 

be answered at a later date, when this novel nc-Si SL 

technology is more mature. 

2 . CONTROLLED CRYSTALLIZATION 

OF NANOMETER THICK a-Si LAY-

ERS: A NOVEL GROWTH TECNIQUE 

It is well known that atomic-scale growth con-

trol of man-made structures can be achieved using 

techniques such as molecular beam epitaxy (MBE) 

and different modifications of chemical vapor 

deposition (CVD) [11]. Historically, a successful 

growth has been achieved in a family of materials 

with essentially the same structural parameters (e.g., 

lattice constant and thermal expansion coefficient). 

Therefore, the substrate and the epitaxial film usually 

belong to the same class of materials (e.g., 

GaAs/AlGaAs). The growth of materials with a 

significant lattice mismatch (e.g., Ge and Si) is 

much more challenging, and requires surface prepara-

tion and the formation of a so-called wetting layer 

[11]. The fabrication of a continuous layer always 
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utilizes the Frank-van der Merwe (FM) growth mode 

to avoid layer cracking and dislocation formation. 

More recently, enormous attention has been paid to 

the island-layer or the Stranski-Krastanow (S-K) 

growth mode, which under proper conditions may 

provide three-dimensional clusters with a narrow size 

distribution and vertical self-alignment in superlattice 

structures. The latter can be achieved because of the 

specific cluster shape (domes or pyramids) and the 

strain induced nucleation mechanism. 

In addition to the hetero-growth of crystalline 

materials, a layered structure can be fabricated in a 

form of an amorphous superlattice (e.g., a-Si:H/a-

SiN:H) [12]. This fabrication is less expensive, does 

not require an ultra-high vacuum, and can be achieved 

using plasma-enhanced CVD (PECVD) methods. 

However, in a large majority of reported structures 

the interface roughness and interface defect density are 

considerable [12]. Also, the use of PECVD methods 

results in a high concentration of loosely bound 

hydrogen atoms. These relatively weak silicon-

hydrogen bonds can be broken at temperatures as low 

as 450°C and post-treatment steps cannot be used to 

improve the quality of the structure and to reduce the 

interface defect density. 

Here we present a novel fabrication tech-

nique that utilizes inexpensive deposition methods 

such as radio-frequency (RF) magnetron sputtering or 

low-pressure CVD to produce a-Si/a-SiOj layered 

structures. We use several post-treatment steps such 

as (1) rapid-thermal annealing to nucleate Si crystal-

lites; (2) quasi-equilibrium fiimace annealing to 

complete crystallization; and (3) controlled oxidation 

to eliminate the residual a-Si and passivate the Si 

nanocrystals. The completed structures exhibit 

excellent periodicity, nearly atomically flat SiOj/nc-

Si interfaces, and a very low interface defect density. 

(a) 

(b) 

Figure 1. TEM images showing (a) an exam-
ple of a nc-Si SL and (b) a magnified picture 
detailing two individual Si nanocrystals. 
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3. PREPARATION AND CHARACTERI-

ZATION 

The magnetron sputtering of the a-Si/SiO^ mul-

tilayers was performed at Rochester in a Perkin-

Elmer 2400 sputtering system by RF sputtering and 

plasma oxidation. In the sputtered samples, the a-Si 

thickness ranged from ~ 2 to 25 nm and that of the 

SiO^ from 2.5 to 6 nm. The number of periods 

varied from 1 to 60. The crystallization was per-

formed by rapid (40-60 s) thermal annealing (RTA) 

at 800-900 C followed by furnace annealing. In the 

furnace annealing step, the temperature was increased 

by ~10°C per mmute from 600 to 1050°C. This 

annealing is defined as quasi-equilibrium annealing 

(QEA). 

The thermal crystallization of a-Si/SiO^ multi-

layers is controlled by several factors. Silicon has a 

very low diffiisivity in SiO^ and the initial RTA 

process forms nanocrystals without disturbing the 

SL periodic structure. The shape of the Si nano-

clusters is expected to be close to spherical due to the 

competition between surface and volume tension. 

The strain in nc-Si/SiO^ multilayers can be released 

by QEA. High temperature annealing also results in 

a decrease of the Si/SiO^ interface defect density (see 

Ref. 13 for details). 

The role of the double-step annealing process is 

to first create crystalline nuclei by RTA (nucleation 

stage) and then to complete the crystallization of the 

Si nanocrystals and improve their surface passivation 

by QEA (growth stage). After nucleation, the 

nanocrystalline nuclei are surrounded by an amor-

phous tissue and occupy not more than -20-30% by 

volume of the Si layer (estimated from Raman 

scattering). After furnace annealing and completed 

crystallization, nearly 90-95% of the Si layer 

volume was found to be crystallized in samples with 

Si nanocrystals greater than 3 nm in diameter [13, 

14]. 

A wide variety of characterization techniques 

have been applied to study the nc-Si SLs, including 

transmission electron microscopy (TEM), X-ray 

specular reflectivity measurements, and Auger 

spectroscopy [13-14]. The transmission electron 

microscopy (TEM) analysis was performed with a 

Philips EM 430 microscope operated at 300 kV. 

Samples were prepared by a cleavage method [15]. 

Auger elemental microanalysis (AEM) was per-

formed with a Physical Electronics Industries PHI 

650 instrument with a 5 keV electron beam 30° off 

normal. An argon ion gun operating at 1 keV and 

5P off normal was used for depth profiling. The Si 

LMM and O KLL Auger lines at 96 eV and 510 eV, 

respectively, were used to obtain the SL composition 

profile. X-ray specular reflectivity measurements 

were carried out using a Philips PW1820 vertical 

goniometer and simulated using the Philips HRS 

calculation package. Electrical measurements were 

performed at temperatures ranging from 20 to 300 K 

in a closed-cycle CTI-Cryogenic system using a 

Keithly 220 current source and a Keithly 595 quasi-

static CV meter. High frequency capacitance-voltage 

(C-V) measurements were obtained using a Boonton 
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72BD 1 MHz capacitance meter. Raman experiments 

were carried out at room temperature in a quasi 

backscattering geometry using a Jobin-Yvon triple 

spectrometer or a Spex 14018 double spectrometer. 

Low-frequency Raman scattering was also measured 

using a SOPRA DMDP 2000 double monochroma-

tor with a cooled Hamamatsu R928P photomulti-

plier detector. The excitation source was 300 mW of 

457.9 nm Ar̂  laser light with an angle of incidence 

of 77.7°. The incident light was polarized in the 

scattering plane, while the scattered light was 

collected without polarization analysis. Time-

resolved photoluminescence (PL) data were obtained 

using a pulsed N2 laser with a nanosecond pulse 

duration. Steady state PL spectroscopy was per-

formed using a Ti:sapphire laser and an Ar"̂  laser. 

Figure 1 shows a TEM picture of a crystallized 

and annealed a-Si/SiOj sample. The nc-Si/SiOj 

layers are very flat with an average roughness less 

than 0.4 nm. The size of the Si nanocrystals within 

the layers is close to the thickness of the a-Si layer 

while the volume packing density is controlled by 

the thickness of the Si02 layer. Figure 1(b) shows 

the same sample at higher magnification and depicts 

individual nanocrystals of nearly perfect spherical 

shape. The nanocrystal diameter is around 4.2 nm 

with a size distribution of - 3-5 %. A similar 

diameter of ~ 4.6 nm was deduced from the X-ray 

diffraction analysis. 

4. VIBRATIONAL PROPERTIES 

Figure 2 shows Raman scattering data in nc-Si 

SLs with different crystallite sizes and compares it 

with similar measurements in crystalline Si (c-Si). 

For example, peaks that correspond to first-order 

optical zone-center phonon (ZCP) scattering in 

samples with 8.6 nm or 4.3 nm Si nanocrystals are 

broader and are slightly shifted toward lower wave-

number compared to the Raman peak in c-Si (Fig. 

2(a)). The nanocrystal size of > 4 nm is too large to 

provide any significant effects in phonon dispersion 

due to phonon confinement [16], and the observed 

differences can be explained as being due to strain, an 

mfluence of the nc-Si/SiOj interface or "bulk" defects 

(including grain boundary, dislocation, etc.), and 

non-stoichiometric SiOj.̂  (the shoulder near 505 cm" 

)̂. Figure 2(a) shows progressive changes in the 

first-order ZCP Raman scattering during high-

temperature (1050''C) annealing: the Raman peak 

narrows, shifts to -519 cm ^ and the shoulder at 

~505 cm"̂  continuously decreases in intensity. 

Therefore, we can conclude that annealmg decreases 

the Si defect density and improves the Si02 

stoichiometry in the nc-Si SLs. 

Second-order Raman scattering near 150 and 300 

cm'̂  in c-Si has been explained as phonon scattering 

from acoustic phonons at wave vectors away from 

the zone center [17], and the overtone at 302 cm'̂  is 

associated with the 2TA (X) phonon. This feature is 

relatively sharp in c-Si. It increases in intensity, but 

changes shape m the nc-Si SL with ~ 13 nm Si 

nanocrystals, and becomes much broader in samples 

with 4 nm Si nanocrystals (Fig. 2 (c)). 
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Figure 2. Raman spectra in crystallized nc-Si 
SLs: (a) The first-order (1-0) zone-center phonon 
mode and second-order transverse acoustic (TA) 
phonon scattering in c-Si and SLs with different size 
Si nanocrystals. (b) The spectra labeled fi:om 1 to 3 
show progressive changes due to 20 min aimealing 
steps at 1050°C and are compared with a c-Si 
spectrum. 

This weak scattering in c-Si is also enhanced in 

intensity when the translational symmetry is 

disrupted. However, in all our Raman measurements, 

a pure a-Si phase with peak at 480-490 cm"̂  was 

clearly absent. Thus, our Raman data are consistent 

with selected-area electron diffraction TEM and X-ray 

diffraction data [13]: the treated material is not 

amorphous, but crystalline, with a more or less 

random crystallographic orientation of the Si 

nanocrystallites. This conclusion is important 

because a-Si is a highly defective material and these 

defects can strongly affect the performance of a 

nanoscale device. 

Also, our Raman data clearly shows that the 

structural properties of nc-Si SLs can be improved 

by high temperature annealing. This post-treatment 

step, however, could be dangerous for our layered 

structure: diffusion at high temperature can be 

efficient and the abrupt nc-Si/Si02 profile could be 

damaged. To address this question we have performed 

a series of post-treatment experiments such as 

annealing and oxidation at different temperatures. 

Samples subjected to annealing have been investi-

gated by TEM (see, e.g.. Fig. 1). These measure-

ments have demonstrated that the nc-Si SL structure 

retains its layered structure with sharp nc-Si/Si02 

interfaces. 

A quantization effect of the phonon vibrations 

could be observed in the case when the phonon 

coherence length is larger than the nc-Si layer 

thickness. Low frequency acoustic modes fulfill this 
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Figure 3. Low-frequency Raman scattering in 
nc-Si SLs: (a) SLs with different Si nanocrystal sizes 
and (b) Raman spectra in a nc-Si SL before and after 
steam oxidation (750°C) and annealing at - 1050°C 
post-treatment steps. 

condition, because they are an in-phase motion of a 

large number of atoms and are not strongly influ-

enced by the disruption of the translational symme-

try. Low frequency acoustic modes reflect the average 

bulk elastic properties of the materials and can be 

very usefiil to help estimate the periodicity and the 

interface roughness in a multilayer structure. 

Figure 3(a) shows low-frequency Raman scatter-

ing in nc-Si SLs having different nanocrystal layer 

thicknesses. The acoustic phonon dispersion at small 

wave vectors in a bulk material is, to first approxi-

mation, given by (0^(k) = V^k' This is 

modified in the case of a SL structure to 

(Ojk) = V,\k + 27m/L\^ where y^ is the SL 

sound velocity, k is the phonon wave vector, 

m = Oy i l , i2"' is the reduced-Brillouin-zone 

folding index, and L is the SL period. The periodic-

ity of the SL introduces an artificial Brillouin zone 

boundary at K/L along the growth direction, 

which results in the folding of the phonon dispersion 

[16]. The choice of the excitation wavelength in 

Raman backscattering experiments ^ _ 4;j^/j^ » 

where / I is the SL average refractive index and 

J^ the photon wave vector, allows excitations to be 

probed near the center or boundary of the artificial 

Brillouin zone. In our samples, the first pair of the 

folded longitudinal acoustic (FLA) phonon modes 

with m = ±1 is observed, and the mode 

frequencies are in a good agreement with theory (our 

calculations are based on Ref. 18 and are discussed 

elsewhere [19].) More importantly, the post treat-

ment steps such as steam oxidation at 750°C 

following annealing at 1050°C do not change the 
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folded mode spectra (Fig. 3(b)). The small peak 

frequency shift of -0.5 cm"̂  evident in this figure is 

not a systematic one, and is due to a small lateral 

non-uniformity in the SL thickness across the wafer 

arising from the growth conditions. A simple 

analysis shows that FLA phonon modes would 

disappear from Raman spectrum in the case of an 

average interface roughness larger than ~ 0.4 nm 

[18]. Thus the observation of FLA modes in these 

nc-Si SLs indicates sharp interfaces that are retained 

even after high temperature annealing. 

5. PHOTOLUMINESCENCE 

The PL spectra in a nc-Si/SiO^ SL with Si 

nanocrystal sizes larger than the exciton Bohr radius 

is found to be similar to bulk Si [20, 21]. However, 

several feature of the PL spectra prove that the PL 

originates in the nc-Si/SiO^ SLs, and not in the c-Si 

substrate. First, the quenching of the PL with 

temperature and electric field are unusually weak 

[20]. Second, the p+ c-Si substrate on which the nc-

Si/SiO SLs are deposited for these measurements 

does not luminesce at room temperature, whereas the 

PL efficiency of the nc-Si/SiO^ SLs is estimated to 

be greater than 0.1% at 300 K [20]. A short-time 

steam oxidation produces a relatively high low-

temperature (LT) PL external quantum efficiency of 

-0.3%. This makes it possible to examine details of 

the PL phonon replicas and the no-phonon (NP) line 

(Fig. 4(b)), that are extremely sensitive to impurities 

and intrinsic defects. The LT PL fine structure in the 

nc-Si/SiO^ SLs proves that the Si nanocrystals are 

extremely pure, and no defect or impurity related PL 

has been found. Preliminary doping experiments 

show that nc-Si/SiO^ SLs containing large Si 

nanocrystals can be doped by phosphorus diffusion. 

The well-known phosphorus signature in the LT PL 

spectrum of bulk c-Si (see Ref. 22) was identified in 

the P-doped nc-Si/SiO^ SLs (Fig. 4(c)). Since the nc-

Si/SiO^ SLs are separated from the c-Si substrate by 

a -100 nm thermally grown SiO^ layer, P diffusion 

into the c-Si substrate is improbable. Finally, a shift 

of the PL peak toward shorter wavelengths has been 

found in smaller Si nanocrystals (d < 5 nm). 

For small-size Si nanocrystals (d < 5 nm), the 

inhomogeneous broadening of the PL spectrum does 

not permit a moderate resolution spectroscopic 

identification of the radiative transitions in Si 

nanocrystals. The inhomogeneity can be partially 

lifted by selectively exciting only a subset of the 

luminescent states, and spectrally sharp PL features 

can be obtained. Figure 5 shows resonantly excited 

PL spectra in the nc-Si SL with 4.3 nm Si nanocrys-

tals. A moderate resolution PL spectrum shows a 

strong dependence on the excitation wavelength. The 

step-like structure reflects phonon-assisted radiative 

transitions, and the energies of the characteristic c-Si 

phonons are shown (Figure 5). The decrease of the 

excitation photon energy makes all features signifi-

cantiy sharper. The use of die asynchronously 

modulated excitation technique allowed the detection 

of a slow, in the range of > 100 |is, PL component. 
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2 

superlattice 
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Figure 4. The PL spectra of (a) the B-doped Si 
substrate, (b) a crystallized nc-Si/SiO^ SL after short-
time steam oxidation, and (c) a P-doped nc-Si/SiO^ 
SL. The PL phonon replicas and the no-phonon (NP) 
line are indicated and shown in detail (Fig. 4(b)). The 
LT PL spectrum of the crystallized nc-Si 
SL(Fig.4(b)) is similar to the PL spectrum of bulk 

12 -3 

c-Si with an impurity level of 10 cm (see Ref. 23 
for details). The Si nanocrystal size is -13 nm. 

It is well known that phonon-assisted recombi-

nation is a slow process, with a typical lifetime in 

the 1 ms range [22]. We studied in detail the PL 

kinetics and found at least three different PL compo-

nents: (a) a slow PL with > 1 ms lifetime at low 

temperature, decreasing to lO'̂ -lO"̂  s at room 

i 

B3 
•s 
N 

^ 

\ \ \ Si,D = 42A 

* ; % T = 4.2K 
(a) 

1.30 1.40 1.50 1.60 

Energy (eV) 
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t 
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^ 

0.05 0.1 0.15 

Energy (E^-Eo, eV) 

Figure 5. (a) Moderate and (b) high-resolution 
PL spectra in a nc-Si/Si02 SL under resonant 
excitation at 4.2 K. The step-like structure in the PL 
spectrum shows the signature characteristic of c-Si 
phonons (mdicated by the arrows). 

temperature; (b) a faster PL with a 200-500 ns 

lifetime; and (c) the fastest PL with a lifetime of the 

order of -10 ns. The fastest PL component clearly 
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shows a superlinear intensity dependence, which can 

be expected in Auger recombination. The PL with 

200-500 ns lifetime also shows a significant 

dependence in the excitation intensity, which could 

be explained by saturation of the recombination 

channels associated with specific recombination 

centers. The measurements show that the origin of 

the PL could be more complex than just one 

dominant mechanism. 

6. CARRIER TUNNELING 

The usefulness of layered semiconductor struc-

tures and SLs consisting of alternately deposited 

materials very often depends on the quality of their 

interfaces. Ideally, each interface must be chemically 

abrupt and free of structural defects. Unfortunately, 

this is not the case in the majority of Si-based 

multilayer structures: a significant difference in 

lattice constant and thermal expansion coefficient 

strongly affects the interfaces of crystalline Si-Ge, 

Si-CaF2, and other Si-based SLs [23]. Silicon oxide, 

a wide gap native insulator for c-Si, can not be used 

in traditional epitaxial growth because of its amor-

phous nature, /. e. absence of long-range order. In 

general, only disordered Si can be grown on a 

substrate with a nanometer thick amorphous Si02 

layer [8]. On the other hand. Si continues to be the 

major material in the semiconductor industry, and the 

question of the interface quality in Si based layered 

structures is critically important. 

i 
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T=15K 

1 TO 
k 

1 ^^ i 

' 1 / 
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A 1 
/ V1 
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c-Si 
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.....>^...I....J::rr^ 
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Figure 6. Second derivative of the I-V curve in 
a structure consisting of Al / 300 nm n+ polycrystal-
line Si contact / 1.5 nm a-Si02 / 13 nm nc-Si / 1.5 
nm a-Si02/ p+ c-Si substrate. Different c-Si phonon 
energies are shown. The tunnel current threshold of -
46 mV indicates a small, built-in potential, possibly 
due to a localized charge. 

A series of 8- to 20-period SLs were grown for 

this study. Details of the sample picpaiatioii 

conditions are described in Refs. 10-12. Several 

techniques have been used to study the nc-Si/Si02 

interface, but current tunnel spectroscopy (GTS) is 

one of the most sensitive techniques available to 

characterize junctions and interfaces [24-27]. In oider 

to apply GTS, we fabricated a double-barrier structure 

with a single -13 nm-thick nc-Si layer sandwiched 

between two, tunnel-transparent Si02 layers of 

thickness --1.5 nm. The structure was deposited on a 

heavily doped p-i- Si substrate (resistivity of -0.01 Q 
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cm) with an Al/n+ doped polycrystalline Si top 

contact (Fig. 6). The structure is similar to the Esaki 

diode, because the electron injected from the top 

contact should tunnel across the 13 nm layer of Si to 

the heavily B-doped substrate. The experiment was 

performed at 15 K to minimize thermal broadening 

and the electron-phonon interaction. In order to 

clarify the details, we have used the second derivative 

of the I-V data. Several features corresponding to 

different phonon and phonon-combination energies 

(TO, TA, etc.) are observed (Fig. 6). Note diat in a 

Si Esaki diode of perfect quality, up to twelve 

transitions with different phonons and phonon 

combinations have been reported [28]. 

The observation of phonon-assisted transitions 

in the interband tunneling indicates clean nc-Si/Si02 

interfaces. A silicon nanocrystal greater than 10 nm 

in size has an indirect bandgap structure, and the 

interband tunneling requires phonon assistance to 

conserve momentum. The interband tunneling is 

always accompanied by the excess current. In the 

majority of cases the origin of the excess current has 

been associated with tunneling via interface defect 

states. The inelastic scattering due to interaction with 

structural defects changes the electron momentum. 

Thus, the phonon-assisted tunneling is no longer the 

dominant mechanism, and the features in die I-V 

curve should be washed out. The observation of 

phonon-assisted tunneling indicates a very low 

density of interface defects in the nc-Si/SiOj struc-

ture. 

O H 

3UU 
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t 
: 1 

c . 
mm 

Lc 1 max 

Y"" 

V i 

-2 0 2 

Bias (V) 

Figure 7. High-frequency (1 MHz) room tem-
perature C-V characteristic measured in an 8-period 
nc-Si/Si02 SL with - 2 nm thick nc-Si layers 
separated by -- 2 nm of Si02. The arrows show the 
calculated voltages for C^^ and Ĉ in in the ideal MIS 
structure. The value of the flat-band voltage VpB ~ 
500 mV indicates a small amount of localized 
charge. 

To estimate the interface defect density in a nc-

Si/Si02 SL, we used conventional C-V measure-

ments. The sample used for this work consisted of 

20 nm of thermally grown amorphous Si02 on an n-

type (-1-5 Q cm) c-Si substrate followed by an 8-

period SL. The nc-Si layers with a thickness of ~2 

nm are separated by amorphous Si02 layers with a 

thickness of --2 nm. The 20 nm of thermally grown 

Si02 blocks the direct current, and the 1 MHz 

frequency C-V characteristic is very similar to the C-

V curve in a standard metal-insulator-semiconductor 

(MIS) structure (Fig. 7). Figure 7 shows the C-V 
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data with a saturation at C^^^„ which corresponds to 

the capacitance of the insulating layer (including the 

thermally grown Si02 and nc-Si/Si02 SL) with an 

average dielectric constant of -1.8-2.0 (depending on 

the volume ratio between Si and SiOj). In addition, 

the C-V plateau at C^^^ is found to be in excellent 

agreement with the calculated value of the maximum 

depletion layer thickness (-0.5 |im) for the -10^^ cm" 

^ concentration of free carriers that corresponds to the 

resistivity of ~5 Q. cm for an n-type c-Si substrate. 

This result justifies the use of a standard high-

frequency C-V analysis: comparing the experimental 

C(V) data with the C(V) characteristic calculated for 

the ideal MIS structure, the value of the interface 

defect density is estimated to be -10^* cm"̂ . 

What does this defect density value mean in the 

case of the 8 nc-Si layers (or 9 interfaces) separated 

by Si02? Considering a Si nanocrystal area density 

of 10̂ -̂10̂ ^ cm'̂  and assuming that all the defects aie 

on the nc-Si/Si02 interfaces, we estimate that only 

one per 100-1,000 nanocrystals is defective. This 

estimate is supported by our recent observation of a 

relatively high PL quantum efficiency in nc-Si/Si02 

SLs. Our latest results indicate that the defect density 

can be significantly reduced using an optimized 

preparation condition and a cleaner manufacturing 

environment. In other words, the density of nc-

Si/Si02 interface defects is approaching the level of 

defect tolerance in standard CMOS processing. 

7. CONCLUSION 

Precisely controlled layer-by-layer growth of a-

Si/Si02 SLs followed by annealing stages to induce 

Si crystallization and defect reduction has produced a 

novel system for studying the optical and electronic 

properties of regular arrays of ~5 nm Si nanocrystals. 

The sharp nc-Si/Si02 interfaces and the low density 

of defects have allowed tunneling spectroscopy to be 

applied to these structures. Efficient (> 0.1%) 

infrared light emission is observed at room tempera-

ture, although phonon-assisted recombination is still 

required. A high thermal stability of these structures 

has been demonstrated. These results show that nc-

Si/Si02 structures have considerable potential for 

nanoelectronic and optoelectronic device applications. 
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Growth and Characterization of Semiconductor Silicon Carbide 
for Electronic and Optoelectronic Applications: An Industrial Perspective 

H. McD. Hobgood, M. Brady, W. Brixius, G. Fechko, R. C. Glass, D. Henshall, J. Jenny, R. Leonard, 
D. Malta, St. G. Mueller, V. Tsvetkov, and C. H. Carter, Jr. 

CREE, Inc., 4600 Silicon Drive, Durham, NC, 27703, USA 

Within the last several years SiC semiconductor device technology for optoelectronic and power 
electronic applications has made tremendous progress resulting primarily from the commercial 
availability of SiC substrates of ever increasing diameter and quality. Achieving the full potential of 
this important semiconductor continues to be critically dependent on the production of large diameter 
SiC single-crystals of high crystalline quality and controlled impurity content. The objective of this 
paper is to discuss from an industrial viewpoint the current state of SiC crystal growth technology and 
to present empirical results that reflect recent advances in SiC crystal growth, including: substrate 
diameter enlargement to 100-mm; improvements in crystal purity yielding optically transparent 6H 
and 4H-SiC crystals exhibiting residual impurities in the 10̂ ^ cm'̂  range and corresponding 
improvement in thermal conductivity approaching 5.0 W/cmK; a continuous improvement in 
micropipe defect density to as low as 0.9 cm'̂  over a ftiU 50-mm diameter 4H-SiC substrate; and 
control of electrical behavior of SiC substrates. 

1. INTRODUCTION 

During the past decade SiC semiconductor 
device technology for electronic and 
optoelectronic applications has made 
tremendous progress resulting primarily from 
the commercial availability of SiC substrates 
of ever increasing diameter and quality. 
Examples of current state of the art devices 
include [1]: high brightness and ultra-bright 
blue and green InGaN-based LEDs which take 
fiiU advantage of the electrical conductivity of 
the 6H-SiC substrate by employing a 
conductive AlGaN buffer layer; microwave 
MESFETs on semi-insulating 4H-SiC 
substrates with power densities as high as 4.6 
W/mm at 3.5 GHz and total CW output power 
of 80 W at 3.1 GHz from a single chip; 8.6 kV 
p-i-n diodes fabricated on high quality SiC 
epitaxial layers; thyristors conducting 12 A at 
6.5 V with 2600 V blocking voltage; and 
GaN/AlGaN HEMTs fabricated on semi-

insulating 4H-SiC substrates exhibiting power 
densities of 6.9 W/mm at 10 GHz. These 
exciting device results stem primarily from the 
exploitation of the unique electrical and 
thermophysical properties offered by SiC 
compared to Si and GaAs. Among these are 
(Table 1.): a large band gap for high 
temperature operation and radiation resistance, 
high critical breakdown field for high power 
output, high saturated electron velocity for 
high frequency operation, and significantly 
higher thermal conductivity for thermal 
management of high power devices. 

1.1. Considerations for SiC crystal growth 

Throughout the technical evolution of 
semiconductor SiC, the fabrication of SiC 
crystals exhibiting the desired electrical and 
crystalline properties has played a central role 
in the realization of the full potential of this 
important semiconductor material. However, 
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Table 1 
Comparison of fundamental properties of Si. GaAs. and SiC for device applications 

Eg(eV) Eb(MV/cm) Vsat(10 cm/s) KT(W/cmK) 

Si 
GaAs 
6H-SiC 
4H-SiC 

1.12 
1.42 
3.02 
3.26 

0.6 
0.6 
3.2 
3.0 

1.0 
2.0 
2.0 
2.0 

1.5 
0.5 
3.0* 
3.0* 

11.8 
12.8 
10.0 
9.7 

*For substrate doping density of'- 5 x 10̂ ^ cm"̂  

the preparation of large diameter monocrystals 
of SiC in industrial quantities presents 
significant engineering challenges. In spite of 
the extensive terrestrial abundance of its 
elemental components, the natural occurrence 
of the compound (mineralogically called 
moissanite) in the earth's crust is scant to 
almost non-existent and is due mainly to 
chance collisions with SiC-containing debris 
such as meteoritic material and interstellar dust 
particles associated with stellar evolution [2]. 
Thus, the industrial fabrication of the 
compound relies exclusively on its chemical 
synthesis from the elemental components Si 
and C, a process first developed in the 
late 1800s [3]. Transformation of this process 
into one capable of producing crystals first in 
the form of small spontaneously seeded 
platelets [4] and ultimately in the form of 
seeded monocrystalline boules [5,6,7,8] with 
diameters attaining 100-mm [9] has been the 
focus of intensive efforts over the last two 
decades. 

While most single crystal semiconductor 
boules are grown by crystal pulling or seeded 
solidification fi-om melts consisting of 
elemental (e.g. Si and Ge) or compound 
semiconductors (such as III-Vs and some II-
VIs), the thermodynamics of SiC render these 
approaches impractical at present for the 
production of industrial quantities of 
monocrystalline SiC. The SiC phase diagram 
[10] exhibits a peritectic at 2830°C and a total 
pressure of ~ 10̂  Pa. Calculations suggest that 

stoichiometric melting occurs only at pressures 
exceeding 10̂  atm and temperatures > 3200°C 
[11]. Although it is feasible to create similar 
growth conditions, for example those used for 
growth of small diamond crystals, such a 
process is currently not feasible for 
commercial production of large diameter 
semiconductor grade SiC boules. 

Another possibility is to exploit the 
solubility of carbon in a silicon melt. The 
solubility of C in liquid Si is 1-19 at.% over 
the temperature interval fi-om 1412-2830°C. 
This implies that crystal pulling by top seeded 
solution growth fi-om a carbon enriched silicon 
melt might be feasible. Recent studies 
employing over pressures of Ar (100-120 atm) 
to control the evaporation of silicon in carbon 
enriched Si melts have resulted in the growth 
of thick epitaxial layers at growth rates of 10-
15 microns/hr; however, at the high growth 
rates required for production of large diameter 
bulk SiC crystals the technique is currently 
limited by silicon inclusions and 
polycrystallinity associated with process 
instabilities [12]. It is possible to increase the 
solubilty of carbon by adding other metals to 
the melt (e.g. Sc or various rare earth 
elements) which in principle would allow the 
use of pulling techniques. However, there are 
currently no crucible materials which would be 
stable with these melts and solvent evaporation 
remains a problem. In addition, the likelihood 
of incorporation of the metal additives in the 
growing crystals precludes their use as a 
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Figure 1. Schematic representation of a crucible configuration for SiC PVT growth and the mass 
transfer processes (see Section 2.1) inside the crucible, f^ and Ĵ ^̂  are adsorption and desorption 
fluxes, respectively, p̂  and p̂  are local partial pressures at the source and crystal, respectively. 

semiconductor substrate. In light of these 
difficulties, physical vapor deposition via 
seeded sublimation has been the most 
successful technique for growth of SiC boules 
in production quantities. 

2. SIC CRYSTAL GROWTH 

2,1. The Physical Vapor Transport Process 
Large diameter SiC crystal growth is based 

on a modification of the original SiC 
sublimation method first developed by Lely [4] 
and extended later as a seeded sublimation 
technique by Tairov and Tsvetkov [5]. This 
latter method, more generically termed 
physical vapor transport (PVT), was further 
refined by Carter [6], Stein [7], and Barrett [8] 
for producing large diameter SiC boules, and 
various modifications of these techniques are 
now used at many laboratories worldwide. As 
shown schematically in Figure 1, SiC crystal 
growth at temperatures of 2500K to 2700K 
proceeds by the transport of subliming 
molecular species across a temperature 
gradient resulting in deposition upon a 
monocrystalline SiC seed of the desired 

orientation held at a lower temperature. 
Growth is typically performed in a system in 
which various graphite components constitute 
the hot-zone of the furnace. The SiC source 
disposed in a growth crucible is usually 
sublimed under partial vacuum conditions in 
the presence of an inert gas ambient (e. g. Ar, 
He, N2) which fills the growth chamber. 
Sublimation occurs non-congruently fi'om the 
solid to the vapor and yields four principal 
molecular vapor species consisting of Si, Si2, 
Si2C, and SiC2 [13]. The total vapor pressure of 
the subliming species in the temperature range 
typical for SiC growth (2500-2700K) has been 
estimated to be approximately L5-12 ton-
corresponding a particle density of (0.6-4) x 
10*̂  cm"̂  [14]. The sublimation rate is to first 
order a function of the source temperature, the 
pressure of the ambient gas, and the surface 
area of the source material. Figure 2 shows the 
dependence of the sublimation rate on pressure 
reported for one particular growth 
configuration [15]. 

Because the thermophysical conditions 
inside the crucible are not directly accessible 
during SiC crystal growth, an increasing 
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Figure 3. Kinetics of SiC crystal growth 
in general coordinates. 

number of research groups are beginning to 
utilize the results of numerical simulations 
of heat and mass transfer mechanisms for 
improvement of the growth process [16]. 
Such approaches, while desirable for the 
accuracy they can ultimately provide, must 
be customized to the individual growth 
system used and are highly dependent upon 
the availability of reliable thermophysical 
data of all materials inside the growth 
chamber. Although analytical models of SiC 
crystal growth are only approximately valid 
for describing the PVT growth of a 
dissociative compound like SiC, when taken 
with caution, they can provide important 
clues for the growth rate behavior observed 
in real SiC PVT systems. Following this 
approach, Mueller [17] has recently 
developed an analytical model which 
predicts with reasonable accuracy the 
growth rate behavior observed in their PVT 
system. In this model, the molar fluxes 
representing source sublimation (/") and 

crystallization at the growth interface (Ĵ '̂ ) 
are linked by the transport of molecular 
species (J ) through the intervening gas 
phase consisting of Si-C species and inert 
gas (Fig. 1). The relevant mass transfer 
mechanisms inside the crucible are diffusion 
and advective flow, while convection is 
negligible. A simplified version of this 
model assumes diffusion to be the dominant 
rate- limiting step for transport. The average 
diffusion coefficient D of the Si-C 
components in the vapor phase, taking into 
account the inert ambient gas, is inversely 
proportional to the total gas pressure in 
accordance with the classical expression for 
the bi-molecular diffusion coefficient: 

Arx 
D = A/(p +p-0 (1) 

where p and p ^ are the partial pressure of 
the subliming species and the inert gas 
ambient respectively and A is constant. 
Based on this simple model, it is predicted 
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Figure 4. Polytype yield for PVT 4H-SiC growth as a function of growth temperature (after [15] 
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that the total flux of J^ and thus the growth 
rate, is related to the partial pressure of the 
subliming species and the inert gas pressure by 
the reciprocal relation: 

(j'^)"^=B/p* + C(l+p^7p*) (2) 

where B and C are constants in temperature. 
According to Eq. 1), the plot of experimental 
data in the coordinates 1/J = f(p^Vp ) should 
be linear with a temperature independent slope. 
It also predicts a decreasing intercept with 
increasing temperature, since p* increases with 
temperature. The data of Figure 3 exhibits a 
close agreement with the predictions of eqn.2) 
and demonstrates that even a relatively simple 
analytical model can provide valuable insight 
into the SiC PVT process. 

Controlling nucleation, composition, and 
thermal geometry in the PVT process requires 
automated pressure and temperature control. 
Precise control over nucleation is critical, and 
crystal quality is greatly affected by seeding 
parameters. One of the most important is the 
surface quality of the seed crystal. The loss of 

Si from the seed surface during nucleation can 
result in a C-rich surface of poor quality, 
causing defect generation and loss of 
monocrystallinity. 

2.2. Polytype stability 
Silicon carbide occurs in over 170 different 

polytypes, the most common of which are the 
cubic 3C form, the hexagonal 4H and 6H 
forms, and the rhombohedral 15R structure. 
Various models have been put forward to 
account for the polymorphism of SiC [18,19]; 
however, to date, no single model offers a 
complete explanation for the mechanism of 
polytype formation and the stability regions for 
their existence during crystal growth. Early in 
the development of SiC it was noted 
qualitatively that certain polytypes tended to 
exist over certain temperature regimes [20]. 
Bimie and Kingery observed that the cubic 
polytype tends to be associated with silicon-
rich conditions [21]. Recent studies in the 
technologically important 6H and 4H polytype 
systems have shown that temperature and 
pressure [22,23], crystal growth face [24], and 
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Figure 5. Progression of SiC diameter 
enlargement with time. 

Figure 6. 100-mm diameter (0001)-
oriented 6H-SiC wafer grown by 
physical vapor transport. 

most recently the temperature gradient 
imposed across the growing crystal [25] 
have a major influence on the resulting 
polytype. Figure 4, for example, shows the 
data of Augustine, et al. [15,23] 
demonstrating that growth temperature 
exerts a major influence on the relative yield 
of 4H and 6H polytype. For their growth 
process, a critical growth temperature was 
observed below which the 4H polytype was 
favored over the 6H. This observation 
implies that to achieve high yields of the 4H 
polytype, reduced temperatures should be 
applied. However, reduction in temperature 
can lead to reduced growth rates. To sustain 
production growth rates, they suggest a 
corresponding reduction in process pressure 
[15]. Similar observations are reported by 
Straubinger et al. [25]. Additionally they 
demonstrate that the critical temperature for 
polytype conversion depends upon the axial 
gradient imposed during the growth. All of 
these studies suggest that the process 
parameters for seeded sublimation growth 
by PVT must be critically set to achieve 
optimum yields of the desired polytype. 

2.3. Crystal diameter enlargement 

Increasing substrate diameter is crucial 
for reducing the cost of SiC devices through 
economies of scale and the use of sihcon or 
GaAs device fabrication equipment. 
However, growth of crack-free large 
diameter SiC crystals with high crystalline 
quality requires increased attention to 
system design and optimization of the 
thermal distribution in the growth 
environment to minimize excessive 
mechanical and thermoelastic stresses. At 
our laboratories, the diameter and quality of 
SiC substrates produced using the PVT 
technique have constantly increased. Figure 
5 shows schematically the progression of 
our SiC diameter enlargement with time. It 
should be noted that milestones indicated in 
Figure 5 are those associated with research 
and development efforts. SiC substrate 
development has been characterized by the 
continuous increase in crystal diameter from 
less than 25-mm in the early 1990s up to 
current crystals with diameters of 100-mm. 
Production volumes of 6H and 4H-polytypes 
are now available at diameters up to 75-mm. 
Early prototype 75-mm diameter SiC wafers 
suffered from excessive low-angle grain 
boundaries near the wafer peripheries. This 
problem has been circumvented in the 
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Figure 7. Evolution of SiC diameter enlargement compared to silicon and GaAs technologies. 

intervening years allowing for the first time the 
extension of the PVT technique to the 
fabrication of fully single-crystal substrates 
with diameters up to 100-mm [9], as shown in 
Figure 6. This significant development in 
wafer enlargement represents a major step 
toward bringing semiconductor SiC to parity 
with III-V compound semiconductors, such as 
GaAs, in available wafer area for device 
fabrication. It is of interest to compare the rate 
at which SiC diameter enlargement has 
proceeded technologically compared to the 
corresponding development for silicon and 
GaAs. As shown in Figure 7, progress in the 
growth of SiC crystals of ever increasing 
diameter has proceeded at a rate well in excess 
of that experienced in the silicon and GaAs 
industries, largely as a result of the crystal 
growth experience gained from these foregoing 
technologies. 

3. CRYSTALLOGRAPfflC DEFECTS 

3.1. Growth mechanisms and defect 
generation 

In parallel with development efforts to 
enlarge SiC crystal diameter, studies have been 
directed toward improvement in overall crystal 
perfection. Silicon carbide substrates are 
currently characterized by a wide range of 
crystalline defects, the most significant of 
which are open-core dislocations (called 
micropipes), low-angle boundaries, and 
conventional dislocations. Micropipe defects 
that occur to a varying extent in all SiC wafers 
produced to date are seen by many as 
preventing the commercialization of many 
types of SiC devices, especially high current 
power devices, and their origin and elimination 
in semiconductor SiC are subjects of intense 
interest to crystal growers and device 
engineers alike. 
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Table 2 
Primary mechanisms of micropipe formation in SiC sublimation growth 

fundamental 
1. thermodynamic 
a) tl\ermal field uniformity 
b) dislocation formation 
c) solid-state transformation 
d) vapor phase composition 
e) vacancy supersaturation 

technological 
1. process instabilities 

2. Kinetic 
a) nucleation processes 
b) inhomogeneous supersaturation 
c) constitutional supercooling 
d) growth face morphology 
e) capture of gas phase bubbles 

2. seed preparation 3. Contamination 

Figure 8. Step flow around a platelet 
due to system instability. 

a) b) 

Figure 9. SWBXRT showing 
coalescence of micropipes along length 
of boule: a) seed end, b) growth end. 

Most discussions about micropipe formation 
mechanisms revolve around Frank's theory 
[26] which attributes the micropipe to the 
hollow core of an associated screw dislocation 
with a large Burgers vector several times the 
unit cell dimension. The dislocation content of 
micropipes is indicated by the existence of 
growth spirals originating at micropipes, 
characteristic stress patterns around micropipes 
visible in stress birefrigence [17], and by the 
results of synchrotron white beam X-ray 
topography (SWBXT) studies [27] and their 
interpretation based on kinematical diffraction 

theory [28]. Moimting evidence supports the 
Frank-model of hollow dislocation cores in 
SiC which allows a quantitative correlation of 
the micropipe radius with the magnitude of the 
Burgers vector of the screw dislocation 
associated with the pipe [26]. Recent studies 
have indicated that the critical Burgers vector 
magnitude above which micropipes tend to be 
generated is 3x the unit cell length in the 6H-
SiC crystal lattice [29]. 

Several mechanisms, or combinations of 
mechanisms, related to or specifically causing 
micropipes in SiC boules grown by the seeded 
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Figure 10. 50-mm KOH-etched 4H-SiC wafer with micropipe density of 0.9 cm" 

sublimation PVT method have been identified 
(Table 2) in our work. In all these cases, one 
must consider the seed surface quality, the 
growth process stability and cleanliness, as 
well as the specific parameters controlling 
nucleation density and growth rate. In our 
work we have found many examples where 
instabilities during growth contribute to 
micropipe formation through the formation of 
graphite particles and Si droplets. A unique 
feature observed on PVT grown SiC surfaces 
is the existence of clearly discemable growth 
spirals and steps. The density of these can 
vary, but the PVT growth rates (0.5 to 2 
mm/hr) require a relatively high 
supersaturation of the growth constituents that 

can result in a high density of these spirals. If 
local instabilities occur in temperature or 
pressure and surface diffusion limitations 
prevail, the potential for secondary nucleation 
increases. Under this type of growth the 
opportunity for defect formation is high. As 
steps move across one another, islands contact 
each other at slightly different angles and 
dislocations are easily created. In this process. 
Figure 8 shows a growth surface exhibiting a 
high density of steps and the impingement of 
these steps on a platelet. These formations 
may initiate at defects arising fi"om the seed or 
from other sources incurred during growth. In 
our work, we have seen that while micropipes 
form during growth, simultaneous processes 
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Figure 11. Elimination of low angle boundaries at periphery of 4H-SiC 
wafers: a) non-optimized process, b) optimized process. 

a) 

Figure 12. Quality improvement in 75-mm 4H-SiC as indicated by stress birefringence: 
a) early R&D wafer, b) recent wafer. 

such as pipe movement and coalescence occurs 
which tends to reduce the number of pipes. 
This is evident in Figure 9 where a series of 
SWBXT topographs show the agglomeration 
of hollow cores in wafers analyzed along the 
length of a boule. In SWBXT the strain fields 

around the pipe disrupt the diffraction process 
to the extent that holes appear in the 
topographs. 

Despite the different fundamental and 
technological reasons for micropipe formation, 
results at Cree made it possible to steadily 
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Figure 13. a) radial dependence of the resolved shear stress in the (0001) <1120> glide direction 
as a function of distance from the growth interface (z=0); b) radial variation of the local etch pit 
density within arears of 949 ^m x 714 |im on a 6H-SiC wafer. 

decrease the micropipe density over the past 
several years. The analysis of KOH-etched 
4H-SiC wafers from low micropipe density 
boules has revealed areas up to 25-mm in 
diameter that are entirely free of micropipes. 
Figure 10 corresponds to a digitized image of a 
50-mm diameter 4H-SiC KOH-etched wafer 
with a total of 18 micropipes corresponding to 
an overall density of 0.9 pipes/cm^. 

Concomitant with the growth of large 
diameter crystals grown under non-optimized 
process conditions is the tendency of the 
crystal to form low-angle boundaries near the 
crystal periphery. In SiC substrates, low angle 
boundaries are visible as void-like linear 
crystallographic features extending radially 
inward from the wafer edge and generally 
following low-index planes (see Figure 11a). 
They can sometimes extend through the entire 
thickness of the wafer. Recent work has 
resulted in a dramatic reduction in these 
defects to < 3 with a length of <3 mm each for 
production 50-mm wafers, while they are 
totally eliminated in our current R&D 
substrates up to diameters of 100-mm (see 
Figure lib). The significant quality 

improvement of our 4H- and 6H-SiC 3-inch 
(75-mm) wafers is visible in overall reduction 
of stress variation in recent wafers relative to 
earlier 75-mm diam. wafers, as demonstrated 
in Figure 12. 

3.2. Thermally induced stress and 
dislocation generation 

Besides the elimination of micropipes the 
overall reduction of dislocation densities in 
SiC substrates is a major technological goal. 
While typical etch pit densities (EPD) in SiC 
wafers range from 10 -̂10* cm", dislocation 
densities as low as 10 cm"̂  have been observed 
in small Lely platelets [30], clearly indicating 
the room for technological improvement. 
Generally the following mechanisms are 
considered to be dominant for the generation 
of dislocations during crystal growth [31]: 1) 
nonuniform heat flow during sohdification and 
ensuing thermal stress causing plastic 
deformation; 2) dislocation propagation and 
multiplication from an imperfect seed; 3) 
condensation of excess point defects near the 
growth temperature to form prismatic 
dislocation loops. Based on an axisymmetrical 
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Figure 14. Impurity concentration (ppmwt) for SiC sublimation source material and crystal grown 
from that source vs principal elements observed in bulk SiC. 

global heat transfer model, the thermal profile 
inside the growth chamber and the thermally 
induced stress in the growing SiC crystal was 
calculated (for details see [32]). The 
calculated resolved shear stress in the (0001) 
<1120> glide direction (Figure 13a), relevant 
for the primary slip system in SiC, 
significantly exceeds the reported values for 
the critical resolved shear stress for plastic 
deformation in SiC [33]. The radial variation 
shows a W-shape over the crystal diameter, 
which is also reflected in the radial variation of 
local etch pit densities found on SiC wafers 
(Figure 13b). These results strongly suggest 
that thermal stress plays a key role in the 
generation of dislocations during SiC growth. 

4. CRYSTAL PURITY 

4.1. Electrical and thermal effects 
As with any semiconductor material, purity 

and its impact on electrical and thermo-
physical properties are very important for SiC 
boules and substrates. Nitrogen and aluminum 
are the main n- and p-type dopants. 

respectively, used for doping SiC boules 
because they create relatively shallow donor 
and acceptor levels within the SiC bandgap. 
Our results do not show any distinctions for 
doping processes between 6H and 4H crystals. 
However, as reported by a number of workers 
[23,34], there is a significant difference for N 
and Al incorporation in sublimation boule 
growth for the crystal faces (OOOl)Si and 
(0001)C. For nitrogen there is an increase in 
incorporation fi-om (0001) Si to (OOOl)C while 
for Al it is the reverse. Nitrogen incorporation 
is approximately a function of the square root 
of the N2 partial pressure in the growth 
environment [4], and for Al the dependence is 
roughly linear with Al concentration up to the 
10̂ ^ cm"̂  range. Nitrogen incorporation 
decreases with growth temperature while Al 
increases. 

The maximum attainable resistivity in 
undoped n-type crystals is limited principally 
by residual nitrogen in the growth 
environment, while fliat for undoped p-type 
crystals is limited by boron. Reduction of 
boron content in SiC is particularly difficult 
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Table 3 
Thermal Conductivity (T= 300 K) 

Crystal 

4H-n-type 
4H n-type 
4H n-type 
4H s. i. 
4H s. i. 
6H n-type 
6H n-t)T)e 
6H n-type 
6H n-type 

Direction 

a 
c 
c 
a 
c 
a 
c 
c 
a 

Carrier fcm-3) 

5.0x1015 
5.0x1015 
2.0x1018 
~ 
~ 
3.5x1017 
3.5x1017 
1.5x1018 
1.4x1016 

Kth rw/cm K) 

4.9 
3.9 
3.3 
4.7 
3.7 
3.8 
3.2 
3.0 
4.0 

since it exhibits a transfer coefficient of near 
unity [35]. The extent to which these 
impurities dominate the electrical behavior of 
the undoped SiC crystals grown by PVT is 
largely a function of the purity of the source 
materials and the cleanliness of the growth 
system. Figure 14 shows the results of 
quantitative analysis of source material and as-
grown crystals based on secondary-ion mass 
spectroscopy. These results show that 
concentrations of nitrogen and boron in bulk 
crystals can be reduced to mid 10̂ ^ cm"̂ . In 
material of the highest purity, elemental 
metallic impurities typically exhibit 
concentrations less than or equal to 0.01 
ppmwt and transfer coefficients less than unity. 

For heat dissipation in high-power density 
device structures, the thermal conductivity of 
the substrate is a critical parameter. Our data 
(Table 3) indicates that at sufficiently low 
overall impurity content where isotope 
scattering can be neglected, the thermal 
conductivity in bulk SiC shows a significant 
dependence on the free carrier concentration 
(electron-phonon scattering [36]). Thus, in 
bulk crystals exhibiting low impurity content, 
e.g. showing semi-insulating (s.i.) behavior, 
the thermal conductivity approaches 5 W/cmK 
for heat flow directions perpendicular to the c-
axis. This value is close to that determined by 
Slack for Lely-grown samples [37]. However, 

an appreciable reduction in heat conduction 
parallel to the c-direction is also observed, 
consistent with previous results [38 ]. 
The availability of semi-insulating (s.i.) 4H-

SiC substrates removes the final impediment 
for development of SiC microwave devices 
and MMIC circuits. Cree has developed a 
process for producing very high resistivity 2-
inch 4H-SiC wafers, typically using a 
combination of deep-level dopants and/or 
intrinsic point defects. From resistivity 
measurements at high temperatures, high 
resistivity SiC substrates fabricated by 
intentional deep-level incorporation exhibit an 
activation energy of 1.7 eV [39], which is 
consistent with deep-level compensation in 
4H-SiC with a bandgap of 3.2eV. The 
extrapolation of this data to room temperature 
indicates a resistivity of 10̂ ^ ohm-cm. In an 
altemative process, high resistivity behavior 
has been achieved at Cree in 4H-SiC without 
using intentional doping with deep-level 
dopants. For these substrates an activation 
energy of approximately 1.1 eV has been 
extracted from high temperature Hall-effect 
measurements [40]. The corresponding thermal 
conductivity of semi-insulating 4H-SiC was 
measured as 4.7 W/cmK at 300K (a-direction). 

4.2. Optically transparent SiC 
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Figure 15 Absorption spectra at 293 K comparing conventional 6H-SiC (upper curve) and near 
colorless Moissanite (lower curve). 

Up to the present, SiC crystal growth has 
focused almost exclusively on the fabrication 
of SiC crystals targeted toward electronic 
devices. However, additional interest in 
silicon carbide has arisen recently for purely 
optical applications. This interest stems from 
the similarities in refractive index, dispersion, 
mechanical hardness, and thermal 
conductivity, between silicon carbide and 
diamond, which suggest the utility of silicon 
carbide as a unique gemstone material 
(moissanite). Moissanite, like diamond, is 
characterized by its broad transparency over 
the visible spectrum, optical briUiance, and 
resistance to chemical and abrasive attack. 
Recent advances at Cree have allowed the 
fabrication of monocrystalline moissanite in a 
near colorless form at crystal diameters up to 
75-mm. Figure 15 shows absorption spectra 
for near colorless moissanite compared to 

conventional 6H-SiC. Conventional 6H-SiC 
exhibits large absorption bands in the visible 
region at energies below the band edge. These 
absorption bands give rise to the characteristic 
green color observed in n-type 6H-SiC [41]. 
The origin of the bands is attributed to 
interband transitions from states near the 
conduction band edge to states in higher lying 
conduction bands [42]. [The large offset in the 
absorption spectrum (upper curve) near 800 
nm is an artifact associated with a detector 
change in the spectrometer at this wavelength.] 
By contrast, near colorless moissanite exhibits 
a broad transparency associated with a 
relatively featureless absorption spectrum. 

In view of the potentially large materials 
volumes involved in the manufacture of bulk 
SiC crystals for the gemstone industry, 
semiconductor SiC for the electronics industry 
is expected to benefit greatly from this parallel 



280 

development of high quaHty SiC crystals. 

5. SUMMARY 

Recent progress in the development of the 
PVT technique for SiC bulk growth at our 
laboratories has led to substrate diameters up 
to 100-mm, residual impurities in the lO'* cm'̂  
range, thermal conductivity approaching 5.0 
W/cmK in bulk crystals, transparent 6H and 
4H-SiC at crystal diameters up to 75-mm, and 
micropipe densities as low as 0.9 cm"̂  over a 
50-mm diameter 4H-SiC wafer. These 
advances help to position SiC for an exciting 
future and provide a sound foundation for the 
realization of the full potential of SiC for high 
power density electronic devices, 
optoelectronic devices of high brightness, and 
SiC materials applications requiring low 
optical absorption. 

ACKNOWLEDGEMENTS 

This work was funded in part by ARPA/AFRL 
Contracts F3315-95-C-5426 and AFRL 
Agreement No. F33615-98-2-5433 and 
Contract No. F33615-99-C-5316. 

REFERENCES 

1. CM. Carter, Jr., V.F. Tsvetkov, R.C. 
Glass, D. Henshall, M. Brady, St. G. 
MuUer, O. Kordina, K. Irvine, J.A. 
Edmond, H.-S. Kong, R. Singh, S.T. 
Allen, and J. W. Palmour, Matls. Sci. and 
Eng., B61-62 (1999) 1. 

2. see for example, V. Orfino, A. Blanco, V. 
Mannella, E. Bussoletti, and S. Fonti, 
Astronomy and Astrophysics, 252 (1991) 
315. 

3. E.G. Acheson, U. S. Patent No. 17911 
(1892). 

4. J.A. Lely, Ber. Dt. Keram. Ges., 32 (1955) 
299. 

5. Yu. M. Tairov and V.F. Tsevticov, J. 
Crystal Growth, 43 (1978) 209. 

6. R.F.Davis, C.H. Carter, Jr., and C.E. 
Hunter, U. S. Patent No.Re 34,861 
(February 14, 1995). 

7. R.A. Stein and P. Lanig, Mat. Sci. Eng. B, 
11(1992)69. 

8. D.L.Barrett, J.P. McHugh, H. McD. 
Hobgood, R.H. Hopkins, P.G. McMuUin, 
and R.C. Clarke, J. Crystal Growth, 128 
(1993)358. 

9. H. McD. Hobgood, M. Brady, W. Brixius, 
G. Fechko, R. Glass, D. Henshall, J. Jenny, 
R. Leonard, D. Malta, St. G. Mueller, V. 
Tsvetkov, and C. H. Carter,Jr., Matls. Sci. 
Forum, 338-342 (2000) 3. 

10. R.I. Scace and G.A. Slack, J. Chem. Phys., 
30(1959)1551. 

11. V.F. Tsvetkov, S.T. Allen, H. S. Kong, 
C.H. Carter,Jr., Inst. Phys. Conf Ser. No. 
142 (1996). 

12. B.M. Epelbaum, D. Hofmann, M. Mueller, 
and A. Winnacker, Matl. Sci. Forum, 338-
342 (2000) 107. 

13. J. Drowart, G. DeMaria, and M.G. 
Inghram, J. Appl. Phys., 29 (1058) 1015. 

14. D.I. Cherednichenko, Y.I Khlebnikov, LI. 
Khlebnikov, S. I. Soloviev, and T.S. 
Sudershan, Matl. Sci. Forum, 338-342 
(2000) 35. 

15. R.H. Hopkins, G. Augustine, H. McD. 
Hobgood, U. S. Patent No. 5,873,937 (Feb. 
23, 1999). 

16. see for example, M. Selder, L. Kadinski, F. 
Durst, T. Straubinger, D. Hofmann, and P. 
Wellmann, Matl. Sci. Forum, 338-342 
(2000)31. 

17. St. G. Mueller, Herstellung von 
Siliziumkarbid im Sublimationsverfahren, 
Shaker Verlag, Aachen (1998) p. 90. 

18. A.R. Verma and P. Krishna, 
Polymorphism and Polytypism in Crystals, 
Wiley, New York (1966). 

19. F. Bechstedt, P. Kaeckell, A. Zywietz, K. 
BCarch, B. Adolph, K. Tenelsen, and J. 
Furthmueller, phys. stat. sol. (b), 202 
(1997) 35. 

20. W.F. JCnippenberg, Phillips Research 
Repts., 18(1963)161. 



281 

21. D.P. Bimie and W.D. Kingery, J. Matl. 
Sci., 25 (1990) 2827. 

22. M Kanaya, T. Takhashi, Y. Fujiwara, and 
A. Moritani, Appl. Phys. Lett., 58 (1991) 
56. 

23. G. Augustine, H. McD. Hobgood, V. 
Balakrishna, G. Dunne, and R. H. 
Hopkins, phys. stat. sol. (b), 202 (1997) 
137. 

24. R.A. Stein and P. Lanig, J. Cryst. Growth, 
131(1993)71. 

25. T. Straubinger, M. Bickermann, D. 
Hofinaiui, R. Weingaertner, P.J. 
Wellmann, and A. Winnacker, Matl. Sci. 
Forum, 353-356 (2001) 25. 

26. F.C. Frank, Acta Cryst., 4 (1950) 497. 
27. W. Si, M. Dudley, R. Glass, V. Tsvetkov 

C.H. Carter, Jr., J. Elect. Matls., 26 (1997) 
128. 

28. X.R. Huang, M. Dudley, W.M. Vetter, W. 
Huang, W. Si, and C. H. Carter, Jr., J. 
Appl. Crystallography, 32 (1999) 516. 

29. W.M. Vetter and M. Dudley, J. Matl. Res., 
15 (2000) 1649. 

30. M. Tuominen, E. Prier, R. Yakimova, R.C. 
Glass, T. Toumi, and E. Janzen, Inst. Phys. 
Conf. Ser. 142 (1996) 409. 

31. B. Mutaftschiev, Dissociation in Solids, 
Vol. 5, North-Holland, Amsterdam, 1983. 

32. St. G. Mueller, R.C. Glass, H.McD. 
Hobgood, V.F. Tsvetkov, M. Brady, D. 
Henshall, J.R. Jeimy, D. Malta, and C.H. 

Carter, Jr., J. Cryst. Growth, 211 (2000) 
325. 

33. A.V. Samant and P. Pirouz, Int. J. Ref. 
Metals Hard Mater., 16 (1998) 277. 

34. V.I. Levin , G.I. PozAiyakova, Yu. F. 
Tsvetkov, and Yu. M. Shashkov, Inorg. 
Matl., 13(1977)212. 

35. R.C. Glass, G. Augustine, V. Balakrishna, 
H. McD. Hobgood, R.H. Hopkins, J. 
Jenny, M. Skowronski, and W.J. Choyke, 
Inst. Phys. Conf. Ser. No. 142 (1996) 37. 

36. D.T. Morelli, J.P. Heremans, C.P. Beetz, 
W.S. Yoo, and H. Matsunami, Appl. Phys. 
Lett., 63 (1993) 3145. 

37. G.A. Slack, J. Phys. Chem. Solids 34 
(1973)321. 

38. L.A. Burgemeister, W. von Muench, and 
E. Pettenpaul, J. Appl. Phys., 50 (1979) 
5790. 

39. V.F. Tsvetkov, S.T. Allen, H.S. Kong, and 
C.H. Carter, Jr., Inst. Phys. Conf. Ser. No. 
142, (1996) 17. 

40. W.C. Mitchel, A. Saxler, R. Perrin, J. 
Goldstein, S.R. Smith, A.O. Evwaraye, 
J.S. Solomon, M. Brady, V. Tsvetkov, and 
C.H. Carter, Jr. Matl. Sci. Forum, 338-342 
(2000)21. 

41. E. Biedermann, Solid State Comm., 3 
(1965)343. 

42. W.R.L. Lambrecht, S. Limpijumnong, S.N. 
Raskeev, and B. Segall, Matl. Sci. Forum, 
264-268(1998)271. 



282 

Crystal growth of SiC IL Epitaxial growth 

H. Matsunami^* and T. Kimoto^ 

^Department of Electronic Science and Engineering, Kyoto University, Kyoto 606-8501, Japan 

Chemical vapor deposition (CVD) of silicon carbide (SiC) on SiC substrates is reviewed. Polytype-controUed 
epitaxial growth of SiC, which utilizes step-flow growth on off-axis SiC {0001} substrates {step-controlled epitaxy), 
is demonstrated, and the growth mechanism is discussed. In step-controlled epitaxy, SiC growth is controlled by 
the diffusion of chemical react ants in a stagnant layer. Critical growth conditions where the growth mode changes 
from step-flow to two-dimensional nucleation are predicted as a function of growth conditions using a model 
describing SiC growth on vicinal {0001} substrates. Step bunching on the surfaces of SiC epilayers, nucleation, 
and step motion are investigated. The high quality of SiC epilayers is elucidated through photoluminescence and 
Hall-effect measurements. Excellent doping controllability in the wide range has been obtained by in situ doping 
of a nitrogen donor and aluminum/boron acceptors. Recent progress in SiC epitaxial growth is also presented. 

1. I N T R O D U C T I O N 

Silicon carbide (SiC) is the most famous ma-
terial to show polytypes with various stacking 
sequences, but the same chemical composition. 
The polytypes are represented by the number of 
layers in the unit cell and the crystal system (C 
for cubic, H for hexagonal, and R for rhombo-
hedral). In general, 3C-SiC is known as a low-
temperature polytype, and 6H-SiC and 4H-SiC 
are high-temperature polytypes. It is very cru-
cial to control polytypes during crystal growth of 
SiC for real applications. The wide band gaps 
of SiC give a very high breakdown field, about ten 
times higher than that of Si or GaAs [1]. Strong 
Si-C bonding yields optical phonons with high en-
ergy, as high as 100^^120 meV [2], which leads to 
a high electron saturation drift velocity (2 x 10^ 
cm/s in 6H-SiC) [3] and a high thermal conduc-
tivity (4.9 W/K-cm) [4]. 

Controllable n- and p-type doping can be 
done during crystal growth. Selective doping of 
both donor- and acceptor-type impurities can be 
achieved by ion implantation. Besides, SiC is the 
only compound semiconductor that can be ther-
mally oxidized to grow high-quality Si02. These 

*The part of this work has been supported by a Grant-in-
Aid for Specially Promoted Research, No.09102009, from 
the Ministry of Education, Culture, Sports, Science and 
Technology of Japan. 

outstanding properties make SiC a real candidate 
for high-power, high-frequency, high-temperature 
and radiation-resistant devices, which cannot be 
realized with Si or GaAs. In particular, a 
theoretical simulation has predicted that SiC 
power switching devices will replace present-day 
Si power devices on account of extremely low 
power dissipation and reduced chip sizes [5]. 

However, the difficulty in growth of high-
quality and large SiC crystals without poly-
type mixing had prevented electronic applica-
tions, though the potential of SiC has been recog-
nized for a long time. An innovation in bulk crys-
tal growth that uses a seeded sublimation method 
(a modified Lely method), by which large 6H-SiC 
and 4H-SiC single crystals with controlled poly-
types can be grown [6], has changed research and 
development of SiC devices. 

As for epitaxial growth of SiC, homoepitaxial 
growth of 6H-SiC has been performed by liquid 
phase epitaxy (LPE) and chemical vapor depo-
sition (CVD) for blue light-emitting diodes [7]. 
Although CVD principally has excellent control 
in uniformity of thickness and impurity doping, 
there has been a serious problem of polytype 
mixing. In case of growth on 6H-SiC {0001} 
basal planes, a temperature as high as 1800° C 
was required for homoepitaxy of 6H-SiC, and 
3C-SiC twin crystals were usually grown at low 
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temperatures [8-10]. The authors' group de-
veloped a new technique, in which single crys-
talline 6H-SiC can be homoepitaxially grown re-
producibly on off-axis 6H-SiC {0001} at low tem-
peratures of 1400-1500° C [11,12]. This tech-
nique was named step-controlled epitaxy, because 
surface steps formed by bringing off-axis on sub-
strates replicate the epilayer polytype same as the 
substrate polytype. This technique was epoch-
making for two reasons: (i) growth temperature 
can be reduced by more than 300°C, and (ii) 
epilayers have a quality high enough for device 
applications. The growth of high-quality SiC on 
off-axis SiC {0001} substrates has been followed 
by other groups [13-18]. Rapid progress of re-
cent SiC device fabrication has been supported by 
step-controlled epitaxy, key technology for the re-
search and development of high-performance SiC 
devices. 

In this paper, step-controlled epitaxy of SiC 
is reviewed [19]. The growth mechanism of SiC, 
such as the growth modes, rate-determining pro-
cesses, and surface kinetics, is described. Optical 
and electrical properties of undoped SiC epilayers 
are discussed. Impurity doping during growth is 
shown for real semiconductor technology. Recent 
progress in epitaxial growth of SiC is presented 
[20]. 

2. STEP-CONTROLLED EPITAXY OF 
SiC 

2,1. Chemical vapor deposition 
Homoepitaxial growth of SiC has been carried 

out by atmospheric-pressure CVD in a horizon-
tal cold-wall reaction tube. Source gases of SiH4 
(1% in H2) and CsHg (1% in H2) were carried 
by purified H2 gas. The flow rates of SiH4 and 
C3H8 were typically 0.30 seem and 0.20 seem, re-
spectively. The H2 flow rate of 3.0 slm provides a 
linear gas velocity of 6'^10 cm/s. N2 was used for 
n-type doping, and trimethylaluminum (TMA) or 
B2H6 for p-type doping. Hydrogen chloride (HCl) 
gas was used for etching of the substrate surfaces 
before CVD growth. 

Two kinds of substrates have been used, crys-
tals grown by the Acheson method and a modi-
fied Lely (sublimation) method. Because Acheson 

crystals have naturally-grown {0001} basal planes 
(perpendicular to c-axis), off-axis substrates were 
prepared by angle-lapping. As for crystals grown 
by a modified Lely method, both commercial and 
home-made wafers were used. The off-orientation 
was O-IO*" toward (1120>. Both (OOOl)Si and 
(0001)C faces were used to investigate substrate 
polarity effects. The surface polarity was iden-
tified using the difference in oxidation rates be-
tween both faces. ((OOOi)C faces have faster ox-
idation [21,22].) The polytype of the substrates 
was roughly identified by their absorption edges 
in ultraviolet to visible-light transmission spectra 
and photoluminescence. Their identification was 
confirmed by X-ray diffraction and Raman scat-
tering. 

Substrates were heated by radio-frequency in-
duction on a SiC-coated graphite susceptor. Be-
fore CVD growth, in situ HCl etching was carried 
out to remove surface damage introduced by pol-
ishing processes. The growth temperature was 
varied in the range of 1100'^1600°C (typically 
1500°C). 

2.2. Step-controlled epitaxy 
Figure 1 shows the surface morphology of 

as-grown epilayers, their reflection high-energy 
electron diffraction (RHEED) patterns ((1120)-
azimuth), and their etched surface morphology 
with molten KOH [19]. These epilayers were 
grown at 1500° C on on-axis (just) and off-axis 
(off) 6H-SiC (0001) substrates under a typical 
gas flow condition. Here, the off-angle is 6° to-
ward (1120), and the thickness of the epilayers is 
about 5 ^m. The epilayer on the on-axis (OOOl)Si 
face shows a smooth surface with a mosaic pat-
tern having several domains separated by step-
or groove-like boundaries. The RHEED pattern 
identifies the grown layer as 3C-SiC (111) with 
twinning. Besides, triangular etch pits with 3-
fold symmetry indicate the growth of the cu-
bic phase. The etch pits are 180°-rotated rela-
tive to each other across the groove-like bound-
aries, which means neighboring domains sepa-
rated by the boundaries have the twin relation-
ship that is called double-positioning twin [23]. 
On the on-axis (0001) C face, many island struc-
tures were observed, and the grown surface was 
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Figure 1. Surface morphology, RHEED pattern, 
and etched surface of layers grown on on-axis 
(just) and off-axis (off, 6°) 6H-SiC (OOOl)Si sub-
strates [19]. 
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Figure 2. The relationship between growth modes 
and poly types of layers grown on 6H-SiC. (a) 3C-
SiC by two-dimensional nucleation, and (b) ho-
moepitaxy of 6H-SiC by step-flow growth [19]. 

rough. The RHEED pattern revealed the grown 
layer as twinned crystalline 3C-SiC. 

In contrast, the epilayers on the off-axis 
(OOOl)Si face exhibit a specular smooth surface. 
The RHEED pattern shows the growth of single 
crystalline 6H-SiC (0001). The polytype of grown 
layers was also identified by transmission electron 
microscope (TEM) observation and photolumi-
nescence. Thus, homoepitaxial layers with ex-
cellent surface morphology can be obtained. Also 
homoepitaxial layers were reproducibly obtained 
on the off-axis (OOOi)C face. This fact is of great 
interest, because the growth on on-axis (0001)C 
faces yields very poor morphology due to island-
like growth. 

Crystal growth on off-axis 6H-SiC (OOOl)Si sub-
strates with different off-directions has been stud-
ied [13,24], On a 6H-SiC (OOOlJSi face with a 
low off-angle inclined toward (1100), stripe-like 
morphology appeared, which is caused by pro-
nounced step bunching, and the inclusion of 3C-
SiC domains was observed after long-time growth. 

Thereafter, epitaxial growth on off-axis (0001) Si 
faces inclined toward (1120) has been widely stud-
ied. 

The features of crystal growth are schemati-
cally shown in Fig. 2 [19]. On a growing surface 
in CVD, adsorbed chemical species migrate and 
are incorporated into a crystal at steps or kinks 
where the surface energy is low. There exists, 
however, a competitive nucleation process which 
takes place on crystal terraces, when the supersat-
uration is high enough. On on-axis {0001} faces, 
the step density is very low and wide terraces 
exist. Therefore, crystal growth occurs mainly 
on terraces through two-dimensional nucleation 
under the high supersaturation condition at low 
temperatures. Thus, 3C-SiC crystals grow on 
wide terraces at 1500^C, because 3C-SiC is stable 
at low temperatures. The growth of 3C-SiC on 
6H-SiC has been predicted by theoretical stud-
ies using a quantum-mechanical energy calcula-
tion [25] and an electrostatic model [26]. Because 
the stacking order of 6H-SiC is ABCACB..., the 
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growing 3C-SiC takes two possible stacking or-
ders of A B C A B C , and ACBACB..., which gives 
twinning as shown in Fig. 2(a). Here, A,B, and 
C denote the occupation sites in the hexagonal 
close packed structure. 

On off-axis {0001} faces, the step density be-
comes high, and the terrace width is narrow 
enough for adsorbed chemical species to reach 
steps even at 1500°C. At steps, the incorpo-
ration site is uniquely determined by chemical 
bonds from the bottom and the side of substrate 
as shown in Fig. 2(b). Therefore, the same poly-
type as that of substrate can be grown through 
step-flow growth, inheriting the stacking order of 
substrate. This technique can be applied to ho-
moepitaxy of any other polytypes such as 4H-, 
15R-, and 21R-SiC. 

Stable homoepitaxy without 3C-SiC inclu-
sions was performed on off-axis substrates at 
1600-^2200''C by a sandwich growth method [27]. 
The improvement of 6H-SiC crystal quality us-
ing off-axis substrates has also been reported in 
LPE [28]. Thus, the use of off-axis substrates is a 
key technique to grow high-quality homoepitaxial 
layers at rather low temperatures in various SiC 
growth methods. 

Epitajcial growth on off-axis (vicinal) sub-
strates has been extensively studied for many ma-
terials. Though the use of off-axis substrates in 
step-controlled epitaxy of SiC seems similar to 
previous studies in other materials, this technique 
possesses a special meaning that the polytypes of 
grown SiC layers can be controlled by introduc-
ing steps on substrates. The surface steps serve 
as a template that enforces the replication of sub-
strate polytype in the grown layers. This is why 
it is called step-controlled epitaxy. 

Homoepitaxial growth of 6H-SiC was achieved 
on off-axis {0001} faces at temperatures as low as 
1200''C. The growth temperature for 6H-SiC ho-
moepitaxy can be reduced by more than 600° C. 
The surface morphology deteriorated by lower-
ing the growth temperature: triangle-shaped pits 
and hillocks increased in the epilayers. Surface 
morphology became rough. In addition, twinned 
crystalline 3C-SiC was grown at 1100°C, even 
on off-axis substrates, which was attributed to 
the suppressed migration of adsorbed chemical 
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Figure 3. Dependence of the growth rate on the 
C/Si ratio. Closed and open circles are results 
for SiH4 flow rates of 0.15 seem and 0.30 seem at 
1500°C, and open triangles at 1200''C. Substrates 
are 6° off-axis 6H-SiC (0001) C faces [19]. 

species and the occurrence of two-dimensional nu-
cleation on terraces. Further reduction in the 
SiH4 flow rate may lead to 6H-SiC homoepitaxial 
growth below 1100°C, because two-dimensional 
nucleation on terraces can be suppressed by low-
ering supersaturation. In fact, homoepitaxial 
growth of 6H-SiC was carried out at 1050° C 
on off-axis 6H-SiC (OOOl)Si faces by gas source 
molecular beam epitaxy (MBE) with a very low 
growth rate of 50-100 A/h [29]. 

3. GROWTH MECHANISM OF STEP-
CONTROLLED EPITAXY 

3.1. Rate-determining process 
The growth rate depends on the C/Si ratio as 

shown in Fig. 3 [19]. Substrates were 6H-SiC 
{0001} with a 6° off-angle toward (1120), and 
growth was done at 1200°C and 1500^C. The flow 
rate of C3H8 was varied in the range of 0.10^^0.40 
seem by keeping the SiH4 flow rate at 0.15 seem 
or 0.30 seem. In Fig. 3, closed and open circles are 
the growth rates when the SiH4 flow rates were 
0.15 seem and 0.30 seem, respectively at 1500°C 
[30]. In the region of C/Si > 1.4, the growth rate 
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has an almost constant value, and it increases pro-
portionally with the flow rate of SiH4, indicating 
the rate determining by the supply of SiH4. In an 
early study of SiC growth, even on on-axis {0001} 
faces using SiH4 and C3H8 at 1500-1700^C, the 
growth rate of SiC was controlled by the supply 
of SiH4 [31]. In the region of C/Si < 1.4, the 
growth rate decreases remarkably, probably due 
to the lack of C sources. At 1200^^0, the growth 
rate starts to saturate at a higher C/Si ratio, as 
shown by open triangles in Fig. 3, due to insuffi-
cient decomposition of CsHg. 

Through studies on gas-phase and surface re-
actions at 1200-1600°C in a SiH4-C3H8-H2 sys-
tem [32] and gas-phase kinetics [33], the domi-
nant chemical species contributing to SiC growth 
are revealed as Si, SiH2, Si2H2 from SiH4, and 
CH4, C2H2, C2H4 from C3H8. In the growth of 
SiC, Si (or SiH2) may be preferentially adsorbed 
and migrate on the surface and make chemical 
bonds with substrates. In fact, no deposition oc-
curs without SiH4 supply. 

Surface morphology depends on the C/Si ra-
tio. Epilayers grown at 1500°C on (OOOl)Si faces 
showed specular smooth surfaces for the C/Si ra-
tios between 2 and 6. On (0001) C faces, the op-
timum window of C/Si ratio to obtain specular 
smooth surfaces is from 2 to 3, which is relatively 
narrow. Surface morphology is very sensitive to 
substrate defects and poUshing damage. Triangu-
lar pits and macrosteps are easily formed at de-
fect sites, and often 3C-SiC nucleation occurs on 
most triangular pits [34]. Defects in surface mor-
phology can be suppressed by reducing surface 
damage and improving CVD procedures [35]. It 
is noteworthy that these defects appear only on 
(OOOl)Si faces and epilayers on (OOOl)C faces are 
very flat by using the optimum window of C/Si 
ratio. 

The growth rates of epilayers grown at 1500° C 
on 6H-SiC substrates with various off-angles from 
{0001} are shown in Fig. 4 [19]. The flow rates of 
SiH4 and CsHg are 0.30 seem and 0.20 seem, re-
spectively. Open (on a (OOOl)Si face) and closed 
((OOOl)C face) triangles indicate the growth of 
3C-SiC, and open and closed circles indicate the 
growth of 6H-SiC. Homoepitaxial growth of 6H-
SiC can be done on off-axis substrates with more 

1—I—I—\—r 
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-OH 

3C-SiC(twin) 

O, A : Si face 
• , A : C face 

J L _L 
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Figure 4. Dependence of the growth rate at 
ISOO'̂ C on the off-angle from {0001}. The flow 
rates of SiH4 and C3H8 are 0.30 seem and 0.20 
seem, respectively. Open and closed triangles 
show the growth of 3C-SiC, and circles denote 
thatof6H-SiC [19]. 

than 1^. On on-axis substrates, higher growth 
rates are obtained on (0001) C faces, as have been 
reported [36]. This is ascribed to the higher nu-
cleation rate on (0001)C terraces, as described 
later. With increasing off-angle, the growth rates 
on both faces become almost the same value (in 
this case, 2.5 /j,m/h) for off-angles from 4° to 10°. 

In Fig. 5, the temperature dependence of the 
growth rate is shown in the range between 1200° C 
and 1600°C, in which homoepitaxial growth of 
6H-SiC occurs [19]. The flow rates of SiH4 and 
C3H8 are 0.15 seem and 0.10^0.14 seem, respec-
tively, and the off-angle of the substrates is 5^6°. 
There is Uttle difference between the growth rates 
on (OOOl)Si and (0001)C faces even at low tem-
peratures. The data of growth rate yield an 
Arrhenius-type curve with a small activation en-
ergy of 2.8 kcal/mole. In early CVD growth on 
on-axis {0001} faces, activation energies of 12 
[36], 20 [8] and 22 kcal/mole [30] were reported. 
Similar insensitivity of growth rate to tempera-
ture in CVD was reported on 6H-SiC substrates 
with 2° off-angle toward (lIOO) [37]. The near in-
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dependence on polarity and small activation en-
ergy are notable features caused by the introduc-
tion of off-angle. 

Because the growth rate of SiC is determined 
by the supply of Si species as shown in Fig. 3, 
a stagnant-layer model [38] can be applied to 
the present system with some modification. The 
model has been developed to improve the unifor-
mity of Si epilayer thickness based on experiments 
of gas flow patterns. In the model, the growth is 
governed by the diffusion of chemical species from 
the main gas stream to a crystal surface. The 
growth rate at sample position XQ (2 cm from the 
front of the susceptor) is given by 

R{Xo) = 77^277 \ ^XP(~ nokT§S{xo) Tovob 
dx),il) 

where DQ is the diffusion coefficient of SiH4 in H2 
at 300 K (0.20 cm^/s) [38], Po the partial pressure 
of SiH4 at the inlet (4.95x10"^ atm), and VQ the 
mean gas velocity under a non-heated condition 

(10 cm/s). Ts is the substrate temperature, To 
= 300 K, k the Boltzmann constant, b the free 
height of the reactor (2.0 cm), ho the spacing of 
the 6H-SiC {0001} face (0.252 nm), and no the 
density of adsorption sites on the surface (1.21 x 
10^^ cm-2). p (8.13 X 10-^ g/cm^) and // (8.7 x 
10"^ P) [39] are the gas density and gas viscosity, 
respectively. S{XQ) is the stagnant layer thickness 
(0.51 cm). Here, the condensation coefficient, the 
ratio of the number of atoms incorporated into 
a growing layer to that arriving on a surface, is 
assumed as unity. 

The temperature dependence of growth rate 
calculated using the model is shown by a solid 
curve in Fig. 5. The absolute value of growth 
rate calculated from the simple model shows sur-
prisingly good agreement with experimental data. 
The growth rate increases gradually with tem-
perature increase owing to, mainly, the enhance-
ment of diffusion in a stagnant layer. Although 
the calculated curve is not activation-type, the 
curve in the range of 1200*^1600^0 yields an ap-
parent activation energy of 2.4 kcal/mole, which 
is very good agreement with the experimental re-
sult. Therefore, the SiC growth in step-controlled 
epitaxy would be limited by mass transport. This 
fact explains why there is little difference in the 
growth rates between (OOOl)Si and (0001)C faces 
because no polarity effect appears in the growth 
controlled by mass transport [30]. 

3,2. Pred ic t ion of step-flow growth condi-
t ion 

In order to predict the condition for step-flow 
growth, a simple surface diffusion model based 
on the BCF (Burton, Cabrera, and Frank) the-
ory [40] is considered, where steps with height h 
are separated by equal distance AQ as shown in 
Fig. 6 [19]. Here, J denotes the flux of chemical 
reactants arriving on a surface. Adsorbed chemi-
cal species diffuse (migrate) on terraces, and some 
of them are incorporated into a crystal at steps, 
and others re-evaporate. As an assumption, nu-
cleation does not occur on terraces. Steps are 
assumed as uniform and perfect sinks for incom-
ing chemical species indicating that the capture 
probability of those species at steps is unity re-
gardless the direction from which they approach 
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Figure 6. The surface diffusion model in which 
steps with height h axe equally-spaced with sep-
aration distance AQ [19]. 

the steps. The continuity equation for chemical 
species is solved under the boundary condition 
that the supersaturation ratio a equals unity at 
steps. The a is defined as the ratio of ns{y)/nso, 
where ns{y) is the number of chemical species per 
unit area on the surface and riso is that in equi-
librium. The number of chemical species on the 
terraces is calculated based on an equation involv-
ing the flux of reactants arriving on the surface 
J , the mean residence time TS of chemical species, 
and surface diffusion length As- The surface dif-
fusion length is the average distance that chemi-
cal species migrate on a "step-free" surface before 
desorbing. 

The spatial distribution of chemical species and 
the supersaturation ratio a on a surface can be 
obtained based on the above calculation. Since 
a takes maximum value amax at the center of a 
terrace, nucleation most easily occurs at this po-
sition. The amax strongly depends on experimen-
tal conditions such as the growth temperature, 
growth rate, and terrace width. This is an es-
sential parameter which determines whether the 
growth mode is step-flow or two-dimensional nu-
cleation. Thus, the growth modes are determined 
by the following relationship between oimax and 

Q̂ max > CKcrit • two-dimcusional nucleation, 
Q^max < Q!crit • S t ep - f l oW. 

6 7 
10*/T(K'^) 

Figure 7. Temperature dependence of TISO/TS 

for several reactions between Si and hydrocarbon 
species. 

Under the critical condition, a^ax should be 
equal to acrit, which brings the following relation: 

Ao s (cKcrit - i)hnso 
4As 

t a n h ( — ) = 
2noR Ts 

(2) 

where no is the density of adatom sites on the 
surface and R is the growth rate. This is the 
basic equation describing the critical condition. 
Here, the growth rate R in step-flow growth was 
thought to be given by the product of the step ve-
locity and tan^ (=/i/Ao), where 9 is the substrate 
off-angle. Thus, 

i? = t ; 3 t e p t a n 0 = ^ ( J - ^ ) t a i i h ( ^ ) (3) 
noAo Ts 2, As 

is given. In eq,(2), AQ and R are determined by 
growth conditions, and no and h are inherent pa-
rameters of the material, SiC. If the values of 
USO/TS and acrit are known, and several critical 
conditions are found experimentally, the surface 
diffusion length can be estimated from eq.(2). 

The value of USO/TS can be calculated from the 
equiUbrium vapor pressure PQ using Knudsen's 
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Figure 9. Temperature dependence of surface dif-
fusion length As of adsorbed chemical species on 
(OOOl)Si and (OOOi)C faces [19]. 

equation in the kinetic theory of gases [41], and 
PQ from the chemical equilibrium constants of the 
reaction system. Because the supply of Si-related 
chemical species controls the growth of SiC, the 
equilibrium vapor pressure of Si-related species 
is assumed PQ in SiC growth. The equilibrium 
vapor pressure of Si Psi is obtained as a func-
tion of temperature from the equilibrium equa-
tions for several reactions between Si and hydro-
carbon species [42]. The temperature dependence 
of USQ/TS is shown in Fig. 7 [42]. 

Nucleation on terraces becomes dominant when 
exceeds a critical supersaturation ratio acrit-

When the critical nucleation rate is assumed as 
10^^ cm~^s~-^, which corresponds to one nucle-
ation per unit time on a 10 nmxlO nm area 
(the average terrace widths in this experiment are 
3'> 3̂0 nm), acrit for a disk-shaped nucleus [43] is 
calculated as in Fig. 8 [19]. Here, the volume of a 
Si-C pair (2.07 x lO'^^ cm^), the bond length be-
tween Si and C atoms (0.252 nm), and the surface 
energy were necessary in the calculation. 

Although no reports have been given for the 
surface energy of 6H-SiC {0001}, values of 2220 

and 300 erg/cm^ for 3C-SiC ( l l l )S i and ( l l l )C 
faces, are given, respectively [44]. Because 
6H-SiC (OOOl)Si and (OOOi)C faces have simi-
lar atomic configurations as 3C-SiC ( l l l )Si and 
( i l l )C faces, those values were used in the calcu-
lation. The Qcrit on (0001) C faces takes quite low 
values (nearly unity), indicating that nucleation 
much frequently occurs on (0001) C faces under a 
fixed supersaturation condition. 

In the growth of SiC, polytypes of grown lay-
ers roughly reflect the growth modes, either step-
flow or two-dimensional nucleation: Homoepi-
taxy of 6H-SiC on 6H-SiC is achieved owing to 
step-flow growth, whereas 3C-SiC is heteroepitax-
ially grown on 6H-SiC through two-dimensional 
nucleation. Then, the growth modes are distin-
guished by identifying the polytypes of grown lay-
ers. The critical conditions have been examined 
through CVD growth under various growth con-
ditions by changing the growth temperature and 
off-angle in the range of IIOO^ ÎSOO^C and O'-IO^ 
(toward (1120)), respectively. Some of the criti-
cal growth conditions at various growth temper-
atures are given in Table 1 [19]. Higher temper-
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Table 1 
Typical critical growth conditions obtained experimentally [19]. 

Growth temperature Off-angle 
(deg) 

Terrace width Growth rate 
(pm/h) 

1100 
1200 
1300 
1500 

6 
3 
6 
1 

7.2 
14.4 
7.2 
43.3 

0.80 
0.95 
2.50 
2.00 

10^ F 1 1 / y I / I—-J 

-0.2° 

'1000 1200 1400 1600 1800 
GROWTH TEMPERATURE ("C) 

Figure 10. Critical growth conditions as a func-
tion of growth temperature, growth rate, and sub-
strate's off-angles (0=0.2°, 1°, 3°, 6°, and 10°). 
The lower-right and upper-left regions of indi-
vidual curves correspond to step-flow and two-
dimensional nucleation conditions, respectively 
[19]. 

atures, larger ofF-angles, and lower growth rates 
are preferable to homoepitaxy of 6H-SiC (step-
flow growth). Very Uttle dependence of the crit-
ical conditions on the substrate polarity was ob-
served. 

In Fig. 9, the temperature dependence of sur-
face diffusion length \ is given on both (OOOl)Si 
and (OOOi)C faces calculated from eq.(2) using 
several data described above [19]. The terrace 
width Ao was calculated from /i/tan^, and h 
was assumed as 3 Si-C bilayer height (0.252 nm 
x3 = 0.756 nm), based on the result of step 

bunching described later. In the figure, solid 
and dotted lines denote fitting curves using a 
derived equation. The surface diffusion lengths 
decrease at high temperatures due to high des-
orption rates. The values on (OOOi)C faces are 
longer than those on (OOOl)Si faces by more than 
one order of magnitude. Although nucleation eas-
ily occurs on (0001) C faces, no significant differ-
ence appears in the surface morphology and crit-
ical growth conditions in the growth on off-axis 
substrates. The longer surface diffusion lengths 
on (0001) C faces may compensate frequent nu-
cleation on terraces. 

The critical growth conditions given by eq.(2) 
can be predicted under various conditions us-
ing the temperature dependencies of ngo/rg, acrit ? 
and As. For example, if the growth temperature 
and off-angle of substrates (terrace width) are 
fixed, the critical growth rate (maximum growth 
rate for step-flow growth) can be calculated. For 
off-angles of 0.2^ r , 3°, 6^ and 10^ the criti-
cal growth conditions are given by curves shown 
in Fig. 10 [19]. In the figure, the lower-right 
and upper-left regions separated by individual 
curves correspond to step-flow growth and two-
dimensional nucleation, respectively. Almost no 
difference exists in the critical growth conditions 
for (OOOl)Si and (0001)C faces. At higher tem-
peratures, even the higher growth rate and lower 
off-angle produce step-flow growth. At 1800°C, a 
very small off-angle of 0.2°, which yields almost 
the on-axis growth condition, is enough to achieve 
step-flow growth with a moderate growth rate of 
6 )Lim/h. This may be one of the reasons why 
6H-SiC can be homoepitaxially grown on on-axis 
substrates in early studies [8-10] when the tem-
perature is raised up to 1700'^1800''C. As a pre-
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diction, large off-angles more than 5° are needed 
to realize homoepitaxy of 6H-SiC at a low tem-
perature of 1200''C. 

4. STEP KINETICS IN SiC EPITAXY 

4.1. Step bunching 
Step bunching (the formation of multiple-

height steps) has been an attractive subject in 
crystal growth and surface science. Quite a few 
studies have been reported on the step structure 
of SiC surface [27, 45-49]. The step structure has 
been studied using an AFM (atomic force micro-
scope) and a TEM (transmission electron micro-
scope) for as-grown epilayers on SiC {0001} sub-
strates with off-angles of 3^10° toward (1120). 

In AFM observations, a distinctive difference in 
surface structures was observed on (OOOl)Si and 
(OOOi)C faces. Epitaxial growth on a (OOOl)Si 
face of 6H-SiC yielded apparent macrosteps with 
a terrace width of 220^^280 nm and a step height 
of 3^6 nm. Each macrostep was revealed, by 
higher resolution observations, not to be a single 
multiple-height step but composed of a number of 
microsteps [50]. On a (0001) C face, however, the 
surface was rather flat and no macrosteps were 
observed. Epilayers on 4H-SiC (OOOl)Si faces ex-
hibited real macrosteps with 110-^160 nm width 
and 10^15 nm height in some regions. 

The mechanism of apparent macrostep forma-
tion has not been elucidated up to now. The sur-
face is quite similar to the so-called hill-and-valley 
(or faceted) structure [51,52]. The off-axis sur-
faces may spontaneously rearrange to minimize 
their total surface energy by increasing surface 
area, which brings the formation of hill-and-valley 
structure on off-axis (OOOl)Si faces. 

In order to clarify the step structure, cross-
sectional TEM images were examined for 4H-
SiC epilayers on (0001)Si and (0001)C faces. On 
a (OOOl)Si face, the number of Si-C bilayers at 
bunched steps was four, which corresponds to 
exactly the unit cell of 4H-SiC. On a (OOOl)C 
face, however, single bilayer-height steps domi-
nated with few bunched steps. Through examina-
tion of more than 200 steps for each sample, his-
tograms of step height have been made as shown 
in Figs. 11 and 12 [19]. In 6H-SiC, as shown in 

Fig. 11(a), 88% of steps are composed of 3 Si-
C bilayers (half of unit cell), and 7% of 6 Si-C 
bilayers (unit cell). On the other hand, 4-bilayer-
height (unit cell) steps are the most dominant 
(66%) and 2-bilayer-height steps have the second 
highest probability (19%) on 4H-SiC as shown in 
Fig. 11(b). Single Si-C bilayer-height steps are 
relatively few (5% or less) on both 6H- and 4H-
SiC. In contrast to the bunched steps on (OOOl)Si 
faces, single Si-C bilayer-height steps are domi-
nant (70-80%) on (0001)C faces for both poly-
types, as shown in Fig. 12. Even on (0001)C faces, 
some bunched steps have 3- or 6-bilayer-heights 
in 6H-SiC, and 2- or 4-bilayer-heights in 4H-SiC. 
Investigation on migrating species, surface cover-
age, and exact bond configuration at step edges 
may elucidate the origin of this striking polarity 
dependence. 

On a (OOOl)Si face with a 3.5"* off-angle, the av-
erage terrace widths were experimentally revealed 
as 12.4 nm for 6H-SiC and 16.8 nm for 4H-SiC. 
The different terrace width between 6H-SiC and 
4H-SiC, in spite of the same off-angle, may origi-
nate from the different height of multiple steps (3 
Si-C bilayer height for 6H-SiC, and 4 Si-C bilayer 
height for 4H-SiC). To achieve step-flow growth, 
narrow terraces are preferable, which is crucial in 
SiC growth, because supersaturation increases on 
wider terraces leads to 3C-SiC nucleation. In this 
sense, when the off-angle is fixed, 4H-SiC may 
have a disadvantage of relatively higher proba-
bility for nucleation on terraces owing to wider 
terrace widths. To overcome this disadvantage, 
a slightly higher growth temperature would be 
useful because the longer surface diffusion length 
of adsorbed chemical species and lower supersat-
uration on terraces are expected. In a different 
way, larger off-angles of substrates might be effec-
tive in 4H-SiC growth [53]. On the other hand, 
(0001) C faces showed much narrower average ter-
race widths owing to fewer bunched steps for both 
polytypes. 

A similar observation has been reported for 
6H-SiC surfaces grown by the Lely method [46] 
and MBE [29]. Thus, the formation of 3 or 6 
bilayer-height steps seems to be inherent in 6H-
SiC growth, and 2 or 4 bilayer-height steps in 
4H-SiC growth. The origin of step bunching in 
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Figure 11. Histograms of step height for surfaces of (a) 6H-SiC and (b) 4H-SiC epilayers. Substrates are 
(OOOl)Si 3.5° off-axis toward (1120) [19]. 

SiC may be correlated with the surface equi-
Hbrium process. Surface energies are different 
for each SiC bilayer plane owing to the peculiar 
stacking sequence [28]. Different surface energies 
may lead to different step velocities for each Si-C 
bilayer, and thereby causes structurally-induced 
macrostep formation [54]. 

4.2. Nucleation and step motion 
To understand the mechanism of epitaxial 

growth of SiC, the formation of nuclei and lateral 
growth rates of steps have been studied through 
short-time growth experiments. Single crystals 
of 6H-SiC {0001} by the Acheson method were 
used as substrates. Because nucleation is sensi-
tive to surface conditions such as defects, impuri-
ties, and damage produced during pohshing pro-
cesses [43], naturally grown surfaces having basal 
planes (on-axis {0001} faces) were used. Tem-
peratures for SiC growth were varied in the range 
of 1200^1600'^C, and the growth time was very 
short, 10^600 sec. Nucleus formation has been 
analyzed after short-time growth for other mate-
rials [55,56]. 

The surfaces after 30-sec growth at 1600° C and 

300-sec growth at 1200° C were analyzed. Growth 
at high temperatures of 1500^1600° C gave nu-
clei with distorted hexagonal shapes on on-axis 
{0001} substrates. Nuclei with various sizes from 
20 to 50 )txm appeared with facets arranging par-
allel to {1100} faces. Small critical nuclei were 
formed at the initial stage of crystal growth, 
and they laterally grew by capturing chemical 
species. The facet formation may be ascribed to 
the fact that the hexagonal shape inherits from 
critical nuclei and/or that anisotropy in the lat-
eral growth rate distorts the shape. Although the 
shapes were hexagonal, Raman scattering analy-
sis showed that the nuclei contain a 3C-SiC com-
ponent [57]. 

In low-temperature growth at 1200--1300°C, 
triangular nuclei were formed, the size of which 
was less than 5 /xm even though their growth time 
was longer than that for the high-temperature 
growth. The facets of nuclei were also arranged 
parallel to {1100} faces, with two different orien-
tations, each rotated by 180°. The nuclei may be 
the origin of twin crystals of 3C-SiC with double-
positioning domains, which have been observed 
in the growth on 6H-SiC {0001} basal (on-axis) 
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Figure 12. Histograms of step height for surfaces of (a) 6H-SiC and (b) 4H-SiC epilayers. Substrates are 
(OOOi)C S.b"" off-axis toward (1120) [19]. 

planes at temperatures lower than 1700^-^1800^0 
in early studies [8-10]. 

Figure 13 shows the temperature dependence 
of nucleus density (the number of nuclei per unit 
area) on on-axis (OOOl)Si and (OOOi)C faces [19]. 
At low temperatures, the nucleus density is signif-
icantly high, which can be attributed to higher su-
persaturation caused by the reduced equilibrium 
vapor pressure and also by the suppressed surface 
diffusion of adsorbed chemical species. The nu-
cleus density is higher on (0001) C faces than on 
(OOOl)Si faces by more than one order of magni-
tude because the former has much lower surface 
energy than the latter [44]. 

To measure the lateral growth rates as in a ref-
erence [56], circular mesa-shaped features with 
120 nm height and 20~300 /im diameter were 
formed on SiC substrates by conventional pho-
tolithography and reactive ion etching (RIE). To 
remove damaged layers formed during RIE, sam-
ples were oxidized at 1100°C for 5 h, and the 
thermal oxide layers were etched off with HF. 
The substrates are on-axis 6H-SiC (OOOl)Si faces. 
The lateral advance of mesa edges had a nearly 
linear dependence on time and was independent 

of the mesa diameters. The temperature depen-
dence of lateral growth rate on on-axis (OOOl)Si 
faces is shown in Fig. 14 [19]. The values are very 
large compared with the vertical growth rate of 
1.2 /im/h at 1600°C. The lateral growth rate de-
creases significantly at low temperatures due to 
the decrease in the surface diffusion length of the 
chemical species. It increases with temperature 
giving an activation energy of 85 kcal/mole in 
the range of 1200-1500°C. The slight decrease 
at 1600° C may be attributed to enhanced re-
evaporation of chemical species and/or etching 
by H2. The anisotropy in lateral growth, which 
is fastest along (1120) and slowest along (1100) 
[57], reflects the surface diffusion length of ad-
sorbed chemical species on 6H-SiC {0001} faces 
[58]. 

5. CHARACTERZATION 
lAL LAYERS 

OF EPITAX-

5.1. Structural characterization 
Very smooth surfaces can be obtained on 

both (OOOl)Si and (OOOl)C faces when crys-
tal growth is carried out under optimum con-
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ditions. Micropipes, which are pin-holes with 
0.1^^5 /zm diameter align along the c-axis [59-
62]. Though small micropipes are difl&cult to 
detect on as-polished surfaces (before growth), 
triangular pits accompanied with "shadows" due 
to the impedance of step-flow are formed at the 
micropipe positions after epitaxial growth. De-
fects on the surface are examined after etching by 
molten KOH at 420° C for 5 min. Large hexagonal 
pits correspond to micropipes, and small hexag-
onal pits originate from screw dislocations with 
Burgers vectors along the c-axis [59]. "Shell" pits 
are revealed to originate from slip dislocations in 
the basal plane [62]. The typical etch pit den-
sity is 10"* cm~^ for epilayers grown on commer-
cial wafers, and 10^ ~ 10^ cm~^ for epilayers on 
Acheson crystals. SUp dislocations can be elim-
inated by epitaxial growth [63], which has been 
elucidated by X-ray topography. 

5.2. Photoluminescence 
To characterize the quality of epilayers, photo-

luminescence measurements were carried out at 
low temperatures using a suitably filtered He-Cd 
laser (325 nm). The photoluminescence spectrum 
at 2 K from a 10 ^m-thick 6H-SiC epilayer is 
shown in Fig. 15 for a (a) wide range, and (b) 
band edge region [19]. The sample is uninten-
tionally doped n-type, and the estimated donor 
concentration is 1x10^^ cm"^. Peaks of PQ (412.3 
nm), Ro (414.3 nm), and So (414.5 nm) are zero-
phonon lines due to the recombination of an exci-
ton bound to neutral nitrogen substituting at one 
hexagonal and two cubic sites. Subscripts on the 
labels of individual peaks denote phonon energies 
in meV related to the recombination. Free exci-
ton peaks are marked as I with related phonon 
energies. As in Fig. 15(a), the band edge lumi-
nescence is dominant; also, the donor (N: nitro-
gen) - acceptor (Al: aluminum) pair luminescence 
band (440'>^550 nm) is negligibly small for epilay-
ers, though the pair luminescence is dominant for 
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Figure 15. Photoluminescence spectra from a 
10//m-thick 6H-SiC epilayer at 2K. (a) wide range 
spectrum and (b) band edge spectrum [19]. 

substrates. No Ti-related peaks, of which zero-
phonon peaks would appear at 433.5, 439.8, and 
445.1 nm, were observed, though Ti acts as an 
effective luminescent center in SiC [64,65]. Be-
sides, no "L-lines" attributed to intrinsic defects 
(probably divacancies) [66] were seen, which usu-
ally appear at 472.3, 478.9, and 482.3 nm. 

Definite free exciton peaks were observed at 
420.6 nm (I77), 423.5 nm (Ige), and 425.2 nm 
(I107) in Fig. 15(b), indicating that the quality 
and purity of the epilayer was high. The lack of 
zero-phonon lines for free exciton peaks reflects 
the indirect band structure of SiC. From the pho-
toluminescence spectrum, very little contamina-
tion of Al acceptor is expected owing to no peaks 
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Figure 16. Temperature dependence of electron 
mobility of 6H-SiC and 4H-SiC epilayers [19]. 

at 412.7-
[67]. 

'413.5 nm related to Al bound excitons 

5,3. Hall-efFect measurements 
Electrical properties were characterized by 

Hall-effect measurements for undoped n-type epi-
layers which are electrically isolated from sub-
strates using epitaxial p-n junction. Ohmic con-
tacts were prepared with Ni annealed at llOO^C 
in Ar. The carrier concentration of the epilayer 
at room temperature was 2.5 x 10^^ cm~^. Curve 
fitting for the temperature dependencies of carrier 
concentration in 10-/xm-thick 6H-SiC and 4H-SiC 
epilayers was done using an electrical neutrality 
equation [68]. A two-donor model was adopted, in 
which each dopant substitutes at two inequivalent 
(cubic and hexagonal) sites with different energy 
levels [69,70]. The energy levels for hexagonal and 
cubic N donors are 97 meV and 141 meV for 6H-
SiC, and 71 meV and 124 meV for 4H-SiC. The 
acceptor concentration is as low as 8 '^ 9 x 10^^ 
cm"^, indicating a very low compensation ratio 
o f 2 x l 0 - ^ 

The electron mobility is 351 cm^/V-s for 6H-
SiC and 724 cm^/V-s for 4H-SiC at room tem-
perature. The mobility increases with decreasing 
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temperature, and reaches up to 6050 cm^/V-s for 
6H-SiC and 11000 cmVV-s for 4H-SiC at 77 K, 
as shown in Fig. 16 [19]. The increasing mobility 
at low temperature reflects the low compensation 
in the epilayer. 

6, I N S I T U D O P I N G O F I M P U R I T I E S 

6.1 . Donor doping 
The doping efiiciency of nitrogen (N) strongly 

depends on the C/Si ratio during CVD growth 
(site-competition epitaxy) [71]. The higher C/Si 
ratio leads to the lower N concentration, which 
can be explained by the higher C-atom cover-
age. This coverage on a growing surface prevents 
the incorporation of N atoms into C sites. Fig-
ure 17 shows the C/Si ratio dependence of back-
ground doping concentration from capacitance-
voltage characteristics for unintentionally doped 
epilayers [19]. For the C/Si ratio of 2, no signif-
icant difference was observed between epilayers 
on the (OOOl)Si and (OOOi)C faces. By increasing 
the C/Si ratio, the background doping level can 
be drastically reduced on the (0001) Si face. The 
lowest value was in the range of 5x10^^^-^2x10^^ 

cm~^. On the (0001) C face, however, the back-
ground doping concentration is not sensitive to 
the C/Si ratio. 

In situ n-type doping can be easily achieved by 
doping N2 during epitaxial growth. As shown in 
Fig. 18, the donor concentration is proportional 
to the N2 flow rate in the wide range on both 
(OOOl)Si and (OOOi)C faces of 6H-SiC [72]. 

Relatively high ionization energies of N donors 
in SiC (80-144 meV in 6H-SiC [73]) cause in-
complete activation at room temperature. The 
activation ratio n/Nd (n: electron concentration, 
Ndi donor concentration) can be theoretically es-
timated to be 0.4'>^0.7 at room temperature. Fig-
ure 19 shows the electron mobility at room tem-
perature vs. the carrier concentration of 6H-SiC 
and 4H-SiC epilayers [19]. Although 4H-SiC ex-
hibits twice the electron mobility of 6H-SiC for 
lightly doped layers, the difference seems to be 
small for heavily doped layers in agreement with a 
previous report [74]. For very low-doped epilayers 
grown on (OOOl)Si with a C/Si ratio of 4—5, high 
electron mobilities of 431 cm^/V-s (n = 2 x 10^^ 
cm-3) for 6H-SiC and 851 cmVV-s (n = 6 x lO^^ 
cm~^) for 4H-SiC were obtained at room temper-
ature. For device appUcations, 4H-SiC is much 
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more attractive owing to its higher electron mo-
bility and smaller anisotropy in mobility [74,75]. 

6.2. Accep tor doping 
The addition of small amount of trimethylalu-

minum (TMA: A1(CH3)3) is effective for in situ 
p-type doping. Although most Al-doped epilay-
ers showed very smooth surfaces, pits and hillocks 
were observed in heavily doped (Al concentra-
tion > 10^^ cm~^) samples grown on (OOOl)C 
faces. The supply of TMA causes the shift of 
growth conditions toward C-rich due to the de-
composition of CHs species from TMA. The sur-
face migration of chemical species is suppressed 
and the nucleation is enhanced on terraces under 
C-rich growth conditions [58]. Besides, (OOOi)C 
faces easily grow by two-dimensional nucleation 
due to its low critical supersaturation ratio as 
shown in Fig. 8. This may be the cause for 
the surface roughening of heavily doped epilay-
ers. The aluminum (Al) acceptor concentration 
from capacitance-volt age measurements vs. the 
TMA flow rate for 6H-SiC is shown in Fig. 20 [19]. 
The doping efficiency is much higher on (0001) Si 
faces than that on (0001) C faces by a factor of 
10 -̂̂ 80. On (OOOl)Si faces, the acceptor concen-

tration increases superlinearly with TMA supply, 
which may be caused by the increased effective 
C/Si ratio under high TMA flow. 

Because of high ionization energy of Al accep-
tors ('>^250 meV) [70], the activation ratio p/N^ 
{p: hole concentration, Ng,: acceptor concentra-
tion) is as low as 10~^'^10~^ at room temper-
ature. However, a very high hole concentration 
of 4^^6x10^^ cm~^ could be achieved for heav-
ily doped epilayers (Al concentration is in the 
mid 10^^ cm~^). The lowest p-type resistivity 
was 0.042 n-cm for 6H-SiC and 0.025 fi-cm for 
4H-SiC, which were obtained on (OOOl)Si faces. 
Figure 21 shows the hole mobility vs. the car-
rier concentration of Al-doped 6H-SiC and 4H-
SiC epilayers at room temperature [19]. The hole 
mobility is 67 cm^/V-s at 2 x 10^^ cm~^, and 6 
cm^/V-s at 1 X 10^^ cm"^ for 6H-SiC, and that 
of 4H-SiC seems to be higher than that of 6H-SiC 
at the same hole concentration. 

Another hopeful acceptor boron (B) can be eas-
ily doped using B2H6 gas. Although B doping 
did not affect surface morphology, the growth rate 
was reduced by 20^30% in epitaxial growth. The 
B acceptor concentration increases proportionally 
with the B2H6 flow rate. B-doped samples ex-
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hibit high resistivity, which is ascribed to the high 
ionization energy of B acceptor (300'-^390 meV) 
[76,77]. The resistivity at room temperature is as 
high as 520 fi-cm for a 6H-SiC layer with a boron 
concentration of 1 x 10̂ "̂  cm~^. B-doped layers 
are known to contain so-called D centers locating 
at 0.6 eV above the valence band, which act as 
donor-like hole traps [77]. 

7. R E C E N T PROGRESS 

7.1. Practical epitaxial growth 
A horizontal hot-wall reactor has been pro-

posed for the growth of thick epilayers with low 
doping and good morphology [78]. Growth on 
substrates of 35 mm and 51 mm in diameter 
has been tried. The epilayers grown at around 
1600*̂  C were n-type, and the background doping 
was in the low 10̂ "* cm~^ range. The uniformity 
in thickness and doping was less than 4% and 
7'^11%, respectively, for epilayers with a 50-/xm 
thickness grown with a rate of 3^5 jjim/h. Epi-
taxial layers thicker than 150 /xm have been grown 
in a hot-wall type reactor [79]. A vertical hot-
wall reactor has been applied for thick epitaxial 
growth [80]. Mirror-like 4H-SiC epitaxial layers 

with undoped level of 5 ^ 7 x 10^^ cm""^ were 
obtained at 1750^1900°C with growth rates of 
10-30 /xm/h. 

A planetary reactor for multi-wafer SiC epitax-
ial growth has been designed for atmospheric- and 
reduced-pressure operation at temperatures ex-
ceeding 1600° C [81]. Epitaxial layers with spec-
ular surfaces have been grown at growth rates of 
3'^5 /xm/h, and the thickest layer was 42 /xm. 
The uniformity in thickness and doping was 4% 
and 7% on wafers with 35-mm diameter, and a 
thickness uniformity of 3% was on the 50-mm di-
ameter wafer. The lowest unintentional doping 
was 1 X 10^^ cm~^ with an electron mobility of 
1000 cmVV-s. 

A vertical cold-wall reactor has been used to 
grow SiC with high purity and crystal quality [82]. 
A bell-jar-like graphite susceptor was heated up 
to 1600° C using radio-frequency induction heat-
ing with a flat pancake coil. The susceptor and 
sample holder are usually rotated with a speed 
of 800 rpm to stabilize the gas flow. The thick-
ness uniformity was within 5% across the 35 mm 
diameter, and the background doping level was 
below 10^^ cm"^ (p-type) with a growth rate of 
5 '^ 6/xm/h. 

A new method using high-temperature CVD 
to obtain thick epitaxial layers with a very high 
growth rate has been demonstrated [83]. Growth 
rates of 10^^500 /xm/h were demonstrated at tem-
peratures between 1800-2300° C. 

7.2. Epitaxial growth on (1120) face 
Off-axis SiC {0001} wafers with several degrees 

have been employed for high-quality homoepitax-
ial growth. SiC {0001} wafers, however, contain 
micropipes along the c-axis, (0001), which tend 
to be replicated from substrates to epitaxial lay-
ers. To avoid extending the micropipes into epi-
layers, SiC homoepitaxial growth on (1120) and 
(lIOO) faces is promising because those faces are 
parallel to (0001) and do not have micropipes in 
their plane. In the epitaxial growth on (1120) and 
(lIOO) faces, the presence of misfit attributed to 
the doping difference between the epitaxial layer 
and the substrate caused a wide FWHM in X-
ray diffraction peaks [84]. In the epitaxial growth 
on the (1120) face, the C/Si ratio dependence of 
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impurity incorporation is between the cases on 
(OOOl)Si and (OOOi)C faces [85]. 

Homoepitaxial growth on 4H-SiC substrates 
with (1120) faces has been successfully carried 
out [86]. An extremely smooth surface with a sur-
face roughness of 0.18 nm can be obtained. On 
the (1120) face, specular surfaces were obtained 
without macro steps (step bunching), large trian-
gular defects, and carrot-like defects, which are 
quite often observed in epilayers on the (OOOl)Si 
face. Typical surface defects are small shallow de-
pressions. The surface defect area, defined by the 
ratio of defective area to the total area, is as small 
as 0.010% compared with 0.16% for epilayers on 
the (OOOl)Si face with an oif-angle of 8^. The 
epitaxial growth on the (1120) face becomes very 
important, because the small channel mobility in 
the (OOOl)Si face of 4H-SiC can be dramatically 
improved by using the (1120) face [87, 88]. 

8, S U M M A R Y 

Step-controlled epitaxial growth of SiC on off-
axis SiC {0001} substrates was reviewed. Step-
flow growth is essential to realize polytype repli-
cation in epilayers at the rather low temperatures 
of around 1500^C without 3C-SiC inclusions. Ho-
moepitaxial CVD growth was achieved at a tem-
perature as low as 1200°C. The introduction of 
a substrate off-angle induces the change of rate-
determining process from surface-reaction control 
to diffusion control. Critical growth conditions 
where the growth mode changes from step-flow 
to two-dimensional nucleation were predicted as a 
function of growth temperature, growth rate, and 
substrate off-angle, by using a model describing 
SiC growth on vicinal SiC {0001}. Step struc-
tures of epilayer surfaces depended on the sub-
strate polarity as well as the polytypes. Dom-
inant step heights corresponded to the half or 
full unit cell of SiC polytypes. Short-time growth 
experiments revealed that the nucleation rate is 
much higher on (OOOl)C faces, and the lateral 
growth rate of macrosteps was faster than the ver-
tical growth rate by three orders of magnitude. 

The background doping level of epilayers could 
be reduced to less than 1x10^^ cm~^ by the 
growth under C-rich conditions, by which very 

high electron mobilities of 431 cm^/V-s for 6H-
SiC and 851 cm^/V-s for 4H-SiC were obtained. 
Excellent doping control has been obtained by 
in situ doping of a nitrogen donor and alu-
minum/boron acceptors. Polarity dependencies 
of epitaxial growth and impurity doping were also 
discussed. 

Recent progresses including practical epitaxial 
growth and epiaxial growth on (1120) faces were 
presented. 
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Crystal growth and characterization of magnetic semiconductors 

Katsuaki Sato 

Department of Applied Physics, Tokyo University of Agriculture and Technology, 
Koganei, Tokyo 184-8588, Japan 

Magnetic semiconductors, in which spin- and charge-dependent properties of electrons coexist, 
has been attracting attention as the possible next-generation spin-electronics materials. This ar-
ticle provides a historical review of studies on crystal growth and characterization of magnetic 
semiconductors. 

1. INTRODUCTION 

Spintronics or electronics using 
spin-related phenomena has been attracting 
attention because of its potential appUcability 
to new functional devices combining transport 
and magnetic properties. Magnetic semicon-
ductors and ferromagnet/semiconductor hybrid 
structures are now the most important topics 
of investigation in the field of new functional 
semiconductor devices. 

There is a long history of research on this 
category of materials. The first-generation 
materials are europium chalcogenides [l] and 
chalcogenides of chromium with spinel-tj^e 
crystal structures [2], which were studied in-
tensively in the late 60's and early 70's. Inter-
esting physical properties of magnetic semi-
conductors, such as magnetic red shift of the 
absorption edge and huge negative mag-
neto-resistance (MR) around the Curie tem-
perature, were discovered at that time. How-
ever, researcher lost interest in these materi-
als because their low Curie temperatures were 
far below the room temperature and because 
growth of good-quality single crystals was very 
difficult. 

The second-generation materials are 
Il-VI-based diluted magnetic semiconductors 
(DMSs), [3] among which Cdi-xMnJe was the 
focus of most attention due to its capability to 

accommodate a high percentage of Mn atoms 
(as high as 77%) and its appropriate energy 
gap for optical application. The magnetic 
properties of most of these materials are either 
paramagnetic or spin-glass. Although the con-
troUabiUty of transport properties is relatively 
poor, the material shows a good optical prop-
erty that led to its application to optical isola-
tors. 

The third-generation materials are 
IirV-based diluted semiconductors, in which 
magnetic properties have been found to be 
strongly dependent on the carrier concentra-
tion in the material. [4] This series of materi-
als can only be produced by using an MBE 
technique with very low substrate tempera-
tures. Since III-V compound semiconductors 
are widely used in electronic devices, the 
IirV-based DMSs are inherently capable of 
device-integration. 

Recently, ferromagnetism in some DMS 
materials has been predicted by ab-initio cal-
culation. A few attempts to obtain 
room-temperature ferromagnetism have also 
been reported. 

Magnetic semiconductors have been dis-
cussed from the viewpoint of crystal growth in 
only a few reports. This paper is intended to 
provide a comprehensive review on crystal 
growth and characterization of magnetic 
semiconductors. 

E-mail: satokats@cc.tuat.ac.jp 
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2. FIRST-GENERATION 
SEMICONDUCTORS 

MAGNETIC 

2.1. Chalcogenide spinels 
Multinary chalcogenides with spinel 

structures, such as CdCr2Se4, are the most 
extensively studied species of magnetic semi-
conductor. The spinel structure belongs to the 
space group Oh"̂  (Fd3m) with an fee lattice sys-
tem. The unit cell contains 8 formula units of 
AB2X4-t5^e compound, where A and B are 
metal atoms and X is a chalcogen atom (S, Se, 
Te). Chemical vapor transport using halogen 
or halides as transporting agents was the most 
widely used technique for bulk crystal growth 
of chalcogenide spinels. The physical property 
of these chalcogenides and crystal growth 

Table 1 
Physical properties of spinel chalcogenides 

techniques are listed in Table 1. 
Exchange interaction between conduction 

electron spin and local magnetic moment re-
sults in various physical properties character-
istic of magnetic semiconductors, such as the 
magnetic red shift of the band gap and the 
huge negative magneto-resistance in the vi-
cinity of Tc (Curie temperature). Fig. 1 shows 
the temperature dependence of the absorption 
edge in CdCr2Se4. Below the Curie tempera-
ture, the absorption edge shifts to lower ener-
gies as the temperature decreases. The tem-
perature dependence curve of the absorption 
edge has been explained in terms of 
short-range correlation in a localized spin sys-
tem. 

Com- Magnetic order Band gap 
pounds (eV) 

Transporting agents 
Growth temperatures (""C) 

Lattice parame-
ter (nm) 

ZnCr2S4 AF, TN=13K 

CdCr2S4 FM, Tc=86K 

HgCr2S4 HeH, TN=40K 

FeCr2S4 Ferri, Tc=177K 

1.8(0K) 
1.57(RT) 

0.98(0K) 
1.42(RT) 

Open tube 0.9974 
Liquid transport CrCk+ZnS 
Open tube Cd+CrCl3+S2 1.0244 
H+Cl, 1100-^1030, 
CI2, 825-^775; 825-^775; 1000-^750 
CrCk, 950->900, 1000-^950, 1000-^750 
CI2, 1.0206 

900^850 
CI2, H+Cl, 950^875 0.997 
Open tube 
CrCk on FeS 
HCl, 800^725 

MnCr2S4 
CoCr2S4 

CuCr2S4 
ZnCr2Se4 

CdCr2Se4 

HgCr2Se4 

CuCr2Se4 

Ferri, Tc=71K 
Ferri, Tc=22 K 

FM, Tc=400K 
Spiral AF, 
TN=23K 

FM, Tc=130K 

FM, Tc=110K 

FM, Tc=426K 

0 
l.l(OK) 
1.29(RT) 
1.15(0K) 
1.32(RT) 

0.32(0K) 
0.84(RT) 

0 

AICI3, 1000->900 
NH4CI, 1150^1000 
H+Cl, 1030-^940 

Liq. transport CrCk+CoS 1070->1020 
HCl, 800^725 

CI2, 825^780 
CdCk, Cdl2 

CrCk, 1000->750, 800-^700, 800->750 
CrCk, 745-^670, 700-^670 
A1C13,A1+C1, 650-^625 

AICI3 

1.0045 
0.990 

0.9629 
1.0443 

1.0755 

1.0753 

1.0357 
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Table 2 

Physical properties of the divalent europium chalcogenides 

Compound Color in 
reflection 

Melting 
point 
(°C) 

Lattice con-
stant 

(A) 

Energy 
gap, 
^ (eV) 

Magnetism, 
Transition 

temperature 
Tc(K) 

Curie Weiss 
Temperature 
6b (K) 

EuO 
EuS 
EuSe 
EuTe 

Magenta 
Gold 

Green 
Black 

2015±8 
>2320 
>2320 
>2250 

5.144 
5.968 
6.195 
6.598 

1.12 
1.65 
1.78 
1.06 

F, 68 
F,16.2 
Meta 
AF 

76 
17 
4.6 
-6 

2.2. Europium chalcogenides 
Europium mono-chalcogenides crystallize 

in an NaCl-type fee structure. They belong to 
the space group Oh^-FmSm. The magnetic 
properties of EuO and EuS are ferromagnetic 
with Curie temperature of 68K and 16.2K, 
respectively. EuSe is metamagnetic and EuTe 
antiferromagentic. 

The physical properties of europium chal-
cogenides are summarized in Table 2. Since 
europium chalcogenides are quite refractory 
materials with melting points higher than 
2000°C, growth from the melt is quite difficult, 
although not impossible. Indeed, Nakayama et 
al. grew EuS single crystals by a normal 
freezing technique using a high-pressure fur-
nace, in which the temperature was raised 
above 2500 °C and vaporization of carbon 
heater was suppressed by Ar gas with a pres-
sure of 300-atm.[5] Good-quality single crys-
tals of several millimeter in size were cleaved 
out from the ingot. They showed a gold metal-
lic luster suitable for optical measurements. 

Growth of EuO crystals from a metal-rich 
solution was carried out by Schafer. [6] The 
reaction of sesquioxide (EU2O3) and Eu metal 
proved to be the best method for producing 
pure EuO. However, the final product obtained 
by this method contains some unreacted EU2O3. 
In addition, the large difference between par-
ticle sizes of the metal and the oxide often re-
sults in an inhomogeneous product in which 
metal particles are coated by inert EU2O3. 
These difficulties can be overcome by using a 
quite large excess of Eu metal, i.e., of the order 
of 1.5 to 2 times the stoichiometric quantities. 

TBIPIRATURBCK) 

Figure 1. Temperature dependence of the en-
ergy gap (Eg) in CdCr2Se4 crystal. The dotted 
curve is a plot of the temperature-dependence 
of Eg expected for a conventional non-magnetic 
semiconductor extrapolated from the 
high-temperature part of the curve. 

A mixture of Eu and EU2O3 is pressed into 
slugs, which are wrapped in tantalum foil. The 
slugs are then slowly heated to 800°C in a 
closed evacuated system for 16 h. The system 
was evacuated down to lO""̂  atm and heated to 
1100°C for several hours, and all of the excess 
metal is distilled off due to the high vacuum. 

Dimmock et al. reported the growth of sin-
gle crystals by a solution method. They grew 
EuO in a welded tungsten crucible from a 
starting material consisting of Eu metal and 
EU2O3 with a large metal excess. The crucible 
was heated to 2185°C and then cooled slowly 
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Figure 2. Negative magneto-resistance 
observed in CdCr2Se4 for different values 
of applied field. 

at an initial rate of approximately 3.3°C per 
hour. Samples up to several millimeters in size 
could be cleaved from single crystalline sec-
tions. [7] 

Kaldis described crystal growth of euro-
pium chalcogenides from the vapor phase. He 
used chemical transport for growth of EuSe 
and EuTe and sublimation for EuS and 
EuTe.[8] The vapor transport data are sum-
marized in Table 3. 

Thin films of EuS and EuO have been pre-
pared by vacuum evaporation. Suits et al. used 
an EuO film as a magneto-optical recording 
material. [9] However, to keep the film in a 
ferromagnetic state, the MO-drive had to be 
immersed in liquid nitrogen. Efforts were 
therefore made to increase 7b. For this pur-
pose, Fe-doped and Eu203"doped EuO films 
were examined. The films were deposited by a 
three-source simultaneous evaporation of 
EU2O3, Eu metal and Fe metal. The substrate 
temperature, 7]fe, was 150°C and the vacuum 
during deposition was about lO'̂  Torr. Film 
thickness was about 200 nm. The Fe content 
was 2 wt%. The starting ratio was 0.73 indi-
cating that these films had been heavily doped 
with excess Eu, in addition to having been 
doped with Fe. By optimizing the temperature 
of anneahng after deposition, a Curie tem-
perature as high as 150 K was obtained. [lO] 
Mitani et al. prepared thin films by vacuum 
evaporation on NaCl substrates. [11] Iwata et 

al. succeeded in epitaxial growth of an EuO 
film on an MgO substrate using the MBE 
technique. [12] The epitaxial EuO film was 
employed for imaging intrusion of magnetic 
flux into a high-temperature superconductor 
(HTSC). 

Table 3 
Crystal growth data of vapor transport for 
europium chalcogenides 

¥1 T̂  AT b Rate Size 
(°C) (°C) (°C) (mg/ (mg/ (mm) 

cm )̂ h) 
EuTeH-

I2 

EuTe 

EuSe 
+I2 

EuS 

1722 1627 95 1.35 18.6 9x8x3 

2000 1857 143 14.7 5x4x2 

1687 1619 68 1.0 9.3 4x4x3 

2050 1950 96 16 2x2x2 

3. II-VI-BASED DILUTED MAGNETIC 
SEMICONDUCTORS 

3.1. General description [3] 
Semiconductor alloys, of which the lattice is 

made up in part of substitutional magnetic 
atoms, are called diluted magnetic semicon-
ductors (DMS). The most extensively studied 
and most thoroughly understood DMS species 
are Aî ^̂ i-xMnxBvi alloys in which a fraction of 
the group lib sublattice is replaced at random 
by Mn. The lattice constant and band pa-
rameters of the alloy system can be "tuned" by 
varying the composition of Mn. An exchange 
interaction between the sp-band electrons of 
the alloy and the localized d electrons associ-
ated with Mn2+ results in a strongly enhanced 
g"value for Zeeman splitting of electronic lev-
els, which in turn causes a strong Faraday 
effect near the band gap of the DMS material. 
The large magneto-optical effects of 
Cdi-jcMnxTe and Cdi jrjHgjsMnyTe are already in 
practical use as a Faraday rotator in optical 
isolators for the wavelength region in which 
magnetic garnet crystals are not applicable 
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due to presence of strong absorption. [13] The 
magnetic properties of most II-VI"based semi-
conductors are either paramagnetic or 
spin-glass state, properties being not very at-
tractive for practical applications. Recently, 
development in novel doping technology for 
II-VI semiconductors has enabled to obtain 
p-t5T)e Il-VI-based DMS materials. Theory 
predicts ferromagnetism in some of these DMS 
materials if they are heavily-doped p-type. [14] 

Table 4 
Crystal structure and range of composition 

Material Crystal 
structure 

Range of 
Composition 

Zni-xMnjfS 

Zni-xMnjfSe 

Zni-xMn r̂Te 

CdiJVlnxS 
CdiJMn^^e 
CdiJMnxTe 
Hgi-;rMn^ 
Hgi-JVln^^e 
HgiJMnxTe 

ZB 
WZ 
ZB 
WZ 
ZB 
WZ 
WZ 
ZB 
ZB 
ZB 
ZB 

0<x<0.10 
0.10<x<0.45 
0<x<0.30 
0.30<x<0.57 
0<x<0.86 
0<x<0.45 
0<x<0.50 
0<x<0.77 
0<x<0.37 
0<x<0.38 
0<x<0.75 

3.2. Crystal structure and composition 
Crystal structures and miscibility ranges of 

components of ternary alloys are listed in Ta-
ble 4. 

Crystal structures are either of zinc-blende 
(ZB) or wurtzite (WZ) type. Under thermal 
equiUbrium conditions, Cdi-xMuxTe forms an 
alloy of ZB structure with x up to 0.77, while 
Zni-jcMnjoSe crystallizes in ZB structure for 
x<0.30 and WZ structure for 0.30<x<0.57. The 
ZB structure of the host II-VI compound sur-
vives for jsras large as 0.86 in Zm-jrMnxTe. 

Fig. 3 shows plots of lattice constants of 
telluride alloys as a function of Mn mole frac-
tion. [15] The lattice parameter a can be ex-
pressed as a function of the Mn fraction x in 
the form 

a = (1 - x)an_vi + ̂ <̂ Mn-vi ^ 
where aii-vi is the lattice parameter of the host 
i rVI compound and aMn-vi is that of the "hy-

6.50 h 

6.40 

w 6 . 3 0 h 

6.20 h 

6.10 

f 

Y 

V 

1 1 1 1 1 1 1 1 1 n 

::::;^;^^^^^.cd,.,Mnje 

^.'^^^ 2n,.^MnjjTe 

1 1 1 1 1 1 1 1 1 J 
0.2 0.4 0.6 0.6 

X ( Mole froction ) 
1.0 

Figure 3. Lattice parameter as a function of Mn mole 
fraction for telluride DMS. Note that extrapolated lines 
converge to a single lattice constant (6.334A), which 
determines the lattice parameter for the ZB phase of 
MnTe. 

I 

I 
m 

as 
o:z 0.4 0.6 

Un Cooceatration (z) 

Figure 4. Actual Mn-Se and Zn-Se bond length as a 
fimction of Mn fraction determined by EXAFS. Note 
that either bond length has no observable change at 
x«0.3, where Zni.̂ M̂n̂ cSe transforms from ZB to WZ. 

pothetical" ZB Mn-VI compound. Note that 
MnS and MnSe crystalUze in a cubic rock 
salt-type structure, while MnTe crystallizes in 
a hexagonal NiAs-type structure. Although the 
macroscopic lattice parameter determined by 
XRD (X-ray diffraction) follows Vegard's law, 
the local bond length obtained by EXAFS (ex-
tended x-ray absorption fine structure) re-
mains practically constant throughout the en-
tire range of compositions studied, as shown in 
Fig. 4 for the Mn-Se bond in Zm-jrMnjfSe alloys. 
[16] 
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3.3. Bulk crystal growth 
Bulk single crystals of Cdi-xMnxTe for opti-

cal isolators were grown by the Bridgman 
technique. Elements of Cd, Mn and Te were 
sealed in vacuum into a quartz crucible. The 
crucible was lowered in a furnace to crystallize 
the melt through the melting point of 1100°C 
with a growth rate of 4 mm/h. Optical 
transmission of crystals often becomes poor 
due to twinning defects generated by the phase 
change from a high-temperature phase (WZ) to 
a low-temperature phase (ZB) during the 
cooling process. To obtain twin-free single 
crystals, Te-excess melt-composition is rec-
ommended. 

The optical energy gap of a irVI-based 
DMS depends linearly on the Mn concentra-
tion as shown in Fig. 5. Since a large Faraday 
effect of Il-VI-based DMS materials is ob-
served at photon energies close to the band gap, 
precise control of the composition ratio in a 
multinary system is required. For this purpose, 
recrystallization [17] and zone-melting [18] 
techniques of polycrystalline ingot were pro-
posed. In order to obtain improved composi-
tional homogeneity of a polycrystalline ingot, 
Onodera et al. used an quench-and-anneal 
technique under pressure. 

3.4. MBE growth 
Nonmagnetic II-VI thin films can be easily 

obtained by MBE, HWE and PLD techniques. 
In MBE growth, the condition for obtaining 
compounds stably can be adjusted, thus 
avoiding condensation of elements, since the 
vapor pressure of group II and group VI ele-
ments is relatively high compared with that of 
II-VI compounds. This condition is reaUzed in 
CdTe for substrate temperatures between 230 
and 360°C for a wide range of Cd/Te ratios. 
RHEED observations have revealed that the 
atomic arrangements of growth surfaces in 
Cd-excess and Te-excess conditions are differ-
ent: For [001] growth, a (2x1) RHEED pattern 
appears under a Te-excess condition, whereas 
c(2x2) and (2x1) patterns appear under a 
Cd-excess condition, suggesting half-atomic 
coverage of the Cd layer on the Cd-stabiHzed 
surface. [19] 
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Figure 5. The optical energy gap (determined from the 
free exciton transition marked "A" in the figure) as a 
function of Mn concentration x for Cdi.;cMn;fTe for 
three temperatures. 

Epitaxial growth of II-VI-based DMS using 
the MBE technique has been studied from mid 
1980's. [20] MBE growth of Cdi-JMnJe can 
easily be conducted in the same way as that of 
CdTe using a simultaneous supply of Mn and 
Cd fluxes. The addition of Mn flux does not 
change the growth rate under a Cd-excess 
condition, whereas the growth rate is in-
creased under a Te-excess condition. The Mn 
composition is determined by the flux ratio of 
Mn/Te in the former case and by Mn/(Cd+Mn) 
in the latter case. [21] 

Growth of high-quality Cdi-xMnxTe thin 
films for wave-guide-t5^e optical isolators was 
achieved on a GaAs substrate by the appro-
priate use of ZnTe and CdTe buffer layers. [22] 
The transmission loss parallel to the film 
plane was so greatly reduced that TE-TM 
conversion was successfully realized using an 
epitaxial film. 

3.5. Heterostructures and superlattices 
Heterostructures consisting of DMS layers 

are expected to display many interesting and 
novel phenomena originating from the modu-
lation of the exchange interaction, in addition 
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to the quantum confinement due to the modu-
lation of the band gap. CdTe/Cdi-jrMnjjTe mul-
tiple quantum wells (MQWs) and superlattices 
are typical of such systems, where carriers are 
confined in the non-magnetic CdTe layer and 
their confinement potential depends strongly 
on the spin-states of both carriers and Mn2+ 
ions in the barrier layer. This leads to mag-
netic field tuning of the electronic states, in-
cluding the drastic phenomenon of 
field-induced type I-^type II transition. [23] 

MQW structures of DMS have been pre-
pared on GaAs (100) substrates by MBE, HWE 
and ICB techniques. Kuroda et al. described 
MBE growth as follows- The growth was initi-
ated by a thin buffer layer (~2000A) followed 
by a Cdi-xMn̂ rTe cladding layer ('-8000A) on 
the (100) surface of a GaAs substrate, and then 
an MQW structure consisting of 50 cycles of 
CdTe and Cdi JVEn/Ib layers was grown and 
finally capped by a CdixMn^Te layer of 2000 A. 
[24] 

3.6. Carrier-induced ferromagnetism in 
Il-VI-based DMS materials 

Theoreticians predict carrier-induced ferro-
magnetism in DMSs either by the Ruder-
mann-Kittel-Kasuya-Yoshida (RKKY) mecha-
nism or by its continuous-medium limit, the 
Zener model. [25] 
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Figure 6. Inverse magnetic susceptibility (squares) 
for two p-Zni.̂ cMn̂ cTe samples with similar ]Vfai con-
tent jc~0.045 but different hole concentration. Solid 
lines are linear fit, which serve us to determine the 
Curie Weiss temperature Tew The dotted line pre-
sents the dependence expected for an undoped sam-
ple with a similar Mn content. 

Recent progress in nitrogen doping of 
Zni-JMnjrTe by MBE has made it possible to 
grow II-VI DMSs, in which the Itinetic energy 
of holes is high enough to over-compensate 
electrostatic and magnetic disorder, so that the 
metal phase exists down to the millil^elvin 
temperature range. In such a sample, the dop-
ing-induced ferromagnetic ordering has been 
realized. According to Ferrand, [26] 
Zni-xMn^Te-N layers were grown by MBE on 
an 800-|Lim-thick (001) CdO.96ZnO.04Te sub-
strate, on which a 300-nm-thick CdTe and a 
200-nm-thick ZnTe buffer layer were deposited. 
The thickness of the ZnTe layer is larger than 
the critical thickness of the ZnTe/CdTe system. 
The Zni-xMn/Te layer was deposited either by 
using stoichiometric Zn/Te flux from a ZnTe 
load and simply adding an Mn flux during 
growth or by using a Zn-rich flux, resulting in 
a rather rough surface or a smooth surface, 
respectively. An electron cyclotron resonance 
(ECR) plasma cell was used for the doping of 
atomic nitrogen. A hole concentration as high 
as 1.2x1020 cm*3 was obtained in the case of 
ZnTe and Zno.gsiMno.oisTe epilayers. The mag-
netic properties of the Zno.ssiMno.oigTe film 
were ferromagnetic with a Tew (magnetic 
transition temperature determined by the Cu-
rie-Weiss law) of 1.4 K. The value of Tfcw de-
pends on the concentration of holes. As shown 
in Fig. 5, inverse magnetic susceptibility is 
different for two p-type Zni-xMuxTe samples 
with similar Mn concentrations (x'-0.045) but 
different hole concentrations. A dop-
ing-induced positive shift of Tew is clearly 
visible, as instead of Tew =-2.3K estimated for 
x~0.045, the observed values of TCW are 2.4 K 
and -0.4 K for p=1.5xl0i9cm-3 and p=7xl0i7 
cm'3, respectively. 

4. III-V-BASED DILUTED 
NETIC SEIVIICOIVDUCTORS 

MAG-

4.1. General description [4] 
Although great efforts have been made to 

obtain highly conductive p- and n-type mate-
rials, realization of ferromagnetism in a 
Il-VI-based DMS with a reasonable value of Tc 
is still difficult, and the material is therefore 
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not so attractive as a material for spintronic 
devices. I i rV compounds are more suitable 
than i rVI compounds for electronic applica-
tions because they possess better controllabil-
ity of electrical transporting properties. This 
fact prompted scientists to study Ill-V-based 
DMS materials. In 1989, Munekata et al. 
made the first attempt to fabricate a 
Ill-V-based DMS on Im-xMnjcAs semiconductor 
alloy by means of a low-temperature MBE 
method. [27] Their work gained further atten-
tion when they found hole-induced ferromag-
netism in p-type IniJMnjsAs. [28] The Curie 
temperature was found to increase with hole 
concentration to give the highest Tc of 110 K in 
Gai-JMujcAs with x=0.05. [29] Owing to the 
advanced technology for fabrication and ma-
nipulation of good quality films and multi-
player structures, a number of interesting 
studies have been conducted in fundamental 
physics based on device-structures; for exam-
ple, spin-injection LED and gate-voltage con-
trolled ferromagnetism. [30] 

4.2. Structure and growth technique 
Generally speaking, the equiUbrium solu-

bility of transition elements in III-V com-
pounds is as low as lOi'̂ cm"̂ , which is far below 
the level (hopefully of the order of a few %) 
required to show (if any) a magnetic ordering 
effect. Vapor growth methods such as MBE 
seem to enable the doping of magnetic ions in 
excess of the thermodynamic solubility limit, 
since the growth method is not the equiUbrium 
condition used for determining the solubility. 
Nevertheless, incorporation of a high concen-
tration of transition atoms by MBE often leads 
to roughened surfaces due to surface segrega-
tion of the impurity that occurs during 
growth. Low-temperature MBE (LT-MBE) 
deposition is considered to be effective for 
preventing the segregation effect, because the 
staying time of impurity atoms on the surface 
is prolonged. Lx)w temperature growth also has 
the merit of preventing reaction between the 
magnetic ions and the host elements. However, 
a very low growth temperature suppresses 
epitaxial growth, resulting in the formation of 

polycrystalUne films. Therefore, the optimum 
growth temperature should be determined so 
as to satisfy the following two conditions-
suppression of surface segregation and capa-
biUty of epitaxial growth. The LT-MBE method 
with a substrate temperature 71 of even less 
than 300°C ha given good results for the 
growth of Ini-xMuxAs and Gai-xMuxAs. 

4.3. Growth of InL^Mn^As [31] 
LT-MBE growth of Im-xMuxAs is carried out 

either directly on a GaAs (100) substrate that 
has a 7% lattice mismatch or on the buffer 
layer of InAs or Ali-xGaxSb that lat-
tice-matches with the epilayer. The substrate 
temperatxure used is 200-300°C. If Im-xMnxAs 
layers are grown directly on a GaAs substrate 
with a thickness larger than 1 ^m, both n-type 
and p-type conduction occurs in the obtained 
layer. The conduction tj^e depends on x and 
^ ' P'type conduction occurs at Ts>275°C for 
x<0.03, while n-tj^e conduction occurs at Tfe 
<275. When Ts is below 200°C, polycrystalline 
growth occurs. On the other hand, thin layers 
(<30 nm) of Im-xMnxAs grown pseudomorphi-
cally on thick buffer layers are p-type at T& of 
less than 270°C for x>0.1. In this Mn concen-
tration region, higher Ts results in the segre-
gation of NiAs-tjHpe MnAs compounds. 

4.4. Growth of Gai-xMnjAs 
Ohno succeeded in LT-MBE growth of 

Gai-xMnxAs using soUd sources of the con-
stituent elements. Epitaxial films of 
Gai-xMuxAs were grown on semi-insulating 
(001) GaAs substrates at a growth rate of 0.6 
|j,m/h. Reflection high-energy electron diffrac-
tion (RHEED) patterns were used to monitor 
the surface reconstruction during growth. Ap-
propriate buffer layers such as GaAs or 
Ali-jfGajKAs were deposited prior to growth of 
Gai-xMuxAs. In order to control the strain in-
troduced by the lattice mismatch, a 
strain-relaxed Ini/lajsAs buffer layer with a 
lattice parameter value larger than the sub-
sequent Gai-xMuxAs layer can be employed. 
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Figure 7 Phase Diagram showing the relation 
between growth parameters and the properties of 
Gai.xMnxAs grown by MBE 

Fig. 7 shows a schematic phase-diagram of 
MBE growth of the GaAs-MnAs system. [32] 
In the case of a high Mn-content x exceeding a 
critical value or in the case of a high substrate 
temperature, a spotty RHEED pattern due to 
MnAs with a hexagonal NiAs structure ap-
pears (heavily shaded region in Fig. 7). The 
MnAs is a metalUc ferromagnet with 7fc=310 K. 
The spotty RHEED pattern suggests an island 
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Figure 8. Relaxed lattice constant a versus Mn 
composition x in Gai.;cMn;tAs films, a was cal-
culated from the X-ray diffraction peaks at 
room temperature, assuming that Gal-xMmcAs 
layers are fully strained and that Gai.;cMn;cAs 
has the same elastic constant as GaAs. 

growth of MnAs. Preferable growth of a 
ferromagnetic Gai-xMnjcAs layer occurs in the 
case of a substrate temperature of ~250 and 
Mn content of 1%<A<7%. The maximum value 
of the Mn fraction that provides homogeneous 
incorporation is 7-8%, above which MnAs 
crystals precipitate on the surface. The elec-
trical properties of the obtained Gai-xMujAs 
vary depending on the composition and tem-
perature. Films are insulating when prepared 
under the condition shown by the Ughtly 
shaded region in Fig. 7, while they are metalUc 
for the white region. 

In the case of extremely low temperatures 
(7l<140 °C), the RHEED pattern becomes 
spotty again, showing island growth, which in 
turn results in a ring-like RHEED pattern, 
suggesting the formation of a polycrystalline 
material. 

Structural and magnetic characteriza-4.5. 
tion 

The lattice parameter a of Im-xMnjiAs and 
that of Gai-jrMnjcAs are plotted as a function of 
Mn content x in Fig. 8. [33] The lattice pa-
rameter of Gai-jcMuxAs was determined from 
the X-ray diffi-action (XRD) assuming that 
Gai-xMujcAs is fully strained and has the same 
elastic constant with a GaAs underlayer, while 
that of Ini-AMnjiAs was determined under the 

120 

0.08 

Figure 9. Ferromagnetic transition temperature 
TC determined from magnetotransport meas-
urements as a fimction of Mn composition x. 
Closed circles show metalliv samples,whereas 
open circles show insulating samples. 
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assumption that the lattice is fully relaxed. As 
seen in the figure, the lattice parameter seems 
to obey Vegard's law. The extrapolated lattice 
parameter of hypothetical ZB-MnAs deter-
mined fi-om the Gai-xMujsAs system (a=0.598 
nm) is in good agreement with that deter-
mined from Ini-jrMnjgAs (a=0.601 nm). From 
the temperature dependence curve of the 
saturation magnetization determined from 
transport measurements in Gai-xMujsAs with 
jc=0.053, Tc is determined to be 110 K. Tc is 
plotted as a function of Mn content x in Fig. 9. 
For x<0.07, Unear relationship between Tc and 
X holds as expressed by 7b=2000jc±10 K. The 
decrease is attributed to the beginning of par-
tial segregation of the MnAs phase. [4] 

4.6. Attempts to increase Mn-concentration 
Recently an attempt to exceed the critical 

value (^7%) of Mn content in MBE growth 
without deterioration of crystallinity was 
made by Misawa et al. using an alternating 
supply of Mn and GaAs fluxes instead of a si-
multaneous supply as used in the previous 
studies. [34] Growth of [GaAsOcML)/ 
Mn(yML)]jv stacked layers was conducted on a 
GaAs (OOl) buffer layer of 100 nm in thickness. 
The substrate temperature was fixed at 230°C, 
which provided the best surface morphology in 
preliminary experiments. Control of shutters 
for individual K-cells supplied GaAs and Mn 
fluxes alternately. Surface reconstruction 
during growth was monitored by the RHEED 
pattern. The surface of the buffer GaAs 
showed a c(4x4) pattern, which changed to 
(ixl) with reduction of difeaction intensity 
after Mn (02 to 1.1 ML) deposition. After the 
second GaAs layer (9 ML in thickness) had 
been deposited, the intensity recovered with-
out a drastic change in the RHEED streak 
pattern. With repeated deposition, the streaky 
RHEED pattern persisted even after 350 pe-
riods of the sequence, although the surface 
reconstruction pattern changed to (1x2) as in 
simultaneous deposition. No segregation of 
extraneous phases was observed. Fig. 10 
shows an XRD pattern of a [GaAs (9ML)/ 
Mn(l.02ML)]ioo layer, in which diffraction 
lines associated with Gai-xMnjcAs can be ob-
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Figure 10. XRD pattem of the Gâ ĉMn̂ cAs epi-
layer prepared by MBE technique with alternat-
ing deposition of 100 periods of GaAs 
(9ML)/Mn (1.02ML) stacks 

served with a distinct separation from that of 
the GaAs (OOl) substrate. The Mn concentra-
tion X was determined to be 14% using the re-
lationship between a and x shown in Fig. 8. 
Surface morphology observed by SEM was 
quite homogeneous. Based on these results, we 
postulate that the monolayer or sub-monolayer 
of Mn acts as a surfactant for the 
layer-by-layer growth of GaAs, suppressing 
the formation of three-dimensional island 
growth, and is finally incorporated into the 
lattice to form Gai-jMujeAs with a high con-
centration of Mn. Magnetic measurements in 
these DMS films are underway. 

4.7. Heterostructure devices of III-V DMS 
The use of advanced technology for het-

ero-epitaxy has enabled realization of 
spin-injection devices employing III-V DMS. 
Recently, Ohno et al. succeeded in fabricating 
an LED structure having high spin-injection 
efficiency. [35] Fig. 11 gives a schematic illus-
tration of the structure. The Gai-JMujiAs DMS 
is used as a spin-injector electrode. 
Spin-polarized electrons and unpolarized holes 
recombine at the Im/jajcAs multi-quantum 
well (MQW) active layer, from which circularly 
polarized light is emitted depending on the 
magnetization of the DMS layer. The degree of 
polarization AP of the light emitted from the 
diode is plotted as a function of the applied 
magnetic field B, A considerable degree of 
polarization appears with a clear hysteresis 
loop in the magnetic-field dependence, dem-



313 

I 
p-GaixMnxAs 

GaAs spacer 

d=20-'220nm 

In.-xGaxAs MQW 

GaAs 

j]-GaAs buffer 

n-GaAs 

substrate 

Magnetic 
field B 

toj 

N 

o 

(D -1 
Q 

EL peak 1.34 eV 
Current I=28mA 
Field-sweep direction^vV 
positive/negative 

—A ^7— T=6K 

- - A -^7-- 31K 

- . A V-- 52K 

Temperai =̂ WV '̂oo 
-L. 

-0.01 0.00 0.01 

Magnetic field B (T) 

Figure 11. Electrical spin injection in 
pn-junction LED using ferromagnetic semicon-
ductor Gai.xMuxAs. 

onstrating the occurrence of electrical spin 
injection and spin transport. 

A field effect transistor (FET) structure was 
fabricated with a thin (5 nm) Ino.97Mno.03As 
layer as a channel on which a gate is formed 
using a polyimide as a gate insulator. By con-
trolling the hole concentration by appUcation 
of the gate voltage, carrier-induced ferromag-
netism can be controlled. The change in mag-
netization in the channel was monitored by the 
Hall effect. 
Fig. 12 shows Hall resistance as a function of 

applied field near the Curie temperature (22.5 
K). The hysteresis ciu^e dramatically changed 
with gate voltage. Application of negative 
voltage increases the magnetization as well as 
the in-plane anisotropy, while application of 
positive voltage completely reduces the coer-
civity. 

P. 

0 o 
a 
OS 

1=1 

- 0 . 5 0 0.5 1.0 

Magnetic field B (K) 

Figure 12. Gate-voltage dependence of Hall re-
sistance in Ini.xMUxAs FET. 

Recently, a ferromagnetic tunnel junction 
device using Gai-xMnjcAs/AlAs/Gai-jrMnjcAs 
hetero-epitaxial structure was fabricated by 
Tanaka's group and was found to show the 
magneto-resistance as large as 72% as shown 
in Fig. 13. [36] An AlAs has thus been demon-
strated to be suitable for a tunnel barrier. 

5. FERROMAGNET/SEMICONDUCTOR 
HYBMDS [37] 

Ferromagnet/semiconductor hybrid struc-
tures have been attracting attention since 
room-temperature operation of spintronic de-
vices is only possible at present by using such 
a structure. Tanaka has been investigating on 
epitaxial growth of various kinds of ferro-
magnetic films and superlattices on semicon-
ductor substrates. 

MBE growth of MnGa (tetragonal with a 
CuAu-type ordered structure) on GaAs was 
conducted using an ultrathin amorphous 
MnGa template (0.9 nm in thickness) depos-
ited at a very low temperature (20-40°C). The 
amorphous template was heated up to 
200-250°C to form a single crystalline tem-
plate by solid-state epitaxy. Mn and Ga were 
subsequently deposited at a relatively low 
temperature in the range of 150-200°C and at 
a growth rate of 0.05 jim/h. Transmission 
electron microscope (TEM) observations re-
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Figure 13. Tunnel magneto-resistance in 
Gai.jcMn f̂As/ AlAs/ Gai.;cMn;cAs trilayer structure 
at8K. 

MnAs( T100) / GaAs(OOI) heterostructure 

Figure 14. Cross-sectional TEM image of the 
MnAs/GaAs heterostructures of type-A. 

vealed good epitaxial growth with a smooth 
and abrupt interface. The c parameter of the 
MnGa epilayer is significantly reduced from 

No clusters (2nm) 
GaAs:MnAs(5nm) 
GaAs:MnAs(10mn) 

GaAs:MnAs(20nm) 

AlAs{3nm) 

GaAs:MnAs(50niii) 

AIAs(3nm) 

Figure 15. Cross-sectional TEM image of the 
GaAs:MnAs granular layers with different values 
of layer thickness. 

that of bulk material. 
Growth of NiAs-type hexagonal MnAs lay-

ers on GaAs substrates has been extensively 
studied by many researchers. MnAs can be 
deposited at 200-250°C using MBE on a GaAs 
(001) buffer layer of 100 nm in thickness pre-
pared at 580°C. Tanaka showed that 
MBE-grown ferromagnetic MnAs thin films 
have two types of epitaxial orientation de-
pending on the growth conditions. [37] In 
type-A, the MnAs growth plane of (T100) is 
parallel to the GaAs (OOl) surface with the 
epitaxial relationship MnAs [1120], [0001] // 
GaAs [110],[Tl0] . Fig. 14 shows a 

DBR / (GaAsrMnAs) / DBR 

GaAs<70nm) /AiAs(83nm) 
>DBR(V4n;i0perkxi8 

=> GaAsrMnAs nancH^iusters 
<Gao^s7Mnoo43)As ISSnrn (XJ2n) 

GaAs|70nm) /AIAs(83nm} 
DBR (XJAn) 10 periods 

Figure 16. Photonic crystal structure consisting of 
GaAsrMnAs nanocluster layer sandwiched by 
GaAs/AlAsDBR. 
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cross-sectional TEM image of a type-Afilm. On 
the other hand, in type-B, (1101) is parallel to 

GaAs (001) with MnAs [1120],[lT02] //GaAs 
[110],[110]. A type-A film appears on the sur-
face with disordered c(4x4), while type-B ap-
pears on a 1-ML-thick Mn layer deposited on a 
clean c(4x4) GaAs surface. Magnetic anisot-
ropy differs between the two types of growth 
mode in relation to the substrate orientation. 

Hybrid structures with granular MnAs 
clusters buried in GaAs have been attracting 
attention as possible new functional materials 
for spintronics and photo spinics. The granular 
material can be fabricated by annealing 
Ini-xMuxAs and Gai-xMuxAs layers at a tem-
perature above 500°C. Segregation of 
nano-cluster occurs since Im-xMuxAs and 
Gai-xMuxAs layers are thermodynamically in a 
non-equilibrium state. Fig. 15 shows 
cross-sectional TEM images of GaAs-MnAs 
granular structures for different layer thick-
nesses. The granular films are su-
per-paramagnetic and have recently been 
found to show a large magneto-optical effect 
[38] and magneto- resistance. [39] Tanaka 
fabricated a photonic device, shown in Fig. 16, 
using a granular layer sandwiched by two 
distributed Bragg reflectors (DBRs) consisting 
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Figure 17. Photoluminescence spectrum of 
Mn-difiused layer on CdGeP2. The excitation 
source is a He-Cd laser with A.=325nm. Meas-
urement was carried out at 298K. 

of GaAs/AlAs multilayers. Enhancement of the 
Faraday effect was observed, although the 
Faraday rotation is stiU insufficient for prac-
tical use. [40] 

6. CHALCOPYRITE-TYPE 
SEMICONDUCTORS 

MAGNETIC 

Ternary semiconductors of I-III-VI2 and 
II-IV-V2 types are ternary analogs for II-VI 
and I i rV compounds, respectively. They crys-
talUze in a chalcopyrite structure that belongs 
to the tetragonal crystal system, the unit cell 
of which is formed by stacking two ZB cell with 
an ordered arrangement of two cation atoms. 
The structure is the same as that of the natu-
ral mineral CuFeS2, from which the name 
"chalcopyrite" is derived. 

A number of studies have been done to 
substitute cations of I-III-VI2 semiconductors 
by transition elements. The solubihty of tran-
sition elements in the riII-Vl2 compounds is 
rather poor except for CuAli-xFejjS2 and 
CuGai-xFejfS2, in which solid-solution is formed 
for the entire range of jc. The magnetic proper-
ties of transition element-doped I-III-VI2 
semiconductors are paramagnetic or anti-
ferromagnetic. 

No systematic studies have been carried 
out to dope iriV-V2 compounds with transition 
elements. Recently, Medvedkin et al. suc-
ceeded in incorporating a high concentration of 
Mn atoms in a CdGeP2 crystal and reported 
that the Mn-doped sample shows ferromag-
netic behavior at room temperature. [41] 

A thin Mn layer of about 30 nm in thickness 
was deposited at 180°C on a CdGeP2 crystal in 
an MBE chamber using a Koiudsen cell for 
evaporation of the Mn source, and this was 
followed by thermal treatment at about 500°C 
for 30 minutes. Prior to the deposition, the 
surface of the single crystal was etched with 
bromine-methanol solution. This treatment 
has been proved to be quite effective for re-
moval of surface contamination and damage in 
II-VI-V2 semiconductors. The RHEED pattern 
of the chalcopyrite structure was recovered 
after anneahng. 

Crystallographic analysis was carried out 
using a Rigaku RAD-IIC diffractometer, and 
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lattice constant change was investigated in 
detail using a RIGAKU RAD-B with an InP 
crystal monochromator. 

Taking into account the ionic radii of Mn, 
Cd and Ge, we assume most of the Mn occupies 
the divalent Cd site. The Mn/Cd ratio analyzed 
by EDX at the surface reaches 53.4% and 
drops rapidly with depth, the values being 
12.7% at 0.6 jum and 0.9% at 2.5 ^m. The av-
erage Mn/Cd ratio was calculated to be 20% for 
an effective thickness of 0.5 jam. 

It was found that the crystal structure of 
the grown layer does not strongly differ from 
the substrate CdGeP2, except for the topmost 
surface, in which a texture formation was con-
firmed. Detailed crystallographic analysis was 
carried out, and it was revealed that the lattice 
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Figure 18. Magnetization curves of Mn-difflised 
CdGeP2 layer, (a) before and (b) after correction 
for diamagnetic part and demagnetization field. 

i 
o 

N 

0.0001 

§) o.oooosl-

I 

-^—\—'—r - i — I — I — I — r 

S=5/2 

0 50 100 150 200 250 300 350 

Temperature (K) 

Figure 19. Temperature dependence of 
magnetization in the Mn-diffused CdGeP2 
layer. 

parameter of an Mn-diffused layer is 0.8% 
smaller than that of the host semiconductor. 

The photoluminescence (PL) spectrum is 
given in Fig. 17, showing a broad emission 
band between 1.6 and 3.6 eV with a peak at 
3.24 eV, which suggests that the new material 
CdMnGeP2 grown on the crystal surface of a 
CdGeP2 single crystal is also a semiconductor 
with an enlarged energy gap £^ relative to the 
gap (1.83 eV) of the host semiconductor. 

Magnetization was measured using a vi-
brating sample magnetometer (VSM) with a 
temperature-controlling attachment. Fig. 18(a) 
shows raw data of the magnetic hysteresis 
curves of the CdGeP2-Mn system measured at 
room temperature (298 K). Straight lines rep-
resent in-plane magnetization, and dots rep-
resent perpendicular magnetization. The 
curves are clearly composed of diamagnetic 
and ferromagnetic components. The former 
may be attributed to the host substrate and 
the latter to the new magnetic semiconductor 
layer. Applying suitable corrections for dia-
magnetism and demagnetization fields, fer-
romagnetic hysteresis curves are obtained, as 
shown in Fig. 18(b). The ferromagnetic com-
ponent shows a well-defined hysteresis loop 
with a saturation field Hs of about 3 kOe and 
coercivity He of about 0.4 kOe. The saturation 
magnetization at room temperature was 
3.5x10*4 emu. Assuming that deposited Mn of 
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30 nm in thickness on a 3x5 mm^ surface area 
was completely incorporated into the host 
semiconductor, the magnetization per atomic 
unit was estimated to be 0.956xl0"20 emu/atom, 
from which the gS value was determined to be 
1.03/^.(5^1/2) 

Fig. 19 shows a plot of remanent magneti-
zation as a function of temperature. The curve 
was simulated by molecular field theory. The 
best fit was obtained using the Brillouin func-
tion with iS=l/2. This fact is consistent with the 
spin value estimated from the saturation 
magnetization. The Curie temperature esti-
mated by fitting was 320 K. [42] 
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Figure 20. Spectra of magneto-optical Kerr 
rotation (straight line) and Kerr ellipticity 
(dashed line) of the Mn-diffused layer measured 
at room temperature. 

Spectra of polar magneto-optical Kerr rota-
tion and ellipticity measured at room tem-
perature are shown in Fig. 20. The Kerr rota-
tion is relatively small and is subjected to a 
negative peak at 1.4 eV, a zero-crossing be-
havior at 1.8 eV, and a few peaks between 2 
and 4 eV. The peak Kerr rotation value was 
only 0.065 deg. On the other hand, Kerr el-
lipticity has a distinct negative peak at 1.75 eV 
and gradually approaches zero towards higher 
energies up to 3.8 eV, where a small positive 
peak appears. The energy at which the elUp-
ticity shows a maximum coincides with the 
value of the energy gap of the host crystal. 

Specific Faraday rotation was estimated from 
the Kerr effect and was determined to have a 
value as large 5.2x10^ deg/cm, which is com-
parable to the Faraday rotation of 
Bi-substituted magnetic garnet. [43] 

For detailed analysis of structural charac-
terization and explanation of electronic origin 
of ferromagnetism, further studies on growth 
of well-defined single-phase crystal and char-
acterization of electrical transport properties 
are needed. 

7. ZnO-BASED MAGNETIC SEMICON-
DUCTORS 

Recently, the results of theoretical studies 
based on first-principle calculation have indi-
cated that high 7J ferromagnetism can be re-
alized in an Mn-doped ZnO magnetic semi-
conductor either by RKKY [25] or dou-
ble-exchange [44] mechanism. However, the 
Mn-doped ZnO prepared using laser-MBE by 
Fukumura et al. did not show ferromagnetism. 
[45] Since ferromagnetic interaction is medi-
ated by a high concentration of holes, heavy 
p-type doping is necessary. To solve the diffi-
culty in preparation of p-type ZnO, a co-doping 
process has been proposed. [46] Recently, Ta-
bata et al. succeeded in preparation of heavily 
Co-doped ZnO films and found that Curie 
temperature is as high as 290-380 K. [47] 
Further studies are necessary to elucidate the 
mechanism of high Tc ferromagnetism in 
ZnOCo. 

8. CONCLUSIONS 

Various kinds of magnetic semiconductors 
have been studied extensively to determine 
their potential as next-generation spintronics 
materials. Developments in epitaxial growth 
techniques and in doping technology have en-
abled us to pioneer on a new paradigm of 
magnetic semiconductors. Some protot5T)e ex-
periments show a high potential of new func-
tional devices using spin-dependent phenom-
ena of magnetic semiconductors. 

Room-temperature ferromagnetism has 
been strongly required for practical applica-
tions of magnetic semiconductors. Recently, 
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stabilization at room temperature of car-
rier-induced ferromagnetism relative to anti-
ferromagnetism has been predicted by theo-
retical studies. A number of experimental at-
tempts have been made to bring the theoreti-
cal prediction into reality, and recently several 
groups have announced observation of 
room-temperature ferromagnetism in different 
materials, although further studies are needed 
to estabUsh the electronic origin of ferromag-
netism and their preparation techniques. 
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X-Ray Characterization of Epitaxial Layers 

Y. Takeda and M. Tabuchi 

Department of Materials Science and Engineering, Graduate School of Engineering, Nagoya University 
Furo-cho, Chikusa-kxi, Nagoya 464-8603, Japan 

In this chapter, two techniques of X-ray characterization for epitaxial layers, especially heteroepitaxial layers, 
are described. Major interests in the characterization of heteroepitaxial layers are 1) the lattice-distortion due to 
lattice-mismatching that is commonly observed in heteroeptaxy, 2) interface abruptness, and 3) thickness and 4) 
composition of embedded layers. To investigate those layer structures, a regular 0-26 dififractometer 
measurement and a crystal truncation rod scattering technique are used for several examples. 

1. INTRODUCTION 

X-ray diffraction is a traditional and very 
powerful technique that is indispensable for crystal 
structure analysis. There are many textbooks on X-
ray diffraction and X-ray crystallography, which are 
well-written and worldwide bestsellers. Using X-
rays, there are many other characterization 
techniques such as X-ray fluorescence 
measurements, EXAFS and XANES measurements, 
EPMA, XPS, small angle scattering and so on. The 
crystals can be perfect single crystals, thin epitaxial 
layers, polycrystals, powders, oriented, and 
misoriented. 

In this chapter, we would like to focus only on 
two techniques, i.e., 1) the X-ray diffraction for 
characterizing the lattice-distortion due to lattice-
mismatching that is quite often a problem in the 
heteroepitaxy of single crystals and 2) the X-ray 
crystal truncation rod scattering for characterizing an 
extremely thin heteroepitaxial layers embedded 
(quantum well layers as thin as several A) and 
interface structures. We would further like to 
discuss those characterizations in conjunction with 
growth processes. Several examples studied by us 
will be taken and characterization results will be 
demonstrated. 

2. LATTICE DISTORTION AND 
SYMMETRIC/ASYMMETRIC REFLECTIONS 

2.1. Coherent growth and symmetric reflections 
Fig. 1 (a) schematically illustrates an epitaxial 
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Figure 1. (a) An epitaxial layer with a larger lattice 
parameter and (b) an epitaxial layer with a smaller 
lattice parameter are grown coherently on a (001) 
substrate surface. All the lattices are originally 
cubic. The insets are diffraction peaks from the 
epitaxial layer (at %) and the substrate (at Og). 
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layer with a larger (cubic) lattice parameter grown 
coherently on a (001) substrate surface. Due to the 
coherency of the lattice parameters in plane, the 
cubic lattice is tetragonally distorted with the 
perpendicular lattice parameter elongated. In this 
case the diffraction peaks from the epitaxial layer (at 
8E) and the substrate (at 0s) are located as shown in 
the inset when a regular 9-29 dififractometer is used 
for the symmetric reflections from (00/) planes (see 
Fig. 3 (a)). 

In the case of a smaller (cubic) lattice parameter 
in the coherent epitaxial layer, the lattice is under a 
tensile stress as in Fig. 1 (b) and the diffraction 
peaks are observed as shown in the inset. When 
the Bragg law. 

2dsin9=X (1) 

is applied to Figs. 1 (a) and (b), the lattice parameter 
CE is easily obtained from the plane spacing d^ as 
d^=c^H4^ in the case of (004) plane. However, we 
do not know whether the layer with the lattice 
parameter ag is partly strained (Fig. 2 (a)), 
coherently grown (b), or strain-free (c). 
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Figure 2. Relationships between the substrate lattice 
and the epitaxial layer lattice. The cubic lattice is 
partly strained (a), coherent (b), or strain-free (c). 

We want to distinguish those three cases (a), (b) 
and (c), i.e., to measure the lattice parameters in 
plane (aE=a', as or CE). TO do this, asymmetric 
reflections are measured. Since the lattice planes 
nonparallel to the growth direction (here it is [001]) 
contain both information of lattice parameters 
parallel and perpendicular to the growth direction, 
the in-plane parameter aE should be deduced from 
the asymmetric reflections, 
assumed to be known. 

as and then 9s is 

2.2. Asymmetric reflections 
In Fig. 3, symmetric reflections (a) and 

asymmetric reflections ((b) and (c)) from the 
epitaxial layer and the substrate are shown. The 
relationships among the measured angles at the 
Bragg condition are 

Di = 9s-9E-<t) 
D2 = 9s-9E + <t) 

(2) 
(3) 

and those peak positions are illustrated in the insets. 
From Eqs. (2) and (3), 

<|) = (D2-D,)/2 (4) 
(5) 

Under the condition that 9s (or 9 E ) » A 9 , in other 
words, if the difference between as and CE is small 
enough, the equation 

Ad/d«"(cot9)A9 (6) 

is obtained from Eq. (1). 
In a general case such as Fig. 2 (a), let CE=as 

+Aa-̂  and aE=as+Aâ .̂ For the (004) reflection, Eq. 
(6) is easily deduced as 

Adooydso(w=^aVas« -(cotOs^o )̂ ^%04 (7) 

and is measured by symmetric reflections. 
Then, let us consider the (hkl) plane [1]. The 

plane spacings are 

dsMr=as/V(A'+A'+/̂ ) (8) 

for a cubic lattice (the substrate crystal is cubic in 
our example) and 

dE«rl/V{(/^+A^)/aE'+/^V} (9) 

for a tetragonal lattice (the epitaxial layer is 
tetragonally distorted in our example). Using Eqs. 
(8) and (9), Ad;̂ /dsM/=(dEM/-dsM/)/ds/,« is obtained as 

MJd^f^{(h^+l^)A3!%+PAsi^/a^}/(h''+lc'+P) (10) 

Since AaVas is obtained from Eq. (7) and Ad^^/ds;^ 
is measured by the asymmetric reflection for the 
(hkl) planes and is equal to-(cot9sM/) A9;^, the 
remaining Aâ Vas is calculated from Eq. (10). Thus, 
the lattice parameters of the distorted epitaxial layer 
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are obtained as aE=as+Aâ ^ and CE=as +Aa-̂ . 
Examples of the symmetric and asymmetric 

reflections from (004) and (115) planes are shown in 
Fig. 4. The epitaxial layer is AlxGâ ^Sb with the 
thickness about 2 îm grown by liquid phase epitaxy 
on a [001]-oriented GaSb substrate. The crystal 
structure of Al̂ Gai.xSb and GaSb is the zincblende. 
as of GaSb is known as 6.096A. The wavelength 
of X-ray is 1.5405A of Cu K^^. Using those 
measured data of AÔ ô , Dj and D2 and from Eqs. (5), 
(7) and (10), 

AaVas=+3.418x10-' 
Aa/Vas=+4.3x10-̂  

are calculated. These results indicate that the 
AlxGai_xSb epitaxial layer is under a compressive 
strain as in Fig. 1 (a). The lattice is elongated to 
the growth direction and the lattice in plane is 

Di = - 3 8 1 s e c — I 
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Figure 3. Symmetric reflections (a) and asymmetric 
reflections ((b) and (c)) from the epitaxial layer and 
the substrate. In (b) the incident X-ray is from the 
left-hand side and in (c) it is from the right-hand side. 
(|) is the plane angle. 

Figure 4. Examples of the symmetric and 
asymmetric reflections from (004) and (115) planes. 
The sample is an Al̂ Gai.xSb layer with the thickness 
about 2 Jim grown by liquid phase epitaxy on a 
[001]-oriented GaSb substrate. 
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closely matched with that of the substrate. 
A series of data are plotted in Fig. 5. The 

lattice parameter along the growth direction 
increases linearly with the increase of the Al atom 
fraction in liquid X̂ AI- However, at X^AI=0-012 
AaVas shrinks and Aâ Vas increases. This is due to 
the strain relaxation of the lattice by the introduction 
of misfit dislocations, i.e., the layer is beyond the 
critical thickness. 

, sin^(;iA^ife)sin^(;»A^2/:) sin^jJtNsl) 

sin (JTA) sin ( ^ ) sin i^l) 
(11) 

where hkl are the Mirror indices. When h and k are 
fixed and only / is variable, the Laue equation is 
written as 

L = Const. 
sin^(;rA^3/) 

sin^(jrf) 
(12) 
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Figure 5. Data of AaVag and Aâ Vas are plotted as 
functions of Al atom fraction in liquid X̂ AI-

3. ATOMIC LAYER CHARACTERIZATION 
BY X-RAY CRYSTAL TRUNCATION ROD 
SCATTERING 

In this section. X-ray crystal truncation rod 
(CTR) scattering measurement is described. By 
this technique, we can reveal the layer thickness, 
composition, lattice parameters, interface roughness 
of embedded layers, and the surface roughness to the 
monolayer scale nondestructively. 

3.1. X-ray CTR scattering 
X-ray CTR scattering is a rod that appears 

around a Bragg diffraction spot in reciprocal space 
(ft-space) [2]. It is caused by the abrupt truncation 
of a crystal at the surface. This can be easily 
illustrated using the Laue equation; 

The function sin (̂;i;A^3/)/sin (̂;r/) with Â 3=10 around 
the index 1=2 is shown in Fig. 6 (a) with the axes in 
a linear scale. With A^3=1000, the function is 
plotted in Fig. 6 (b) again in a linear scale. It looks 
zero except at 1=2. However, in a logarithmic scale, 
a broad tail is observed around 1=2. The envelope 
shape is expressed as Const./sin^(;r/). When this 
wide distribution of the X-ray intensity is plotted in 
A:-space, it looks like a rod or needle that extends 
perpendicular to the (GO/) plane. 

A calculated spectrum, considering the atomic 
form factors, structure factors and others, of an InP 
wafer is shown in Fig. 7 (a) where a broad tail 
around the 002 Bragg peak is displayed. Because 
of this tail, perturbations in the crystal structures, if 
any, can be superimposed on the spectrum and 
becomes observable [2-6]. 

A simulated spectrum for InP with such 
perturbations by insertion of 10 monolayers (MLs) 
Ino.53Gao.47As is shown in Fig. 7 (b). The shape is 
largely modulated due to the X-ray scattering and X-
ray interference caused by the crystal truncation and 
the heterostructure. 

In the spectrum, the surface roughness affects 
the damping of the tail, the layer thickness and the 
difference in lattice parameters in the case of a 
heterostructure change the period and the phase of 
oscillation, respectively, and the interface roughness 
affects the amplitude of the oscillation. Since X-
ray scattering is sensitive to atom species, the 
spectrum is further modulated depending on the 
constituent atoms and their distributions. The 
modulations in the spectrum are especially sensitive 
to the layer thickness in a monolayer or even sub-
monolayer scale since the X-ray wavelength (~1 A) 
is comparable to the lattice spacing (2-3 A) and 
monochromatic [7-13]. 

The CTR scattering spectrum is also sensitive to 
the crystal structure such as the zincblende structure 
and the rocksalt structure of the embedded layer 
even of a monolayer [14-17]. 
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vertical axes. In (c) a widely spread tail is 
observed, which looks like a rod in &-space. 
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Figure 7. (a) shows a simulated CTR spectrum from 
InP wafer with a smooth surface, and (b) shows a 
simulated spectrum for InP with an embedded 10 
ML Ino.53Gao.47As. Schematic structures are shown 
in the insets. 

3.2. X-ray CTR scattering measurement 
The X-ray CTR scattering measurement was 

conducted using synchrotron radiation (SR) at the 
Photon Factory in the High Energy Accelerator 
Research Organization at Tsukuba. The X-ray 
wavelength was set mostly at 1.600 A where the SR 
intensity was highest and the wavelength was far 
enough from the absorption edges of Ga, In, As, P 
and Er, and the effects of anomalous dispersion were 
avoided. The diffraction spots and the CTR 
scattering were recorded using a Weissenberg 
camera on an imaging plate (IP). The recorded 
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patterns on the IP were read out optically and stored 
as digital data. A schematic drawing of the 
measurement system is shown in Fig. 8 and the 
configuration of the X-rays, the sample, and the IP is 
shown in Fig. 9. 

Imaging Plate 

Weissenberg Camera 

Fused Quartz Bent Mirror 

Figure 8. Schematic drawing of CTR measurement 
system using synchrotron radiation. Monochro-
matized X-ray by Si (111) bent crystal is collimated 
to a 0.1 or 0.4 mm spot on sample surface. 

Imaging Plate 

/ Ultra-high sensitivity 
/ Wide dynamic range 

Easy data-procesing 

Surface Orientation 
[001] 

[110] (o axis 

Figure 9. Configuration of sample and imaging 
plate with respect to incident X-ray beam. 
Scattered X-ray is recorded on the imaging plate. 

The diffraction spot and CTR spectrum around 
the 002 or 004 Bragg peak were used. By 
subtracting the background X-ray diffuse scattering 
from the measured X-ray intensity spectra around 
the Bragg point, we obtained the CTR spectra. It is 
essential to subtract the background diffuse 
scattering to obtain correct CTR spectra for a 
quantitative analysis. The strong X-ray beam from 
SR is necessary to obtain good-quality signals in the 
tail part of the spectra where most of the CTR 
signals are superimposed. The X-ray CTR 
scattering intensity varies in a wide range from 10̂  

to 10̂ . An example of the CTR spectra recorded 
on the IP is shown in Fig. 10. Around the Bragg 
point a round area due to diffuse scattering is seen 
and the horizontal line extending both sides of the 
Bragg point is the CTR scattering. The modulation 
of intensity is clearly seen on the rod. The CTR 
spectrum that is plotted after subtracting the diffuse 
scattering in Fig. 10 is shown in Fig. 11. 

Index / that is the abscissa of Fig. 11 means the 
index in A-space. We measured the X-ray CTR 
scattering along the [00/] direction that is normal to 
the surface of the samples. 

Figure 10. CTR spectrum of InP/InGaAs(3]VlL)/InP 
recorded on imaging plate. Horizontal line is the 
CTR of which intensity is modulated. Vertical 
thick line is due to saturation of photomultiplier of 
the IP reader and round white area is due to diffuse 
scattering. 

- I 1 1 1 1 1— 

InGaAs 3ML 

1.6 1.8 2 

Index 
2.2 2.4 

Figure 11. CTR spectrum that is plotted after 
subtracting the diffuse scattering in Fig. 10. / is the 
index of [00/] direction. 
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3.3. Model structures 
To analyze the CTR scattering data, we need a 

model structure to generate a CTR spectmm with 
several fitting parameters. We assumed model 
structures shown in Figs. 12 and 13. 

x=Xhexp(-n/d) (13) 

V̂ 
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. . . U . . LJ.J 

IIZZI InP:As l l l i : 
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Layer Structure As Composition 
(InPi-xAsx) 

Figure 12. Model structure for InP/InPAs/InP. A 
space between two horizontal lines corresponds to 1 
ML. As distribution is step-wise though the 
distribution function assumed is x=Xhexp(~n/d). 
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Figure 13. Model structure for InP/InGaAs/InP. 
Parameters are assigned separately for group-Ill and 
group-V atoms. 

The model structure in Fig. 12 is for the case of 
AsHj-exposed and capped InP, i.e., InP/InPAs/InP 
and is slightly modified for InP/InErP/InP. This 
model contains parameters such as n̂ ., %, x ,̂ d̂ , d̂ , 
<Az^>, and c/a. Here, n̂ . and % are the thicknesses 
of the cap layer and the heterolayer, respectively. 
Xh denotes the As composition of the heterolayer that 
is formed by the As and P atom exchange during the 
AsHj-exposure period. d̂  and db denote the 
distributions of As atoms in the InP cap layer and in 
the InP buffer layer, respectively. In tiie model, the 
As distribution is assumed to be represented by the 
formula 

where n in units of ML is the distance from the 
upper or lower interface, and x is the As 
composition of InPj.^As^ in the layer at the distance 
n [ML] from the interface, d is equal to dc in the 
cap layer and equal to d̂ , in the buffer layer. <Az^> 
is the mean square deviation that represents the 
roughness of the surface, c/a is the ratio of the 
lattice constants normal (c) and parallel (a) to the 
surface. Coherent growth is assumed and then a is 
constant. When the ratio is not equal to 1, there is 
a tetragonal distortion of the lattice in the InPj.^As^ 
layer. The c/a value is dependent on the 
composition. In the list of c/a, the value at the 
composition x=l (of InAs in the case of InPi.^As^) is 
shown for simplicity where a linear dependence on 
composition is assumed. 

The model structure in Fig. 13 is for the case of 
InP/InGaAs/InP single quantum-well. Parameters 
contained in this model are basically the same as in 
Fig. 12, but parameters are assigned separately for 
group-in atoms (Ga and In) and group-V atoms (P 
and As) with subscripts IE and V to each parameter. 

For the CTR spectrum calculation, kinetic theory 
was used [18]. Comparing the calculated spectrum 
and the measured data, we determined the best-fit 
values of the above parameters at the lowest R-
factor (residual error ratio). 

3.4. R-factor and fitting accuracy 
A value that is calculated as 

^1 (Measured value)- (Calculated value) | 

(Number of measured points) 
(14) 

is usually called as the "R-factor". We used the R-
factor to evaluate the curve-fitting quality realized 
by a set of parameters. When the R-factor is less 
than 0.02, we considered that the calculated curve 
fitted well to the measured data. 

The accuracy of each parameter determined was 
different. Some of the parameters were very 
accurate since they affect largely the X-ray CTR 
spectrum. For example, the parameters related to 
the layer thicknesses (n^ and n j were very accurate. 
If one of these parameters change only 1 ML, 
obtained spectrum is utterly different. The 
parameters related to the composition of the 
heterostructures (x^) and the parameter c/a were also 
accurate. If one of these parameters change by 
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1-2%, the R-factor increases about 10%. On the 
other hand, the parameters related to the 
distributions of atoms (dg and d )̂ were not so 
accurate since they did not affect the spectrum so 
seriously. Even if one of these parameters changes 
by 20%, the R-factor increases only about 5%. 

3.5. Sample Preparation 
In the OMVPE, AsHg and PH3 were used as 

group-V sources and TMIn (trimethylindium) and 
TMGa (trimethylgallium) as the group-in sources. 
(OOl)-oriented InP was used as the substrate. 
During the growth and exposure, the reactor 
pressure was kept at 76 Torr and the growth 
temperature at 600°C. These growth conditions 
were previously found as the optimum conditions for 
obtaining high-quality InP/Ino.53Gao.47As/InP 
quantum-wells [19]. A typical example of gas flow 
sequence for growth of InP/InGaAs/InP single 
quantum-well structure is shown in Fig. 14. ASH3 
and PH3 are switched twice to form the double 
heterostructure. The interface and/or quantum-
wells were capped with 20-150 A of an InP layer all 
in the continuous gas flow sequence. 

We investigated the As/P atom exchange at the 
interfaces, the Ga and As distributions in the 
quantum-well, and Er distribution in 6-doped InP by 
the X-ray CTR scattering. 

Specific procedure for sample preparation is 
described in each section. 

3.6. AsH3-£xposed InP/InPAs/InF 
The experiments of AsH3-exposure to InP were 

conducted to study the effect of the purge sequence, 
which appears in the growth sequence of 
InP/InGaAs/InP structures (Fig. 14) [7-9]. The 
purge sequence is unavoidable to grow 
heteroepitaxial layers, which consist of different 
group-V atoms, and is considered to affect largely 
the structure at the interface. 

The samples were prepared by exposing the 
grown InP surface to ASH3 and capped by a 20 A 
InP layer in one continuous gas sequence as shown 
in Fig. 15 and the schematic layer structure of the 
samples is shown in Fig. 16. (OOl)-oriented InP 
was used as the substrate. The exposure time was 
varied from 0.5 to 30 s. During the growth and 
exposure, the reactor pressure was kept at 76 Torr 
and the growth temperature at 600°C. 

3.6.1. X-ray CTR spectra 
All the measured X-ray CTR spectra for the 

2s 0.5s 2s 0.5s 
Time 

Figure 14. Gas flow sequence for growth of 
InP/InGaAs/InP single quantum-well structure. 
The carrier gas hydrogen is supplied continuously 
but not shown here and hereafter in the similar 
figures. 

Time 
0.5, 1, 2, 8,12, 30s 

Figure 15. Gas flow sequence to study ASH3-
exposure effect. 

Cap layer: InP (20A) 

Buffer layer: InP (lOOOA) 

Substrate: InP 

•^— AsH3-exposed surface 

Figure 16. Structure of measured samples. 

AsH3-exposed samples are shown in Fig. 17. The 
shoulders observed in the figure at / around 2.1-2.2 
reflect information of As atoms contained in InP 
since this part changes successively with increasing 
exposure time. 

The model structure used is the same as in Fig. 
12. Figure 18 shows an example of curve fitting. 
Data points close to the 002 Bragg point were 
omitted from curve fitting since the kinetic theory is 
not correct when the diffraction is too strong. 
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Table 1 
Values of fitting parameters that give the best-fit to measured CTR spectra of AsHj-exposed 
samples. 

He (ML) 
n,(ML) 
Xh(ML) 
de(ML) 
db (ML) 
<AZVML^) 

c/a 
R-factor 

0.5s 

7 (20.5A) 
1 

0.291 
0.525 
0.442 
0.088 
1.087 

0.0145 

Is 

7 
0 

0.275 
1.02 

0,393 
0.084 
1.091 

0.00905 

2s 

7 
0 

0.294 
1.41 

0.497 
0.155 
1.078 

0.00927 

8s 

7 
1 

0.279 
3.10 
1.40 

0.269 
1.061 

0.0205 

12s 

8 (23.5A) 
0 

0.318 
2.15 
0.791 

0.00375 
1.087 

0.0133 

30s 

7 
1 

0.210 
3.10 
0.720 
0.212 
1.073 

0.0157 

The parameters for the heterostructures obtained 
at the best fit are listed in Table 1 together with the 
lowest R-factors at each best-fit. 

3.6.2. Results and discussion 
a. Layer thicknesses, surface roughness and lattice 
distortion: In Table 1, most of the n̂  values (the InP 
cap layer thicknesses) are 7 ML (20.5 A) which is 
quite close to the designed layer thickness of 20A. 
The % values are 1 or 0. The difference is not very 

meaningful in the analysis of the As distribution. It 
slightly changes the shape near the peak As 
composition. 

The <Aẑ > values are much less than 1 ML .̂ 
This means that even if there are steps of 1-ML 
height, the smooth terraces predominate dips or 
plateaus on the surface of the InP cap layer. The 
c/a values are between 1.06 and 1.09. c/a in the 
coherently grown InAs between InP layers is 
calculated to be 1.068 using a simple elastic model 

p 
d 
>> 

I 

X 

1.7 1.9 2 2.1 

Index i 
Figure 17. Measured CTR spectra. Exposure time 
is shown at the left ends of each spectrum. Data 
for 0.5 s-exposure is plotted at the measured scale 
and others are shifted upward by one order of 
magnitude for clarity. 
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Figure 18. An example of curve fitting. Data 
points around 002 Bragg point were not used for 
curve fitting since the kinetic theory that was used 
for calculation is not correct when diffraction is too 
strong. 
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[20] with stiffnesses Cn (=8.651011 [dyne-cm-^]) and 
Ci2 (=4.851011 [dyne-cm-^]) of InAs. The obtained 
c/a values at the best fit are quite close to the 
calculated one. 

b. As atom distribution: The important parameters 
for discussion of atom exchange are x ,̂ d̂  and d|, 
which describe the amount and the distribution of As 
atoms due to the AsHs-exposure of the InP surface. 
The distributions of As atoms calculated using these 
three parameters and the cap layer thicknesses (nj 
are shown in Fig. 19. Considerable amounts of As 
exist in each sample. 

In Fig. 19, two features are readily observed. 
Firstly, the As compositions at each peak are almost 
the same, i.e., -0.3 in all the AsHs-exposed samples 
in spite of very different exposure times. There 
must be some mechanism that stops the exchange at 
that composition, e.g., the formation of a surface 
reconstructed structure. Secondly, the distributions 
of As atoms in the cap layer and in the buffer layer 
are very different. In order to make this difference 
distinct, As amounts, which are equal to the integral 
of As composition with the layer thickness in units 
of ML, in the cap layer (o) and in the buffer layer (•) 
are plotted as functions of the exposure time in Fig. 
20. In the figure, the bars indicate ambiguity of 
values at the R-factor of ±1%. Here, we defined 
the layer whose As composition was at maximum 
was the top of the buffer layer. From Fig. 20, it is 
clear that with increasing exposure time, the 
amounts of As atoms taken in the cap layer increase 
steeply for the first few seconds and appears to 
saturate after about 10 s. On the contrary, the 
amounts of As atoms in the buffer layer are about 
0.3 ML and independent of the exposure time. 

3*6.3. Summary 
X-ray CTR scattering measurement was 

conducted for samples prepared by exposing the 
grown InP surface to AsHg and capped by InP to 
reveal the As/P exchange process that is unavoidable 
during the growth of the heterointerface. By the 
analysis of the CTR spectra for samples with 
different exposure times, we obtained the As atom 
distribution profiles in the samples. 

It was found that considerable amounts of As 
atoms existed in all the samples though the InP 
surface was only exposed to ASH3, and that the P 
atoms on the surface were quite quickly exchanged 
by the As atoms. The exchange stopped at the As 
composition of 0.3, probably due to formation of a 

surface reconstructed structure. 
The long tail of As atom distribution in the cap 

layer was probably due to the memory effect of the 
As on the reactor wall. 

Since the long tail of As distribution in the cap 

0.5s 

h 
0.291 

lAmount ofl 
As atomsf 

(ML) 

h 0.375 

1s 

Exposure Time 

2s 8s 12s 30s 

h 
0.275 

0.464 
I I I • I 

0.294 

0.624 

0.279 

1.203 

0.318 

I 0.648 

0.210 

0.773 

0 0.4 0 0.4 0 0.4 0 0.4 0 0.4 0 0.4 

As composition 

Figure 19. Profiles of As atom distribution in each 
AsHj-exposed sample. As compositions at peak of 
AsHg-exposed surfaces are almost the same, i.e., 
-0.3. From the area of the profile the amount of As 
atoms is calculated and shown in the bottom of each 
profile. 
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O In the cap layer 

• In the buffer layer 

10 20 
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Figure 20. Amounts of As in the cap layer (o) and in 
the buffer layer (•) as functions of exposure time. 
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layer is a serious obstacle to obtain a sharp 
heterointerface, a proper gas sequence is needed. 
Based on the present analysis, even the exposure 
time of 0.5 s is long enough to cause the As 
distribution into a few MLs. 

3.7. InP/InGaAs/InP 

3.7.1. Ga and As distributions in InP/lnGoAs/InP 
Here, we will show the distributions of both Ga 

and As in the OMVPE-grown InP/InGaAs/InP 
single quantum-wells [10, 12, 13]. CTR spectra 
from InP/InGaAs(m ML)/InP with m=l, 2, 3, 4 and 
5 are shown in Fig. 21. Each spectrum is shifted 
upward by one order of magnitude for clarity. 
Oscillatory peaks on both sides are mainly due to 
interference of X-ray in the single 20 A InP cap 
layer and the single InGaAs-well layer. It does 
demonstrate that the spectra change clearly by each 
sample and that the CTR scattering has a resolution 
oflML. 

For simplicity, InP/InGaAs(3ML)/InP single 
quantum-well (denoted as InGaAs-3ML) and 
InP/InGaAs(5ML)/InP single quantum-well 
(denoted as InGaAs-5ML) samples were taken for 
analysis and discussion of the distribution profiles. 
The samples were prepared by a low-pressure 
OMVPE on InP (001) substrates. The growth 
temperature was 600°C. The gas flow sequence 
was shown in Fig. 14. The PH3 and ASH3 flow 
rates were 20 sccm and 2 seem, respectively. InP 
buffer layer was 700 A and InP cap layer was 20 A. 

3.7.2. Model structure 
We assumed the model structure as shown in Fig. 

13. This model contains parameters such as n̂ oa, 
nhGa, XhGa, d̂Qa and dfeQa for Ga atom, and n̂ As, ĥAs, 
XhAsj dcAs and dbAs for As atom, n̂  and % are the 
thicknesses of the cap layer and of the well layer, 
respectively, and defined separately for Ga and As 
atoms. XhGa and Xĥ s denote the Ga and As 
compositions in the well layer, respectively, and 
needless to say XhGa+Xhi„=l and XhAs+Xhp=l from 
stoichiometry requirement. d̂  and d̂  are the 
extension of As or Ga atoms into the InP cap layer 
and into the InP buffer layer, respectively. The Ga 
and As distributions are assumed to have the 
formula 

X(Ga, As)=Xh(G3, As)exp(-n/d) (15) 

where n [ML] is a distance from the upper or lower 

10̂  

10̂  

c 

s 
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10̂  
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Figure 21. CTR spectra from InP/InGaAs(l, 2, 3, 4 
and 5ML)/ InP samples. The spectra change 
clearly by each sample from bottom to top, 
indicating that the CTR spectrum has a resolution of 
IML. 

interface, d is A^Q^ or d̂As in the cap layer, and dboa 
or dbAs in the buffer layer. The InGaAs well layer 
is assumed to grow coherently with InP and thus the 
lattice-distortion, if any, is expressed as c/a where c 
is the lattice parameter of InGaAs normal to the 
surface and a is that parallel to the surface and equal 
to that of InP. This model contains as many as 12 
parameters to fit the model curve to one 
experimental curve and seems to have too much 
freedom of fitting. However, the CTR spectrum 
has the amplitude, phase shift, period, and decay as 
independent physical variables, and also the 
scattering factors for Ga atom and As atom (at the 
same time for In atom and P atom) are different. 
From the simulation and previous experiments, we 
know that in InP the Ga atoms tend to enhance the 
shoulder (amplitude) at the lower index and the As 
atoms enhance the shoulder at the higher index. 
The best-fit parameters at the lowest R-factor 
converged to quite a narrow range of the parameter 
values. 

3.7.3. Results and discussion 
In Fig. 22, obtained Ga and As profiles for 

InP/InGaAs/InP with the designed InGaAs well 
thickness of 3 ML and 5 ML (designated as InGraAs-
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3ML and InGaAs-5ML, respectively) are shown. 
The vertical axis is in units of ML and 1 ML is about 
2.9 A for InP (001) orientation. First of all, Fig. 22 
clearly shows the Ga and As distributions to 1-ML 
resolution and the widths of the well layers are 
almost equal to those designed. Total amount of 
As in InGaAs-3ML is calculated to be 2.8 ML and 
that in InGraAs-5ML to be 4.2 ML. Total amount 
of Ga in InGaAs-3ML is calculated to be 1.0 ML 
and that in InGaAs-5ML to be 1.8 ML. The total 
As amounts are quite close to those designed, but the 
total Ga amounts are by 20-30% less than those for 
the lattice-matching composition (0.47x3ML for 3 
ML and 0.47x5ML for 5 ML). 

As in the case of AsHj-purged InP, the lower 
interface of InGaAs/InP is somewhat graded because 
there is atom exchange during the change of group-
V source gas from PH3 to AsHg. Since this atom 
exchange takes place during the same period of the 
source gas change for InGaAs-3ML and 5ML, the 
areas of the graded composition in both lower 
interfaces are quite similar. It is also natural that 
there is a composition grading at the upper interface 
of InP/InGaAs. It is understood that the tail is 
longer in InGaAs-SML since more amounts of As 
source gases remain on the reactor wall. It should 
be noted, however, the X-ray does not have a high 
spatial resolution and the interface roughness is also 
represented as the interface grading, in both top and 
lower interfaces, if the rou^ness is smaller in area 
than the X-ray coherent length (~1 (im). 

As far as the CTR analysis is concerned, the 
thickness difference is very sensitively reflected to 
the modulation period of the spectra and other 
combinations of n̂ oa and n̂ As failed in fitting to the 
CTR data points. An example of the effect of the 
layer thickness n̂ As on the spectral change is shown 
in Fig. 23. Since there are no other techniques to 
reveal the profiles to this resolution, it is not possible 
to make a further comparative evaluation of the 
accuracy. We have been using the resultant total 
amount of As in the layer as a test of the accuracy. 
It is because the amount of As at this concentration 
can be measured by fluorescence X-ray using SR as 
the excitation source [7, 11] and also because the 
total amount of As can be accurately controlled by 
the AsHj flow rate and flow duration by mass flow 
controller even though the distribution profile may 
not be controlled perfectiy as expected by the gas 
switching sequence. 

3.7.4. Summary 

The distributions of Ga and As atoms in the 
OMVPE-grown InP/InGaAs/InP single quantum-

InGaAs-3ML InGaAs-5ML 
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Figure 22. Profiles of Ga and As atom distributions 
in InGaAs-SML and InGaAs-5ML samples. Well 
thicknesses are close to those designed, but longer 
tails to the cap layer are observed in InGaAs-SML. 
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Figure 23. Effect of layer thickness nĥ s on the 
spectral change. Dotted line is the curve calculated 
with n̂ As 1 ML added to the best-fit value and dash-
dotted line with nĥ s 1 ML subtracted from the best-
fit value. Only 1-ML difference affects the spectral 
shape largely. Since the wavelength of the X-ray is 
~1 A, it is a good measure for the lattice spacings. 
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wells with 3 ML and 5 ML InGaAs-well were 
investigated by the modulation of X-ray CTR 
scattering caused by X-ray interference in the 
heterostructures, which results in CTR spectra. 
The CTR spectrum extending around 002 Bragg 
point was taken. By curve fitting of theoretical 
CTR spectrum to the experimental data, the Ga and 
As distributions were obtained to 1-ML resolution. 
Graded heterointerfaces at InP/InGaAs and 
InGaAs/InP extending into several monolayers were 
revealed. The widths of the well layers were 
almost equal to those designed. The total As 
amount was quite close to the designed one, but the 
total Ga amount was by 20-30% less than that for 
the lattice-matching composition. 

3.8. InP/InErP/InP 
There is a considerable interest in achieving 

good quality heterostructures of semimetallic 
compounds (RE-V) between rare earth (RE) 
elements and group-V elements on III-V 
semiconductors, which may lead to new electronic 
devices such as resonant tunneling devices [21]. 
ni-V compound semiconductors themselves have 
been applied to various electronic and optical 
devices using heteroepitaxial techniques. To add 
new functions to these ni-V semiconductor devices 
by utilizing the semimetals of RE-V compounds, a 
technique to grow RE-doped layers epitaxially on 
ni-V semiconductors and a technique to characterize 
the structures are necessary. 

From this point of view, we have been studying 
6-doping of Er in InP [14-17]. For 6-doping, both 
of an Er doping process itself and a selective layer 
doping technique are required. At the same time, it 
is necessary to establish a characterization technique 
that can evaluate the thickness, the composition, the 
crystal structure, and the crystalline quality of the 
extremely thins layers. 

In this section, the X-ray CTR scattering and 

5min 
Time 

interference measurements are applied to study the 
Er 6-doped InP. The layer thicknesses and the 
distribution of Er in the 6-doped layer are clearly 
obtained, as is usual, by the X-ray CTR scattering 
analysis. In addition, it is demonstrated that the 
crystal structure of the 6-doped layer is determined. 

3.8.1. Sanqfle preparation 
The Er 6-doped InP sample was grown by 

OMVPE with a vertical quartz reactor at 76 Ton-
using TMIn (trimethylindium), TBP 
(tertiarybutylphosphine), and Er(MeCp)3 
(tris(methylcyclopentadienyl)erbium) as source 
materials. Er(MeCp)3 was maintained at 100°C 
and introduced into the reactor by H2 flow of 125 
seem. The time sequence of source gases to grow 
the Er 6-doped layer in InP is shown in Fig. 24. 
The growth temperature was 530°C. Undoped InP 
buffer layer of 1000 A in thickness was grown on 
Fe-doped InP (001) substt-ate. The TMIn supply 
was stopped to suspend the growth of InP, and the 
Er source was supplied for 5 min for 6-doping of Er 
on InP. Finally, a lOOA-thick undoped InP cap 
layer was grown. Before and after supplying the Er 
source, purge periods of 30 s were inserted to ensure 
the source gas change. TBP was continuously 
supplied during these steps. 

3.8.2. Model structure 
The model of the layer structure is schematically 
shown in Fig. 25. This model contains seven 
parameters, i.e., n̂ , nî  d̂ , d̂ , x̂ , <Az^>, and c/a 
similar to the model shown in Fig. 12. The main 
difference is that the layer is composed of InErP 

<Azh' 

Figure 24. Gas flow sequence for growth of Er 6-
doped InP. 

Layer Structure 

Figure 25. Schematic drawing of the model structure 
and Er distribution. 
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instead of InPAs and the crystal structure is not 
necessarily the zincblende. As will be described 
later, Er atoms were assumed to be either 
substitutional or interstitial impurity in InP matrix. 
When the Er atoms are included in a layer as 
substitutional or interstitial impurity, the 
composition of the layer should be represented as 
Ini.xEr^P or InEr^P, respectively. 

dc and db denote the extension of the Er atoms 
into the InP cap layer and into the InP buffer layer, 
respectively. The Er distribution is assumed to 
have the formula 

X = Xhexp{-(n/d)^} (16) 

where n [ML] is a distance from the upper or the 
lower interface. x^ and x are the peak Er 
composition in the 6-doped layer and in the layer at 
the distance n [ML] from the interface, respectively. 
In the equation, d is d̂  or di,. 

In order to investigate the Er atom position in the 
InErP layer, four models of crystal structure were 
assumed for the InErP layer. Those crystal 
structures are schematically shown in Fig. 26. In 
Fig. 26 (a), Er atoms were assumed to form the 
rocksalt structure ErP. In Fig. 26 (b), Er atoms 
were assumed to substitute the In-site. In Figs. 26 
(c) and (d), Er atoms were assumed to be on the Td 
(tetrahedral)-site with four P nearest neighbors and 
on the Td-site with four In nearest neighbors, 
respectively. Er composition x was varied in each 
monolayer in the curve fitting. 

3.8.3. Results and discussion 
In Fig. 27, the fitting results of the four curves 

calculated with four different positions of Er atoms 
to the measured CTR spectrum around the 002 
Bragg point are shown by white lines. Each pair of 
curves and data was shifted by two orders of 
magnitude to avoid overlapping. The bottom pair 
is shown at the measured intensity. In the process 
of the curve fitting, data of index greater than 2.0 
were given priority, in other words, right-hand side 
of the CTR spectrum was fitted at first. Data near 
the Bragg p e ^ (1.98 < / < 2.02) were excluded from 
the fitting as usual since the intensity may be too 
strong for kinetic theory of the scattering. As 
shown in Fig. 27, measured CTR spectrum was 
fitted very well to the curve that was generated for 
the rocksalt structure ErP, but other curves for 
different crystal structures were unable to fit to the 
whole spectrum. EXAF S measurement of Er 

(a) 

(b) 

(c) 

(d) 

Figure 26. Schematic drawing of model crystal 
structures. In (a), Er atoms were assumed to form 
the rocksalt structure ErP. In (b), Er atoms were 
assumed to substitute the In site. In (c) and (d), Er 
atoms were assumed to be on Td (tetrahedral)-site 
with four P nearest neighbors and on the Td-site 
with four In nearest neighbors, respectively. 



334 

atoms also revealed that the Er atoms in the same 6-
doped samples form the rocksalt structure [22]. It 
was reported that Er atoms formed rocksalt structure 
ErAs in MBE>grown GaAs [23, 24]. 

Values of the parameters at the best fit are listed 
in Table 2. The obtained distribution of the Er 
atoms is shown in Fig. 28 in the monolayer scale. 
The thickness of the InP cap layer (nj is nearly 
equal to the designed value (100 A). When the 
thickness of the InErP layer % as the fiill width at 
half maximum (FWHM) in Fig. 28 is taken into the 
cap layer thickness, (n̂ +nh) is quite close to 100 A. 
The value of <Aẑ > was 0.104 MLl It means that 
the top surface of the InP cap layer was quite flat. 
The value of c/a was 0.983 which is close to the 
calculated value 0.985 with the lattice parameters of 
InP (5.8694 A) and ErP (5.606 A), respectively, and 
the assumed Poisson's ratio of ErP (1/3, to our 

Table 2 
Values of fitting parameters at the best fit to the 
measured data. Er atoms form rocksalt structure 
ErP in the 6-doped layer. 

<Af> c/a Total Er atoms 

30ML(88A) 0.104 ML^ 0,983 0.171 ML 

knowledge there is no data of it) [25]. 
The FWHM of the Er distribution was 5 ML (15 

A). The Er distribution profile is almost symmetric. 
The Er peak composition was 0.032 and the total 
amount of the Er atoms was 0.171 ML. This 
amount is quite close to 0.2 ML, which was obtained 
from the Rutherford backscattering measurement on 
the same sample [14]. 
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Figure 27. Solid circles show the measured CTR 
spectrum around the 002 Bragg point. White lines 
are the best-fit curves calculated with each model of 
the crystal structures in Fig. 26. Each pair of 
curves and data was shifted by two orders of 
magnitude to avoid overlapping. Data near the 
Bragg peak (1.98</<2.02) were excluded from the 
fitting. 

3.8.4. Summary 
The sample of Er 6-doped InP was prepared by 

OMVPE. The 6-doped layer was formed by 
exposing InP surface to Er source gas for 5 min at 
530°C. Layer structure of the Er 6-doped InP was 
analyzed by the X-ray CTR scattering measurement 
and X-ray interference using synchrotron radiation. 
From the result of the measurement and computer 

Surface 

Total Er Atoms 

0.171 ML 

^ ^ = 1 
0.032 

0 0.01 0.02 0.03 0.04 
Er Composition 

Figure 28. Obtained Er distribution. The peak Er 
composition is 0.032 and the FWHM is 5 ML (15 A). 
The amount of Er is calculated as the area of dark 
region. It is 0.171 ML. 
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simulation, we revealed that the Er atoms 6-doped in 
InP formed the rocksalt stmcture ErP. The Er 
distribution was resolved in the order of 1 ML. Er 
atoms in the Er 6-doped InP layer were found to be 
confined in 5 ML (15 A). 

4. CONCLUSIONS 

In the first half, use of asymmetric reflections to 
investigate the lattice-distortion in the 
heteroepitaxial layer due to a lattice mismatching 
was described. Useful equations to analyze those 
distortions from regular 8-26 diffractometer 
measurements were introduced. Those equations 
were applied to an example of AlxGaj.xSb layers on 
GaSb substrates and tetragonal distortion of the 
lattice was analyzed. 

In the second half. X-ray CTR scattering and 
interference measurements were conducted for a 
number of different samples prepared under various 
growth conditions and procedures, using 
synchrotron radiation (SR) as the X-ray source and 
the imaging plate (IP) as the two-dimensional 
detector. By the analysis of the CTR spectra for 
the samples, we obtained the atom distribution 
profiles in the samples. 

In the InP/InPAs/InP samples made by AsHj-
exposure to InP surface, it was found that 
considerable amounts of As atoms existed in all the 
samples though the InP surface was only exposed to 
AsHj, and that the P atoms on the surface are quite 
quickly exchanged by the As atoms. The exchange 
stops at the As composition of-0.3, probably due to 
formation of a surface reconstructed structure. 

The long tail of As atom distribution in the cap 
layer was probably due to the memory effect of the 
As on the reactor wall. 

The distributions of Ga and As atoms in the 
OMVPE-grown InP/InGaAs/InP single quantum-
wells with 3 ML and 5 ML InGaAs-well were 
investigated by the X-ray CTR scattering. Graded 
heterointerfaces at InP/InGaAs and InGaAs/InP 
extending into several monolayers were revealed. 
The widtiis of the well layers were almost equal to 
those designed. The total As amount was quite 
close to the designed one, but the total Ga amount 
was by 20-30% less than that for the lattice-
matching composition. 

The sample of Er 6-doped InP was prepared by 
OMVPE. The 6-doped layer was formed by 

exposing InP surface to Er source gas for 5 min at 
530°C. From the result of the CTR scattering 
measurement and computer simulation, we revealed 
that the Er atoms 6-doped in InP formed the rocksalt 
structure ErP. The Er distribution was resolved in 
the order of 1 ML. Er atoms in the Er 6-doped InP 
layer were found to be confined in 5 ML (15 A). 

Atom distributions at the heterointerfaces and in 
the ultra-thin quantum-wells were revealed in the 
atomic scale by the X-ray CTR scattering and 
interference measurement using synchrotron 
radiation and imaging plate, which cannot be done 
by any other techniques. Those revealed structures 
were close to the designed one in some cases, but in 
most cases are very different from those expected, 
and were compared with the results obtained by 
other indirect techniques and discussed. It was 
concluded that in all cases the X-ray CTR scattering 
and interference measurement is a very powerful 
technique to investigate atomic scale structures at 
the heterointerfaces and quantum wells. 
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Principles and applications of optical crystals; their stoichiometry study 

Shintaro MIYAZAWA 

SHINKOSHA Co. Ltd., 

2-4-1 Kosugaya, Sakae, Yokohama 
Kanagawa 247-0007, Japan 

Optical crystals, which have a transparent range from the near-ultraviolet to infrared regions, are very 
attractive for diverse optical devices. In particular, "active" crystals, which have various optical functions, are 
getting popular. In this lecture, light propagation in crystals is discussed briefly and it is pointed out that light 
propagation is affected by the crystallinity and optical inhomogeneities associated with compositional fluctuations. 
How to obtain optically homogeneous single crystals is discussed in detail using the phase relations of LiTa03 and 
Bi,2X1020 as examples, and their stoichiometry is discussed from the viewpoint of crystal growth. For optical 
devices, compositionally homogeneous single crystals are in high demand. To obtain such crystals, the 
"congruent" composition should be established, and the phase diagram should be. reexamined in some useful 
optical crystals 

1. Introduction 
A large number of oxide and fluoride crystals 

have been synthesized in the past three decades, and 
they are now called "optical crystals". The 
conventional definition of optical crystal; transparent 
to visible light or light of wavelength (380-780 nm). 
Because of this old convention, semiconductor 
crystals are not generally called optical crystals. 
However, modern optical detectors detect light of 
wavelength far outside of the 380-780 nm range. 
Moreover, high-intensity light sources such as lasers 
are now available with wavelengths significantly 
longer or shorter than the visible. Therefore, it is 
well accepted to redefine optical materials to include 
all crystalline materials that have a transparent region 
within the electromagnetic wavelength range from 
-150 nm (ultraviolet) to - SOjum (infrared) the 
ultraviolet (from -150nm) to infrared (up to -50/ / 
tn). 

At present, a large portion of research on optical 
crystals has advanced, and many useful materials 
have been developed artificially in singles using 
various crystal growth technologies. Single 
crystals are grown successfully from a melt by the 
Czochralski (Cz), Bridgmann, Kyropoulas, TSSG-
pulling and Floating-zone (FZ) methods. However, 

these mrthods can grown crystals of various quality, 
which is sometimes a problem. 

This lecture will focus on how to grow single 
crystals of high optical homogeneity by reviewing 
the fundamental issues of optical crystals, and studies 
on establishing their phase diagrams. For a case 
study, the stoichiometry of electrooptic LiTaOj and 
Bi,2Ti02o is described in detail as typical optical 
crystals. These crystal have now remained popular 
by tremendous innovations such as optical WDM 
(Wavelength Division Multiplexing) technology, 
mobile communication systems and photorefractive 
memories. 

2. What is the optical crystal ? 
Classification of crystalline materials based on 

optical properties was well established in optical 
mineralogy, and here we use the basic framework of 
classification of optical crystals [1]. 

2.1. Classification of optical crystals 
All optical crystals are classified into two kinds: 

Isotropic crystals: In these crystals, the speed of 
monochromatic light is independent of the bivration 
direction. In an isotropic medium, the bivration 
direction of a light ray is always perpendicular to the 
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/ f Output beam 

''• Output beam consists of two orthogonally polarized waves, when the 
linearly polarized light enters along an off-direction against the opticaal 

Wave plane axis Z. 

An ellipse cut perpendicular to the input bean 

Input beam 
Figure 1 Relation between the optical indicatrix and light propagation 

ray path direction. Only crystals with a cubic 
symmetry and all amorphous materials such as 
glasses are isotropic. 
Anisotropic crystals : In these crystals , a light ray 
travels with different speeds for different vibration 
directions, and the angle between the vibration 
directions and ray path can differ from 90 ° . 
Moreover, the refractive index varies according to 
the vibration direction of the light. Thus, the 
optical indicatrix is an ellipsoid, as shown in Fig.l, 
instead of a sphere as it is for isotropic crystals. 
Depending on the geometry of the ellipsoid, it is 
necessary to divide the crystals further into two sub-
categories, that depend on their crystal symmetry. 

Crystals with tetragonal, hexagonal, or trigonal 
(or orthorhombic) symmetry exhibit a unique 
refractive index when a light vibrates parallel to the 
crystallographic c-axis (denoted as the extraordinary 
ray; ne). For light vibrating at 90° to the c-axis, 
the refractive index is the same in all 360° directions 
(denoted as the ordinary ray; nj. Crystals with 
this property are usually called "uniaxial crystals". 

Crystals with orthorhombic, monoclinic, or 
triclinic symmetry posses three significant refractive 
indices, commonly symbolized as a , / ? , and y 
in the order from smallest to largest. The shape of 
the indicatrix is a three-dimensional ellipsoid with all 
central sections being ellipses, except for two. 
These later two are circular sections of radius j8. 
Crystals with these types of optical properties are 
called "biaxial crystals". 

2.2. Category of optical crystals 
There are passive and active optical crystals. 

"Passive" crystals are usually optically isotropic, 
whereas "active" crystals are usually single crystals 
with optically anisotropic properties that have many 
attractive optical functions when used with a 
coherent light. 

Optically isotropic crystals are used most 
frequently for windows and lenses. A practical 
example is the cubic and isotropic crystal GGG 
(Gd5Ga30,2), which is used now as a substrate for 
Faraday rotating devices. However, anisotropic 
crystals are also used as window. One is their use 
as a precisely oriented uniaxial single crystal such as 
sapphire (a-Al203) along the optical axis. The 
choice of sapphire is now very attractive because of 
its high mechanical strength and high thermal 
conductivity. Sapphire is also used widely as a 
substrate for recently developed GaN-related micro-
/opto-electronic devices. It is grown by the Cz, 
EFG (Edge-defined, Film-fed Growth) and Vemeuil 
techniques. Use as a "substrate" is another 
functions of optical crystals. 

Anisotropic single crystals are widely used for 
many valuable optical applications. In fact, it is 
precisely the anisotropic properties that are needed 
for applications in the WDM optical information 
system. Such applications include polarizers, 
optical waveplates and wedges for which the crystals 
are "passive". Figure 2 shows how the wedges 
function in an optical isolator with a Faraday rotator 
made of a magnetooptic garnet crystal. The 
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The input beam splits into tivo of polarizations orthogonally to each other, 
and the reflected light does not return into the input beam path. 

Returned beam ^J^ 

input beam 

J5?5fm«g.net^ 

f 

Garnet 
crystal 

^^$$$^ 

I 

3 

Wedge / 
output beam 

beam reflected 
from a fiber 

ptical fiber 

Figure 2 Principle of optical isolator consisted of birefringent wedges and Faraday 
rotating granet crystals. 

typical crystal used here for wedges is rutile (Ti02), 
grown by the Vemeuil method. It has a relatively 
large birefringence ( A n~0.2), which is very 
attractive for beam splitting devices through an 
orthogonal polarization. 

Moreover, most optical crystals are used as host 
crystals for solid-state lasers and optical nonlinear 
frequency conversion. Although the most widely 
used solid-state laser host crystal; YAG (Y5AI3O12) is 
cubic and isotropic, the interesting trend is to look for 
linearly polarized laser sources that are generated 

from anisotropic hosts such as YAP (YAIO3), YLF 
(YLiF4) and others. This is because linearly 
polarized coherent light is demanded for any 
nonlinear wavelength conversion such as harmonic 
generation, sum frequency mixing, and optical 
parametric oscillation. In nonlinear frequency 
conversion, all the optical crystals used at present 
must be highly anisotropic, non-centrosymmmetric, 
and should have a wide optical transparent region. 
Anisotropic crystals have many potential optical 
functions when used with a coherent light. 

Consider the propagation of the light in an isotropic medium : 

from the Maxwell's equation 

, we deduce the following principal equation expressing the propagation of the light of electric field E; 

E = E „ e x p [ i ( a / r - f e ) ] 

= E„exp[ia;(r--^z)l 

= Eoexp[ia/0- j^z)] 

1 1 

VeM -̂ ^^0^ Ve/Co N 

N = n'ix 

= Eoexp[;a;(r--^z)]Xexp(--^z) 

phase term of light amplitude term of light 

Figure 3 Theoretical approach to the propagation of light in solid 
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3. Functions of optical crystals in applications 
To understand the optical functions of optical 

crystals, let us consider the behavior of a light wave 
in a crystal. The crystal gives is a medium where 
the light wave interacts with external signals. For 
simplicity, we here consider the propagation of light 
in an optically isotropic medium. Figure 3 
summarizes a theoretical approach to describe how 
light propagates in an isotropic medium. Eo is an 
amplitude of a input light wave, (x) is an angular 
frequency {=27tf, / ; frequency), /: is a propagation 
constant (=27r/A, usually called the wave number), 
t is time, and z is the propagating length. UJlk is 
then the light's phase velocity in a medium as 
described in Fig.l. In this figure, e is the dielectric 
constant, / / is the magnetic permeability (subscript 0 
means in vacuum), c is the light velocity in vacuum, 
and N is a complex number composed of a refractive 
index n and an extinction number k, as N=n — /^. 

external signals through changes of n, k, or z. 
These external signals are electric, magnetic, acoustic, 
optical, and strain fields. A refractive index of 
crystalline solids is changed by several parameters, 
as is summarized in Fig.4, by means of tensor 
expressions. Strain is also one of the main causes 
for a refractive index change, and hence 
compositional variations and fluctuations in a 
medium cause varying amounts of strains. 

Figure 5 demonstrates schematically optical 
functions of active optical crystals, where the input 
light is modulated by signals applied external to the 
crystal. For example, an applied electric field 
provides a change in refractive index, allowing a 
change in the phase of light. This phenomenon, 
called an electrooptic (EO) effect, is used as an 
optical modulator/switch. The change of the 
parameters n, k or z, as is described in Figl, produces 
the different functions shown in Fig.2, giving several 

variation oi / ^ y „ 2 ̂  
refractive index ^^^" 'J ' 

Term proportional to electric field • 

<i First order electrooptic effect; Pockels ( r : j|̂ ) 

Inverse piezoelectric effect -> (Strain)-> Elastooptic effect 

(rl ijk d|mk) Efc 

Term proportional to a square of electric field • 

^ 
Second order electrooptic effect; Kerr ( g y^y^ 

Electrostrictive effect -> (Strain)-^ Elastooptic effect 

^9ljkn + Pljlm ' *1lmkn/ ^ k ^ n 

p Term associated with strain • 

^- Elastooptic effect Compositional fluctuation/variations 

Pijn • SnTn, Spin = 8^,1 J , 

Figure 4 Parameters giving rise to a change of refractive index 

Because the electric field EQ of light from the 
boundary conditions when the light of EQ enters into 
a medium, the final equation indicates that the 
propagation of a light in a medium is influenced by 
either n or A: of the medium under consideration. 
The sign of n is always positive, whereas that of A; is 
either negative or positive. Therefore, the first 
term of the final equation in Fig.3 gives the "phase" 
term and the second gives the "amplitude" term of 
the light. As a brief summary, the propagation 
mode of light in a medium, such as the phase, 
amplitude, and path, can be modulated by applying 

important phenomena such as an electrooptic (EO), 
acoustooptic (AO), magnetooptic (MO), nonlinear 
optical (NLO), photorefractive (PR) effects, and 
lasing. These effects have been well investigated 
with many active crystals so far and practical optical 
devices are now developed. More recently, 
monolithically integrated devices that combine two 
effects are in progress. One example is the self-
doubling laser Nd:YV04, pumped of laser diode (LD), 
where about IjUm emission of Nd ions in host is 
frequency-doubled (-0.5 JU m) by means of NLO 
property of YVO4 host crystal. 
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Figure 5 Various optical functiions of "active" optical crystals. The propagation of light in a crytal is 
modulated by changes of either phase (n), amplitude (k), or strain (z), which are induced by 
applied external fields such as electric field, magnetic field, optical pumping, and stresses. 

One of the most important points, in turn, is that 
an inhomogeneity of a refractive index n in a 
medium should cause the propagation mode to 
fluctuate, which makes the device characteristics 
difficult to control. Therefore, optical crystals 
with high homogeneity of a refractive index n and a 
uniform concentration of dopants (k) are strictly 
required for device applications. 

Most compound crystals have optical refractive 
indices that strongly correlate the composition ratio 

of their constituents. Therefore, it is very 
important in most optical applications to use crystal 
growth methods that produce single crystals with 
highly homogeneous composition and uniform 
dopant concentrations. 

4. Basic study for the growth of optical crystals 
We will focus on how to establish growth 

technology for obtaining single crystals with high 
optical homogeneity. The approach described here 

(a) typical binary phase diagram 

< --̂ -̂ .̂̂ ,,.̂  

^ 1 
" I K 

m 

BQ" r 
Concentration 

The highest melting point; 
congruent point 

(b) Real phase relation 

Solid solution !! line compound 

Figure 6 General illustrations of binary phase diagram (a) and real diagram (b). 
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requires understanding the phase diagram of a 
compound to be grown in single crystalline form. 
Figure 6(a) shows an illustration of general binary 
phase diagram, where end members A, B and 
compounds AjBj and A3B, are given as a line 
compound. However, recent crystal growth 
experiments have shown that each line compound 
has a solid solution region, as illustrated in (b). 
Even for mono-oxides, M-O2 (M:metal ion) such as 
rutile (TiOs), the binary phase relation has been 
reexamined [2]. 

In Fig.6(b), a very important point to be stressed 
is that the composition with the highest melting 
temperature (sometimes called the "congruent" point) 
does not coincide necessarily with a stoichiometric 
line compound, as is indicated in the insert of the 
figure. A more general definition of "congruent" is 
the crystal composition that equals the melt 
composition from which the crystal is grown. 
From the principles of crystal growth, the 
composition of a crystal grown from an A3B1 melt 
changes gradually along the growth direction, 
according to the "normal freezing" process along a 
solidus line. On the other hand, compositionally 
homogeneous single crystals can be grown from a 
melt of the congruent composition. Therefore, a 
minute phase relation close to a compound to be 
grown should be established for obtaining optically 
homogeneous crystals, because the refractive index is 
sometimes correlated tightly with the composition 
ratio of constituents, i.e., its stoichiometry. 

As examples, we discuss how the phase relations 
of electrooptic LiTaOj and Bi,2X1020 single crystals 
[3] are established so as to grow them with high 
optical homogeneity. Recently, the WDM optical 
fiber communication system has captured worldwide 
attention; this system uses electrooptic crystals as an 
external high bit-rate optical modulator in the form of 
optical waveguide. A ferroelectric LiNbOj is now 
a standard crystal for this purpose, but its 
isostructural LiTa03 will be the next candidate to use 
in several related types of devices. 

4.1. Determination of a congruent composition of 
LiTaOa 
The ferroelectric Curie temperature T̂  of LiTa03 

reported earlier has varied considerably from report 
to report, for instance, 665 °C [4], 660±10°C[5], 
630°C[6], and 618°C[7]. In our experiments, the 
Tc of the single crystals grown from the 

stoichiometric melt (Ta2O5/Li2O=50/50 in molar 
ratio) was measured to be about 620°C, whereas that 
of a calcined ceramics was about 660 °C. This 
discrepancy in T̂ . is probably caused by the 
compositional variations, because the stoichiometric 
melt does not provide a stoichiometric single crystal. 

Then, to determine the congruently melting 
composition in the binary Li20-Ta205 system so as to 
obtain single crystals with high optical homogeneity, 
preliminary studies were undertaken as follows: 
(1) Comparison of X-ray powder diffraction patterns 

of calcined ceramics with stoichiometric 
composition with that of a bulk poly-crystal 
prepared by melting the stoichiometric ceramics. 
If the stoichiometric and congruently melting 
compositions are the same, they would have the 
same diffraction patterns. 

(2) Comparison among the X-ray powder diffraction 
patterns of ceramics with ratios of Li20/Ta205=l/3, 
1/1, 2/1 and 3/1 in molar ratio, and consider the 
change in peaks corresponding to phases other 
thanLiTa03. 

(3) The congruently melting composition was 
determined by comparing T ŝ of single crystals 
grown from different melt compositions with 
those of residual solids solidified in a crucible. 
The melt composition was varied from 
Ta205/(Li20+Ta205) = 49.0 to 54.25mol%. 
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Figure 7 Stoichiometry dependence on 
The Curie temprature of LiTaOj. 
Open and closed circles are of 
single crystals and solidified 
melts, respectively. 
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These experiments show the congruently melting 
composition does not coincide with the 
stoichiometric one. The congruently melting 
composition is assumed to be located at Ta205-rich 
side from the stoichiometric composition, as shown 
in Fig.7. The open circles represent the T̂ . of 
single crystals, whereas the filled circles are of 
residual solids. If the melt has thr congruent 
melting composition, the T̂  of a single crystal grown 
from this melt coincides with that of any crystals 
picked up from the residual solids. So, we 
conclude that the congruently melting composition 
lies close to Ta205/(Li20+Ta205) = 51.25mol%.[3] 

The relatively wide dispersion of T̂ s of the 
residual solids in a crucible can be easily understood 
when we use a simple binary solid solution system 
where the equilibrium coefficient k^ is larger than 
unity. From these experimental results, a tentative 
phase relation at the vicinity of LiTa03 can be drawn 
in Fig.8, where the axial temperature scale is 
arbitrary. The composition of single crystals 
grown from the stoichiometric melt contained less 
than 51.20 mol% Ta205, thus the distribution 
coefficient of Ta205 is determined as 1.02. 

E.R. = r^(7r/A)' A,n¥ (1) 

Stoichiometric 

Congruent 

50 

TazOs (mol %) 

Figure 8 The established phase diagram 
around the stichiometric LlTaOj 

4.2. Evaluation of optical quality 
Optical homogeneity of the optical single crystal 

should be evaluated quantitatively by measuring the 
dependence of the light extinction ratio (E.R.) on the 
light beam diameter. Based on the theoretical 
approaches [8,9], E.R. can be written by 

, where r is the beam diameter, A is the wavelength, 
A n̂ is radial variation of refractive index in a beam, 
and / is sample thickness. Eq.(l) gives us that E.R. 
is proportional to r̂ , when the refractive index 
variation A ̂ n is constant. 

The measured results for the congruent crystal are 
shown in Fig.9, in which values of the two different 
portions in the crystal were plotted. The crystal 
diameter was about 10 mm. With an increase of 
the laser beam diameter from 1 mm (f> up to about 
6mm 0 , E.R. decreases almost linearly from 0.25% 
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Figure 9 Light extinction ratio as a 
function of a beam diameter for 
the congruent LiTaO-, crystal. 

to about 4%. This linear tendency clearly obeys to 
Eq.(l). On the other hand, the E.R. of a crystal 
grown from the stoichiometric melt does not obey 
Eq.(l). This indicates the existence of a relatively 
large birefringence variation in the boule. This 
homogeneity evaluation was also verified by 
observing a macroscopic conoscopic pattern. 

From the obtained light extinction ratios, a 
natural birefringence variation in a crystal boule can 
be estimated to be less than 8.9X10"Vcm from a 
relation deduced from Eq.(l) as 

A,n = (A/7r/)(r /"E.R.)"' (2) 

. Devices such as light modulators require 
birefringence variation less than 5 X lOVcm, and 
then the congruent LiTa03 is quite applicable to 
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optical devices. 

4.3. Growth-induced inhomogeneity in LiTaOj 
In the growth of single crystals by the Cz method, 

it is common to change the melt temperature little by 
little so as to control the crystal shape and 
dimensions. This temperature change of the melt 
alters the birefringence during the crystal pulling 
from the melt. 

The distribution coefficient k can be specified as 
the equilibrium distribution coefficient AO=CS/CL at 
the growth rate R=0, and as the effective distribution 
coefficient A:eff=Cs/CL at the growth in steady state, 
where Ĉ  and CL are the composition of the crystal 
and the melt, respectively. The effective 
distribution coefficient k^^ can be described as k^^ = 
k*¥, where k* = CS/CLO (CLO; the composition of the 
melt at the growing interface) and F is dependent on 
growth rates, turbulence in the melt and properties of 
the solute. Burton et al., [10] expressed êfr as 
following: 

êff = ^*/{/:*+(l-^*)exp(- 6 R/D) (3) 

, where <5is the diffusion boundary layer thickness 
of solute, D is the diffusion constant of solute, and R 
is the growth rate. S ince the ĝff ^̂  a function of R, 
the birefringence change rf(An) associated with the 
temperature variation cfT can be developed as 
follows: 

={d(A n)/dC,} {dCJdK^} {dkJdK} {dKJdl} 
(4) 

Using typical values of oxides for the parameters of 
described in Eq.(4), we obtained d(/\n)/dT to be 1.2 
~2.3X10-V°C. 

We directly measured the birefringence change in 
a single crystal by observing the interference pattern 
at positions where the melt temperature was abruptly 
changed. The measured value of rf( An)/dT was 
4.5'-6.0 X lO'V °C , which agrees well with the 
calculated value in magnitude. As a conclusion, 
the temperature of the melt should be controlled 
within the limit of ±0.25°C during the crystal 
pulling so as to keep the birefringence change below 
10'̂ . This tolerance seems to be slightly 
troublesome in conventional Cz-pulling process, 

when LiTaOs single crystals are grown from the 
stoichiometric melt. On the other hand, the 
second term on the right side of Eq.(4) becomes zero 
when growth is from the congruent melt. 
Therefore, we can obtain LiTa03 single crystals 
without any optical inhomogeneity. 

More recently, Kitamura et.al. [11] succeeded in 
growing LiNbOg and LiTaOj with the stoichiometric 
composition by means of their originally developed 
pulling technology, i.e., a double crucible 
configuration. Surprisingly, their physical and 
optical properties are more attractive than those of 
the congruent crystals. This means that the 
crystals close to their stoichiometric composition will 
open new opportunities for device applications. 
The present author has proposed new optical devices 
using LiTaOa with either congruent or stoichiometric 
compositions [12]. 

4.4. Reexamination of BiijTiOjo crystal growth 
This section concerns the phase relation in a 

Bi203-rich region from the stoichiometric BiijTiOjo 
(BTO;14.286 mol.% TiOz) in the BijOj-TiOs binary 
system. The reproducible growth of single crystals 
is required for practical uses , such as an EOS 
(Electro-Optic Sampling) probe head [13]. The 
best known sillenide crystal is Bi,2Si02o (BSO), 
which melts congruently. Its stoichiometry has 
been well documented [14]. Among sillenides. 
BTO single crystals have the largest electrooptic 
constant r4,. 

4.4.1. Reexamination of the phase diagram 
According to the phase diagram reported first by 

Burton [15], BTO is given as a "line" compound that 
melts incongruently at 873-875 °C at which BTO 
decomposes into liquid and Bi4Ti30,2 associated with 
a peritectic reaction. Therefore, BTO is usually 
grown by the TSSG-pulling method from BijOs-rich 
solutions of less than about 12 mol.% Ti02 [16,17]. 
However, a standard technology for growing BTO 
single crystals has not been established yet. For 
this purpose. Burton's phase relation was reexamined 
experimentally. 

For establishing a minute phase diagram, DTA 
(differential thermal analysis) was carried out in 
order to reexamine the peritectic and eutectic 
temperatures. These temperatures were 823 ±3°C 
and 855±2°C, respectively, as shown in Fig.10, 
where Bruton's diagram is given for comparison. 
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Figure 10 Reexamined phase diagram of Bi 203-Ti02 hypo-peritectic region by DTA 

And to verily the peritectic composition, TSSG-
pulling was carried out from 10.25-11.25 mol.% 
Ti02 solutions. As a result, a boule grown froma 
10.75 mol.% TiO, solution consisted of Bi4Ti30,2 
polycrystalline and a monocrystalline BTO phase in 
the upper and lower parts, respectively. A lattice 
constant of BTO was 10.17439 A. This means that 
the first crystallized part beneath the seed was of 
lamellae-type Bi4Ti30,2 and BTO crystallization after 
a while resulted from a gradual change in solution 
composition that passed the peritectic composition 
along the liquid curve. Therefore, we emphasize 
that the peritectic composition must lie close to a 
10.75 mol.%Ti02 or less, as indicated by the arrow in 
Fig.lO. 

To examine the existence of a solid solution 
range close to the stoichiometric, mixed binary 
compounds with 13.3-14.7 mol.%Ti02 were calcined 
at 830±5°C, and lattice constants of the BTO phase 
in each ceramics were evaluated by X-ray 
diffractometry (XD) by means of the Nelson-Riley 
approximation method. And single crystals from 
Ti02 solutions ranged from 4.0 to 10.75 mol.%Ti02 
were grown, and their lattice constants were 
characterized by XD. 

Figure 11 shows the lattice constants of BTO 
crystals as a function of the starting composition [18]. 
The lattice constant decreased monotonically with 
Ti02 concentration, but those of crystals grown from 
a 9.0 mol.% Ti02 solution show the minimum. 
This aspect indicates that the solidus curve must be 
retrograde, regardless of point defects such as 
vacancies, oxygen deficiencies and/or Biji^^-anticites 

[19]. 
In the case of the TSSG-pulling, the starting 

solution composition changes gradually along the 
liquidus line as the crystal grows. Then, the 
variation of the lattice constant along the crystal 
length was evaluated by growing long single crystals. 

A single crystal about 53 mm long was grown 
from a 10.10 mol.% Ti02 solution. Table I 
summarizes the lattice constant and Bi/Ti atomic 
ratio variations along the crystal. It can be 
recognized that the lattice constant did not vary in 
proportional to the length. The lattice constant did 
not vary in proportion to the length. This suggests 
that the lattice constant varied according to the 
retrograde solidus line through the "turning point". 

^ 10.1760 

C 10.1755 

s 

•£ 10.1745 

10.1740 

10.1735 
3 4 5 6 7 8 9 10 

Ti02 concentration in solution (mol%) 
11 

Figure 11 Stoichiometry dependence on lattice constant 
of Bii2TiO20 single crystals. @ is the value of 
the crystal grown from a solution very close to 
the peritectic composition. 
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Table I Lattice constant and Bi/Ti atomic 
ratio variations along the crystal length of a 
single crystal grown from 10.10 wt% Ti02 
solution. 

Portion 

Top 

(1) 

(2) 

(3) 

(4) 

Tail 

Lattice constant 
(A) 

10.17397 

10.1736^ 

10.1729^ 

10.17363 

10.1739^ 

10.17443 

Bi/Ti atomic ration 

12.133 

12.15, 

12.297 

12.25, 

i I2.2I5 

4.4.2. New phase relation 
Together with experimental results and the 

expected considerations described above, the relevant 
part of the phase diagram in the hypo-eutectic region 
from the BTO (14.286 mol.% Ti02) is possible to 
draw. Figure 12 shows a renewed phase diagram 
with a plausible retrograde solid solution range close 
to the BTO. It appears that the "turning point" of 
the retrograde solidus curve would lie around 
13.80-13.85 mol.% TiOs- This retrograde 
characteristic is given in Tablel. Single crystals 
grown from solutions between --7.5 and 10.10 mol.% 
TiOj have a lattice constant deviation of less than ~1 
X 10"* A. Consequently, we conclude that starting 
solutions with a 10.0-10.1 mol.% TiOs are very 
practical for growing relatively homogeneous single 

crystals whose lattice constants are uniform within 
± 1 X 10"̂  A over the whole crystal boule, when the 
solidified fraction is less than 45%. 

This is the first report of retrograde solid solution 
in incongruently melting materials, although the 
retrograde solidus curve has been well discussed in 
GaAs [20]. 

5. Summary 
Optical crystals are now widely applied in many 

optical devices, because they have many functions 
when used with coherent light. By considering the 
principle of light propagation modes in a crystalline 
medium, we found that homogeneous crystals are 
necessary. For the growth of optical crystals, deep 
insight of the stoichiometry is a very important issue, 
and establishing the congruent composition is crucial 
for obtaining reproducible optical quality for most 
binary compounds. 

The phase relation in the vicinity of LiTaOj 
within the Li20-Ta205 system was reviewed as a case 
study. It was found that the congruently melting 
composition is located at about 51.25 mol% Ta205. 
The optical homogeneity of the congruent crystal was 
much higher than that grown from the stoichiometric 
melt. By measuring the compositional dependence 
of refractive indices, the birefringence change 
corresponding to the change of melt temperature 
during the crystal pulling from the stoichiometric 
melt was determined. The temperature variation 
of birefringence within the crystal boule was 
estimated as about 2 X 10"V°C. 

We have to pay attention to the stoichiometry of 
crystals in order to find new properties, hence the 

IBI jTi ,0|, A retrograde solid 
: -f liquid 1 y*solution 

0 2 4 6 8^10 12 14>16 18 20 
TiOj concentration (mol%) 

11 12 13 14 
TiO concentration (niol%) 

Figure 12 Renewed phase relation of Bi203-Ti02 hypo-peritectic region showing the retrograde solid solution of Bi i2Ti02o 
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study on phase relation with respect to crystal growth 
technologies is quite important for developing "new" 
optical crystals. The phase diagram is analogous 
to a "compass" for growing single crystals with high 
crystalline quality. Therefore, we have to examine 
the phase relation, that is the "stoichiometry", of the 
crystals prior to or during the developing of 
materials. 

How "good" a given crystal material is a 
complicated function of device types, operational 
conditions, device density, process parameters, and 
cost. In microelectronics and photonics, where 
device size decreases, device density increases and 
device functions become multiplex, thus the bulk 
single crystal is the key to the definition of device 
yield, when material/device process parameters are 
well controlled. It is then impossible to define the 
material quality regardless of these factors. 
Therefore, it is strongly recommended to know the 
causal relationship between the stoichiometry and 
material properties so as to grow single crystals with 
high quality. 
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Surface X-ray diffraction studies of crystal growth 
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One of the factors determining crystal growth processes is the atomic or molecular structure of the growth 
interface. For crystals growing in a vacuum environment such structural information is available, but this is not 
the case for crystals growing from a solution. X-ray diffraction is one of the few techniques that can be applied 
for this purpose and it is starting to provide information on the structure of both the solid and the liquid side of a 
growing interface. After a brief introduction of the technique of surface X-ray diffraction we will discuss results 
on various systems and using various growth methods, including molecular-beam epitaxy and solution growth. 
By selecting appropriate diffraction spots, one can observe specific structural features like stacking faults or 
surface roughness. At the solid-liquid interface, both the solid and the solution are found to deviate from their 
bulk structure. 

1. INTRODUCTION 

The growth of a crystal occurs at the interface 
with its growth environment: a vapour, a melt, a 
solution or even a solid. Many factors determine the 
actual growth process and the final growth shape 
(habit) of a crystal, e.g. supersaturation, impurities 
and temperature. One of the dominant factors in the 
habit of a crystal is the crystallographic structure: 
whether a crystal is plate-like, cubic or needle-like is 
mostly caused by the specific topology and bond 
strengths of its building blocks. The Hartman-
Perdok theory [1], which predicts the crystal growth 
morphology by calculating which facets are the most 
stable, assumes that the atomic positions at the 
surface are the same as in the bulk of a crystal. For 
crystal surfaces in vacuum, it is well known that this 
is often not the case: a surface may exhibit 
relaxation or reconstruction. Such structural 
rearrangements will lower the free energy of a 
surface and may thus change the stability of one face 
with respect to another. In other words, the 
morphology of a crystal may change due to the 
detailed structure of the surface. The large amount of 
knowledge on the structure of surfaces in vacuum 
has been obtained using a variety of surface-
sensitive techniques. Many of these employ 
electrons or ions and cannot be used outside 

vacuum. For this reason, very little is known about 
the detailed surface structure of crystals grown in 
other environments like a melt or a solution. Two 
techniques, scanning-probe microscopy (SPM) and 
surface X-ray diffraction (SXRD) are now starting to 
provide interface information with similar detail as 
common in surface science. 

SPM techniques, such as scanning-tunnelling 
microscopy (STM) and atomic-force microscopy 
(AFM), are very suitable for non-vacuum 
applications. Since many crystals are non-
conducting, AFM is in practice the most common 
technique in studies of solution growth [2, 3]. For a 
fiill understanding of crystal growth, also a 
microscopic technique is required, because the local 
structure on a crystal surface (e.g., steps, defects and 
impurities) is one of the determining factors in 
grov^h. Here, however, we will only discuss SXRD. 
Being a diffraction technique, SXRD provides an 
averaged picture of a grov^h system, but at a much 
higher resolution than AFM. The two techniques are 
thus complementary and from a powerfiil 
combination for the study of crystal growthv 

2. SURFACE X-RAY DIFFRACTION 

The technique of surface X-ray diffraction 
(SXRD) has established itself as a valuable tool for 
surface crystallography [4]. The main reason why 
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Fig. 1. Schematic showing the position of surface sensitive 
information in reciprocal space. The bulk crystal yields 
only intensity at points {hkl) in reciprocal space. The 
surface is assumed to be (2x1) reconstructed, which gives 
rise to half-order diffraction rods in reciprocal space 
(dashed lines). The bulk peaks are connected by tails of 
weak intensity (crystal truncation rods) that are directed 
perpendicular to the surface. At positions not too close to a 
bulk peak, the intensity in such a tail is sensitive to the 
surface structure. 

X-rays, given their dominant role in bulk 
crystallography, were not used in surface 
crystallography before the 1980's, was the lack of 
sufficiently intense X-ray sources. The diffracted 
intensity from a surface is about a million times less 
than that of a typical bulk crystal. Only when 
powerful synchrotron radiation sources became 
available, X-ray diffraction from a surface became 
feasible. 

The main characteristic of X-rays is their low 
scattering cross section with matter. This has three 
main consequences: (1) a straightforward inter-
pretation of the diffracted intensity, because single 
scattering theory applies, (2) a low yield, hence the 
need for synchrotron radiation sources and (3) a 
large penetration depth. The latter property makes 
X-ray diffraction an ideal tool to study the surfaces 
of crystals not only in vacuum, but also in gas, liquid 
or solid environments. 

While the large penetration depth of X-rays is a 
necessity for in situ studies in non-vacuum 
environments, we need to discuss how this is 

compatible with surface sensitivity. The main trick 
here is to look at the appropriate places in reciprocal 
space. The situation is illustrated in figure 1. A bulk 
crystal has only intensity at sharp spots in reciprocal 
space, denoted by integer values of the diffraction 
indices (hkl), (By convention the index / describes 
the out-of-plane direction.) At these spots, the bulk 
contribution completely dominates the diffracted 
signal. For surface sensitive information, these 
points should thus be avoided. There are two types 
of locations in reciprocal space where the surface 
structure can be observed. First of all a surface may 
be reconstructed, i.e., the unit cell may be a multiple 
of the bulk unit cell. This larger unit cell in real 
space gives a smaller unit cell in reciprocal space. 
Expressed in units of the bulk unit cell, this leads to 
Jractional-ordQT reflections, with non-integer values 
for h and/or k. Since the surface is non-periodic in 
the perpendicular direction, one obtains rods of 
diffracted intensity. The bulk crystal does not 
contribute to such fractional-order rods, irrespective 
of the penetration depth, because its scattering is 
cancelled due to the symmetry of the crystal. 

If a surface is not reconstructed, one can still 
measure surface-sensitive reflections by using a 
second type of rods. For a crystal that terminates in a 
flat surface, it turns out that the bulk reflections are 
connected by tails of diffuse intensity in the 
direction perpendicular to the surface. These are 
called crystal-truncation rods (CTR's) [5, 6]. On a 
crystal truncation rod the intensity varies 
continuously as function of / and reaches a high 
maximum for integer values of / at the bulk peaks. 
Maximum surface sensitivity is obtained exactly 
midway between these bulk peaks. Each rod is 
labelled by the diffraction indices (h,k). 

The signal from the surface is weak and it is 
therefore important to minimise the background 
scattering from the bulk crystal. For this reason, 
diffraction experiments are typically performed at a 
small incoming or outgoing angle, because then the 
penetration depth is reduced. In the limit of very 
small angles (< 0.2°), total reflection occurs and the 
penetration depth is reduced to the 100 A range. The 
main method to obtain surface sensitivity, however, 
is the selection of the appropriate diffraction rods. 

An experimental set-up consists of a sample 
environment chamber that is coupled to a so-called 
diffractometer [4]. This is a big manipulator that 
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Fig. 2. Schematic of a surface layer on top of a bulk 
crystal that is assumed to extend to minus infinity. Unit 
cells (of equal size) for both sides are indicated by 
outlined squares. In calculating a theoretical structure 
factor, all atoms that are not at bulk positions are included 
in the surface unit cell. 

where a is a factor that describes the attenuation of 
the X-ray beam when it penetrates the bulk crystal. 
Eq. (2) describes the structure factor of a crystal 
truncation rod [6]. Figure 3 shows such a rod for the 
case of a simple cubic lattice. The intensity is very 
large for integer values of the diffraction index / 
(i.e., at the bulk reflections) and reaches a minimum 
value for intermediate / values. 

The surface contribution to the structure factor is 
given by an expression completely analogous to eq. 
(1), where now the summation is over all the atoms 
in the surface unit cell. In this surface unit cell we 
put all atoms that are not at bulk positions. The total 
structure factor is the interference sum of the bulk 
and the surface contributions: 

allows accurate angular positioning and scanning of 
both the sample and the X-ray detector. In a typical 
experiment, one measures the integrated intensity of 
a slice out of a diffraction rod by rotating the crystal 
and collecting the scattered photons with a fixed 
detector. This is called a rocking scan. Using 
standard procedures [7] this integrated intensity can 
be converted into the amplitude of the so-called 
structure factor Fh^i for this location in reciprocal 
space. Structure determination using X-ray 
diffraction revolves around these structure factors. 

The structure factor that one measures is the sum 
over all bulk and surface contributions from the 
crystal (fig. 2). The structure factor of a single bulk 
unit cell is defined as [8]: 

unit cell 

hkl = I fje 
-Mi 2Ki{hXj +kyj+lzj) 

(1) 

with j ^ the atomic scattering factor of atomy, Mj the 
Debye-Waller factor that accounts for thermal 
vibrations and {x,y,z)j the position of the atom in the 
unit cell in fractional coordinates (i.e., expressed as 
fractions of the lattice vectors). In order to calculate 
the contribution of the bulk crystal to a diffraction 
rod, we need to sum over all bulk unit cells with the 
appropriate phase factors, starting at the surface and 
extending into the crystal: 

F 'bulk 
hkl = 1 ' ^ ^hkl -

FH, hkl 

•e e 
(2) 

J7 _ rrbulk , zrsurf 
^hkl - ^hkl + ^hkl ' (3) 

For a fractional-order rod, /^"'^ - 0 and only the 
surface contributes to the intensity. The total 
structure factor is sensitive to surface relaxation, 
reconstruction and roughness [9]. Figure 3 shows an 
example of the changes in a crystal-truncation rod 
when a crystal surface is relaxed. The difference 
with a non-relaxed surface is only visible away from 
the bulk spots. 

Unfortunately, a measurement does not yield the 
complete structure factor, but only its amplitude. 

non-relaxed relaxed 

0.5 1 1.5 

diffraction index I 

Fig. 3. The variation of the structure factor amplitude as a 
function of the diffraction index / along a crystal-
truncation rod for a simple cubic crystal. For integer 
values of / one finds diffraction spots from the bulk crystal 
with very high intensity. In between these spots, the 
structure factor is surface sensitive. The grey curve is a 
calculation for a crystal with the surface atoms at the same 
positions as in the bulk, the black curve corresponds to a 
10% inward relaxation of the topmost layer. 
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This is the famous phase problem in crystallography 
[8]. Instead of a simple Fourier transform, model 
calculations and fitting are therefore required to 
determine the structure [10]. Luckily, also model-
independent information can be obtained, because 
the single scattering character of X-rays makes 
Fourier methods like the Patterson function and the 
electron-density difference map applicable [4], 
Moreover, the model calculations are simple and 
fast, so quite complicated systems can be handled in 
principle. 

The integrated intensity of a reflection is the 
quantity necessary to determine a structure factor 
and thus to obtain crystallographic information. The 
profile of a reflection contains a second important 
piece of information, because it depends on the long-
range order of the surface. Disordered surfaces give 
broad diffraction profiles, while well-ordered 
surfaces give narrow ones [9, 11]. Measuring 
reflection profiles during growth thus yields 
information about the surface morphology. 

3. EPITAXIAL GROWTH 

Two common methods to grow an epitaxial film 
are molecular-beam epitaxy (MBE) and chemical 
vapour deposition (CVD). The growth process can 
be accurately followed using diffraction, since the 
reflected signal is sensitive to the surface roughness. 
Typically, the specular beam, or (O,0)-rod, is used 
for this, i.e. the diffracted signal without in-plane 
momentum transfer. Maximum sensitivity to surface 
roughness is obtained for points on this rod exactly 
in between two bulk peaks. In the schematic diagram 
of figure 1 this would thus be at the (0,0,0.5) 
reflection. At this point the signal from one layer is 
exactly out of phase with that of the underlying one 
(destructive interference). Because there is no in-
plane momentum transfer, the specular beam is not 
sensitive to the in-plane crystalline quality of the 
deposited layers. This can be seen from eq. (1), 
because iox h - k - 0, the structure factor is 
independent of the x andy coordinates of the atoms. 

Figure 4 explains the behaviour of the diffracted 
signal for the various growth modes that can occur 
as a function of the substrate temperature. At high 
substrate temperatures (fig. 4a), the deposited atoms 
are very mobile and diffuse over the surface until a 
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Fig. 4. A schematic diagram of the growth modes during 
homoepitaxial MBE or CVD growth of a crystal as a 
function of the substrate temperature. On the right, the 
corresponding diffracted signal is shown for a reflection 
for which the scattering amplitudes of consecutive layers 
are exactly out-of-phase. For decreasing temperatures, the 
growth modes vary from (a) step-flow, (b) layer-by-layer 
to (c) rough. 

step edge is encountered. They attach to this edge 
and are incorporated in the growing terrace when 
more atoms arrive. This regime is called step-flow 
growth. Since the roughness on the surface does not 
change, the diffracted X-ray intensity remains 
constant. 

For lower substrate temperatures (fig. 4b), the 
atoms do not reach a step edge, but encounter other 
deposited atoms with which they form islands ('2-
dimensional island nucleation'). Initially the islands 
grow and the diffracted intensity decreases, because 
of the destructive interference of the signal from the 
islands with that of the lower lying layer. At 0.5 
monolayer coverage, the diffracted intensity 
becomes zero. Upon further deposition, the islands 
start to coalesce and the intensity increases again. If 
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Fig. 5. The intensity of the (0,0,1.5) reflection (specular 
beam) during successive deposition of Sb (0.2 
monolayers) and Ag at room temperature. Without Sb no 
layer-by-layer growth occurs, thus no oscillations are 
observed. From ref [12]. 

the layer would perfectly close itself before islands 
are formed on the next level, the intensity v^ould 
reach the starting level and one speaks of ideal 
layer-by-layer grov^h. One would observe an 
oscillatory intensity with constant amplitude and 
with a period corresponding to the growth of one 
monolayer. In practise, this ideal behaviour does not 
occur and damped oscillations are found instead. 
Finally, at sufficiently low temperatures, the atoms 
are largely immobile and the surface quickly 
becomes rough (fig. 4c). During this rough growth, 
no oscillations are observed and the signal decays 
rapidly. 

The behaviour sketched in figure 4 was indeed 
observed in the first X-ray study of a growing crystal 
[13], in which Ge was deposited on Ge(l l l ) using 
MBE. X-ray oscillations with monolayer period 
were measured, similar to the oscillations found in 
such grov^h systems using reflection high-energy 
electron diffraction (RHEED) [14]. In observing the 
growth mode or speed. X-rays offer no advantages 
over RHEED. In fact, X-rays are a far more 
elaborate and expensive method for this. However, 
in interpreting the scattered intensity and deriving 
surface crystallographic information, X-rays have 
clear benefits. In case of Ge(l l l ) it was, for 
example, found that at low temperatures, growth 
does not proceed via the full bilayers of the diamond 
lattice, but that partial layers occur as well [13]. 

Epitaxial growth can also be observed when 
CVD is used as a growth technique [15]. Typical 
system pressures during growth are 100 mbar, a 
pressure at which RHEED can no longer be used. A 
recent example of such experiments is the metal-
organic CVD growth of GaN by Stephenson et al. 
[16]. 

The behaviour sketched in figure 4 is not always 
observed. For example, in the case of the 
homoepitaxial growth of Ag(l l l ) the intensity 
oscillations characteristic of layer-by-layer growth 
did not occur [12]. The reason for this was found to 
be the Ehrlich-Schwoebel barrier (island-edge 
diffusion barrier) [17]. This barrier prevents most 
atoms that land on top of an island from descending 
to the lower-lying terrace. This leads to a quick 
roughening of the surface. For Ag(l 11) the situation 
is completely changed when sub-monolayer amounts 
of Sb are added as a 'surfactant': then layer-by-layer 
growth does occur. Figure 5 shows the measured X-
ray oscillations. These observations used the 
specular beam that is insensitive to the lateral 
ordering of the growing layer. 

In order to determine the lateral ordering, a 
reflection with in-plane momentum transfer has to 
be measured. Figure 6a shows the intensity of the 
(0,1,0.3) reflection during Ag deposition after an 
initial 0.3 monolayer of Sb was deposited. For 
normal crystal growth, the intensity oscillations 
should behave as shown in figure 5, with a decaying 
amplitude never exceeding the initial intensity. The 
observations using the (0,1,0.3) reflection are very 
different from this and indicate that the stacking of 
the top layer is wrong. At a coverage of 1/3 ML Sb, 
the system reconstructs with the Sb atoms occupying 
substitutional sites and with a top layer that has the 
wrong stacking [18]. Figure 6b illustrates the major 
rearrangements that take place during growth. The 
Sb segregates to the top layer, while the lower lying 
Ag atoms return to their correct crystallographic 
positions. One thus observes effectively a floating 
stacking fault [19]. At lower Sb coverage, this 
stacking fault does not occur. 

Seeing the floating stacking fault requires a 
penetration depth of only a few layers. This is 
always the case with X-rays, but already impossible 
(or difficult) with many other probes. When stacking 
faults occur deeper in a crystal. X-rays soon become 
the only option for in situ observations [20]. 
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Fig. 6. (a) The intensity of a reflection with an in-plane 
diffraction component, (h,k,0 = (0,1,0.3), which is 
sensitive to the in-plane positions of the growing layers. A 
deposition of 0.3 monolayer Sb is followed by 16 
monolayers of Ag at 100°C. The numbers indicate the 
situations depicted in (b). (b) Schematic side view of the 
surface during different stages of deposition. Open circles 
represent Ag atoms and filled circles represent Sb atoms. 
On the clean Ag(l 11) surface with the ABC stacking of an 
fee crystal (1), 0.3 monolayer of Sb is deposited (2). After 
a total deposition of 1 monolayer Ag (3), all top layer 
atoms have the wrong stacking (C instead of B). After 
continued deposition (4), the surface atoms are partly 
correctly stacked and partly wrongly stacked. The (buried) 
starting surface has returned to the correct fee stacking. 
Fromref [19]. 

During grov^h not only the total roughness is 
important, but also the lateral ordering of the 
deposited material. Such ordering may for example 
occur between the islands during layer-by-layer 
growth. These islands are typically separated by a 
distance comparable to the diffusion length of the 
atoms at the given deposition rate and substrate 
temperature. If such a preferred island-island 
distance indeed occurs, the diffraction profile will 
develop shoulders. By measuring the diffraction 
profile, this and other types of order can be 
determined. Fuoss et al. [21] were the first to 
measure such profiles during vapour-phase epitaxial 
growth of GaAs. They used rocking scans to obtain 
the profiles, similar to such measurements during 
MBE growth [22]. 

4. SOLUTION GROWTH 

In the case of crystal growth from a solution, 
atomic-scale information about the surface structure 
is almost completely lacking. This is definitely a 
'niche market' for X-ray diffraction. Additional and 
important information like step heights and 
roughness can be gained from SPM and optical 
microscopy, but crystallographic information 
appears to be the exclusive realm for X-ray 
diffraction for this type of systems. Both sides of the 
growth interface are of interest, because both the 
crystal and the liquid are expected to deviate from 
their bulk structure. 

Measuring data from a crystal immersed in a 
solution is far more difficult than the corresponding 
vacuum experiments. The X-rays need to penetrate 
the liquid, both on the way in and towards the 
detector. This leads first of all to an attenuation of 
the intensity. This effect can be minimised by using 
hard X-rays (typically > 15 keV) and by reducing 
the travel path through the liquid. The latter is 
achieved by using a foil to produce a thin film in a 
reflection geometry, or by using a transmission 
geometry with small dimensions [23]. A second and 
more problematic effect of the liquid is that it 
scatters X-rays more or less isotropically and thus 
generates a large background. In vacuum, signal-to-
background ratios are easily above 10, but in 
solution this may be a factor 100 to 1000 worse [24], 
depending on the solution and crystal used. 

The growth behaviour in a solution differs 
considerably from that during the MBE or CVD 
grov^h shown in figure 4. This is owing to a 
considerable difference in the typical supersaturation 
used. For MBE and CVD this can be several 
hundred percent, while in solution growth values 
below 10% are normal. At such low 
supersaturations, the barrier for 2-dimensional island 
nucleation is so high that its contribution to the 
growth is negligible compared with step flow 
grov^h. The nicely observable layer-by-layer growth 
during MBE occurs only at high supersaturations, 
and is thus not typical for solution growth. Note that 
what is called 'step flow' in the vacuum growth 
community, is called 'layer growth' in the solution 
grovv^h community. This layer growth mode does 
not lead to strong variations in the diffracted signal. 
The quantity that is most directly measurable during 
solution growth is the overall surface roughness, but 
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few experiments have been done in this direction 
[24]. At high supersaturation, island nucleation does 
of course occur. Using AFM, it was for example 
found that step flow and island nucleation may occur 
simultaneously [2]. 

Even when the solution growth process itself has 
hardly been measured using X-ray diffraction, the 
(equilibrium) structure of the crystal surface is 
equally relevant. The first information on the surface 
structure of a crystal in its growth solution was 
obtained only five years ago by Chiarello and 
Sturchio [25] on cleaved calcite (1014) in water. 
More elaborate experiments have since led to much 
improved data sets and therefore more detailed 
information [26]. 

A crystal with a somewhat complicated unit cell 
can often terminate in more than one way. The 
Hartman-Perdok theory can be used to find these 
possible terminations, but does often not provide 
simple means to choose the most favourable one. 
Using X-ray diffi-action, Gidalevitz et al. [27] were 
able to determine which of the two alternative 
terminations were realised in P-alanine and a-
glycine (010) surfaces. 

As an example of a solution growth study, we 
will now discuss KDP (KH2PO4, potassium 
dihydrogen phosphate) crystals in some detail. These 
crystals, which are grown from aqueous solution, 
have received a lot of attention in solution growth 
[28]. The Hartman-Perdok theory predicts that the 
pyramidal {101} and the prismatic {100} faces are 
the most stable [29] and these are indeed the faces 
found when such crystals are grown. Figure 7a 
shows the habit of KDP. The exact shape turns out 
to depend strongly on the purity of the solution. For 
very clean growth conditions, all faces are 
approximately of the same size. For solutions 
containing small traces of trivalent metal ion 
impurities like Fe^^ and Cr̂ ,̂ the growth of the 
{100} faces is hampered, while the {101} faces are 
largely unaffected. This leads to elongated crystals 
with large {100} facets. We will show next how the 
microscopic origin of this macroscopic behaviour 
can be understood by determining the interface 
structure of the two faces. 

The pyramidal {101} faces can terminate in 
either a K^ or in a PO4" layer (fig. 7b). The 
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Fig. 7. (a) Growth habit of a KDP crystal with the 
prismatic and pyramidal faces indicated. In solutions 
containing metal impurities the growth of the prismatic 
faces is hindered, but the pyramidal faces are hardly 
affected, (b) Schematic side view of the pyramidal face, 
KDP {101}. From the bulk crystal lographic structure one 
expects this face to either terminate in a potassium layer 
(dotted curve) or a phosphate layer (dashed curve). X-ray 
diffraction data show that the first possibility occurs. The 
outward relaxation of the top layers is shown as well. 
Fromref [30]. 

possibility of a mixed termination was ruled out on 
the basis of AFM measurements [2]. Which of the 
two terminations occurs can be determined using X-
ray diffraction. This requires a special grovs^h 
chamber in which the crystal is immersed in a 
saturated solution at a constant temperature [24]. 

The X-ray measurements require a flat and clean 
surface. In vacuum, this is typically achieved by 
sputter and annealing cycles. For the KDP crystals, 
the equivalent procedure is etching in an 
undersaturated solution. For KDP this leads to 
surfaces that are sufficiently flat to measure the 
crystal-truncation rod intensity over the entire range 
between bulk peaks. The results of the 
measurements are shown in figure 8, where the (10)-
rod data are shown as open circles. The dashed and 
dotted curves are the calculated rod profiles for bulk 
PO4" and K^ termination, respectively. The K^ 
termination clearly describes the data much better. 
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Fig. 8. Structure factor amplitudes along the (10) crystal 
truncation rod for KDP{101} as a function of the 
diffraction index /. The dotted line is a calculation for a 
bulk K"̂ -terminated surface, the dashed curve for a P04'-
terminated one. The solid line is the best fit, starting from 
a K"̂ -terminated layer and allowing for perpendicular 
relaxation [30]. 

In this case, the data is of sufficient quality to 
include also relaxation of the two outermost layers 
in the fitting procedure. It is found that the K^ ions 
relax outwards by an amount of 0.10 ± 0.05 A and 
the PO4" groups by 0.04 ± 0.05 A. A similar analysis 
was done for the {100} surface, where one 
termination was expected and found. This surface 
consists of alternating K^ and PO4" groups. 

Having established the atomic structure of both 
faces, we can now understand the effect of the 
positive metal ion impurities. The pyramidal face 
has only K^ ions on the surface of the crystal, and 
will thus repel the positive metal impurities. The 
growth of this face is therefore unaffected by these 
impurities. The prismatic face, on the other hand, 
has both positive and negative ions at the surface, so 
that the impurities can adsorb easily and block the 
growth. This leads to the observed elongated crystal 
shape in impure solutions. 

For KDP crystals we found a termination in a 
positive layer and a small amount of relaxation in 
the two topmost layers. We recently performed 
SXRD experiments on the {101} surface of the 
isomorphous ADP (ammonium dihydrogen 
phosphate, NH4H2PO4) crystals [31]. The ADP 
crystal was found to terminate in a NH4^ layer, thus 
again in a positive layer. In contrast to KDP, 
however, the top layer shows a large inward 

NH 

t 0.27A 

PO 

5 0 o< o 

Fig. 9. A side view of the ADP {101} surface with the 
measured relaxation in the two top layers indicated. The 
stars in the topmost ammonium and phosphate groups 
indicate the positions where hydrogen bonds are broken 
due to the crystal termination. Owing to the large 
relaxation, new hydrogen bonds can form. 

relaxation (fig. 9). The spacing between the topmost 
layers was found to be reduced by approximately 
50%! This clearly shows that the assumption that the 
surface atoms are at bulk positions is not true for the 
case of ADP {101}. The difference with KDP is 
most likely caused by the hydrogen bonding of the 
NH4 groups in ADP. 

As discussed earlier, for growth from a solution 
also the structure of the liquid near the interface is of 
importance. The liquid may influence the growth 
and the resulting crystal shape in various ways. The 
interaction with the crystal may influence the 
relative stability of the various growth faces, the 
growth speed can change [32], concentration 
gradients may occur, impurities may be present or 
pre-ordering of the growth units may occur. 

Using X-ray diffraction the ordering in the liquid 
can be measured without disturbing it. Solid-liquid 
interfaces are also of fundamental interest, and a 
number of theoretical studies have shown that a 
liquid in contact with a hard wall should show 
layering in the direction perpendicular to the surface 
[33]. Such layering over a few layers has been 
observed for a number of systems [34], but much 
remains to be learned. Recently some very nice 
electron microscopy studies were reported [35]. 

Layering is the ordering component in the 
direction perpendicular to the surface, but there 
should also be lateral components that are expected 
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Fig. 10. The structure factor amplitude of the specular rod 
for KDP{101}. Circles are the experimental data points, 
the dashed and solid curves are model calculations in 
which the layering effects in the growth solution are 
ignored and included, respectively. 

to be vŝ eaker. The liquid will therefore contribute 
weakly to the substrate crystal truncation rods. By 
measuring these rods with high accuracy, the full 
ordering characteristics of the liquid near the 
crystalline interface can be derived. 

The ordering effects are strongest in the 
perpendicular direction and they will therefore have 
their largest influence in the specular or (O,0)-rod. 
Figure 10 shows the measured specular rod for 
KDP{101}, together with a calculation (dashed 
curve) based on the model derived from non-
specular data and shown in figure 7. The fact that 
this calculated curve does not agree with the data 
immediately demonstrates the importance of the 
liquid structure. Including layering in the liquid at 
the interface leads to a proper fit (solid curve) [36]. 

The effects in non-specular rods are very weak. 
The signal-to-background ratio therefore needs to be 
optimised by using liquid films that are as thin as 
possible. The most detailed information of this type 
has therefore been obtained on a simple model 
system: a quasi-liquid monolayer of Pb on Ge(l l l ) 
[37]. Only very recently the first results are 
emerging on thicker liquid films in contact with 
KDP [36]. 

5. CONCLUSIONS 

Because of their penetrating power, X-rays allow 
the surfaces of growing crystals to be investigated in 
situ in a large variety of environments. Using X-ray 
diffraction, the surface roughness during MBE and 
CVD growth can be monitored and the development 
of stacking faults can be quantified. In the area of 
solution growth. X-ray diffraction is providing the 

first detailed surface structure determinations. It 
appears that many surfaces deviate from their bulk 
extrapolated structure. The solution in contact with 
the crystal surface shows clear ordering. 

Acknowledgements 
We thank the many colleagues that collaborated 

in the experiments described here, in particular the 
staff members of the synchrotrons SRS in 
Daresbury, U.K., and ESRF in Grenoble, France. 
Part of this work belongs to the research program of 
the Foundation for Fundamental Research of Matter 
(FOM) and was made possible by financial support 
from the Netherlands Organisation for Scientific 
Research (NWO). 

REFERENCES 

[I] P. Hartman and W.G. Perdok, Acta Cryst. 8 
(1955) 49; R.F.P. Grimbergen, H. Meekes, P. 
Bennema, C.S. Strom and L.J.P. Vogels, Acta 
Cryst. A54 (1998) 491. 

[2] J.J. De Yoreo, T.A. Land and B. Dair, Phys. 
Rev. Lett. 73 (1994) 838. 

[3] M. Plomp, W.J.P. van Enckevort and E. Vlieg, 
J. Cryst. Growth 216 (2000) 413. 

[4] R. Feidenhans'l, Surf. Sci. Rep. 10 (1989) 105; 
I.K. Robinson and D.J. Tweet, Rep. Prog. 
Phys. 55 (1992) 599; I.K. Robinson, in 
Handbook on synchrotron radiation, edited by 
G.S. Brown and D.E. Moncton (North-Holland, 
Amsterdam, 1991), Vol. 3, p. 221. 

[5] S.R. Andrews and R.A. Cowley, Journal of 
Physics C: Solid State Physics 18 (1985) 6427. 

[6] I.K. Robinson, Phys. Rev. B 33 (1986) 3830. 
[7] E. Vlieg, J. Appl. Cryst. 30(1997) 532. 
[8] B.E. Warren, X-ray diffraction (Dover, New 

York, 1990). 
[9] E. Vlieg, J.F. van der Veen, S.J. Gurman, C. 

Norris and J.E. Macdonald, Surf. Sci. 210 
(1989)301. 

[10] E. Vlieg, J. Appl. Cryst. 33 (2000) 401. 
[II] C.S. Lent and P.I. Cohen, Surf. Sci. 139 (1984) 

121; S.K. Sinha, E.B. Sirota, S. Garoff and 
H.B. Stanley, Phys. Rev. B 38 (1988) 2297. 

[12] H.A. van der Vegt, H.M. van Pinxteren, M. 
Lohmeier, E. Vlieg and J.M.C. Thornton, Phys. 
Rev. Lett. 68 (1992) 3335. 



360 

[13] E. Vlieg, A.W. Denier van der Gon, J.F. van 
der Veen, J.E. Macdonald and C. Norris, Phys. 
Rev. Lett. 61 (1988) 2241. 

[14] J.H. Neave, B.A. Joyce, P.J. Dobson and N. 
Norton, Appl. Phys. A 31 (1983) 1; J.M. van 
Hove, C.S. Lent, P.R. Pukite and P.I. Cohen, J. 
Vac. Sci. Technol., B 1 (1983) 741. 

[15] P.H. Fuoss, D.W. Kisker, G. Renaud, K.L. 
Tokuda, S. Brennan and J.L. Kahn, Phys. Rev. 
Lett. 63(1989)2389. 

[16] G.B. Stephenson, J.A. Eastman, C. Thompson, 
O. Auciello, L.J. Thompson, A. Munkholm, P. 
Fini, S.P. DenBaars and J.S. Speck, Appl. 
Phys. Lett. 74(1999)3326. 

[17] J. Vrijmoeth, H.A. van der Vegt, J.A. Meyer, 
E. Vlieg and R.J. Behm, Phys. Rev. Lett. 72 
(1994)3843. 

[18] P. Bailey, T.C.Q. Noakes and D.P. Woodruff, 
Surf. Sci. 426 (1999) 358; S.A. de Vries, W.J. 
Huisman, P. Goedtkindt, M.J. Zwanenburg, 
S.L. Bennett, I.K. Robinson and E. Vlieg, Surf. 
Sci. 414 (1998) 159. 

[19] S.A. de Vries, W.J. Huisman, P. Goedtkindt, 
M.J. Zwanenburg, S.L. Bennett and E. Vlieg, 
Phys. Rev. Lett. 81(1998)381. 

[20] H.A. van der Vegt, J. Alvarez, X. Torrelles, S. 
Ferrer and E. Vlieg, Phys. Rev. B 52 (1995) 
17443. 

[21] P.H. Fuoss, D.W. Kisker, F.J. Lamelas, G.B. 
Stephenson, P. Imperatori and S. Brennan, 
Phys. Rev. Lett. 69 (1992) 2791. 

[22] H.A. van der Vegt, W.J. Huisman, P.B. Howes 
and E. Vlieg, Surf. Sci. 330 (1995) 101. 

[23] H. You, C.A. Melendres, Z. Nagy, V.A. 
Maroni, W. Yun and R.M. Yonco, Phys. Rev. 
B 45 (1992) 11288. 

[24] S.A. de Vries, P. Goedtkindt, W.J. Huisman, 
M.J. Zwanenburg, R. Feidenhans'l, S.L. 
Bennett, D.-M. Smilgies, A. Stierle, J.J. De 
Yoreo, W.J.P. van Enckevort, P. Bennema and 
E. Vlieg, J. Cryst. Growth 205 (1999) 202. 

[25] R.P. Chiarello and N.C. Sturchio, Geochim. 
Cosmochim. Acta 59 (1995) 4557. 

[26] P. Fenter, P. Geissbiihler, E. DiMasi, G. Srajer, 
L.B. Sorensen and N.C. Sturchio, Geochim. 
Cosmochim. Acta 64 (2000) 1221. 

[27] D. Gidalevitz, R. Feidenhans'l, S. Matlis, D.-M. 
Smilgies, M.J. Christensen and L. Leiserowitz, 
Angew. Chem., Int. Ed. Engl. 36 (1997) 955. 

[28] L.N. Rashkovich, KDP-family single crystals 
(Adam Hilger, Bristol, 1991). 

[29] P. Hartman, Acta Cryst. 9 (1956) 721; B. Dam, 
P. Bennema and W.J.P. van Enckevort, J. 
Cryst. Growth 74 (1986) 118. 

[30] S.A. de Vries, P. Goedtkindt, S.L. Bennett, 
W.J. Huisman, M.J. Zwanenburg, D.-M. 
Smilgies, J.J. De Yoreo, W.J.P. van Enckevort, 
P. Bennema and E. Vlieg, Phys. Rev. Lett. 80 
(1998)2229. 

[31] J. Arsic, M.F. Reedijk, A.J.R. Sweegers, Y.S. 
Wang and E. Vlieg, to be published (2001). 

[32] X.Y. Liu, E.S. Boek, W.J. Briels and P. 
Bennema, Nature 374 (1995) 342. 

[33] W.A. Curtin, Phys. Rev. Lett. 59 (1987) 1228. 
[34] M.F. Toney, J.N. Howard, J. Richer, G.L. 

Borges, J.G. Gordon, O.R. Melroy, D.G. 
Wiesler, D. Yee and L.B. Sorensen, Nature 368 
(1994) 444; B.M. Ocko, Phys. Rev. Lett. 64 
(1990) 2160; W.J. Huisman, J.F. Peters, M.J. 
Zwanenburg, S.A. de Vries, T.E. Deny, D.L. 
Abemathy and J.F. van der Veen, Nature 390 
(1997)379. 

[35] S. Arai, S. Tsukimoto, S. Muto and H. Saka, 
Microsc. Microanal. 6 (2000) 358. 

[36] M.F. Reedijk, J. Arsic, F.F.A. Hollander, S.A. 
de Vries and E. Vlieg, to be published (2001). 

[37] F. Grey, R. Feidenhans'l, J.S. Pedersen, M. 
Nielsen and R.L. Johnson, Phys. Rev. B 41 
(1990) 9519; S.A. de Vries, P. Goedtkindt, P. 
Steadman and E. Vlieg, Phys. Rev. B 59 (1999) 
13301. 



361 

Using atomic force microscopy to investigate solution crystal growth 
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Over the past ten years, the atomic force microscope (AFM) has become a conmion tool for investigating the 
growth of crystal surfaces from solutions. In this chapter, we describe the basic operation of the AFM and 
present examples of its application to crystal growth science, we discuss the use of ex situ force microscopy to 
investigate surface morphology and coarsening in air, and describe the experimental arrangement used to 
investigate growth in situ. We use examples from a number of crystal systems to illustrate the use of in situ 
imaging to investigate dislocation source activity, 2D and 3D nucleation, critical step length, step kinetics, step 
roughness, and impurity-step interactions. Finally, we point out future directions for AFM investigations of 
solution crystal growth. 

1. INTRODUCTION 

Prior to the invention of the atomic force 
microscope, optical interferometry was the high-
resolution tool of choice for investigating crystal 
surfaces in solutions. Although the development of 
phase shift interferometry [ijgave sufficient vertical 
resolution to detect the passage of single steps, the 
lateral resolution was still limited to about ten 
microns, far in excess of the length scale of 
molecules, steps, terraces, or islands. The atomic 
force microscope[2] has removed this limitation. 
With a lateral resolution of better than lOnm and the 
ability to resolve the lattice of even some simple 
inorganic crystals, one can [3] now address 
unanswered questions about the evolution of crystal 
surfaces. 

Prior to the invention of the AFM, the 
scanning tunneling microscope[4] (STM), had been 
used for a number of years for atomic-scale 
investigations of metal and semiconductor thin films 
grown by vapor phase epitaxy. But due to the need 
for a substrate that could support a tunneling current, 
the STM is not applicable to the study of insulating 
crystals in ionic solutions. Although the AFM has a 
resolution that is about an order of magnitude lower 
than the STM, it can be operated with insulating 
crystals and in fluids. Consequently, it has provided 
the first technique with molecular-scale resolution 
that can be used to image the growth of crystal 
surfaces from solutions in situ. In addition, unlike 

the STM, the feature sizes that are accessible with 
the AFM range from about 5nm to over 100 
microns, thus spanning length-scales from single 
molecules to entire crystals. This large dynamic 
range is illustrated in Fig. 1 for rhombohedral 
crystals of the protein canavalin[5-8]. 

Gratz and Hansma[9] published the first in 
situ AFM results on crystal surfaces in solution, 
using crystalline Si02 as the subject of their 
investigation. In the decade since this landmark 
study, a wide range of crystal systems has been 
explored with the AFM. The nature of these 
systems has ranged from simple ionic solids such as 
quartz[9], calcite[l0-19], and KH2 PO4UO-22], to 
hydrogen bonded solids such as diketopiperazine 
derivatives, to van der Waals bonded 
macromolecules including many protein[7, 8, 23-25] 
and virus systems[7, 23,25-27]. 

The purpose of this chapter is to introduce 
the reader to the application of the atomic force 
microscope to investigations of solution crystal 
growth. No prior knowledge of scanned probe 
microscopy is assumed. However, this chapter is 
not intended to be a tutorial on instrumentation. 
Rather our intent is to give the reader enough 
familiarity with the instrument to feel comfortable 
planning a crystal growth research project involving 
the AFM, and sufficient exposure to investigations 
carried out to date to allow the reader to design a set 
of experiments that will produce useful results. 



362 

AFM CryilBl in fluid cell Qowthsouice 

Figure 1. The dynamic range of the AFM makes it possible to access features with sizes from tens of 
nanometers to tens of microns. 

Although crystal growth fundamentals are a 
crucial part of AFM data analysis, providing a 
primer in crystal growth physics is beyond the scope 
of this chapter. Rather, we give examples of crystal 
growth studies that have been or can be done and 
leave it to the reader to consult the references for a 
description of the theoretical underpinnings used to 
interpret the data. Most examples come form our 
own work, but numerous high quality AFM 
investigations have been performed by groups 
around the world. The bibliography at the end of 
this chapter provides a partial list of these studies. 

The second section of this chapter covers 
the basic design and operation of the AFM. Many 
readers will find that they can skip this section. 
However, the novice will find particularly useful 
information about what the AFM is actually sensing 
and what information it provides. In the third 
section, we give examples of ex situ studies. The 
fourth section addresses in situ imaging of crystal 
surfaces and will include both a description of the 
experimental set-up and examples of research 
problems that have been addressed by either 

ourselves or others. The fifth and final section 
contains some concluding remarks. 

2. DESIGN AND OPERATION OF THE AFM 

A schematic of the critical components of 
an atomic force microscope is shown in Fig, 2. The 
sample sits on top of a triple-axis piezo actuator tube 
and interacts with a sharp tip at the end of a 
cantilever, which is fixed to the stationary body of 
the AFM. A laser beam reflects off of the cantilever 
and onto a position-sensitive photo diode. As the 
piezo tube moves the sample laterally, the variations 
in the interaction force between the tip and the 
surface produces a deflection of the laser spot on the 
photo diode. The resulting voltage signal is used as 
the control signal for a feedback loop to the vertical 
axis of the piezo tube. The control software varies 
the vertical position of the sample to null the signal 
from the photo diode. In the most common mode of 
operation, the actuator tube is driven rapidly back 
and forth along one in-plane (x) axis and slowly back 
and forth along the other in-plane (y) axis, while the 
sample height is adjusted to keep the deflection of 
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either occur along the repulsive, attractive, or both 
regions of the curve, corresponding to what is 
commonly referred to as operating in contact, non-
contact, and intermittent contact mode respectively. 

Figure 2. Schematic of AFM showing laser 
beam, piezo tube, cantilever and tip, sample and 
position sensitive detector (PSD). 

the cantilever constant. When the voltage applied to 
the vertical piezo tube (z-axis) is plotted as a 
function of piezo deflection along x and y, the result 
is a map of topography. However in another 
common variation of this scheme, the slow scan axis 
is disabled, producing a time profile of a single line 
along the sample surface where the fast scan 
direction records position and the disabled axis 
records the time. 

2.1 Surface-tip interactions 
The nature of the interaction between the 

tip and surface depends on a number of operational 
choices. Because virtually all data presented in this 
chapter was collected by monitoring the vertical 
deflection of the cantilever, no discussion of lateral 
force, magnetic force, or other modes of detection is 
given. In contact mode, the AFM provides two 
primary pieces of information about crystal 
surfaces: surface morphology — or topography — 
and step motion. However, the nature of the tip-
surface interaction that provides that information 
depends on what portion of the force vs. distance 
curve is being used for detection as illustrated in 
Fig. 3. As the figure indicates, surface detection can 

Figure 3. (a) Schematic of potential experienced by 
tip on an infinitely stiff cantilever approaching 
surface, (b-d) Schematic of tip-surface geometry 
during (b) contact, (c) intermittent contact, and (d) 
non-contact operation. Note tip trajectory is 
highlighted in color corresponding to portion oi 
potential curve being probed, (e) Schematic of force 
curve experienced by real tip approaching surface 
showing relationship of set point voltage to that 
obtained at zero deflection. The region of the curve 
that dips below the later is corresponds to a "jump to 
surface" prior to establishing contact. 
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Figure 3e shows a schematic of the force vs. 
distance curve for the tip approaching the surface. 

When imaging in air or vacuum, the 
attractive portion of the curve results in a 
phenomenon known as "jump to contact", which is 
due to capillary forces caused by water condensation 
at the tip-surface interface as illustrated in Fig. 4. 
When imaging in fluid, these capillary forces are 
eliminated or dramatically reduced. Consequently, 
the force curve exhibits a nearly constant (zero) 
force region when the tip is off the surface, followed 
by a monotonically increasing repulsive force as the 
tip contacts the surface (see Fig. 4). In order to 
obtain a control signal from the tip during scanning, 
some minimum amount of force must be 
established, even if only intermittently. 
Operationally, one minimizes this force as well as 
its capacity to influence the measurement by setting 
the voltage control point (the set-point voltage) of 
the instrument above the output voltage of the 
photo-diode when the tip is not in contact with the 
surface, but as close to it as possible while still 
maintaining the image. (See Fig. 3.) The total 
applied force can then be calculated by multiplying 
the difference between these two voltages times the 
detector sensitivity in V/nm times the spring 
constant of the cantilever in N/nm. 

Figure 4. (a) Schematic of tip approaching 
surface with adsorbed water layer, (b-c) Force-
displacement curve in (b) presence and (c) 
absence of capillary forces, (b) shows jump to 
contact on approach and adhesion on 
withdrawal. 

The force required to image without 
damaging the surface depends on the strength of the 
intermolecular bonding in the solid, but is on the 
order of one nN. With such small forces, angstrom 
level variations in surface topography can only be 
detected if the cantilever is "soft". But soft 
cantilevers are more prone to capillary forces, which 
are typically of order 10-lOOnN. Consequently, 
imaging surfaces in fluids, where the capillary forces 
are minimal, nearly eliminates one of the obstacles to 
high-quality imaging of soft materials. Details of 
force calculations, cantilever deflection, piezo design 
and performance, and other instrument-related 
issues, can be found in the references given in the 
bibliography. 

2.2 Image resolution 
A number of factors influence image 

resolution. Not surprisingly, the sharpness of the 
AFM tip has a significant effect. As Fig. 5 shows, 
standard -manufactured AFM tips can be modified 
to produce sharper tips by etching, oxide sharpening, 
or by attaching carbon nanotubes [28-30]. But in our 
experience, unidentified aspects of the sample-tip 
interaction have a significant impact on resolution. 
For no apparent reasons, some crystal systems yield 
molecular resolution data — even when comprised 
of angstrom-size inorganic molecules — while in 
other systems, image quality is limited to tens of 
nanometers. In other cases, such as with crystals of 
acetaminophen, the resolution is poor because the 
adhesion force is still large, even in solution. 

2.3 Ex situ vs. in situ imaging 
Operation of the AFM is possible in many 

different environments including air, vacuum, vapor 
(including H2O), and solution. Eggelston and 
coworkers[31, 32] have even constructed a 
hydrothermal cell for operation at temperatures of up 
to 150°C and pressures of 150psi and applied it to 
the growth of barite. The choice of environment 
clearly depends upon the objectives of the 
experiment. The majority of AFM studies on crystal 
surfaces have been performed either ex situ in air at 
room temperature or in situ in solution in the vicinity 
of room temperature. Despite the many reasons 
why in situ imaging is more desirable than ex situ 
imaging for investigating solution crystal growth 
physics, a simple analysis shows that many crystal 
systems simply grow too rapidly to allow for in situ 
operation. Typical scan rates for the fast scan 
direction are between 1 and lOHz, (although for 
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some systems where our goal was only to measure 
step speeds, we have used scan rates as high as 
1 lOHz). If we collect 256 lines of data per image, 
then at lOHz, each image takes about 25s to collect. 
For most crystals that we have examined, images 
that allow us to distinguish steps for analysis are 
rarely in excess of 20x20 îm. This implies that, if 
we require that a step be visible in two successive 
frames, then the step must be moving at no more 
than about 1 jam /s. In practice, we have found that 
this can be pushed to about 10 îm /s by increasing 
the scan rate and the scan size. 

these cases, we have found that there is much to be 
learned by imaging the surface ex situ. 

3. EX SITU EXPERIMENTS 

3.1 Surface preservation 
The most critical factor in performing ex 

situ imaging of crystal surfaces is preservation of the 
growth surface. De Yoreo et al.[2l] and Land et 
al.[22]successfully preserved surfaces of KDP 
(KH2PO4) crystals by pulling mm size crystals 
directly from solution through a stream of hexane at 

Figure 5. Various kinds of AFM tips, (a) Standard SiN4, (b) Oxide sharpened SiN4, (c) Tip following carbon 
deposition., (d) Tip following attachment of carbon nanotube. Images courtesy A. Noy and Digital 
Instruments/Veeco, www.di.com, Santa Barbara, Ca 

Now compare this to expected step speeds. 
To estimate the step speed in an arbitrary system we 
write it as v = QP(C-Ce) where Q is the volume per 
molecule in the solid, P is the kinetic coefficient, 
and C and Cg are the actual and equilibrium 
concentrations respectively. Typical kinetic 
coefficients for inorganic systems are about 
0.1cm/s[5]. Molecular volumes are on the order of 
lO"'̂ ^ cm^. Because growth mechanism, morphology 
and step speed are all dependent on supersaturation, 
a, the ability to vary it over wide range is highly 
desirable. At a minimum , one would like to cover 
at least 10% of supersaturation. Writing a ~ (C-
Ce)/Ce, we require C > 1.1 Cg. Solubilities vary over 
many orders of magnitude. For highly soluble salts 
it is not unusual, for Cg to be in excess of 10̂ ^ 
molecules/cml Then, for a = 10%, C-C^ > 10̂ ^ 
molecules/cm^ and v > 10""̂ cm/s or 10 |jm /s, which 
is at the limit of the instrument. In a later section on 
in situ imaging we will describe an alternative 
method for determining step velocity involving 
disabling of the slow scan axis that allows this limit 
to be violated. But if one is interested in monitoring 
step and surface morphology, in situ imaging simply 
can not be used on these fast growing surfaces. In 

the same temperature as the solution. These crystals 
were attached to the bars of rotating crystallizers to 
ensure that the surfaces were generated in a kinetic 
regime. Plomp et al.[33] used a similar scheme to 
examine the surface of BaNOs crystals. Ester et 
al.[34, 35] achieved exceptionally high quality 
crystal surfaces on KAP (potassium hydrogen 
pthalate) crystals using a system that directed a jet of 
Ar gas at the crystals as they were removed from 
solution. In each of these examples, the authors 
were confident that the overall morphology and 
average step spacing was representative of the 
growth surface, but that the details of the observed 
step edge and island morphologies could not be 
trusted. Examples of surfaces produced by these 
methods are shown in Fig. 6. 

3.2 Growth hillock structure 
The primary use of ex situ data has been to 

examine the structure of dislocation hillocks and 
determine the dependence of terrace width on 
supersaturation. Such studies have of course been 
performed in situ using interferometry[l] where the 
growth rate is not an issue until much higher 
supersaturations. Besides providing an indisputable 
record of the growth surface, interferometry also 
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Figure 6. Example of KDP crystal surfaces 
preserved by pulling through hexane. (a) shows 
schematic of crystal structure, (b and c) Growth 
hillocks on the (b) {101} and (c) {100} face 
generated by dislocations emanating from the 
seed crystal interface. 

averages over many terraces, giving little scatter in 
individual data points. But ex situ AFM has one 
distinct advantage: it provides direct information 
about the structure of the dislocation source. The 

consequence of this advantage is best exemplified by 
the studies on KDP[20, 21]. As Fig. 7 shows, 
hillocks on KDP {101} possess hollow cores at the 
dislocation sources. Even for dislocation sources 
with Burgers vectors of one unit step, these cores are 
larger than the critical radius even at relatively low 
supersaturations (~ 5%). Consequently, they are the 
primary factor determining the terrace width, which, 
as Fig. 8 shows, is nearly independent of Burgers 
vector and weakly dependent on supersaturation. 
Although existing interferometric data on KDP and 
ADP contained the same information[36-38], 
understanding the source of this unexpected behavior 
only came about because of the AFM images. 

3.3 Surface coarsening 
Ex situ AFM can also be used to investigate 

the post-growth evolution of crystal surfaces. 
Figure 9 shows the evolution of a KDP {101} 
surface in air at room temperature over the course of 
a week. The as-grown surface consists of a set of 
steps and islands with irregular boundaries. Over 
time, this surface coarsens until, after a week, the 
islands have disappeared and the steps have 
smoothed considerably. The reason for this 
phenomenon is, of course, surface diffusion of KDP 
— perhaps within a adsorbed film of H2O — from 
regions of high to low curvature. Other results also 
show that vacancy islands fill-in through this 
process. The authors found that analysis of the 
island sizes gave a t̂ ^̂  dependence of island radius 
on time. This dependence is expected for a surface 
diffiision limited process of coarsening and provides 
an estimate of the. surface diffiisivity of about 10" 
^cmVs. 

4. IN SITU EXPERIMENTS 

4.1 Experimental design 
In situ AFM investigations of crystal 

growth present a number of experimental challenges. 
Table I gives a list of the variables that must be 
controlled in order to obtain quantitative information 
from an experiment. This control is achieved by 
using an experimental set-up like that illustrated in 
Fig. 10. The growth solution is held at fixed 
composition within a well mixed, temperature 
controlled reservoir. The flow rate of the solution is 
controlled by a peristaltic pump that lies between the 
reservoir and the AFM. (Alternatively, a syringe 
pump can be used in place of the peristaltic pump 
and solution reservoir in cases where active control 
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Figure 7. AFM images of typical growth hillocks on: (a-d) the {101} face of KDP showing hollow cores at 
dislocation sources, (e) Cross section of typical hollow core. 

over pH or CO2 content is not needed and the 
solution can simply be maintained at room 
temperature.) A riser in the flow line containing an 
air pocket serves to damp out any vibrations from 

the pump, and an in-line filter (not shown) removes 
any particles introduced during transfer of the 
solution to the reservoir. The sample sits on a glass 
coverr-slip, fixed to a metal puck which is turn fixed 
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Figure 8. Dependence of hillock slope on 
supersaturation for hillocks on the {101} face of 
KDP. Solid lines are theoretical fits to data 
assuming hollow cores of radius ro and burgers 
vectors of m unit steps. The three sets of curves 
correspond to the three sectors of the growth 
hillock (see Fig. 6). The data points are the 
measured slopes from the AFM images. Squares 
, triangles and circles correspond to m = 1,2 and 
3 respectively. The crosses correspond to m=2. 
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Figure 10. Schematic of system used for in-situ 
imaging of crystal surfaces in solution, (a) shows 
flow controls, (b) shows temperature controls. 
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Figure 9. Coarsening of islands and steps on KDP 
{101}. With time, the material from the islands 
diffuses to the steps which in turn exhibit smoothing. 

to a fluid cell with an inlet and outlet port makes a 
seal with the glass cover-slip via a silicone 0-ring. 
Before passing into the inlet port, the solution flows 
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through the meander of a heat exchanger. The 
temperature of the heat exchanger is controlled 
using a thermoelectric element and the heat is 
removed from or added to the back side of the 
Peltier device by flowing chilled or heated water 

Table I 
Experimental control parameters 

control, which can be remedied using the set-up 
described above with a well tuned temperature 
controller. Finally, the pH of the solution exerts a 
strong control over step speeds and therefore must be 
held constant as other variables are changed if a 

Parameter Primary effect 
Solute concentration 

Temperature 

Flow rate 

pH 

Ionic strength 

Ratio of species 

Purity 

Supersaturation, net flux to surface 

Activation rate for attachment and detachment, 
thermal roughness, equilibrium phase 

Balance between bulk diffusion and surface kinetics 

Ratio of solution species, surface charge, activation barriers 

Screening between charges, activation barriers 

Relative fluxes of species, rate limiting adsorption barrier 

Growth inhibition, growth morphology, surface energies 

through a copper block. The control thermocouple 
is inserted into the fluid stream within the heat 
exchanger and a waterproofed measurement 
thermocouple is inserted into the outlet port of the 
fluid cell. The resulting system has temperature 
stability of about 0.1 °C at the cell. 

Flow rates are adjusted upward until the 
step speed on the crystal surface is no longer a 
function of flow rate. Typical flow rates are about 
2ml/min. However, for very slowly growing 
crystals, it is not necessary to flow solution. 
Whether or not this is the case for any given system 
can be easily checked by monitoring the dependence 
of step speed on time. If flow is required, the step 
speed will immediately begin to drop when the 
pump is turned off. 

Control over supersaturation is achieved in 
one of two ways: by holding the temperature fixed 
and changing the solute content of the reservoir, or 
by varying the temperature for fixed solute content, 
the latter being applicable only to systems in which 
the solubility is moderately temperature dependent. 

There are a number of annoying but 
avoidable experimental problems common to many 
systems. The first is air bubbles, which are typically 
caused by leaky joints or a poor seal at the O-
ring/cover-slip interface. Applying vacuum grease 
around the outside of the 0-ring can alleviate this 
problem. A second obstacle is poor temperature 

direct comparison of the datasets is to be performed. 
Figure 11 shows the dependence of step speed on 
pH for rhombohedral canavalin[6]. 

800 
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Figure 11. Dependence of step speed on 
concentration for rhombohedral canavaiin at three 
different values of the solution pH. 

Most AFM studies of solution crystal 
growth have utilized the contact mode of operation. 
However, in both our work and that of others, non-
contact or intermittent contact has also been used, 
primarily when imaging biological materials. In our 
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experience, in nearly all cases, contact mode 
provides higher resolution. But on protein and virus 
crystals, the details of step structure and small 
adsorbed features can be altered in contact mode. In 
short, decisions on whether to use contact or tapping 
mode must be made on a case by case basis after 
initial experimentation. 

The final aspect of the experimental set-up 
that we will discuss is sample preparation. We have 
found that the most successful approach varies from 
one system to another. For example, nucleation of 
crystals in small droplets of solution on transmission 
electron microscopy (TEM) grids glued to cover-
slips works very well for protein and virus crystals. 
Alternatively, wires or fibers glued to the cover-
slips can be used as clamps. Following nucleation 
of these crystals directly on the cover-slips, the 
crystals can be immobilized by manipulating them 
under the clamp. For most inorganic or organic 
crystals, dry, pre-nucleated or cleaved crystals are 
used as seeds for subsequent growth within the 
fluid-cell. These seeds are fixed to the cover-slip by 
gluing them. Some experimentation with glues is in 
order due to the variability of compatibility with 
various solutions. In general, urethane glues work 
well with aqueous solutions. Finally, when large, 
high-quality crystals that cleave well are available, 
the cleaved crystal surface can be used as the 

substrate in place of the cover-slip. The fluid-cell O-
ring makes a seal directly on the surface of the 
cleaved crystal. 

4.2 Dislocation source activity 
In situ imaging can be used to observe the 

effect of supersaturation on dislocation source 
activity[22] and critical step length[15]. Figure 12 
shows the effect of supersaturation on terrace width 
for a dislocation hillock on brushite and on the 
competition between nearby dislocation sources on 
rhombohedral canavalin. Of course both of these 
effects are a result of the Gibbs-Thomson effect on 
critical step length. The AFM enables one to 
measure critical step length directly. By collecting 
sequential images of the emergence of steps from a 
dislocation source, one can bracket the critical 
length: The last image in which the emerging step is 
not yet moving gives a sub-critical lengths and the 
first image in which it is moving gives a super-
critical length. Figure 13 illustrates the 
determination of critical length and shows its 
dependence on supersaturation for the two unique 
step directions on calcite {104} surfaces. From the 
slopes of these curves, the step edge free energy 
associated with creation of the new step can be 
calculated. 

Clearly, the ability to accurately determine 

Figure 12, (a-c) 6 x Ŝ im images showing dependence of terrace width on supersaturation at dislocation hillocks 
on brushite. Supersaturations are (a) 0.044, (b) 0.065, (c) 0.277. (d-f) 25 x 25iim images showing change in 
activity of adjacent sources on canavalin as supersaturation decreases. The source in the upper right is composed 
of four closely spaced dislocations and the source in the lower left has just one dislocation. All emit one single 
unit height step, (d) Simple source dominates, (c) Sources are of comparable activity, (f) Complex source 
dominates and simple source is just a dislocation on the side of the main hillock. 
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Figure 13. (a) and (b) Ixl^m images of a dislocation source on calcite illustrating measurement of critical 
step length, (c) Measured dependence of critical length on supersaturation for the two types of steps (obtuse 
(+) and acute (-)) on calcite. Step edge energy, a, is calculated from the slope. 

critical length depends to a large degree on hoŵ  
rapidly the steps are moving relative to the scan rate. 
Thus high scan rates are useful for this purpose. 
How^ever, in some cases, fast scan rates may still be 
insufficient to determine the critical length for 
certain step directions simply because the critical 
length is small and the adjacent step speed is rapid. 
Brushite is a case in point. For one step direction, 
these tw ô factors make it nearly impossible to 
"catch" the step in a subcritical state. In these cases, 
only an upper limit can be determined. 

Care must be taken in interpreting the 
critical length. It simply is not the case that the 
critical length for a given step direction gives the 
step edge energy for that step direction. The free 
energy that gives rise to the critical length is due to 
the creation of new step edge. But that step edge is 
not created along the step being measured. Rather it 
is created at the corners and adjacent sides of the 
step. For a more complete discussion we refer the 
reader to Teng et al[l5]. 

4.3 Two-dimensional 
nucleation 

and three-dimensional 

By increasing the supersaturation, one can 
unambiguously monitor the transition to 2D 
nucleation using the AFM. Malkin et al.[39] 
showed that through careful measurements, the rate 
of nucleation as a function of supersaturation, and 
therefore the interfacial energy associated with 
nucleation could be determined. In addition, a 
number of authors have used the size of critical 
islands to calculate the step edge energy[6, 8, 27, 
40]. Figure 14 shows examples of 2D nucleation on 
calcite, canavalin, and satellite mosaic tobacco virus 
(STMV). 

The procedure for determining critical 
island size is somewhat different than that used for 
determining critical step length at dislocation 
sources. Numerous images of nucleating islands are 
captured. Some islands eventually shrink in size and 
disappear while some grow in size. By taking the 
average of the maximum island size obtained before 
shrinking, one can estimate the critical size. A 
warning about calculating step edge energies from 
critical island sizes is also in order here. The step 
edge energy that one calculates is an average for the 
entire island. But unless the step edge energy is 
isotropic (an unlikely situation), portioning it up 
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around the island requires quite a bit more work. 
One must make a polar plot of equilibrium island 
shape, use the Wulff construction to generate a polar 
plot of relative step edge energy, and then set the 
path integral of step edge energy per unit length 
times the displacement around the island to derive 
the magnitude of the step edge energy for any step 
orientation. While this has never been done for 
AFM studies of solution crystal growth, we refer the 
reader to the STM study of Icking-Konert et al.[4l] 
for more detailed discussion, as well as the work of 
Teng et al.[l5] and Orme at al.[42] where many of 
the individual pieces of this calculation are worked 
out. 

A few authors have reported the occurrence 
of 3D nucleation on protein and virus crystals. An 
example is shown in Fig. 15. These nuclei consist 
of molecular clusters that land on the surface of the 
host crystal. But rather than become incorporated in 
a misoriented state, the molecules rearrange within 
the cluster to form multi-layer stacks in epitaxial 
registry with the underlying lattice. In some cases, 
such as on canavalin, these 3D nuclei are created bit 
ejection of material from the crystal surface by the 
tip as it strikes the surface with high force or moves 
across a crystal edge. But in other cases, such as on 
STMV [23] or apoferritin, the authors reported the 
occurrence of this phenomenon in the absence of 
these effects. Yau and Vekilov[40] used this 
phenomenon on glass substrates to investigate 
pathways to nucleation of apoferritin. 

4.4 Measuring step speeds 
Step speed is one of the simplest measures of 

attachment/detachment kinetics at crystal surfaces. 
Unlike other methods of monitoring crystal growth, 
there is no ambiguity about the step heights. Thus 
the speed of both elementary steps and macrosteps 
can be individually determined. There are three 
basic techniques for measuring step speed. In the 
first, one uses a dislocation as a fixed point on the 
surface and monitors the motion of steps away from 
or towards that point as illustrated in Fig. 16 a and 
b. In the second method, a sequence of upward and 
downward scans is collected. From the change in the 
angle of the steps between the upward and 
downward scans, one can determine both the true 
step direction and the step speed, v, as illustrated in 
Fig. 16 c and d using the relationship: 

Figure 14. Examples of 2D nucleation on 
(a) calcite, (b) canavalin, and (c) STMV. 
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V = Vtip[cot6D - cot0u] sin0y 

2 cotCej) = cotGo + cotGu 

v,p = RL/2N 

where 0D is the angle during the down scan, 6u is the 
angle during the up scan, Qj is the true angle of the 
step train, R is the scan rate, L is the scan size, and N 
is the number of lines per scan. Finally, if one 
arranges the angle of the fast scan axis to be 
perpendicular to the true step direction, then 
disabling the slow scan axis provides a time profile 
of step position as illustrated in Fig. 16 e and f. 
Figure 17 shows the dependence of step speed on 
solute concentration for brushite and calcite[l6]. 
(The data for calcite show significant non-linear 
behavior that the authors attributed to impurity 
effects.) 

Figure 15. Example of deposition and growth of 
3D nuclei on {111} face of STMV. After 
appearance, nuclei rearrange to grow in registry 
with underlying crystal. (Courtesy of Alex 
Malkin.) 

Figure 16. Three 
methods for determining 
step speed, (a) and (b) 
are sequential images 
showing movement of 
step re la t ive to 
dislocation source, (c) 
and (d) are sequential 

images showing the change in apparent angle of step 
train from a downward to upward scan, (e) shows 
image of steps near top of hillock with the slow scan 
direction (vertical) disabled. The horizontal position 
gives distance and the vertical position gives time. 
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Figure 17. Dependence of step speed on (a) Ca concentration for brushite (courtesy A. Villacampa) and (b) 
Ca^^ activity for calcite. 

Due to the Gibbs-Thomson effect, when 
the step length is near that of the critical length, the 
step speed should depend on length as well as 
supersaturation. The AFM is the only instrument 
capable of probing this phenomenon. For a system 
in which step speeds are small and critical lengths 
are large, this measurement is readily performed. 
However, the same caveats about measuring critical 
length in "uncooperative " systems discussed above 
apply here. 

Teng et al.[l5] and, later, Higgins et 
al.[43], measured the dependence of step speed on 
length and found a sharp discrepancy between the 
experimental results and that expected from 
standard crystal growth theory. These 
measurements were the first to provide evidence that 
the rough-step model of growth is incorrect for 
many systems. Rather, a one-dimensional 
nucleation model may be needed to understand the 
growth data. Figure 18 shows the dependence of 
step speed on length for calcite. 

4.5 Step roughness 
The roughness of the step edge, temporal 

and spatial fluctations of step position, and 
fluctuations in terrace width can be related to 
attachment/detachment kinetics and step stiffness. A 
number of STM investigations of these phenomena 

1.0 

0.8 

8 0.6 

0.4 

0.2 r 

1 ' 1 • 1 

L 4 

L v'̂ '̂ ^ 

1 • / 
1 * / ^ 

\ / 

•»< 1 1 1 1 

i " ' ^ ' mm •«» 

;^>^^^— 
44 

^ Experimental 
^ Gibbs-Thomson 

I . I . 

\ 

\ 

0.0 
0.0 0.4 0.8 1.2 1.6 2.0 

L/Lc-1 

Figure 18. Dependence of step speed on step length 
for calcite {104} surface. Data points were 
collected at multiple supersaturations. Red curve 
shows the Gibbs-Thomson prediction, v = actual 
step speed, Voo = limiting step speed, L = step length, 
Lc = critical step length. 

have been done on metal and semiconductor 
surfaces. But until very recently, no such studies had 
been performed on crystals during growth from 
solution. Some of the systems that have been 
examined or are currently under investigation 
include silver[44], apoferritin[45], KDP[3], 
Iysozyme[46], brushite, and calcite. What has been 
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published to date shows variable behavior and is not 
yet sufficient to allow one to draw a general picture 
of step edge dynamics in solution. 

Figure 19 shows some examples of step 
edge roughness for a number of systems. As the 
figure shows, roughness varies dramatically from 
one system to another, with kink densities ranging 
from less than one in a hundred to nearly unity. 
Disabling the slow scan axis and monitoring the 
position of a point along the step, allow one to 
extract the time dependence of the height-height 
correlation function for that position. From the 
slope of this curve, one can extract information 
about the pathway by which solute molecules make 
their way to the step edge. Similar information can 
be obtained from the distribution of terrace widths. 
Figure 20 shows the terrace width distribution for 
brushite along with the distribution expected from a 
simple model that considers only strong repulsive 
interactions between the steps. 

4.6 Impurity effects 
The final example that we present in this 

chapter, is the use of AFM to examine the effect of 
impurities on growth and dissolution. Three types of 
impurities have been examined quantitatively: those 
that pin step motion, impurities that get incorporated 
and change the solubility but have little effect on 
step kinetics, and those that act like surfactants to 
modify the surface energies, but are neither 
incorporated nor cause step pinning. As an example 
of the first type. Land et al.[47], looked at the effect 
of trivalent cations of Fe, Cr and Al on the growth of 
KDP. This study revealed behavior that could not 
have been detected or understood without the 
resolution that the AFM provides. The authors 
showed that, after doping the growth solution with 
Fe^^ of sufficient concentration to drive the surface 
into the dead zone, as the supersaturation was 

250x200nm 3x3[xm 
610x610nm 225x225nm 

Examples of variability in step roughness or solution grown crystals, (a) canavalin, (b) two step Figure 19 
directions on brushite, (c) calcite and (d) lysozyme. (d is courtesy of L.N. Rashkovich.) 

0.5 1.0 1.5 2.0 

Figure 20. Terrace width distributions for trains of 
steps on brushite P(l) dl gives the expected number 
of terraces with width between I and 1+dl. Here, I is 
the normalized width: 1=L/Lav, where L is the width 
measured from the AFM image. [Since the images 
were not processed for the scan speed, etc., L is not 
the true width of the terrace; thus the advantage of 
normalizing by Lav] There are 320 data points (i.e., 
distinct pairs of steps) in the set. The standard 
deviation is 0.28 and the skewness is +0.04. The 
area under the curves or the data bars is unity, i.e., 
P(l) is normalized. The solid line is a Gaussian fit 
(it does not capture the skewness). The dashed line 
is the fit using a generalized Wigner distribution, 
P(l)=arfexp(-brP), with br=6 corresponding to 
strongly repulsive interactions between the steps (it 
captures the skewness but does not recover the peak 
very well). Courtesy M. Bartelt and A. Villacampa. 
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increased, the emergence of the crystal surface from 
the dead zone was led by the motion of macrosteps. 
Furthermore, at supersaturations where the 
elementary steps were moving, the macrosteps 
moved at higher velocity. A sample of these results 
is shown in Fig. 21. 

As an example of an incorporating 
impurity species, Davis et al.[lO] looked at the 
effect of Mg on calcite growth. The authors found 
that the well documented inhibiting effect of Mg on 
calcite growth was not due to step pinning, but 
rather to a shift in the equilibrium solubility of the 
crystal with increasing Mg content. The 
dependence of step speed on Ca concentration for 
increasing Mg level is shown in Fig. 22. 

Finally, the effect of acidic amino acids on 
calcite growth was examined by Orme et al.[42] in 
an attempt to understand some of the controls on 
crystallization exerted by living organisms during 
the formation of biominerals. Related experiments 
were carried out by Walters et al.[l8] and 
Thompson et al.[48] Figure 23 shows the effect of 
aspartic acid on calcite growth and dissolution. 
Individual acid enantiomers induce chirality in the 
growth hillock and etchpit geometries. Orme et 
al.[42] used these experiments to deduce binding 
relationships between the impurities and the crystal 
surface. 

5 CONCLUSIONS 
The application of atomic force microscopy 

to solution crystal growth has had and continues to 
have a major impact on our understanding of 
solution crystal growth physics. In certain areas, 
such as dislocation source dynamics, there appears 
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Figure 21. Effect of Fe on morphology of growing 
KDP surface. The AFM images in a (upward scan) 
and b (downward scan) show that just above the 
dead zone, macro steps (heavy white step) are 
mobile while elementary steps remain stationary. 
Elementary steps are stripped off of the macrostep 
in a piecewise fashion (see black arrows) leaving a 
fmger-like pattern of steps. The images in c 
(downward scan) and d (upward scan) show that, 
well above the dead zone, the macrosteps still move 
faster than the elementary steps. (The change in 
angle of the steps between images is larger for the 
macrosteps than the elementary steps.) (From [47]) 

to be little left to learn. However in the area of step 
kinetics, there are clear discrepancies between 
standard models and system behavior. We do not 
have a clear picture of mass transport process near 
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Figure 22. Measured dependence of 
step velocity on Ca^^ activity, aca2+ as 
a function of Mĝ "̂  concentration. The 
solubility shifts to higher activities 
while the kinetic coefficient remains 
roughly constant. The solution 
activity of magnesium is expressed in 
a shorthand form where 320xMg = 
5(64xMg) = 1.59x10-̂  (from [10]). 
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the surface, nor do we understand the extent to 
which creation and destruction of new units (often 
referred to as ID nuclei) along step edges controls 
the kinetics of growth. In short, a detailed picture of 
step edge dynamics has yet to emerge. Thus one of 
the most important results on the horizon is the 
precise determination of the supersaturation 
dependence of kink density and step edge 
roughness. The development of mass produced 
nanotube probes, ultra-small cantilevers to reduce 
thermal noise, and the ability to scan at faster rates 
is currently underway. These advances will help 
enormously in sorting out the details of molecular 
attachment and detachment at step edges. 
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Crystal Morphology Control with Tailor-Made Additives; A Stereochemical Approach 

Isabelle Weissbuch, Meir Lahav, Leslie Leiserowitz 

Department of Materials and Interfaces, 
The Weizmann Institute of Science, Rehovot 76100 Israel 

Tailor-made molecules have been designed and used as additives, in crystallization processes from solution, 
to control the nucleation and growth of molecular crystals. These additives can be either inhibitors or promoters 
of crystal growth. Tailor-made inhibitors can be used for a variety of purposes that include crystal morphology 
engineering, kinetic resolution of racemates, reduction of crystal symmetry, assignment of absolute 
configuration of chiral molecules and polar crystals and control of crystal polymorphism. As for crystal growth 
promoters tailor-made additives, that self-assemble at the air-aqueous solution interface due to their intrinsic 
hydrophobic nature, have been used to induce oriented crystallization by means of a structural match. 

1. INTRODUCTION 

Crystals and the crystallization process from 
solutions play an important role in pure and applied 
sciences. However, the ability to design crystals 
with desired properties and the control over 
crystallization, based on structural understanding, 
are still limited when compared with the controlled 
crystal growth provided in biomineralization 
processes. 

The ground rules for a quantitative 
determination of crystal morphology based on the 
internal crystal structure were laid by Hartman, 
Perdok and Bennema[l-5] in their landmark papers 
on the prediction of crystal morphology. Regarding 
the effect of additives and solvent on crystal growth 
and morphology, a variety of studies have been 
reported around the mid 20* century. The control on 
nucleation, growth, dissolution and morphology of 
molecular crystals, however, remained primarily a 
matter of 'mix and try'. 

In the last 20 years, a stereochemical approach 
has been adopted involving growth and dissolution 
of molecular crystals in the presence of 'tailor-
made' additives that interact with specific crystal 
faces and may be crystal growth inhibitors or 
nucleation promoters.[6-14] The surfaces of a 
growing crystal can be thought of as composed of 
'active sites' that interact stereospecifically with 
molecules in solution, in a manner similar to 

enzyme-substrate or antibody-antigen interactions. 
The repetitive arrangement at crystal surfaces and 
the knowledge of their structures offer simpler 
means to pinpoint intermolecular interactions by 
using the concept of molecular recognition at 
interfaces. With the assistance of tailor-made 
additives, it is possible to examine a variety of 
processes concerning open questions in the field of 
crystal nucleation and growth, interactions with the 
growth environment and crystal polymorphism. 

2. CRYSTAL MORPHOLOGY 
ENGINEERING 

The habit of a crystal is defined by the relative 
rates of its growth in different directions; the faster 
the growth in a given direction the smaller the face 
developed perpendicular thereto. Consequently, 
when growth is inhibited in a direction perpen-
dicular to a given face, the area of this face is 
expected to increase relative to the areas of other 
faces of the same crystal. Differences in the relative 
surface areas of the various faces can therefore be 
directly correlated to the inhibition in different 
growth directions. Such a change in crystal 
morphology is shown in Scheme 1. 

Dramatic changes in morphology observed 
during growth of molecular crystals in the presence 
of additives revealed a high degree of specificity in 
the interaction of the foreign material with the 
different structures of the growing surfaces. 
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Scheme 1 
Crystal morphology engineering became 

possible with the use of tailor-made additives of 
molecular structure similar to the structure of the 
corresponding host molecules. From a systematic 
study of a variety of organic compounds crystallized 
in the presence of additives, it was possible to 
deduce a stereochemical correlation between the 
structures of the affected crystal surfaces and the 
molecular structure of the additive. We could infer 
that the tailor-made additive is recognized only at 
certain surfaces on the growing crystals, in a manner 
similar to the host molecules, and then adsorbed at 
those faces with the part of the additive that differs 
from that of the host emerging from the crystal. 
Such selective adsorption of the tailor-made additive 
at crystal faces and subsequent inhibition of their 
growth are depicted in Scheme 2. 

\ disturbed growth 

^ disturbed growth 
Scheme 2 

Once this mechanism was established, it became 
possible to exploit it to systematically modify the 
morphology of crystals by tailoring additives that 
bind at preselected faces and thus inhibit growth in a 
predictable manner. 

An example[6] where the host-tailor-made 
additive interactions at the growing solid-liquid 
interface can be pinpointed and correlated with the 
change in crystal morphology is benzamide, 
C6H5CONH2. This compound crystallizes from 

ethanol as plates, in the monoclinic space group 
P2\lc. The packing arrangement in this crystal can 
be described in terms of hydrogen-bonded cyclic 
molecular dimers interlinked by hydrogen bonds to 
yield ribbons parallel to the b axis (Fig la). The 
ribbons are stacked along the a axis to form stable 
(001) layers. 

a 

ro-c:^ 
host< 

/ - H - - 0 

5A axis 

•V0> 

^0—H-r 

«dditive-^aK,.„..>© 

growmg 
direction 
of crystal 

< . . > - V H 

'^repulsion 

C 
(0 0 1) 

(0 01) 

Fig. 1. (a) Schematic representation of the ribbon 
motif of hydrogen-bonded dimers of benzamide 
molecules interlinked along the 5 A 6-axis, showing 
the effect of benzoic acid additive, 
(b, c) Packing arrangement of benzamide, viewed 
along the b axis, showing the effect of o-toluamide 
and/>-toluamide, CH3-C6H4CONH2, respectively. 

These tightly packed layers juxtapose along the c 
direction, interacting via weak van der Waals 
interactions between phenyl groups, thus accounting 
for the {001} plate-like shape of the crystals. 

Benzoic acid C6H5COOH additive, adopting the 
stable 0=C-OH syn planar conformation, can 
replace a molecule of benzamide at the end of a 
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ribbon (Fig. la); however, at the site of the additive, 

an attractive N-H- •O bond is replaced by repulsion 
between adjacent oxygen lone-pair electrons of the 
bound additive molecule and of the oncoming 
benzamide molecule. As predicted, benzoic acid as 
additive inhibits growth of the benzamide crystals 
along b, transforming the pure plates (Fig. 2a) into 
[100] needles (Fig. 2b). Inhibition of growth along a 
was accomplished with o-toluamide that yielded 
[010] bars (Fig. 2c). This additive can easily be 
adsorbed in the hydrogen-bonding chain, without 
disturbing growth along b, but with the methyl 

group, that emerges from the (104) side-face (Fig. 
lb) interfering with growth in the a direction along 
which the dimers are stacked. Thinner plates, (Fig. 
2d), are obtained by addition of increasing amounts 
of/7-toluamide since its methyl group perturbs the 
already weak van der Waals interactions between 
the phenyl layers in the c direction (Fig. Ic). 

Fig. 2. Photographs of benzamide crystals: (a) pure; 
(b-d) grown in the presence of increasing amounts 
(from bottom to top) of (b) benzoic acid, (c) o-
toluamide, (d) p-toluamide. 

The two-step mechanism of stereospecific 
binding of tailor-made additives at the growing 
crystal surfaces followed by inhibition of growth 
perpendicular to these faces has been applied to a 
variety of molecular crystals including a-
aminoacids, di-peptides, primary and secondary 
amides, carboxylic acids, sugars, steroids, etc., and 
is therefore general. It has been also successfully 
applied in the separation of enantiomers by kinetic 
resolution of conglomerates. 

3. TAILOR-MADE INHIBITORS FOR 
RESOLUTION OF RACEMATES[7,8] 

Application of the above two-step mechanism 
to racemic mixtures in which each enantiomer R- or 
S- crystallizes in enantiomorphous crystals (Scheme 
3left) suggested the possibility of performing by 
these means a manual Pasteur-type separation, as 
well as a kinetic resolution. Enantiomorphous 
crystals behave differently when grown in the 
presence of enantiomeric tailor-made additives since 
diastereomeric interactions occur at the surfaces of 
the growing crystals. It follows directly from the 
mechanism illustrated in Scheme 3right that an 
enantiomeric additive S' consisting of a 
appropriately modified S molecule will in general be 
adsorbed only at the S crystal surface and not at the 
R crystal. As a consequence, the S crystal undergoes 
changes in morphology which allow easy visual 
identification and separation of the two 
enantiomorphs. This principle is illustrated with the 
following example. 

R + S 
/ \ 

kR ks 
^ _ >A 
{ R } , ' ' ^ - ' ' ^ {S}/ 

unmodified 
morphology 

Scheme 3 

{S + S'}/ 

modified 
morphology 

Racemic (R,S)-glutamic acid.HCl (Glu.HCl), 
HOOC(CH2)2C*H(NH3'̂ )COOH crystallizes as a 
conglomerate of (R)- and (S)- enantiomorphs. The 
packing arrangement and morphology of (S)-
Glu.HCl crystal are shown in Fig. 3. The molecular 
side chains are directed along the c axis and form 
hydrogen bonds in this direction. Therefore, various 
other a-aminoacids can be regarded as tailor-made 
additives since these molecules bear the residue 
^H3NC*HC00H of the a-aminoacid group, whereas 
the side chain is different. When growing (S)-
Glu.HCl in the presence of such S'-a-aminoacids, 
the additive will enantiospecifically adsorb at the 
two {001} crystal faces and inhibit crystal growth 
perpendicular to them since the hydrogen bonding 
along c will be disrupted. In contrast, R'-a-
aminoacid additives cannot be adsorbed at the same 
surfaces because the molecular structure of the 
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substrate and additive are of opposite handedness. 
By symmetry, (R')-a-aminoacid additive can be 
adsorbed only at the {001} faces of (R)-Glu.HCl 
crystals. Indeed, crystals grown from racemic R,S-
Glu.HCl in the presence of S-lysine additive (1-3% 
wt/wt of racemate) appear as plates of (R)-Glu.HCl 
covered by a crystalline powder of the (S)-Glu.HCl 
(Fig. 4). The pure plate-like crystals of (S)-Glu.HCl 
(Fig. 5a) grow thinner and become a powder with 
increasing S-lysine concentration (Fig. 5). Kinetic 
resolution of the racemic R,S-GluHCl can be 
achieved with the assistance of larger (up to 10% 
wt/wt) amounts of S-lysine additive that prevents 
the growth of (S)-Glu.HCl yielding preferred 
crystallization of (R)-Glu.HCl. This principle has 
been applied to other racemic systems, including 
(R,S)-asparagine monohydrate, (R,S)-threonine, 
(R,S)-/7-hydoxy-phenylglycine./7-toluene-sulfonate. 

The efficiency of the tailor-made additives 
could be significantly increased by anchoring the a-
aminoacid moieties to a polymeric backbone. 
Addition of only 0.1-1% poly-(N^-metacryloyl-R-
lysine), 1, to supersaturated solutions of R,S-
Glu.HCl could bring about the preferred 
crystallization of (R)-Glu.HCl. 

CHj 

0 = C N 

1 

I (001) |ioi) 

Fig. 3. (a) Packing arrangement of (S)-Glu.HCl viewed along 
the a axis and showing the effect of S->r(p-nitro-phenyl)-a,y-
diamino-butyric acid, 02N-C6H4-NH-(CH2)2CH(NH3'̂ )COO-, 
additive, (b) Morphology of pure crystals. 

Fig. 4. Racemic Glu.HCl grown in the 
presence of S-lysine; the plates are the 
(R)-Glu.HCl, whereas the powder is 
the (S)-Glu.HCl. 

Fig. 5. Photographs of (S)-Glu.HCl crystals: (a) pure; (b-e) Grown in the presence of increasing amounts of 
S-lysine additive: (b) 2 mg/ml; (c) 5 mg/ml; (d) 10 mg/ml; (e) 50 mg/ml. 
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An industrially feasible kinetic process for the 
resolution of methionine.HCl has been reported [9]. 
The method is also applicable to molecular crystals 
lacking ionic and hydrogen bonds as in the kinetic 
resolution of racemic (R,S)-5'^c-phenethy 1-3,5-
dinitro-benzoate, 2, with poly-(N-acryloyl-(/7-
aminobenzoyO-R-^-^c-phenethyl-amide), 3, additive. 

The kinetic resolution may encompass preferred 
precipitation, from a racemate solution, of one 
enantiomorph at the expense of the more stable 
racemic crystal phase. Naturally, the energy gap 
between the racemic crystal and the mixture of 
resolved enantiomorphs must be relatively small. 
For example, racemic R,S-histidine.HCl, C3H3N2-
CH2-C*H(NH3^)COO', precipitates at 25°C as a 
stable racemic dihydrate crystal (R,S)-
His.HCl.2H2O. Above 45°C it precipitates as a 
metastable conglomerate of enantiomorphous 
monohydrate (R)- and (S)-His.HCl.H20 crystals. 
Addition of as little as 1% of the enantiomeric poly-
(p-acrylamido-phenylalanine), 4, tailor-made 
inhibitor induced complete resolution of the desired 
enantiomer.[8] The polymeric inhibitor was 
designed by considering the packing arrangements 
of the two crystalline forms of histidine (Fig. 6). 
Following our adsorption/inhibition approach, we 
anticipated that an enantiomeric a-aminoacid 
bearing aromatic side groups grafted onto a 
polymeric backbone (to yield a water soluble 

a 

polymer with free a-aminoacid head groups) should 
be enantiospecifically adsorbed onto the {011} faces 
of the racemic (R,S)-His.HC1.2H20 form and inhibit 
its growth along the b direction (Fig. 6a). 

Analogously, the same polymer of say R-
configuration should be nucleation and growth 
inhibitor of (R)-His.HCl.H20 (Fig. 6b). 
Consequently, resolution of the racemate could be 
accomplished. 

The need for a fine geometric match between 
the molecular structure of the a-aminoacid group 
grafted onto the polymer and that of the substrate 
crystal was further demonstrated by the fact that 
poly-(N^-methacryloyl)lysine, 1, could not prevent 
crystallization of the racemate even when present in 
high concentrations (-10% wt/wt). 

Fig. 6. Packing arrangement and computer-drawn morphology of: (a) racemic (R,S)-His.HC1.2H20; (b) (R)- or 
(S)-His.HCl.H20. 
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4. EFFECT OF TAILOR-MADE ADDITIVES 
ON GROWTH OF POLAR CRYSTALS 

The effect of tailor-made molecular additives on 
crystal morphology and structure could be taken 
advantage of to demonstrate the interplay between 
molecular chirality and various macroscopic 
phenomena. The method has been applied to assign 
the absolute structures of polar crystals whose 
constituent molecules are either chiral, racemic 
mixtures or nonchiral. 

4.1. Polar crystals composed of enantiomerically 
pure molecules[10] 

We first focus on polar crystals composed of 
enantiomerically pure molecules. The method 
involves the principle of fixing the orientation of the 
constituent molecules vis-a-vis the polar axis, or 
axes, of the crystal and subsequently determining the 
absolute configuration of the chiral molecules. This 
principle is depicted in Scheme 4 that shows two 
enantiomorphous sets of hands arranged in a lattice; 
right hands forming an (i?)-crystal and left hands 
forming an (5)-crystal. The fingers of the hands are 
exposed at the (010) face of the right-handed 
"molecules" and, by symmetry, at the (010) face for 
the left-handed "molecules". Thus, by determining at 
which face of the crystal specimen the fingers or 
wrists are exposed, the handedness of the constituent 
molecules may be assigned. 

(R) 
(010) 

(010) 
Scheme 4 

(0101 

By applying the two-step adsorption-inhibition 
mechanism with appropriate tailor-made additives. 

such assignment can be performed. We illustrate this 
approach with several examples. 

N-(E-cinnamoyl)-S'alanine[l, 10] 
The molecules of N-(£-cinnamoyl)-S-alanine, 

C6H5-CH=CH-CONH-C*H(CH3)-COOH, crystal-
lize in space group P2\. The packing arrangement 
(Fig. 7) and the morphology of the pure crystal 
grown from methanol solution (Fig. 8a) show that 
molecules are arranged with the GOGH groups 

emerging at the two {111} faces and with the 
C*(chiral)-H bonds directed along the +6 axis. We 
found, as expected, that the methyl ester, CeHs-
CH=CH-CONH-C*H(CH3)-COOCH3, of the same 
absolute configuration as the host molecule induced 

the appearance of large {111} faces (Fig. 8b) since 
the O-CH3 group replaces an 0-H group emerging 
from such faces. Therefore the absolute direction of 
the 0-H bond with respect to the polar b axis is 
fixed and so the absolute configuration of the 
substrate molecules. Tailor-made additive N-(JE-

cinnamoyl)-R-alanine of configuration opposite to 
that of the host induced, as expected, formation of 
an (010) face (Fig. 8c) because of an interchange of 
CH3 and H at the guest asymmetric carbon (C*) so 
that the C*-CH3 guest moiety replaces the emerging 
host C*-H bond. 

(oio) 

(oio) 

Fig. 7. Packing arrangement of N-(jE;-cinnamoyl-(S)-
alanine delineated by the faces of the pure crystal. 
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(133) 

(111) 

(133) 

(in) 
(111) (010) 

C 
(010) (il2) 

(Oil) 

(010) 

(001) 
(111) 

Fig. 8. Computer-drawn morphology of measured 
crystals of N-(£-cinnamoyl)-(S)-alanine. 
(a-c) Grown from methanol: (a) pure, (b, c) grown in 
the presence of the methyl ester and N-(£-
cinnamoyl)-(R)-alanine, respectively; 
(d) Grown from glacial acetic acid. 

Solvents may act in a manner similar to the 
tailor-made additives as illustrated by growing the 
crystals of N-(£-cinnamoyl)-S-alanine from acetic 
acid instead of methanol. Acetic acid is a solvent 
which can selectively bind at the exposed carboxylic 

acid groups of the two {111} faces forming a 
hydrogen bonded dimer 5a. Acetic acid can also 
bind to the C*HC=0 moiety of N-(£-cinnamoyl)-S-
alanine via a cyclic dimer 5b on the (010) face. The 
morphology of the crystals grown from glacial 
acetic acid (Fig. 8d) is in keeping with expectation. 

5a 5b 

(R)' or (S)4ysine.HCl2H20[l] 
The dihydrate crystals of (R)- or (S)-lysine.HCl, 

^H3N-(CH2)4-C*H(NH3^)COO", crystallized from 
water, appear in the monoclinic space group P2\. 
The packing arrangement is shown in Fig. 9 and the 
morphology of the pure form in Fig 10a. Lysine 
molecules are aligned parallel to the b axis, with the 
^H3N-C*H-C00" moiety emerging from the +i end 
of the crystal. The e-NHs^ points toward the -b and 
is hydrogen bonded to neighboring molecules in the 
ac plane. Tailor-made a-aminoacid additives with a 
modified carboxyl or a-amino group, such as lysine 
methyl ester, inhibited growth in the +b direction, 
inducing development of the (010) face (Fig. 10b). 
Conversely, additives that bear a modified side 

group, such as norleucine or norvaline, inhibited 
growth along the -b direction with a concomitant 

pronounced increase in the areas of the {110} faces 
(Fig. 10c). 

Fig. 9 Packing arrangement of (S)-lys.H20 viewed 
along c axis. 

(001) (QIC) 

Fig. 10. (a-c) Computer-drawn morphology of 
measured (S)-lys.H20 crystals: (a) pure, (b) grown 
with methyl ester (c) grown with S-norleucine. 
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The selective adsorption of the tailor-made 
additive molecules at one end of the polar axis 
implies that the additive must be occluded only in 
that part of the crystal that had exposed the 
adsorbing face to solution during crystal growth 
(because the additive can be occluded only through 
adsorbing faces). Therefore, analysis of the occluded 
additive at the crystal extremities along the polar 
axis must reveal an anisotropic distribution, as 
confirmed experimentally by high performance 
liquid chromatography (HPLC) analysis (Fig. 11) 
showing the preferential occlusion of the S-
norleucine additive at the -b end of the crystal. 

n lysine 

a b 
S-norleu 

I 

>1 l—i U.J I U 

lysine 

S-norleu 

40 . 0 

mmutes 

Fig. 11. HPLC analysis of the occluded S-norleucine 
in crystals as in Fig. 10c: (a) +Z) side of the crystal; 
(b) -b side of the crystal. 

4.2. Polar crystals composed of racemic 
molecules[10] 

(R,S)'alanine 
The absolute orientation of the racemic (R,S)-

alanine, H3C-C*H(NH3'̂ )COO', polar crystals, of 
space group Pnali, could also be assigned from 
growth experiments in the presence of additives 
designed to affect either of the two polar ends of the 
crystal. The packing arrangement delineated by the 
crystal morphology is shown in Fig. 12a. In the 
crystal, which is needle-like along the c axis, the R-
and S-molecules are oriented with respect to the 
polar needle c axis so that the carboxylate COO" 
groups are exposed at one end of the polar axis and 
the amino NHs^ groups at the opposite end. The 
crystals exhibit different (hemihedral) faces at 
opposite ends of the c axis since they display one 
end face that is flat and the opposite end capped 
(Fig. 12b). Conventional X-ray crystallography does 
not allow one to assign the absolute molecular 
orientation with respect to the polar axis, and so at 

which ends are the COO" and the NHs^ groups 
exposed. 

a 
(201) (201) 

- • - a (ooi) 

0.3r-r-r 

flat end 

"0.05 capped end 
I t • ' • : " I • 

•n. ,1 I I I I I I , I I 
100 200 300 

time (sec) 
400 

Fig. 12. (a) Packing arrangement of (R,S)-alanine 
delineated by crystal faces as viewed along the b 
axis; (b) Photograph of the pure crystal; (c) Graph of 
the relative growth at the opposite ends of the polar 
axis. 

Monitoring crystal growth of (R,S)-alanine 
from aqueous solutions led to the conclusion that the 
needle-like crystals display a fast-growing flat end 
and a slow-growing capped end (Fig. 12c). Growth 
experiments in the presence of methyl-alaninate 
additive yielded needles much shorter than the pure 
crystals fixing the absolute orientation of the 
molecules with the COO" groups exposed at the fast-
growing flat end of the crystal. N-methyl-alanine 
additive, which is expected to affect the slow-
growing capped end of the crystal, yielded needles 
as long as from the pure solution, fixing the 
orientation of the NH^^ in the crystal. 
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4.3. Probing early stages of nucleation via 
twinning of (R,S)-alanine crystals[10] 

The arrangements of the R- and S-molecules 
vis-a-vis the four symmetry-related {210} side faces 
of the (R,S)-alanine crystals are shown in Fig. 13 in 
the two possible orientations of the crystal structure 
with respect to the polar axis. Naturally, all four 
symmetry-related molecules are exposed at each of 
the four symmetry-related {210} faces, but only one 
of the four molecules is oriented such that its C*-
CH3 group emerges from a particular {210} crystal 
face. Once these orientations in a specimen crystal 
are determined, the absolute molecular arrangement 
vis-a-vis the polar axis is assigned. 

b 

coo 

coo 

coo 

coo 

Fig. 13. Schematic (mm! point group) repre-
sentation of the orientation of the four molecules of 
(R,S)-alanine vis-a-vis the symmetry related {210} 
faces, when viewed along the polar c axis. 

Crystallization in the presence of 
enantiomerically pure a-aminoacid additives, such 
as R-threonine, induced a dramatic change in the 
morphology of the (R,S)-alanine crystals, yielding 

propeller-shape crystals (Fig. 14) with {21-A/} (A/ = 
0.05 to 0.1) affected side faces. Growth in the 
presence of the opposite enantiomeric S-threonine 
additive yielded propellers of the mirror image with 
{21-A/} affected side faces. The chiral nature of the 
propeller arises macroscopically from the fact that 

the affected pair of side faces, say (21-A/) and (21-
A/), and the unaffected pair, (210) and (210), have 
different areas and slopes. The assignment of the 
affected faces was explained in terms of a twinning 
model where each end of the crystal grows along the 
-c end (i.e. where COO" groups are exposed) and so 
the propeller is twinned about the central ab plane. 
This model is in keeping with the observation that 
the two crystal halves appear to be stitched across 
this central ab plane. 

(201) (Oil) (001) 

(210), 

C (210) 

.(210) 

(001) 

Fig. 14. Computer-drawn morphology of measured 
crystals of (R,S)-alanine: (a) pure; (b) twin crystal 
when grown in the presence of 1% R-threonine or 
R-phenylalanine additive. 

However, the two surfaces across such a twinning 
plane would each expose NHs^ groups, which must 
be energetically unfavorable. One explanation of the 
observed effects is the inhibition of crystal 
nucleation of both racemic (R,S)- and chiral, say 
(R)-, forms of alanine with the same handedness as 
the additive (R') present in solution, leading to 
nucleation of the opposite (S)-enantiomorph through 
absence of steric interaction with the additive. Once 
formed, the chiral (S)-"nuclei" serve as templates for 
the epitaxial nucleation and growth of (R,S)-alanine 
at their two opposite {001} faces yielding the 
twinned crystals by virtue of the particular similarity 
between the racemic and chiral crystal forms. 

The proposed arrangement at the epitaxial 
interface is shown in Fig. 15. Following this 
mechanism, twinning should be avoided when 
(R,S)-alanine is grown in the presence of racemic 
additives and chiral seeds should act as templates for 
the epitaxial growth of (R,S)-alanine, as was indeed 
experimentally observed. X-ray diffraction 
measurements of a twinned crystal revealed a 
misalignment between the two halves and only from 
the crystal center the presence of reflections that are 
symmetry forbidden for the space group Pnali and 
so could arise from an enantiomeric alanine 
"nucleus" of P2i2i2i symmetry. 
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(001) 

t (001) 

-c 

(R.S) , (S) I i (R,S) 

Fig. 15. Proposed molecular arrangement of the 
"nucleus" composed of a central (S)-"nucleus" onto 

whose (001) and (001) "faces" (R,S)-alanine have 
been epitaxially grown. 

5. EFFECT OF TAILOR-MADE ADDITIVES 
ON GROWTH OF CENTROSYMMETRIC 
CRYSTALS 

There is a basic difference between the effect of 
enantiomeric tailor-made additives on polar and 
centrosymmetric crystals. The morphological 
changes induced by enantiomeric tailor-made 
additives on one set of enantiotopic faces of 
centrosymmetric crystals with appropriate packing 
features can also be used for the direct assignment of 
the absolute configuration of the additives. A 
prerequisite for application of this method is that 
within the centrosymmetric racemic crystal a 
specific functional group attached to an R-molecule 
points toward the face fl but not toward the opposite 

face fl (Scheme 5). 

rejected 

W-©-A 

accepted 

^ _̂̂ Y W-(s)-f W - ® - Y N ^ ^ W - @ - A 
^f|/r-®-W Y-0-W Y-®-W Y-®-^Stl 
C (̂s)-Y W-0-Y W-0-Y W-0-Y W - 0 ^ 

A-(g)-wJ>s^(R)-W Y-0-W Y-(R)-W Y - 0 - ^ / ^ ,A-(R)-W 

QCcepted^̂ sHs)-̂  W-0-Y W - 0 - Y ^ V^ rejected 

-b f b 

Scheme 5 

By symmetry, the same functional group attached to 

an S molecule emerges at the enantiotopic face fl, 
but not fl. 

Crystallization of a centrosymmetric crystal in 
the presence of a R'-additive, designed so that it will 
fit in the site of a R-molecule on the growing crystal 

faces fl or f2 but not on the enantiotopic faces fl or 
f2, will hinder growth only in the -b direction 
(Scheme 5). By virtue of symmetry, the 
enantiomeric S'-additive will inhibit growth 
perpendicular to faces fl and f2 only in the +6 
direction, while racemic R',S'-additives will inhibit 
growth in both directions, +6 and -b. This approach 
is not limited to racemic crystals, but the constituent 
molecules should at least be prochiral for ease of 
interpretation. 

The interaction of tailor-made additives with the 
different crystal faces has also bearing on the 
general question regarding the distribution and 
arrangement of such molecules within the affected 
crystals and on the symmetry and structure of the 
formed crystalline solid solutions. We illustrate 
these aspects by examining the effect of a tailor-
made additive on various centrosymmetric crystals. 

5.1. Assignment of the tailor-made additive 
molecular chirality[10] 

Threonine / (R,S)-serme[7,10] 
R a c e m i c (R,S)-ser ine , HO-CH2-

C*H(NH3"^)C00", crystallizes in space group P2\/a. 
From the packing arrangement (Fig. 16) one can see 
that the Cp-H^/ bond vector of the rigid methylene 

group of R-serine molecule has a major component 
along +6 and, by symmetry, the Cp-H;?e bond vector 
of the S-serine has a major component along -b. 
Thus, H/?e and H /̂ replacement by a methyl group, as 
in threonine molecule, will inhibit growth in the b 
direction. That is, an R-threonine H0-C*H(CH3)-
C*H(NH3^C00", molecule, with a side-chain p-
carbon of chirality S, will inhibit growth along +6 
and S-threonine will inhibit growth along - i . 

As expected, whereas (R,S)-serine forms tabular 
crystals with point symmetry llm (Fig. 17a), the 
crystals affected by either R- or S-threonine exhibit 
reduced morphological point symmetry 2 (the mirror 
plane is lost) and are enantiomorphous (Fig. 17b,c). 

When R, S-threonine is used as additive, the 
morphological point symmetry llm is left unchanged 
because the effects induced by each additive 
separately combine. 
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R-THR 

Fig. 16. Packing arrange-
ment of (R,S)-serine 
viewed along the a axis. 

Fig. 17. Photographs and computer-
drawn morphology of (R,S)-serine 
crystals: (a) pure, (b-d) grown in the 
presence of R-, S- and R,S-threonine. 

Fig. 18. Enantiomeric analysis of 
threonine occluded in the (R,S)-serine 
crystals. Material taken from: tips of 
the crystal at +b and -b end and the 
whole crystal, respectively. 

Such crystals appear as rhombs (Fig. 17d) with a 
clear increase in the area of the {011} side faces 
relative to those of the pure form. The observed 
changes in crystal morphology, complemented by 
surface binding energy computations[ll], can be 
interpreted only in terms of enantioselective 
adsorption of the R-enantiomer at faces (Oil) and 

(Oil), and of S-enantiomer at (Oil) and (oH). These 
results fix the absolute chirality of the chiral 
resolved threonine additive molecules. 

The observed changes in crystal morphology 
and their interpretation in terms of an adsorption-
inhibition-occlusion mechanism, imply that during 
crystal growth of (R,S)-serine in the presence of 
R,S-threonine, the occluded additive must be 
distributed anisotropically along the b axis. R-
threonine, being occluded through the (Oil) and 

(Oil) faces, will predominate at the +b half of the 
crystal, whereas S-threonine will predominate at the 

-b half, being occluded through the (Oil) and (Oil) 
faces. Thus the threonine molecules, racemic in 
solution, must, on occlusion into (R,S)-serine 

crystal, be enantiomerically segregated into domains 
of opposite chirality along the b axis, as was indeed 
experimentally shown by HPLC enantiomeric 
analysis (Fig. 18). 

5.2. Enantiomeric distribution of selectively 
occluded tailor-made additives [10] 

The interaction of tailor-made additives with the 
different crystal faces has bearing on the general 
question regarding the distribution and arrangement 
of such molecules within the affected crystals and 
on the symmetry and structure of the formed 
crystalline solid solutions. We illustrate this aspect 
by examining the effect of a tailor-made additive on 
a schematic arrangement, of space symmetry P2i/c, 
delineated by four symmetry-related, diagonal faces, 
labeled {Oil}, similar to (R,S)-serine (Fig. 19a). 
One can easily see that an additive molecule, 
bearing an appropriately modified moiety, can be 
recognized and substitute a substrate molecule at 
any diagonal face, say (Oil), but only at one of the 
four different surface sites where the modified group 
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does not disturb the regular pattern of interactions at 
the crystal surface. 

a (Oil) 

accepted 

rejected 

(011) 

accepted 

(010) 
^ : ^ ^ j rejected ^ 

rejected accepted 

^ W rejected > ("I") 

w^ accepte accepted rejected accepted 

Fig. 19. Schematic representations of adsorption and 
occlusion of tailor-made additive molecules (in 
black) through: (a) the slanted {011} faces and (b) 
the top and bottom {010} faces in a 
centrosymmetric crystal of space group P2i/c, 
containing four symmetry-related molecules (point 
symmetry 2/m). 

Occlusion of such a molecule through the (Oil) 
face will lead to a crystal sector in which the 
occluded molecules therein are related by translation 
symmetry only. Occlusion of additive through all 
four diagonal faces {011} (Fig. 19a) will lead to a 
crystal composed of four sectors. Consequently, in 
general, an additive molecule will be anisotropically 
distributed within the grown crystal, preferentially 
occluded through different surface sites on the 
various faces, leading to a mixed crystal composed 
of sectors coherently intertwined, although the 
occluded additive may occupy only a small fraction 
of the bulk sites. The reduced symmetry of each 
sector was predicted in several host-additive systems 
and experimentally demonstrated directly, by X-ray 
and neutron diffraction, and by a variety of methods 
including changes in crystal morphology, HPLC, 
nonlinear optical properties and solid state 
asymmetric photodimerization. 

Symmetry lowering of somewhat similar nature 
has been observed in a centrosymmetric crystal 
when the additive molecules are occluded through 
the {010} crystal faces leading to a reduction in 
symmetry from P2i/c to P2i (Fig. 19b). 

Some examples are given to illustrate these 
arguments and principles. 

a-Anunoacids / a-form ofglycine\l, 10] 

Glycine, ^H3NCH2COO', is a prochiral molecule 
containing two enantiotopic hydrogen atoms at the 
central carbon atom; namely, replacing one of these 
hydrogens by a different group yields a chiral 
molecule. Glycine crystals display polymorphism. 
The a-form of glycine, that appears when grown 
from aqueous solutions, has space group P2\ln and 
contains four symmetry related molecules, labeled 7, 
2, 5, and 4 in Fig. 20. Molecules 1 and 2, related by 
twofold screw symmetry, have their C-H^^ bonds 
pointing in the +6 direction and emerging from the 
(010) face. By symmetry, molecules 3 and 4, related 
to 1 and 2 by a center of inversion, have their C-H /̂ 
bonds pointing toward -b and emerging from the 

(010) face. 
Only the R-a-aminoacid additives can substitute 

a glycine molecule at the 1 and 2 sites, and then only 
on face (010), while only S-a-aminoacids can be 

adsorbed at sites 3 and 4 on face (010). This 
constraint arises from the steric requirement that the 
additive molecule be recognized on the {010} 
surfaces as a "host" molecule so that the 



393 

a-aminoacid side chain can replace the H atom of 
glycine only at the C-H bond emerging from the 
crystal surface. Otherwise, repulsion would occur 
between the additive and the surrounding molecules 
on the crystal surface. 

(010) ^ 

+b -rL^ -4^ ^ ^ 

•iF~*m -*»'~% -'W^ 

° b ^ ° ^ ° ^ 

•*-4- t^-^ •*iy-

(OTO) "si 

Fig. 20. Packing arrangement of the a-form of 
glycine viewed along the a axis. 

a-Glycine crystallizes from water as bipyramids 
(Fig. 21a). Crystallization experiments in the 
presence of R-a-aminoacid additives leads to the 
formation of pyramids with a (010) basal plane, 
because growth in the +6 direction is inhibited (Fig. 
21b). S-a-aminoacid additives induce the 

enantiomorphous morphology (Fig. 21c). Racemic 
a-aminoacid additives cause the formation of {010} 
plates (Fig. 2Id) because growth at both the +6 and 
-b sides of the crystal is inhibited. As expected, the 
i^-enantiomers populate exclusively the +6, and the 
iS-enantiomers the -b half of the crystal, according to 
HPLC enantiomeric analysis (Fig. 21). 

8 16 24 0 
Time (min) 

16 24 

Fig. 22. HPLC enantiomeric distribution of R,S-
glutamic acid occluded in {010} platelike crystals of 

a-glycine: (a, b) material shaved from the (010) and 
(010) faces; (c) whole crystal. 

a 

(010) 

^ 
(010) 

Fig. 21. Photographs and computer-drawn morphology of the a-glycine crystals: (a) pure, (b-d) grown in the 
presence of R-, S-, R,S-additives. 
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Glycyl-leucine / glycyl-glycine]!] 
The centrosymmetric single crystal of glycyl-

glycine +H3NCH2-CONH-CH2COO" (gly-gly) was 
found suitable for probing the conformation and 
mode of occlusion of several chiral dipeptides by 
changes in crystal morphology, distribution of 
occluded additive and conformational analysis. 
Crystals of pure gly-gly, of space group P2\lc, (Fig. 
23) are diamond-shaped {100} plates (Fig. 24a). 
The enantioselective changes in the morphology of 
the gly-gly crystals grown in the presence of tailor-
made additives proved that gly-R-leu induces the 

development of the (121) and (121) faces whereas 
the gly-S-leu enantiomer adsorbs and consequently 

occluds through the enantiotopic (121) and (121) 
faces (Fig. 24b, c). 

CA 
Fig. 23. Packing arrangement of the gly-gly 
centrosymmetric crystal viewed along the a axis. 

When the racemic additive was used, all four 
faces were expressed (Fig. 24d). As expected, the 
occluded additive is segregated into enantiomers 
along the b axis of the host crystal, as determined 
by the HPLC enantiomeric analysis (Fig. 25). 
Different morphologies were obtained when gly-
gly crystals were grown in the presence of gly-R,S-
ala and ala-R,S-gly additives, (Fig. 26), proving the 
effect of preferred conformation of the additive 
molecule during crystal growth. Atom-atom 
potential energy calculations[ll] involving the 
preferred conformations of the guest molecules and 
their enantiospecific binding at the affected 
crystalline faces were in agreement with the 
experiments. 

+b tip of crystal -b tip of crystal whole crystal 

0 5 10 15 20 25 0 5 10 15 20 25 0 5 10 15 20 25 
Time (minutes) 

Fig. 25. HPLC enantiomeric distribution of R,S-
gly-leu inside the crystals of gly-gly. 

c"> 

O <> 

Fig. 24. Photographs and computer-drawn morphologies of the gly-gly crystals: (a) pure (b-d) grown in the 

presence of R-, S- and R,S- glycyl-leucine, ^H3NCH2-CONH-C*H(C4H9)COO", tailor-made additive. 



395 

ty L.) o 

{ i 

h '^ 
i 

(mi M 

Fig. 26. Photographs and computer-drawn morphologies of the gly-gly crystals: (a) pure (b-d) grown in the 

presence of S-, R,S-glycyl-alanine, ^H3NCH2-CONH-C*H(CH3)COO", and R,S-alanyl-glycine, ^HsNC+HCCHs)-
CONH-CH2COO", tailor made additives. 

5.3. Probing intermolecular forces through 
reduced crystal symmetry [10] 

We focus now on the minimal modification of a 
tailor-made additive with respect to the host 
molecule that would still be recognized and 
discriminated by the growing crystal surface and 
lead to reduction in symmetry. Indeed, solid 
solutions composed of host and additive molecules 
of similar structure and shape have been generally 
believed to exhibit the same symmetries as those of 
the host crystals. We consider solid solutions of 
carboxylic acids (X-COOH) in primary amides (X-
CONH2), where a NH2 group of the host is 
substituted by an OH moiety of the guest (Fig. la). 
A strong inhibition of growth develops along the 

direction of the 0=C-N-H-0=C hydrogen bond. 
Inhibition arises when an adsorbed carboxylic acid 
additive molecule causes repulsion between its 
oxygen lone-pair electrons and those of the 
oncoming host-amide molecule. The carboxylic acid 
additive molecule will thus avoid surface sites that 
require its OH groups to be oriented toward the 
surface and be preferentially adsorbed at sites where 
the OH group emerges from the surface. This 
principle is illustrated here with several examples. 

Aspartic acid / (S)-Asparagine 

A s p a r a g i n e H2NOCCH2C*H(NH3^)COO-
crystallizes from water as a monohydrate with a 
tight three-dimensional net of hydrogen bonds in the 
P2\2\2\ space group (Fig. 27a). The morphology is 
prismatic, with 18 developed faces (Fig. 27b). 
Crystallization of (S)-asparagine.H20 in the 
presence of S-aspartic acid HOOCCH^-

CH(NH3'^)C00- yields {010} plates (Fig. 27c). In 
terms of the arguments already given for amide-acid 
systems, the additive aspartic acid molecule should 
be more easily adsorbed at sites 1 and 3, on the 
growing (010) surface, than at sites 2 and 4 (Fig. 
27d); the reverse situation holds for the opposite 
(010) face. If, on growth of the mixed crystal, the 

(010) face is blocked so that the amide and acid 
molecules would be occluded only through the (010) 
face, the symmetry of the mixed crystal should be 
reduced to P\2i\. This effect was demonstrated by a 
low temperature (18 K) neutron diffraction study of 
a protonated asparagine crystal grown with 
deuterated S-aspartic acid additive. 
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Fig. 27. (a) Packing arrangement of (S)-asparagine.H20 viewed along the a axis, (b, c) Computer-drawn 
morphology of measured crystals: (b) pure (c) grown in the presence of S-aspartic acid, (d) Preferential 
adsorption of aspartic acid on the (010) surface of the crystal. 

E-cinnanuc acid / E'Cinnamamide; asymmetric 
synthesis in centrosymmetric host crv5/fl/s[10,12] 

The site selective adsorption and occlusion of 
£-cinnamic acid, C6H5-CH=CH-COOH, additive 
into the crystal of £-cinnamamide CgH3-CH=CH-
CONH^ is based on the same principle of repulsion 
between the lone-pair electrons as discussed above. 
The pure crystal (Fig. 28b) of ^-cinnamamide 
appears in a centrosymmetric monoclinic 
arrangement, space group P2\lc, The crystal 
structure (Fig. 28a) is composed of hydrogen-
bonded dimers interlinked by N-H--0 bonds to 
form a ribbon-like motif that runs parallel to the b 
axis. During crystallization in the presence of E-
cinnamic acid, the additive is preferentially 

occluded through half of the {011} surface sites of 
the crystal at the opposite ends of the ribbons (Fig. 
28a). This effect leads to a modified mixed crystal 
(Fig. 28c) with two enantiomorphous halves of at 
most P2\ symmetry. This reduced symmetry was 
proven photochemically. Ultraviolet irradiation of 
£-cinnamamide yields centrosymmetric 
photodimers, by virtue of a cyclobutane ring 
formation involving pairs of close packed >C=C< 
bonds across centers of inversion (Fig. 29). 
Replacement of one of such a pair by ^-cinnamic 
acid results in the formation of asymmetric 
cinnamamide-cinnamic acid photodimers of 
opposite chirality at the two enantiomorphous 
halves of the mixed crystal, with an enantiomeric 
ratio of 60:40 at each opposite half (Fig. 30). 

CO^H 

(0 1 t ) . ^ ^ ^ ^ ( « ^ 0 

( o i i ) - ^ ( o i l ) 

HjNOC 
Cinnamic add ^^^t.-^ 

h» 
.CONHj 

HO. 

Fig. 28. (a) Packing arrangement of £-cinnamamide viewed 
along the a axis, (b, c) Crystal morphology: (b) pure; 
(c) grown in the presence of jE-cinnamic acid. 

Fig. 29. Packing arrangement of £-cinna-
mamide viewed along the c axis showing 
the photodimerization reaction. 
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Fig. 30. GC enantiomeric analysis 
of photodimers isolated from the 
+b and -b poles of a crystal of 

£-cinnamamide:£-cinnamic acid. 

Fig. 31. (a) Packing arrangement of £-cinnamamide showing the (3-
thienyl rings of the additive that replace the phenyl rings of the host 
molecules, (b) morphology of the mixed crystal, (c) GC enantiomeric 

analysis of the photodimers generated in the A, A and B sectors of 
an E-cinnamamide: £-2-(P-thienyl)acrylamide mixed crystal. 

2'E'thienylacrylanude /E-cinnamanude[ 12,13] 

When crystals of £-cinnamamide were grown in 
the presence of £-2-(p-thienyl)acrylamide additive, 
the four {011} faces were more developed implying 
that the thienyl moieties were occluded primarily 
through these faces at which the host molecules 
display herring-bone contacts between aromatic C-H 
groups and n electron clouds of neighboring phenyl 
rings related by two-fold screw symmetry. These 
contacts were replaced in the host-additive mixed 
crystal by unfavorable contacts between sulfur lone-
pair electrons and the n electron system. The 
additive can easily be adsorbed through each of the 
four {011} faces at only one of the four sites (Fig. 
31a) at which the sulfur emerges from the face, e.g. 

at site 1 on the (Oil) face, reducing crystal symmetry 
to P I . In addition, £-2-(P-thienyl)acrylamide is 
occluded also through the {001} faces which exhibit 
pm plane symmetry and such occlusion should 
reduce the crystal symmetry to Pc. This mixed 
crystal should be thus divided into six sectors of 

reduced symmetry (Fig. 31b). The sectors A and A 
are related to one another by the 2/m point symmetry 
of the host crystal. Low temperature X-ray and 

neutron diffraction studies on A, A and B type 
sectors, cut from a crystal specimen proved the 
reduction in crystal symmetry. The chiral 

photodimers generated from sectors A and A are of 

opposite handedness, as determined by gas 
chromatography enantiomeric analysis (Fig. 31c), 
circular dichroism and NMR measurements. 

6. TAILOR MADE ADDITIVES AS 
ENANTIOSELECTIVE NUCLEATION 
PROMOTERS[13] 

Tailor-made additives may act as inhibitors of 
crystal nucleration and growth as well as promoters 
of crystal nucleation. The latter effect is illustrated 
here for the system of a-glycine / a-aminoacid 
additives. As described above, a-glycine pure 
bipyramids become pyramids with either a (010) or 
(010) basal plane when grown in the presence of R-
or S-a-aminoacid additives, respectively (Fig. 21). 
Racemic additives cause the formation of {010} 
plates that contain 0.02-0.2% racemic additive 
molecules occluded into the crystal bulk, with the 
two enantiomers segregated in the two sectors at the 
+6 and -b crystal halves (Fig. 22). 

Systematic studies demonstrated that the 
presence of the hydrophobic a-aminoacids, such as 
valine, leucine, norleucine, phenylalanine, as co-
solutes to aqueous solutions of glycine, induce 
crystallization of the glycine crystals floating at the 
air-solution interface and oriented with one of the 
{010} faces exposed towards the air. In the presence 
of hydrophobic R- or S-additives (l%wt/wt of 
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glycine) all the pyramidal crystals float with their 
either (010) or (010) basal plane oriented towards the 
air, respectively. Crystallization in the presence of 
hydrophobic R,S-additives induces the formation of 
an equal number of plate-like crystals oriented with 

either (010) or (010) exposed to air (Fig. 32a). HPLC 
analysis of the additives occluded into such floating 
single crystals demonstrated that the (OlO)-oriented 
plates contain only S-additives whereas the (010)-
oriented plates contain only the R-additives (Fig. 
32b), in agreement with the occlusion mechanism 
through the enantiotopic face exposed to the 
solution. These results were explained in terms of 
the formation, at the air-solution interface, of 
ordered two-dimensional clusters of the 
hydrophobic, say, R-a-aminoacid additive 
molecules oriented with their side chains exposed to 
air and their a-aminoacid moiety exposed to 
solution. Glycine solute molecules can form 
hydrogen-bonded centrosymmetric dimers with such 
exposed moieties and mimic the 010 layer of the 

glycine crystal that thus can serve as a template for 
the nucleation of (OlO)-oriented glycine crystals. By 
symmetry, hydrophobic S-additives should mimic 

the 010 layer of glycine crystals and induce 

nucleation of floating (OlO)-oriented glycine crystals, 
in keeping with the experimental results. 

Based on the above mechanism, the induced 
resolution of a-aminoacids via occlusion inside 
glycine crystals was performed by oriented 
crystallization of glycine in the presence of, say, S-
leucine and mixtures of hydrophilic R,S-a-
aminoacids such as /7-hydroxy-phenylglycine, 
glutamic acid and methionine. All the floating 

glycine plates were formed with their (010) faces 
oriented towards the air (Fig. 32c) and occluded 
exclusively the R-additives through the (010) face 
exposed towards solution, according to HPLC 
enantiomeric analysis (Fig. 32d). When 
polycrystalline crusts of glycine were formed, the 
enantiomeric excess of the occluded additives was 
higher than 70%. 

28 0 
Time (min) 

40 
Time (mjn) 

Fig. 32. (a, b) Plate-like crystals of a-glycine floating at the solution surface as grown in the presence of R,S-
leucine and R,S-valine and the corresponding HPLC enantiomeric analysis of occluded additives in single 
crystals of type A and B; (c, d) Plate-like crystals of a-glycine floating at the solution surface as grown in the 
presence of S-leucine and racemic /?-hydroxyphenylglycine, glutamic acid and methionine and the corresponding 
HPLC enantiomeric analysis of occluded additives inside the crystals. 
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1. CONTROL OF CRYSTALLINE PHASE 
FORMATION[14] 

We now consider preferred precipitation of a 
crystal containing a polar axis at the expense of the 
dimorph which is centrosymmetric and so nonpolar. 
As described above, in crystals with a polar axis, all 
molecules are parallel vis-a-vis the polar axis 
(Scheme 4) whereas in centrosymmetric crystals 
neighboring molecules are arranged in antiparallel 
manner (Scheme 5). An appropriate tailor-made 
additive will inhibit growth of the centrosymmetric 
form at the opposite ends of the crystal and so 
prevent its appearance, but will inhibit growth of the 
polar form only at one end of the crystal. This 
concept has been demonstrated for the system of N-
(2-acetamido-4-nitrophenyl)-pyrrolidine (PAN) 6a, 
whose metastable polar form is important for its 
nonlinear optical properties. As little as 0.03% of the 
polymer 6b inhibited precipitation of the pseudo-
centrosymmetric stable form of PAN allowing 
crystallization of the metastable form only. 

(c^^).1 / C O •-M; 

Y'glycine polymorph 

As already mentioned, glycine usually 
crystallizes from aqueous solutions in the 
centrosymmetric a-form (Fig. 33a) but, when grown 
from acetic acid or ammonia solutions, glycine can 
precipitate as a mixture with the polar y-form (Fig. 
33d). Preferential crystallization from aqueous 
solution of the y-form of glycine was achieved in 
the presence of racemic hexafluorovaline 
(CF3)2CHC*H(NH3^COO" and chloranil as tailor-
made additive (Fig. 33e, f). 

The crystal of y-glycine appears in space group 
P3i (or P2>2), arranged in a way similar to (R,S)-
alanine crystal, so that the molecules expose COG' 
groups at one end of the polar trigonal axis and 
NHs^ groups at the opposite end (Fig. 34a). 

As previously described, common a-aminoacid 
additives bind only at the {010} faces of a-glycine 

crystal and so inhibit its growth only along b, 
inducing formation of the {010} plates (Fig. 33b). In 
contrast, racemic hexafluorovaline is a more 
effective inhibitor of growth of a-glycine since it 
binds at the four {011} faces (Fig. 34b) and so 
blocks growth along both b and the fast-growing c 
directions (Fig. 33c). The abnormal behaviour of 
hexaflurovaline can be understood in terms of its 
molecular structure and conformation, as found in its 
native crystal. Steric repulsion imposed by the 
hexafluro-isopropyl moiety prevents adsorption onto 
the {010} face, but not at the {011} faces to which it 
is strongly bound through charge-transfer (CT) 
interactions. Furthermore, hexafluorovaline does not 
inhibit nucleation and growth of the y-glycine form 
because the additive is bound thereto primarily at the 
NH3+ end of its polar axis and the crystal is growing 
unidirectionally along its polar c axis at the COO-
end. 

Fig. 33. (a-c) Crystals of a-glycine grown from 
water: (a) pure, (b) in the presence of common R,S-
a-aminoacids and (c) R,S hexaflurovaline. (d) 
Crystals of y-glycine grown from aqueous acetic 
acid solutions, (e, f) Crystals of y-glycine grown 
from water in the presence of: (e) R,S-
hexafluorovaline, (f) chloranil (tetrachlorobenzo-
quinone). 

However, the hexafluorovaline molecules can be 
also adsorbed on the newly developed {\5\} side 
faces of the trigonal pyramidal crystals (Fig. 33e). 
The strong inhibition of a-glycine via charge-
transfer interactions was proved by using as additive 
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Fig. 34. (a) Packing arrangement of the Y-form of glycine viewed along the b axis; (b) Packing arrangement of 
the a-form of glycine viewed along the a axis and showing the effect of R,S-hexafluorovaline additive. 

chloranil, a molecule known to form a CT complex 
with glycine as an electron donor. This CT complex 
was anticipated to bind at the various faces of a-
glycine clusters that expose NHs^ groups such as 
{Oil}, {110} and {010}, and so inhibit nucleation 
of this phase. The CT complex can also bind at the 
slow-growing capped end of y-glycine but not at the 
fast-growing end (fig. 33f). The conclusion of these 
experiments is that the inhibitor, to be effective, 
should bind at the fast-growing directions. 

8. CONCLUSIONS 

A variety of crystal properties can be controlled 
and modified with the use of tailor-made additives, 
including growth and dissolution, morphology, 
crystal texture and polymorphism. Such studies 
allows one to help understand basic scientific 
questions such as pinpointing fine molecular 
interactions at interfaces and the correlation between 
molecular chirality and macroscopic phenomena in 
crystals. Kinetic resolution of racemates and the 
control in the very early stages of crystal formation 
to yield the polymorph with desired properties have 
large applications in the pharmaceutical industry in 
particular and in applied sciences in general. 
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Crystal engineering of biological soft materials 
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Crystallization processes of biological soft materials are discussed on the basis of results of experiments 
using amino acids and lipids. Particular interest is paid to the effects of templates on control of the rate of 
nucleation, crystal structure (polymorphism) and crystal morphology through specific crystal-additive 
interactions. Solvent crystallization of long-chain lipid molecules was found to be better controlled, in 
terms of heterogeneous nucleation rate, polymorphism and molecular orientation through specific 
molecular interactions occurring at the template-solution interfaces, by template films prepared by physical 
vapor deposition. As for the crystallization in emulsion and microemulsion systems, it was shown that 
heterogeneous nucleation of lipids and amino acid was initiated at the emulsion interface through van der 
Waals interactions. As a result, the nucleation rate and crystal morphology were largely modified from 
those occurring in bulk crystallization systems. 

1. INTRODUCTION 

Biological soft materials are categorized as 
organic crystals that are present in biological 
tissues and are synthesized for applications in 
various industries such as pharmaceutical, nutra-
ceutical, food and cosmetics industries. Bones, 
teeth and other biological minerals, as counter-
parts, may be categorized as biological hard 
materials. Typical biological soft materials 
include amino acids, «-alkanes (paraffins), lipids, 
peptides, carbohydrates, vitamins, pharmaceuti-

cals (Figure 1). For example, triacylglycerols, 
fatty acid esters of glycerine, are used in food, 
cosmetics and pharmaceuticals [1]. Amino acids 
are the main constituents of protein molecules and 
used as food ingredients and as nutritional and 
pharmcological additives [2]. Biological soft 
materials can be considered as key target 
substances to be focused on in life science and 
technology, together with proteins which are bio-
logical macromolecules (not discussed here). 

Much interest has been shown in crystal 
engineering of biological soft materials from 

Lipids 

CH2-O-CO-R1 

CH-0-CO-R, 
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CH2-O-CO-R3 
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( R: fatty acid) 
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COOH 

L-Phenylalanine 

CH2OH 

CH2OH 
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V^N 

OH OH 

L-Ascorbic Acid 

CI 

Indomethacin 

OH H 

Figure 1. Typical biological soft materials. 
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both practical and scientific view points. The 
word SOFT was chosen not simply because those 
materials are mechanically soft and fragile 
compared to materials such as bones and teeth but 
more importantly because biological soft ma-
terials exhibit diversified polymorphism (crystal 
structure) and morphology (crystal shape) in 
various crystallization systems; e.g., bulk and 
emulsions (see below). This property may be 
characterized from both as a soft system. 

In this chapter, the key concepts underlying 
crystal engineering processes of biological soft 
materials are discussed, and recent works on 
heterogeneous nucleation processes of amino 
acids and lipids examined in bulk and emulsion 
states are reviewed. 

2. KEY CONCEPTS IN CRYSTAL 
ENGINEERING 

2.1 Crystals and functionality 
In actual applications, biological soft materials 

are often synthesized in a crystalline state. 
It should be noted that the major properties in 

the crystals of such materials are different fi*om, 
for example, semiconductor and optical materials 
that are grown in large bulky single crystals as 
starting materials for advanced fabrications. 
Biological soft materials, however, are eventually 
crystallized in polycrystalline particles, in which 
the crystal structure (polymorphism) and crystal 
shape may be two major properties to be focused 
on. This is because these two properties are 
closely related to the behavior of melting and 
solidification, dissolution, aggregation and dis-
persion, crystal network formation, suspension of 
foreign substances, stabi-lity of crystal-containing 
systems, which are fiinct-ional properties that the 
biological soft mater-ials reveal in the 
applications. 

Another difference between the crystallization 
properties of biological soft materials and those of 
electronic and optical materials may appear in 
growth media or systems: biological soft 
materials are crystallized not only in bulk liquid 
or solution but also in confined spaces called 
emulsions [3] (Figure 2). Emulsions are meta-
stable dispersion phases of one liquid in a second 
immiscible liquid. Adsorption of emulsifiers 
(surfactants) which comprise hydrophobic 

(nonpolar) and hydrophilic (polar) moieties, 
causes a decrease in oil/ water interfacial energy 
and, thereby, makes it easy for small emulsion 
droplets with diameters ranging from 10"̂  to 10"̂  
m to be dispersed. Crystallization of biological 
soft materials even occurs at air/water or air/oil 
interfaces (foams), as is often observed in 
whipped cream in which lipid crystals surround 
the air bubbles for stabilization. More 
interestingly, crystallization occurring at the foam 
interfaces is applied to synthesize better-
controlled crystal aggregation [4]. 

Emulsifier 
. . - - 'non-polar moiety i:: polar moiety 

water 

Water-in-oil (W/0) Oil-in-water (0/W) 

Figure 2. Two types of emulsions. 

Figure 3 shows the principal properties of lipid 
crystals that are formed from neat liquid in 
physical states of bulk, oil-in-water (O/W) 
emulsion and water-in-oil (W/O) emulsion. Lipid 
crystals are used, in confections in the bulk 
state, margarine in the O/W state, and cream in 
the W/O state. Among the major functional 
properties of the lipid crystals, melting and 
solidification are affected by the size and 
particularly by the polymorphic forms of the 
crystals. The appearance of the end product 
depends on the morphology and aggregation of 
the lipid crystals. Viscosity, consistency and 
spread-ability are determined by the aggregation 
and net-work formation of lipid crystals, which 
are influenced by the size distribution and 
morphology of crystals. The stability of emulsion 
is often affected by crystallization of the lipid 
phase [5]. Blooming is basically a result of 
uncontrolled crystal growth of a more stable 
polymorph at the expense of a meta-stable form 
that is a polymorphic state under normal 
conditions [6]. Therefore, the crystallization of 
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de-emulsification 

Water-in-oil emulsion 
melting 
solidification 
stability 
plasticity 
consistency 
spreadability 
blooming 

Figure 3. Crystal-fimction relationships of lipids 
in bulk and emulsions. 

lipids is processed with particular purpose of 
controlling the nucleation and transformation of 
specific polymorphic forms, optimal shape, and 
size and network of the crystals [1]. 

Crystals of pharmaceutical molecules are grown 
fi-om a solution. Optimal crystal shape and size 
distribution are required to achieve efficient 
filtering during industrial crystallization, and a 
better suspension is formed when crystalline 
particles are mixed as ingredients in solid 
matrices. The rate of dissolution is an essential 
factor to attain suitable bioavailability of drugs, 
and it is mainly governed by solubility. When a 
pharmaceutical substance reveals polymorphism, 
it follows that less stable polymorphs have higher 
solubility, and vice versa [7]. Therefore, rapid 
dissolution requires crystal polymorphs with 
lesser stability, and slow release requires crystals 

of highly stable polymorphic modification. For 
example, indomethacin, a generic name for l-(p-
chlorobenzoyl)-5-methoxy-2-methylindolylacefic 
acid (see Figure 1), an anti-infla-mmatory drug, 
has at least three and probably nine polymorphs 
involving differently solvated states [8, 9]. As 
for not-solvated crystal forms, solubility of the 
most stable y form is lower than that of the meta-
stable a form by at least 30 %. Therefore, 
bioavail-ability of indomethacin is remarkably 
different bet-ween the two polymorphs. 

The crystal shape also influences the rate of 
dissolution; needle and dendrite shapes are more 
soluble than are bulky shapes. Thus, there is par-
ticular interest in polymorphism and crystal shape 
in the case of crystallization of pharmaceutical 
mole-cules. A quite similar situation occurs for 
amino acid crystallization. 

When polymorphism of biological soft 
materials is complicated and thermodynamic 
stability and meta-stability region of every 
polymorph is far different from each other, the 
effects of polymorphic structure and 
transformation in crystallization pro-cesses are 
critical [10]. Figure 4 summarizes the major 
crystallization processes relevant to biological 
soft materials discussed above. 

Equilibrium & 
Growth 

I 
Aggregation 

Ostwald step 
rule 

I 
Crystal size 

Figure 4. major crystallization properties of 
biological soft materials. 

2.2 Modifying nucleation and crystal growth 
In the case of crystal engineering of biological 

soft materials performed in a batch system, 
crystallization is induced by cooling, evaporation, 
chemical reactions at various temperatures and/or 
pressures. Spontaneous nucleation (homogeneous 
or heterogeneous), secondary nucleation and 
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subsequent growth are the major crystallization 
processes [11]. 

In addition, several attempts are made to modify 
the crystallization feature of biological soft 
materials as briefly summarized in the following. 

1) Tempering 
Tempering process involves cyclic variation of 

temperature during crystallization that is applied 
to obtain optimal polymorphic forms or crystal 
size distribution in the most efficient way. A 
typical example is tempering in cocoa butter 
crystallization. Cocoa butter is a chocolate fat, 
revealing six polymorphs (Form I through Form 
VI), among which the second stable Form V is 
most favored [12]. 

In chocolate tempering, temperature is varied 
in the manner shown in Figure 5 that involves 
nucleation of metastable forms (stage A), 
transformation from the metastable forms to Form 
V (stage B) and crystal growth of Form V (stage 
C)[6]. 

Microscopically, the tempering process 
involves nucleation of less stable polymorphs in 
accordance with Ostwald step rule [13], and 
melting of more stable forms at the expense of 
the less stable forms (melt-mediated trans-
formation) [14]. The stable form is obtained by 
the tempering procedure shown in Fig. 15 more 
efficiently than that of direct crystallization 
caused by simple cooling of neat liquid from high 
temperature, because of successive transformation 
from liquid to more stable forms through 
metastable forms [15]. 

40 
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Figure 5. Temperature variation in chocolate 
tempering. 

2) Ultrasonication 
Ultrasound at high power and low frequencies 

can affect various chemical reactions. As for the 
effects on crystallization, it has been reported that 
the high power ultrasound remarkably influences 
both nucleation and crystal growth, by creating 
fresh and more nucleation sites in the crystal-
lization medium. 

The following main mechanisms have been 
presented to account for the effects of ultra-
sonication [16-20], (a) violent collapse of the 
cavitation bubbles may form active sites of 
nucleation centers, (b) enhanced agitation may 
effect profound mobility of crystallizing mole-
cules, (c) cooling caused by evaporation from the 
surface of the cavity during the growth of a 
cavitation bubble may increase supercooling, and 
(d) local pressure may increase melting point in 
the vicinity of a collapsing cavity which turns to 
be increased supercooling. 

3) Shear effect 
Crystallization from neat liquid is influenced by 

shear force. As for lipid crystallization, remark-
able effects were observed as increase in the rate 
of crystallization [21] and in the accelerated 
occurrence of more stable forms [22]. Few 
microscopic interpretations have been given to 
clarify the shear effects. 

4) Magnetic field effect 
Recent studies have unveiled that strong 

magnetic field affects the crystallization of 
organic materials that are diamagnetic. For 
example, orientation of the crystals was varied by 
magnetic field [23], rate of crystal growth and 
dissolution was retarded [24], and crystallinity of 
the as-grown crystals was improved [25]. The 
latter two effects were observed for protein 
crystals. It is thought that the magnetic filed 
effects may not be operative at a molecular level 
but at cluster or even post-nucleation level, and 
that kinetic properties of aqueous solution such as 
diffusion are influenced by magnetic field. 

5) Effects of growth medium 
As mentioned before, one of the major 

characteristics of crystallization of biological soft 
materials is revealed in growth media or systems; 
namely, crystallization is performed not only in 
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bulk system but also in emulsion systems. In the 
emul-sion systems, nucleation occurs in a 
different manner from that in the bulk system. In 
particular, rate of nucleation is reduced and 
effects of the interface between the oil and water 
phases may play key roles in the nucleation 
process in the emulsions. The latter effects are 
categorized into template effects, which will be 
further discussed in the next section. 

It is widely considered that heterogeneous 
nucleation is predominantly occurs in the 
emulsion, al-though some workers assume 
homogenous nucleation [26]. In the emulsion 
system, the dispersed phase is divided into a 
number of droplets that vary in size (poly-
disperse). Catalytic impurities are hence dis-
tributed unequally through some of the droplets. 
This will lead to isolation of impurities that 
catalyze heterogeneous nucleation in the bulk 
system, and thereby the value of supercooling is 
enlarged. For nucleation to be initiated, a critical 
radius (size) of nuclei must be formed. When a 
pure material is emulsified into many droplets, 
each droplet has a minute size of several 
micrometers, then it become difficult to assume 
that the nucleation process can be homogeneous, 
since the scattered inner phase mass has no ability 
to spontaneously assemble into an ordered 
domain greater than the critical nucleus size [27]. 
Therefore, nucleation in emulsion is assumed to 
be heterogeneous by reducing surface energy of 
droplets. 

(a) 
impurity 

(b) 
template 

crystal 

Figure 6. Three types of heterogeneous nuclea-
tion occurring in emulsion droplets. 
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Figure 7. Particle size of water-in-oil emulsion 
and microemulsion. 

Heterogeneous nucleation in the emulsions is 
subdivided into three types, depending on the 
location where catalytic reactions resulting 
hetero-geneous nucleation occur (Figure 6):(a) 
Volume heterogeneous nucleation initiated by 
catalytic im-purities scattered randomly in the 
droplets [28], (b) surface heterogeneous nuclea-
tion that is induced by additive molecules 
performing templates at the interface [29], and (c) 
inter-droplets nucleation caused by interaction 
between solid and liquid droplets [30]. 

The emulsions are metastable, whereas micro-
emulsions having nanometers-sized droplets are 
homogeneous and thermodynamically stable [30] 
(Figure 7). Two types of microemulsions are 
formed, like emulsions; water phase dispersed in 
oil (W/0 microemulsion), and 0/W microe-
mulsion having an opposite phase relation. 
Crystallization in the microemulsions is also of 
particular interest, showing unique properties. 

W/0 microemulsions are formed only in 
specific ranges of temperature, pressure, and 
composition, and are therefore best described 
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with phase diagrams [32, 33]. The presence of 
supramolecular aggre-gates has made W/0 
microemulsions solubilize the materials which are 
otherwise sparingly soluble in aqueous phase. 
Therefore, 0/W emulsions have been applied for 
specific reactions as "micro-reactors" or "nano-
reators" [34, 35]. 

In contrast, 0/W microemulsions containing 
lipids have recently investigated as novel drug 
carrier systems [36]. 0/W microemulsions are 
formed by very strong shear force with the size 
dimensions smaller than 150 nm. Crystallization 
and poly-morphic transformation of lipids in the 
O/W micro-emulsions are largely different from 
those in the bulk phase. 

6) Effects of additives 
As an advanced crystal engineering strategy, 

many researchers have attempted to clarify the 
effects of specific additives that may modify the 
rate of nucleation and growth of crystals under a 
given set of thermodynamic conditions in 
different growth systems (bulk or emulsion). 

additives 

Liquid 
(or solution) 

AG^ 

(a) 

Crystal \ g 

(b) 

7 T D ^ • 2 - i - B 
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B 

Figure 8. Effects of additive on activation free 
energy (AG^) of crystallization. 

The additives may play roles in modification of 
the activation free energy values (AG^) for 
crystallization in the manner depicted in Figure 8 
[37]. A and B mean different crystal structures or 
different crystal faces of a given crystalline 
material, and states 1 and 2 indicate conditions 
without and with the additive, respectively. Since 
AG^ of A is larger than B without the additive, the 
rate of nucleation or crystal growth of A is higher 
than that of B. In Fig.8(a), it can be seen that the 
additive has no effect on any cases, since the AG^ 
values of both A case and B case are syn-
chronously varied by the presence of the additive 
in the growth condition. This means that there is 
no effect from the additive. 

On the other hand, in Fig.8(b), it can be seen 
that the AG^ values of A and B are reversed 
by the additive, because of the specific molecular 
interactions acting at the crystal-additive interface. 
In general, AG* can be a free energy barrier for 
nucleation of a crystal or for crystal growth of a 
specific crystal face. Additives playing the 
former role have effects on selective nucleation of 
crystal structures, and the crystal shape is 
modified by additives that play the latter role. 
Taylor-made additives employed for crystal shape 
modification are of the latter type, as is discussed 
in another chapter. 

The additives that control the rate of nucleation 
of particular polymorphic structures and the rate 
of crystal growth of particular crystal faces are 
classified into three groups: impurity, crystal 
seedings and templates. Since the effects of 
impurity [38] and seeding [39] are discussed in 
recent reviews, here considered is the effect of 
template. 

7) Effects of template 
A template is prepared specifically to promote 

nucleation of selected materials in growth 
systems. The template is arranged in a well-
defined manner in or around the growth media as 
depicted in Figure 9. 

Crystallization occurring in a template system is 
closely related to elementary processes of 
biological mineralization and to crystal 
engineering processing for the production of 
advanced materials. It has been shown that one of 
the properties most specific to crystallization 
processes in complex systems is revealed in the 
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nucleation process: active sites present at certain 
positions play key roles as templates in the 
nucleation processes. A template promotes 
nucleation of selected materials through specific 
interactions between the active sites and 
crystallizing materials. This process may be cate-
gorized as interfacial heterogeneous nucleation. 
In Fig. 9(a), the template is an amphiphilic film, 
the polar head groups of which catalyze the 
heterogeneous nucleation of polar crystals in an 
aqueous solution. In Fig. 9(b), the amphiphilic 
template film constructs W/0 emulsions in which 
polar crystals are nucleated in the aqueous 
solution encapsulated in the W/0 emulsion. The 
nucleation processes of nonpolar crystals at a 
planar template and an emulsion interface are 
shown in Fig. 9(c) and (d), respectively. In the 
former case, the non-polar head groups of the 
template film catalyze the heterogeneous 
nucleation of non-polar crystals in an organic 
solution. In Fig. 9(d), the amphiphilic template 
molecules construct O/W emulsions in which 
non-polar crystals are grown in interior phases of 
droplets, and the template may be prepared in the 
hydrophobic compartment of the oil/water 
interface. 

substrate, 

substrate, 

crystal 

Figure 9. Template-assisted crystallization sys-
tems. 

Many studies on crystallization of various 
advanced materials have been carried out using 
template growth systems such as those illustrated 
in Fig.9. Interestingly, it has been revealed that 

well-defined molecular interactions occur at 
heterogeneously nucleating interfaces through 
specific molecular interactions having the nature 
of electrostatic interactions [40] and hydrogen 
bonding [41]. 

Template-accelerated crystallization of the type 
shown in Fig. 9(a) has been well documented [42, 
43]. Therefore, in this chapter, recent works on 
template-accelerated crystallization in the same 
systems as those of Fig. 9 (b), (c) and (d) are 
discussed. 

3. CRYSTALLIZATION OF AMINO ACID 
IN W/O MICROEMULSION 

W/O micro-emulsions have the ability to 
solubilize polar crystals and therefore have been 
used to synthesize micro- and nano-particles of 
metal oxides and semiconductors. Compared to 
those inorganic substances, crystallization of 
biological soft materials, such as aspartame [44], 
an artificial sweetener, in W/O microemulsions 
has only been attempted quite recently. This is 
mainly because the high molecular weights of 
organic materials result in lower solubility, and 
the stabilization of W/O emulsions is often 
disrupted by the pH control of an aqueous 
solution that is necessary to increase the solubility 
of polar organic substances. 

As for amino acids, polymorphic crystallization 
has been investigated in the bulk solution [45, 46], 
whereas crystallization of amino acids in a W/O 
microemulsion has been initiated recently. 
Hydrophobic amino acid, such as leucine, can 
cause template nucleation of glycine crystals at 
the air-water interface [47]. This phenomenon 
was examined in W/0 microemulsions [48,49]. 

Yano et al. investigated the solubilization of 
glycine and i-phenylalanine (Fig.l) in a water-in-
isooctane microemulsion stabilized by an 
emulsifier, sodium di-2-ethylhexyl sulfo-
succinate (AOT) [50, 51]. The maximum soluble 
amount of amino acid was determined, and the 
effects of the addition of amino acids in aqueous 
solution on the size and shape of the micro-
emulsion droplets and on their thermal properties 
were determined by small-angle X-ray scattering 
(SAXS) and differenfial scanning calorimeter 
(DSC) measurements. It was found that the 
extent of solubilization strongly depended on the 
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hydrophobicity of the amino acid, which also 
determines the location of guest molecules within 
the microemulsion. 

The solubilization properties of glycine, L-
phenylalanine and hystidine are summarized as 
follows. [50]: 
1) The maximum amount of amino acid that 

could be solubilized was determined by the 
solid-liquid extraction method, and the effects 
of the addition of amino acids on the size and 
shape of the microemulsion droplets and on 
their thermal properties were determined 
using SAXS and DSC measurements, res-
pectively. 

2) The solubilization of glycine molecules, 
which primarily dissolve in a water pool, was 
slightly lower than their solubility in pure 
water, decreasing with increasing 
concentration of AOT and increasing with 
increasing water content in the micro-
emulsion. In contrast, the solubilization of L-
phenylalanine, which is primarily located at 
the water/oil interface, was several times 
greater than its solubility in water, the 
solubilized amount increasing with increasing 
AOT and/or water concentrations. Histidine 
had characteristics intermediate between these 
two extremes. 

3) Solubilization of those molecules effected an 
increase in droplet size. The results of 
thermal analysis showed that loading of the 
microemulsion droplets with glycine has a 
much stronger effect on the thermal behavior 
of the emulsified water than does loading with 
Z-phenylalanine. The low solubilization of 
glycine compared to its solubility in pure 
water can be explained by the state of water 
within the microemulsion droplets, i.e., part of 
it is present as free water and part as water 
bound to the AOT head groups. The loading 
of Z-phenylalanine changed the shape of 
microemulsion droplets from spherical to 
ellipsoidal, and the [phenylalanine]/[AOT] 
molar ratio at the interface increased as the 
droplet size increased. 

To explain the results in more detail. Figure 10 
shows that solubilization of glycine in micro-
emulsions was slightly lower than that in bulk 
water, whereas the solubilization of L-phenyl-
alanine was several times greater than that in bulk 

water. This difference may be due to the 
difference in hydrophobicity of the total mole-
cules, e.g., /.-phenylalanine is more hydrophobic 
than glycine, and Z-phenylalanine molecules may 
therefore be entrapped at the hydrophobic 
moieties of the AOT molecules, forming micro-
emulsion droplets. 

0 10 20 30 40 
(a) Water (wt% in microemulsion) 

o 

(b) 

0 10 20 30 40 
Water (wt% in microemulsion) 

Figure 10. Solubilization of amino acid in W/0 
microemulsions, (a) glycine and (b) Z-
phenylalanine. 

On the basis of the solubilization properties, it 
was found that the crystallization of glycine and 
Z-phenylalanine from the W/0 microemulsions 
was strongly affected by the localization of 
solubilized molecules within the microemulsion 
droplets [51]. In the case of glycine, a significant 
reduction in crystal size was observed; e.g., the 
crystals formed in bulk aqueous solution usually 
grew to a size in the order of mm, whereas the 
glycine crystals grown from microemulsions were 
of the order of sub-|im to |im in size. In addition, 
polymorphic occurrence also varied: the y-form 
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Table 1 
Polymorphism and morphology of amino acid crystals grown from bulk solution and water-in-oil microemulsion. 

Morphology 

Polymorph 
Glycine a (P2i/n) 

Y(P3i orP32) 
P (P2i) 

L-phenylalanine a (n.d.) 
P (C2) 

* not determined 

Bulk 

(010) plate 

Trigonal pyamid 
Needle 

Needle 
(001) plate 

Microemulsion 

(010) plate 

n.d.* 
n.d. 

n.d. 
Pyramid 

dominantly crystallized from microemulsion, 
whereas the a-form was predominant from the 
bulk solution. 

In the case of Z-phenylalanine, the morphology, 
polymorphism and size of crystals grown from 
the bulk solution and microemulsion were 
different. I-phenylalanine crystallized in two 
polymorphs from the bulk solution, i.e., needle-
like a-form and plate-like P-form, whereas, only 
the p-form occurred in the crystallization from 
microemulsions. It would be reasonable to 
assume that the p-form, having two dimers in a 
hydrophobic-layered structure, is preferentially 
nucleated at the hydrophobic moieties of the AOT 
molecules. Furthermore, the plate shape of the P-
form became a triangular shape with dominant 
crystal faces, quite different to the bulk-grown 
crystal (Figure 11, Table 1). 

In the above study, it was found that interaction 
of microemulsion droplets is involved in the 
crystallization of rather hydrophilic glycine and 
hydrophobic Z-phenylalanine from a W/0 
microemulsion. In the case of glycine, the 
microemulsion serves as a medium for com-
partmentalization without contribution of the 
W/O interface to the crystallization process, 
which was initiated by heterogeneous nuclei and 
proceeded due to the addition of solute molecules 
supplied through dynamic droplet interactions. In 
the case of Z-phenylalanine, however, the W/O 
interface is involved in the crystallization process. 
The crystallization was initiated by hetero-
geneous nuclei, consisting of molecules that were 
preferentially oriented at the W/O interface, and 

proceeded through contact with interfaces of 
other droplets. Under these conditions, both the 
crystal structure and morphology are controlled 
by the crystallizing environment in which 
microemulsion droplets and the molecules 
involved in them play dynamic roles. 

Figure 11. Optical micrographs of L-
phenylalanine b crystals grown from (a) bulk 
solution and (b) microemulsion. 
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The results of present work on the 
crystallization of amino acids from W/0 
microemulsions indicates that there is great 
potential for application of this technique to other 
biological soft materials, such as pharmaceuticals 
and neutraceuticals. 

4. TEMPLATE-ACCELERATED SOLVENT 
CRYSTALLIZATION 

It appears that biological soft crystals 
interacting with templates through nonpolar 
forces, as depicted in Fig.9 (c) and (d), may be 
less specific and much weaker compared to 
interactions of a polar nature (electrostatic and 
hydrogen bonding). However, it has been 
observed that acceleration of heterogeneous 
nucleation occurs by the template films through 
van der Waals interactions. In this section, 
template-accelerated crystallization of the type 
shown in Fig. 9 (c) is discussed. 

Morphological and kinetic observations of 
heterogeneous nucleation of long-chain w-alcohol 
crystals (Cn-OH, referred to here as guest crystals, 
n being the number of carbon atoms) from 
solution, which was accelerated by the presence 
of vapor-deposited thin films of long chain mole-

cules (fatty acid, Cn-COOH, and mono-
acylglycerol, Cn-MG, both referred to as hosts), 
were carried out [52-56] . Cn-OH crystals were 
chosen as the model material of lipids. The host 
templates were formed by physical vapor 
deposition and placed in slightly supersaturated 
solution (decane solvent). No crystallization 
occurred over a period of several hours without 
the template films, whereas the presence of 
template films shortened the induction times to 
several minutes. In addition to the rate of 
nucleation, the host-guest relationships in terms 
of polymorphic matching, molecular orientation 
and chain length limitation were examined. 

Figure 12 (a) and (b) show the influences of 
molecular orientation of the host films (C18-MG) 
on growth patterns of the guest crystals of C22-
OH [56]. Figure 12 (c) shows the model of 
template-assisted nucleation, which 
heterogeneously occurs at the growth steps of the 
template crystalline films. The template film was 
vapor-deposited on cleaved mica [52]. In Fig. 12a, 
the basal (001) plane of the y form of the C22-OH 
crystals is almost parallel to the template films, 
e.g., the long-chain axes of the C22-OH 
molecules in the crystal are normal to the 
substrate. In contrast, the guest crystals accele-

Template 

(a) (b) (c) 

Figure 12. Optical micrographs of solvent-crystallized n-alcohol from (a) normally-oriented and 
(b) laterally oriented template films, (c) A model of heterogeneous nucleation. 
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Table 2 
Structural properties of template and guest crystals 

Host 

C^-MG P'form 

monoclinic 
^ * 
Ox 

a = 0.88 

b = 0.51 

a = 7^ 90° 

p =124° 

template 

Cj^-COOH 

E form 

monoclinic 

Ox 
a = 0.88 

b = 0.51 

a = Y= 90° 

p =124° 

C form 

monoclinic 

Ox 
a = 0.936 

b = 0.495 

a = 7^ 90° 

p=128° 

Guest (C^ 

yform 

monoclinic 

Ox 
a = 0.889—0.903 

b = 40.97—0.498 

a = Y= 90° 

p =121.7—122.5° 

-OH) 

P form 

monoclinic 

Ox 
a = 0.503—0.507 ** 

b = 0.738—0.743 

a = 7i= 90° 

P =89.7—92.28° 

* subcell: orthorhombic perpendicular ** [jnit nm. 

rated by the template films in which the long-
chain axes are arranged parallel to the substrate, 
show the same molecular orientation with respect 
to the substrate as shown in Fig. 12b. This 
difference is due to the geometric relations of the 
host and guest crystals illustrated in the inserted 
figures. As for the polymorphic matching 
between the fatty acid templates and Cn-OH 
crystals, the occurrence of the y form was 
predominant when the host template was the C 

form of Cn-COOH and p ' of Cn-MG, yet the P 
form of Cn-OH was dominantly nucleated with 
the template film of the E form of Cn-COOH. 
This polymorphic matching was explained by 
taking into account the unit cell structures of the 
host templates and guest crystals. Table 2 shows 
the crystal structure data of polymorphic forms 
of the crystals commonly occurring in Cn-MG, 
Cn-COOH and Cn-OH [56]. 

The relative occurrences of crystallization of 

Table 3 
Extent of crystallization of guest n-alcohol crystals accelerated by host template thin films 

host template films 

Monoacvlglvcerols (Cn-MG) 

C16-MG 

Cjg-MG 

C22-MG 

Fatty acids (Cn-COOH) 

Cjg-COOH 

C20-COOH 

C22-COOH 

C24-COOH 

C18-OH 

+ 

+ 
+ 

+++ 

++ 

-

-

guest crystals 

C20-OH 

+++ 

++ 
++ 

-

+++ 

++ 

-

C22-OH 

++ 

+++ 
++ 

-

-

+++ 

++ 

C24-OH 

+ 

+ 
++ 

-

-

-

+++ 

+-H-: most accelerated ++ : very accelerated + : fairly accelerated no acceleration 
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three w-alcohol crystals (Cn-OH) grown under the 
condition of template-guest combinations were 
compared, and the results are summarized in 
Table 3. Special attention was paid to the effects 
of chain length matching, as expressed in n of the 
guest and host template molecules, where two 
types of template were tested: fatty acid and 
monoacylglycerol. The Cn-MG templates accele-
rated the crystallization of Cn-OH, even when the 
n values of the guest crystals were longer than 
those of the host films by 8. However, the most 
enhanced acceleration was observed in such a 
combination that the n value of the template 
material was smaller than that of the guest 
material by 4. This is in clear contrast to the 
template-guest relations between the combination 
of Cn-COOH/ Cn-OH, in which acceleration was 
only observed when the n value of the template 
films was the same as or longer by 2 than that of 
the guest crystals. 

10 

c 

B 
.2 4 

£ 2 

T T 

\ ,C22. 
COOH 

-J I I I L. 

1.2 1.3 1.4 1.5 1.6 1.7 1.8 
S 

Figure 13. Induction times of solvent crystall-
ization of C22-OH with host template films of 
C22-COOHandC22-MG. 

The induction time measurements for overall 
crystallization showed two common properties: 
(a) the induction time increased as supersaturation 
ratio (S) value decreased in crystallization 
experiments of the all the host-guest combina-
tions examined, and (b) when a particular tem-
plate film was set, preferred acceleration was 
observed for the guest crystal that was specific in 
regard to the difference between chain lengths of 
the host template and guest solute molecules, as 

revealed by shorter induction times. As an 
example, Figure 13 shows the induction times of 
crystallization of the guest material of C22-OH 
with template films of C22-COOH and C18-MG. 
The induction time increased as the S value 
decreased, yet a remarkable difference was seen 
between the template films of fatty acids and 
monoacylglycerols, as evidenced in the two sets 
of experiments. As shown in Fig. 13, the 
induction time value in the case of the C22-
COOH film was 9 minutes, about 3-times longer 
than that in the case of C18-MG film. As already 
mentioned, several hours are needed for the 
nucleation of guest crystals without template 
films in this range of S values. This means that 
the acceleration effects of the template films 
became more enhanced as the value of 
supersaturation decreased and that the influence 
of the template-guest molecular interactions was 
also enhanced as the S value decreased. 

In the bulk phase, binary mixture phases of Cn-
COOH and Cn-OH are eutectic, yet molecular 
compound formation was observed in the mixture 
of Cn-OH and Cn-MG due to intimate hydrogen 
bonding of the two molecules. This difference in 
the mixing behavior may account for the relative 
occurrences shown in Table 3 and induction times 
shown in Fig. 13. Most of the above results were 
explained by considering a basic model of the 
template-assisted nucleation illustrated in Fig. 12c. 
This model assumes that heterogeneous 
nucleation occurs from the steps of the template 
crystalline films exposed to the solution. The van 
der Waals molecular interactions between the 
hydrophobic hydrocarbon chains and hydrophilic 
polar groups of glycerol groups (Cn-MG), 
carboxyl groups (Cn- acid) and carbonyl groups 
(Cn-OH) are operative at the steps exposed at the 
outer surfaces of the template films. Preferential 
adsorption of the guest molecules, followed by 
condensation around the steps, may result in the 
heterogeneous nucleation of guest crystals. It is 
assumed that the attractive forces between the 
mono-acylglycerol and «-alcohol molecules are 
much stronger than those between the fatty acid 
and alcohol molecules, due to the presence of two 
OH-groups in the monoacylglycerol template 
films. This is exhibited in the binary mixture 
phase behavior forming the molecular compound 
crystals. It is also thought that hydrogen bonding 
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Figure 14. Atomic force microscopic (AFM) 
image of template film of C18-MG. 

between the mono-acylglycerol and alcohol 
molecules occurs at the steps. Figure 14 shows 
atomic force microscopic feature of the template 
films of C18-MG deposit-ed on mica surface. 
The molecules in the film are arranged normal to 
the substrate, and may step patterns are shown, as 
illustrated at the bottom of Fig. 14. 

Numerical calculation of experimental results of 
the kinetics of heterogeneous nucleation using the 
host (fatty acid) and guest (alcohol) combinations 
was performed. Figure 15 shows time variation 
in the number of crystals of C20-OH nucleated 

from the solution (supersaturation of 60%) in 
contact with a C22-COOH template film. The 
crystals were counted in situ under an optical 
microscope every 30 seconds, soon after the 
template film had been placed in the solution. 
Nucleation occurred after an induction time of 
150 seconds. The number of crystals rapidly 
increased within 100 seconds and then stopped 
increasing. To evaluate the data shown in Fig. 15, 
a kinetic model describing the three dimensional 
heterogeneous nucleation and subsequent grow-
th on active centers of heterogeneous nuclea-
tion was resolved numerically, taking deple-
tion of the active centers on the template films 
into account [57-59]. The interfacial energy was 
chosen to get the best agreement between the 
calculated and experimental data of Fig. 15, giving 
0.0029 J/m^ for C20-OH. 

O 

X o U 
N 

400 

Figure 15. Number of crystals (Z) of C20-OH 
nucleated from template film of C22-COOH. 

By applying the template-accelerated hetero-
geneous nucleation shown above, it is possible to 
crystallize the guest crystals with specific 
molecular orientations and polymorphic forms at 
a reduced rate of nucleation, even when the major 
molecular interactions are of a nature of van der 
Waals forces. 

5. TEMPLATE-ACCELERATED 
CRYSTALLIZATION IN OAV 
EMULSION 

The lipid crystallization in the 0/W emulsion 
droplets influences stability, rheology and appear-
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ance of the 0/W emulsions. For example, 
controlling the lipid crystallization in the 0/W 
emulsion phase is essential in de-emulsifying 
process of creams, freezing of creams, and 
coagulation of the 0/W emulsions at chilled states 
[5]. Production, quality and stability of lipid 
products in emulsion states are greatly 
influenced by crystallization of the oil phase, and 
many of recent studies have therefore been aimed 
at investigation of the lipid crystallization in the 
O/W emulsion. 

The complexity of the lipid crystallization 
phenomena in an O/W emulsion is revealed in 
many factor influencing the crystallization 
processes, such as the rate and extent of 
crystallization, influences of emulsion droplet 
size, effects of emulsifier, droplet-droplet 
interaction, polymorphism, effects of cooling rate 
and subsequent temperature history. Since a 
pioneering ŵ ork made by Skoda and Tempel [60], 
it has been obvious that complexity in the lipid 
crystallization phenomena in the O/W emulsion 
are revealed in the rate and extent of 
crystallization, influences of emulsion droplet 
sizes, effects of emulsifiers, droplet-droplet 
interactions, polymorphism, effects of cooling 
rate and sub-sequent temperature history, etc.[61-
64]. To clarify the crystallization mechanisms 
of an 0/W emulsion, the authors have employed 
ultrasonic velocity measurement, DSC and 
synchrotron radiation X-ray diffraction (SR-
XRD) [65-67]. In particular, the ultrasonic 
velocity and SR-XRD measurements enabled in 
situ and nondestructive monitoring of lipid 
crystallization in the emulsion. 

The kinetic properties of the crystallization 
processes of lipids in the O/W emulsions, which 
are remarkably modified by highly hydrophobic 
emulsifier additives having high melting points, 
are discussed here. A2-Hexadecane (melting point, 
18 °C) was chosen as the lipid. Tween 20 was put 
in a water phase to make the emulsions (20 wt.% 
oil and 80 wt.% water) having a mean droplet size 
of 0.8 \im in diameter. 

As additives, sucrose fatty acid oligoesters, 
polyglycerine fatty acid esters and diacylglycerols, 
put in «-hexadecane before emulsification, were 
examined. Figure 16 shows the ultrasonic velo-
ity (V) values of /7-hexadecane-in-water emul-
sions measured by cooling-heating in the tem-

perature range of 60 °C to - 6 °C. The results 
revealed the following features [65]: 
1) On cooling from 60 to 3 °C, the V value first 

increased and decreased with decrease in 
temperature. The increase in V value was 
mainly due to the contribution of the n-
hexadecane phase, and the subsequent decrease 
was due to the contribution of the water phase. 

2) On further cooling, an abrupt increase in the V 
value was observed around 2 °C, corres-
ponding to the crystallization of the «-hexa-
decane phases in the emulsion. Therefore, 2 
°C is defined as the crystallization temperature 
(TJ. With further cooling below 0 ^C, V 
value decreased again due to the contribution 
of the water phase. 

3) On heating from -6 °C, the ultrasonic velocity 
increased up to about 12 °C and then rapidly 
decreased above that temperature up to 18 °C, 
where the V values were stabilized. This 
means that the melting of «-hexadecane in the 
O/W emulsion started at 12 **C and ceased at 
18 T . 

4) The results of the DSC heating study showed 
melting peaks of «-hexadecane at onset and 
offset temperatures of 16.1 °C and 19.0 T , 
respectively (data not shown). These results 
indicate that the melting property of n-
hexadecane in the emulsion was not greatly 
different from that in the bulk, although 
reduced melting might occur in the case of 
crystals having small sizes in small emulsion 
droplets. 
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Figure 16. Variation of ultrasonic velocity values 
(V) of «-hexadecane-in-water emulsion with 
temperature. 
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5) The final V value, which was reached after the 
thermal cycle of 60 ->-6 ->60 °C, was larger 
than the initial value at 60 °C. This may be 
due to an increase in the oil-liquid droplet size 
in the emulsion due to coalescence, which 
might occur during a thermal process lasting 
for over 24 hours. 

From these results, it was evident that the 
crystallization of «-hexadecane in an emulsion 
was diminished with a supercooling value of 
about 16 °C, whereas no change was observed in 
the melting behavior. This meant that the 
crystallization kinetics was solely influenced by 
the emulsification. The next results show how the 
reduced crystallization was enhanced by the 
addition of hydrophobic emulsifier additives. 

1500 —•— pure 

•Hi—+0.005wt.% 

+1.0wt.% 

(a) 5 10 15 
Temperature (°C) 

sucrose palmitic acid ester 
polyglycerine stearic 
acid ester 
dibehenoyl-glycerol 

(b) 
0.2 0.4 0.6 0.8 

Concentration (wt.%) 
1.0 

Figure 17. (a) Ultrasonic velocity value (V) of n-
hexadecane-in-water emulsion with an additive of 
polyglycerine stearic acid ester, and (b) 
crystallization temperature (T )̂ vs concentrations 
of three additives. 

Figure 17 (a) shows the V values of n-
hexadecane-in-water emulsions measured by 
cooling the emulsion with the additive of 
polyglycerine stearic acid ester (DAS-750) of 
different concentrations [66]. Fig. 17 (b) shows 
the variation in the crystallization temperature of 
the emulsion (defined below) with increasing 
concentrations of three additives. The following 
features are noted from Fig. 17: 
1) Without the additive, the emulsificafion 

decreased T̂  compared to that in the case of 
the bulk systems (the same as the result in 
Fig. 16). 

2) Crystallization was accelerated with an 
increasing amount of the additive, as revealed 
by the increases in Tc values with increasing 
additive concentrations. 

3) It was shown that the higher the melting 
points of the additives are, the higher is the 
extent of the acceleration of crystallization 
(data not shown here). 

4) A separate experiment showed that the rates 
of crystal growth of «-hexadecane were 
retarded by the all additives examined (data 
not shown here). 

These results clearly showed that the additives 
accelerated the nucleation but retarded the crystal 
growth. This feature was not observed in crystal-
lization in the bulk phase. 

It is 2issumed that the acceleration of crystal-
lization is due to heterogeneous nucleation 
processes caused by the additives [68]. Therefore, 
simultaneous DSC and SR-XRD measurements 
were carried out in «-hexadecane-water emulsion 
with the additive (1 wt.%) of polyglycerine 
stearic acid ester (DAS-750) as shown in Figure 
18 (unpublished data). 

In the case of pure emulsion without an additive, 
when the emulsion was cooled from 20 °C, an 
exothermic DSC peak appeared at 2 °C (onset 
temperature) and corresponding wide-angle SR-
XRD spectra were detectable at the same 
temperature as shown in Fig. 16a. This is due to 
the crystallization of fz-hexadecane. However, 
during the same cooling process, an exothermic 
DSC peak first appeared at 7.7 °C, which is 
not due to the crystallization of «-hexadecane, 
because the corresponding SR-XRD wide-angle 
spectra are not of «-hexadecane (arrows in 
Fig. 19b). The «-hexadecane crystallized at 5.5 T , 
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Figure 18. Simultaneous Synchrotron-X-ray diffraction (SR-XRD) and DSC measurement of crystallization 
of «-hexadecane-water emulsion, (a) without additive and (b) with additive (DAS-750). Unit, nm. 

since the corresponding SR-XRD spectra 
appeared at this temperature. On further cooling, 
subtle changes were detectable around - 4 °C for 
the SR-XRD spectra which appeared at 7.7 °C, 
and correspondingly an DSC exothermic peak 
appeared at the same temperature. This means 
that the DSC exothermic peaks at 7.7 °C and - 4.3 
°C are due to phase transformations of the 
molecular aggregate that was formed by the 
addition of polyglycerine stearic acid ester. It is 
thought that this aggregate acts as a template for 
the nucleation of «-hexadecane. 

Figure 19 illustrates the template-accelerated 
heterogeneous nucleation model that explains the 
above experimental results usin ultrasonic 
velocity and simultaneous SR-XRD and DSC 
techniques [67]. The additive molecules put in 
liquidus «-hexadecane are preferentially adsorbed 
at the oil-water interface after the emulsification, 
making a molecular aggregate together with 
Tween 20, water and probably «-hexadecane 
itself This occurs easily since the additives 
examined have high melting points and are 
therefore less soluble in «-hexadecane. On 
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Tween20 K additive 

Template 

Figure 19. Template-assisted nucleation model of 
oil-in-water emulsion. 

cooling, the liquidus phase of the molecular 
aggregate transforms to a solid phase, giving rise 
to the exothermic DSC peak observed at 7.7 
°C (Fig. 19b). The frozen aliphatic tail chains 
of the molecular aggregate serve as the template 
for the heterogeneous nucleation for n-
hexadecane, increasing the T^ of /?-hexadecane in 
proportion to the concentration of the additive 
molecules. 

The acceleration of crystallization in the 
emulsion by the additives may be indicative of 
crystal engineering of functional materials in 
encapsulated systems, such as an emulsion. This 
is because the nucleation rate is reduced in an 
emulsion and, thereby, the overall extent of the 
crystallization is minimized. The use of an 
additive may raise the total extent of the 
crystallization due to the accelerated nucleation 
rate and eventually raise the yield of the 
crystallizing materials, even if the rate of crystal 
growth is retarded by the additive. This was 
confirmed in the case of palm oil crystallization 
in the 0/W emulsions [69]. 

6. CONCLUSION 

The crystallization processes of biological soft 
materials are closely related to life science and 
technology, as mentioned in the introduction. 
Details, however, of crystallization of these 
materials have not thoroughly be elaborated. 
Possible reasons for this are (a) muhiple 
polymorphism must complicate the crystallization 
phenomena, (b) crystal growth systems range 

from bulk to emulsions and (c) no adequate 
technique has been applied to the monitoring of 
crystallization of biological soft molecules in, 
particularly those in an emulsion system. The use 
of SR-XRD techniques combined with DSC or 
even infra-red (IR) absorption techniques might 
resolve many of the above difficulty. Time-
resolved measurements of crystallization and 
subsequent transformation are possible, with 
detailed information of molecular and thermal 
properties. 

The roles of template additives have been 
discussed in this chapter. In addition to this, 
sonication, shearing and seeding are effective 
external factors affecting the crystallization 
behavior of the biological soft materials, as 
mentioned at the beginning. The use of these 
advanced techniques should further elucidate the 
crystal engineering of biological soft materials, 
thus making their crystallization processes more 
understandable and controllable. 
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