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A Glance at the Structural and Functional 
Diversity of Membrane Lipids

Alex M. Dopico and Gabor J. Tigyi

Summary
In the postgenomic era, spatially and temporally regulated molecular interactions as signals are beginning to

take center stage in the understanding of fundamental biological events. For years, reductionism derived from the
“fluid mosaic” model of the cell membrane has portrayed membrane lipids as rather passive molecules that,
whereas separating biologically relevant aqueous phases, provided an environment so that membrane proteins could
fulfill the specificity and selectivity required for proper cell signaling. Whereas these roles for membrane lipids still
stand, the structural diversity of lipids and their complex arrangement in supramolecular assemblies have expanded
such limited, although fundamental roles. Growing developments in the field of membrane lipids help to understand
biological phenomena at the nanoscale domain, and reveal this heterogeneous group of organic compounds as a
long underestimated group of key regulatory molecules. In this introductory chapter, brief overviews of the struc-
tural diversity of membrane lipids, the impact of different lipids on membrane properties, the vertical organization
of lipids into rafts and caveolae, and the functional role of lipids as mediators of inter- and intracellular signals are
provided. Any comprehensive review on membrane lipids, whether emphasizing structural or functional aspects,
will require several volumes. The purpose of this chapter is to provide both introduction and rationale for the selec-
tion of topics that lie ahead in this book. For this reason, the list of references primarily includes reviews on partic-
ular issues dealing with membrane lipids wherein the reader can find further references.

Key Words: Caveolae; compressibility; entropy; leaflet asymmetry; lipid rafts; lipid signaling; membrane
lipids; phase separation; spontaneous curvature.

1. Structural Diversity of Membrane Lipids
In contrast to other major classes of biologically relevant organic molecules

(nucleotides, amino acids, and carbohydrates), which can be grouped around a clear-cut
chemical definition, the term lipid engulfs a vast number of molecules that merely share
“a much better solubility in organic solvents than in water” (1–3). It might be argued that
almost all lipids ultimately are “biological amphiphiles” (3), largely resulting from the
addition of polar groups to hydrocarbon chains. However, the polar regions and, thus, the
amphiphilic character of some molecules like triglycerides, have in practical terms a neg-
ligible effect in attenuating the hydrophobicity of the hydrocarbon chains. The strong
hydrophobicity of triglycerides sharply contrasts with the amphiphilic nature of inositol
triphosphate (IP3), a lipid molecule with multiple negative charges at physiological pH.
In brief, the rather imprecise chemical definition that was coined with the term “lipids”
reveals little but structural heterogeneity.

From: Methods in Molecular Biology, vol. 400: Methods in Membrane Lipids
Edited by: A. M. Dopico © Humana Press Inc., Totowa, NJ

1

01_Alejandro  6/28/07  9:39 PM  Page 1



When applied to lipids, the constraint “membrane” does not do much to limit structural
heterogeneity, and the number of lipid species and corresponding functions that are being dis-
covered in biological membranes keep increasing. As examples, let us just mention that about
100 lipid species exist in the very simple red blood cell, and more than 600 lipid species are
considered part of most biological membranes (4–6).

Structural heterogeneity of lipid molecules is the foundation of membrane lipid diversity.
The latter, however, is buttressed by the uneven distribution of lipid species spatially as well
as temporally, which results in complex multidimensional organization of membrane leaflets.
Let us consider for a moment the differential steady-state composition and distribution of
lipid species across natural membranes. To begin with, lipids are differentially distributed
across bilayer leaflets, with preferred location of negatively charged lipids, such as phos-
phatidylserine (PS) and phosphatidylinositol in the inner leaflet. In contrast, sphingomyelin
is much more abundant in the outer leaflet (6–8). A differential lipid composition across
leaflets of naturally occurring bilayers is essential for distinct lipid species to be able to inter-
act with different components of cell membranes: glycocalix and protein receptor sites in the
outer side, and cytoskeletal, anchoring, and internal signaling molecules in the inner side of
the membrane; for example, the membrane translocation of protein kinase C (PKC) requires
specific recognition of negatively charged phospholipids, with PS and phosphatidic acid
being usually involved (9).

On the other hand, differential lipid composition across membrane leaflets leads to differ-
ent physical properties across leaflets. For example, the predominance of negatively charged
lipid species in the inner leaflet leads to a high density of negative charge in the cytosolic side
of cell membranes (~0.6 Q/nm2), which in the absence of significant counterions, leads to 
a surface potential. The surface potential affects local ion concentration and, thus, membrane
protein conformation and function (of ion channels and pumps, in particular). Notably, this
surface potential is critically controlled by local variations in membrane lipids (10). Moreover,
this type of membrane polarity may change temporally during specific cell processes; for
example, PS is exposed to the cell membrane outer leaflet during sperm cell capacitation (11).

The physicochemical asymmetry existing across membrane leaflets is critical to modulate
specific functions performed by asymmetrically oriented domains/functional units in membrane-
associated proteins (e.g., adenylate cyclase [12], and most ion-channel proteins). The critical
role of physicochemical asymmetry across leaflets in maintaining cell life requires tight mod-
ulation. A change in lipid polarity and asymmetry is a hallmark of apoptotic death. Indeed,
the increase of PS in the outer leaflet can be used to determine that a cell is entering apopto-
sis (13,14). Given the wide range of cell functions that depend on lipid asymmetry, it is not
surprising that cells use a variety of enzymes (flippases, floppases, and scramblases) (15,16)
to actively maintain lipid asymmetry across membrane leaflets.

In addition to lipid asymmetry across bilayer leaflets, complexity in membrane lipid dis-
tribution is provided by the existence of vertical lipid domains. These domains, spanning
either one or both bilayer leaflets, are characterized by the predominance of distinct lipid
species, resulting in a local lipid composition different from that of the “bulk” bilayer (see
Subheading 3.).

Membrane lipid distribution and composition vary among kingdoms and species. To illus-
trate this point, hopanoids and other terpenes are particularly rich in the cytoplasmic mem-
branes of some bacteria, whereas sterols are generally absent in prokaryotes (17,18). Within
eukaryotes, further, differences can be found: cholesterol and sitosterol are the primary
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steroids in membranes of animals and plants, respectively. Even within a species, membrane
lipid composition varies across organelles, with the cell membrane being abundant in choles-
terol (15–50% of total lipid) and internal organelle membranes being scarce in this steroid
(e.g., ≤5% in mitochondrial membranes) (6). Lipid composition heterogeneity across organelles
is furthered by differential distribution of proteins involved in vectorial transfer of specific
lipids across organelles (19); a well-studied example is the vectorial transport of different
ceramides along the endoplasmic reticulum, Golgi apparatus, and the cell membrane (20).
Finally, membrane lipid composition and distribution can be influenced by environmental
factors and/or disease. For example, changes in n-3 and n-6 polyunsaturated fatty acids in the
diet are reflected in the acyl chain composition of membranes in higher animals (21).

2. Some Common Themes—Lipid Assemblies 
In spite of the astonishing diversity of membrane lipids highlighted in the previous sec-

tion, a few generalizations can be made. All membrane lipid molecules interact with each
other by means of relatively weak chemical forces (22–24). With the exception of “lipid
adducts,” in which lipids are covalently bound to proteins (e.g., sterol–Hedgehog interac-
tion, isoprenylation, palmitoylation, myristoylation, etc.) (25–28), lipids also interact with
membrane proteins through weak chemical forces (24,29–31). Weak forces, together with
the high flexibility of hydrocarbon chains in glycero- and sphingolipids, characteristically
provide the properties of soft matter to the bilayer that results from lipid self-assembly. It is
this combination of structural heterogeneity and interacting weak forces among lipid mole-
cules that makes entropy play a key role in membrane structure and function. Given the rela-
tionship between entropy and temperature, modifications of the latter might lead to
trans–gauche C–C bond interconversions in the acyl chains of bilayer lipids (32), rendering
another possible source of variability in lipid structure. Indeed, only lipids with a limited
degree of disorder in terms of range and rate of movement and, thus, a given “effective
shape,” will be able to self-assemble into the largely flat bilayer, two-dimensional structure
(lamellar phase) that prevails in natural membranes (18,24,33). The determinant role of
molecular structure in lipid self-assembly, phases, and polymorphism is discussed in
Chapter 2 of this volume. Moreover, it is the combination of structural heterogeneity, weak
interacting forces, and “limited disorder” what allows inserted peptides and proteins to mod-
ify the physicochemical environment of surrounding lipids (34–38). Conversely, physico-
chemical properties determined by the lipid microenvironment composition determine
structure and function of associated peptides/proteins (39–42). The bilayer physicochemical
environment is particularly important in modulating the function of embedded, integral pro-
teins. For example, integral protein conformation and function have been demonstrated to be
controlled by bilayer curvature-derived stress, thickness, and lateral pressure profile (see
below under this Subheading). Bilayer thickness forces the hydrophobic spanning region of
the protein to match the length of the hydrophobic region of the bilayer; the lipid species that
provides a better hydrophobic match will likely prevail at the protein–lipid interface
(although hydrophobic mismatch is possible) (31,36,43–45).

Lipid fractions in close vicinity with bilayer-spanning proteins/peptides may show
dynamics much slower than those of the bulk lipids, leading to the concept of “vicinal
lipids” or “lipid annulus,” a relevant site for pharmacological modulation of membrane 
protein function (46,47). Thus, embedded proteins will “recruit” certain lipids, and “repel”
others altogether, leading to membrane lipid sorting. Chemical diversity of lipids does allow
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for a wide variety of choices and adjustments, to exquisitely match the properties of the
individual membrane proteins.

Hydrophobic matching coupled with membrane polarity (and associated changes in
bilayer curvature) modulates the activity of integral membrane proteins, a classical example
given by ion-channel proteins/peptides. Simple channel-forming peptides (gramicidin A and
alamethicin in particular), have served as excellent models to understand how changes in the
physicochemical nature of lipids surrounding the ion-channel affect distinct aspects of chan-
nel function such as gating and permeation (48–51). Moreover, modification of channel func-
tion through changes in the physical properties of the channel lipid microenvironment has
been increasingly recognized for a variety of complex, multisubunit channel-forming pro-
teins, such as nicotinic acetylcholine and N-methyl-D-aspartate receptors, volume-activated
Cl−, voltage-gated Ca2+, voltage-gated K+, and large-conductance, Ca2+-dependent K+ chan-
nels, and connexons (46,50,52–56).

Another common feature is that most naturally occurring membranes contain nonlamellae-
forming lipids (disregarding structural particulars). These lipids may be required to stabilize
functionally relevant conformational states of some proteins (57–59). In addition, shifts
between nonlamellar and lamellar structures, often occurring with changes in bilayer curvature
(see Chapter 2 in this volume and refs. 33 and 60), are involved in defined physiological
processes, such as membrane fusion (59,61,62). The fusogenic behavior of a bilayer that depends
on the equilibrium between the lamellar and the hexagonal phases can be decreased by the 
so-called bilayer stabilizers, which include steroids (e.g., cholesterol sulfate) and drugs (e.g.,
some antivirals). The activity of a variety of membrane-bound enzymes, PKC in particular, is
usually decreased with an increased amount of bilayer stabilizer in the biological membrane (63).

As mentioned earlier, the existence of a “limited disorder” and the characteristics of soft
matter that most lipids provide to the bilayer are essential for membrane structure and func-
tion. This commonality in natural membranes is related to the particular condition (phase) in
which the vast majority of natural lipid bilayers exist, i.e., the “liquid-ordered” lipid phase
(18,33). In general, a longitudinal axis (more or less perpendicular to the bilayer plane) can
be recognized in bilayer-forming lipid species, rendering another source of structural varia-
tion and level of organization based on whether the direction of these longitudinal axes is
more or less ordered. Thus, different phases, termed “mesophases,” exist between liquids and
solids (64,65). In eukaryotic membranes, it is largely up to cholesterol to stretch and order
the hydrocarbon chains of glycero- and sphingolipids, leading to the liquid-ordered phase
(18,33). In simple terms, this phase is not “disordered enough” to allow ions and other small
molecules to easily leak across the lipid bilayer, yet it is not “ordered enough” to prevent lipid
and protein movements (translation in particular) within the bilayer. Both the separation of
distinct ionic media by natural membranes, and the movement within the lipid bilayer of lipid
species and membrane proteins involved in signaling are essential for life as we know it.

Whereas the different types of movements performed and allowed by membrane lipids and
the methods to study them will be considered later within specific chapters, let us just mention
in this introductory chapter one practical example of studying lipid mobility. The construction
of membrane protein microarrays, of paramount importance for human health, as membrane pro-
teins represent the majority of drug targets, is dependent on an understanding of protein diffu-
sion, and its control by the surrounding lipid lateral fluidity and movement (66). The fact that
membrane lipids differ in shape not only makes lipid phases possible, but also allow lipid
monolayers acquire spontaneous curvature, another common feature in naturally occurring

4 Dopico and Tigyi

01_Alejandro  6/28/07  9:39 PM  Page 4



lipid bilayers. However, under identical conditions (pH, ionic strength, etc.) if both monolayers
have the same lipid composition, the bilayer will have no net tendency to curve. Thus,
a most obvious mechanism to induce bilayer curvature is provided by differential lipid com-
position between the two membrane leaflets. This seems to be the general rule, not the excep-
tion, as considered in the Subheading 1.

Finally, variations in both rate and range of acyl/alkyl chain motion, and the existence of dif-
ferent lipid effective shapes, are not only responsible for the existence of lipid phases but also
lipid polymorphism. Polymorphism and the behavior of lipids in water will be considered in
Chapter 2 (see also refs. 5,60). For now, let us just mention that the liquid interface of the lipid
bilayer allows bilayer bending and compression/expansion, another common feature of natu-
rally occurring membranes. Yet again, it is lipid heterogeneity (in this case primarily through
variations in the acyl chain composition of membrane glycerolipids) what exerts a powerful
force controlling bilayer rigidity and compressibility (18,33,67). Moreover, increasing the abun-
dance of a single lipid species in a natural membrane may dramatically alter its physicochemi-
cal properties. For example, increasing cholesterol in animal membranes increases both bending
rigidity and compressibility area of their constituting lipid bilayers (18,68).

Control of bilayer rigidity and/or compressibility is required as these bilayer properties
need to adjust to perform distinct physiological tasks in different cells/membrane domains
within the cell membrane. For example, a “soft” membrane is critical for red blood cells to
permeate capillaries having an internal diameter narrower than the erythrocyte diameter (69).
In addition, because lipids in bilayers form “a two-dimensional liquid interface in a three-
dimensional space,” the shape of the interface is also controlled by the Gaussian curvature
modulus (33,70). It should be clear to the reader that in spite of their softness, disorder, and
diversity of constituent lipid species, natural lipid bilayers are characterized by a stratified
design, with a layer of kinetically restricted water, an “amphiphilic region” (polar head
groups of sphingo- and glycerolipids and their glycerol backbone), a relatively ordered acyl
chain segment, and a hydrophobic core where disordered acyl chain segments prevail (71,72).
This organization keeps acyl chains away from the aqueous medium. It also generates a “lat-
eral pressure profile,” as pressures across the bilayer are unevenly distributed: repulsion (pos-
itive pressure) prevails between polar headgroups, interfacial tension (negative pressure)
generates in the amphiphilic region, and repulsion prevails again between disordered acyl
chains. This lateral pressure profile largely determines the spontaneous curvature of the
bilayer and modifies membrane protein conformation and function (73,74).

Modification of bilayer pressure profile induced by short-chain alkanols and other “inter-
facially active compounds” appears to be a major contributor to the action of these drugs on
membrane protein function (75). In a more general context, amphiphilic hormones (e.g.,
steroids), long chain alcohols, and other drugs can easily partition within lipid interfaces and
also shift the equilibrium from one lipid phase to another. By doing so, these interfacially active
compounds may modify conformation and function of membrane proteins that distribute
differentially across lipid domains.

3. Vertical Domains, Rafts, and Caveolae 
As found with other molecules, lipids that are alike attract each other more strongly than

lipid molecules of different chemical nature (76), which leads to lipid phase separation.
Indeed, the chemical heterogeneity of membrane lipid species multiplies the possibility of
local phase separation within the bilayer. Thus, membrane lipids are laterally organized in the
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bilayer plane in a nonrandom fashion, which leads to the existence of “lipid domains”
(whether horizontal or vertical) in cell membranes (77–80). However, given the movement of
lipids in a given phase, it should be stressed that these lipid domains always carry a temporal
constraint relative to the lipid in the “bulk” phase.

In addition to the differential chemical affinities among membrane lipids and local phase
separation, membrane domains are favored by the bilayer insertion of peptides and proteins,
in particular those associated with the cytoskeleton (34,81–83). In addition, domain formation
appears to be favored by endocytic lipid trafficking between the cell membrane and other
organelles (84). Notably, some ion channel populations and most membrane proteins involved
in the recognition of neurotransmitters, hormones, or other messenger signals brought to the
cell from the extracellular medium seem to be localized in special “vertical” domains existing
in the cell membrane (85–90). When compared with the rest of the membrane, these domains
appear to be enriched in specific lipid species, with cholesterol and sphingolipids being highly
abundant in the outer leaflet of the vertical domain (77,78,80). These proteolipid membrane
domains have received collectively the term of “rafts,” yet discrepancies still exist on the
specific chemistry that should define them, as well as their dimensions (78,80,91,92).
Furthermore, raft-like structures have been identified in lipid mixtures in the absence of
peptide/protein. However, it is clear that domain (raft) formation leads to the segregation of
components and dynamic compartmentalization of the cell membrane, which is critical for
membrane-associated cell signaling. The dynamic, temporal nature of these vertical domains
is underscored by the fact that “rafts” redistribute rapidly and even disappear in response to
signaling molecules (81). Defined vertical lipid domains in cell membranes have been demon-
strated to directly control diffusion of molecules through and within the membrane, regulate
membrane-associated protein activity (34,88), and participate in physiological process that
involve cell recognition of its environment, such as cell motility and adhesion (81,93). Finally,
the existence of lateral lipid domains in membranes necessarily modifies the physicochemi-
cal properties of the bulk bilayer, such as compressibility, bending, and permeability, as well
as membrane lipid–protein interactions (34,78,88,94). 

The concept of “caveolae” is also subject of much debate. The simplest point of view states
that caveolae result from the association of rafts and some “caveolin” proteins, caveolin-1 in
particular. However, some investigators claim that caveolae may exist in the absence of cave-
olin proteins. Furthermore, whereas a flask-shaped invagination of the cell membrane was
initially considered a defining theme of caveolae, flat membrane domains in the bilayer con-
sisting of raft-like domains enriched in caveolin-type proteins might also be considered
“caveolae” (95–97). At any rate, it is abundantly clear that both lipid “rafts” and “caveolae”
nucleate and integrate critical cell signaling molecules, such as growth-factor receptors,
several G protein-coupled receptors, a wide variety of ion channels, protein and lipid kinases, and
some other key enzymes. Colocalization of signaling molecules in distinct lipid domains
likely facilitates the transduction of a message from one signaling molecule to the other
(saving energy to the cell), and facilitates cross-talk among relevant signaling pathways.

Given their wide involvement in clustering and regulation of signaling molecules, it is not
surprising that disruption of raft and/or caveolae may lead to disease, including muscular dys-
trophy, neoplasia-associated processes, and cardiovascular pathology (98–100). Indeed, rafts
and caveolae are increasingly receiving pharmacological and therapeutic attention. For example,
caveolin-1 is known to bind and activate endothelial nitric oxide synthase (eNOS). 
In endothelial cells, eNOS makes NO, which is critical in vasodilation, angiogenesis, and
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wound-repair, among other physiological processes, making the caveolin-1/eNOS dyad a tar-
get of therapeutic intervention (97,101). Caveolae may also be involved in the transport into
and within the cell of diverse molecules including cholesterol and folate receptors. The pos-
sibility that caveolae could be used to incorporate and import into the cell therapeutic agents
has begun to be actively explored in recent years (97,102).

4. Membrane Lipid Function
Structural diversity necessarily brings functional diversity. Biological functions of lipids can

be found in most biochemistry and cell biology textbooks (e.g., see refs. 1–3), and comprehen-
sive, recent reviews on membrane lipids are available (33,103–110). Lipidologists have tradi-
tionally made the distinction between “structural” and “signaling” lipids. The main functions of
the former (typical examples include triglycerides, phospholipids, and cholesterol) is to store
energy or provide insulation between two conducting media (extracellular fluid and cytosol, or
cytosol and intraorganelle fluid) and/or an appropriate environment for the functioning of
embedded proteins. It is within this function as boundary (whether as part of a lipid bilayer or
a mixed micelle) that the amphiphilic character of certain lipids becomes more obvious (i.e.,
interfacially active compounds). On one hand, hydration and desorption of membrane lipids
appear to be critical in controlling bilayer organization and protein function. On the other hand,
bilayer lipids are in position to “organize” near water molecules, which results in less dense and
more structured water molecules than those of bulk water. This more structured net of water
molecules help to control molecular movements, such as slowing down diffusion (23,33).

The main function of “signaling lipids” (IP3, steroid hormones, prostaglandins, sphingosine-
1-phosphate, etc.) is to mediate a biological message brought by a hormone, paracrine regula-
tor, or neurotransmitter from the cell surface to the interior of the cell/nucleus. However, the
distinction between signaling and structural lipids has become increasingly blurred. To begin
with, a given lipid type may serve as structural lipid in one body organ/tissue and as sig-
naling lipid in another. A typical example of this duality is found in ceramides, which are the
key impermeabilizing structure in the stratum corneum of the skin on one hand, and partici-
pate in apoptosis signaling on the other (111,112).

In addition, typical “signaling” lipids whose action largely resides in the cytosol (e.g.,
prostaglandins, leukotrienes, and lysophospholipids) are usually enzymatic products of
“structural” lipids residing in the cell membrane. Thus, it is the cell membrane with its “struc-
tural” elements (synthetizing enzymes and precursors lipids) and their dynamic lipid
microenvironment, the level at which a cascade leading to signaling lipids is primarily regu-
lated. Accordingly, the targeting of lipid cascades by the pharmaceutical industry shows no
sign of slowing down. Starting with aspirin and prostaglandin synthetase inhibition, more
recent research has given us the development of selective Cox-2 inhibitors to treat inflamma-
tion, pain, and fever (97).

Moreover, membrane lipids that are precursors of signaling molecules, and thus, were clas-
sically considered as structural lipids, have been increasingly found to regulate biological
processes by themselves. Phosphatidylinositol 4,5-bisphosphate (PIP2) represents a notorious
example of a membrane lipid long sought to merely represent a precursor of signaling lipids
(IP3 and diacylglycerol) that is now recognized as a key signaling molecule (for a review on
PIP2 as modulator of membrane ion-channel protein function, see ref. 113). An even more
striking example of the blurred limit between structural and signaling lipids is provided by PS.
Long considered an structural membrane lipid, PS (and other negatively charged phospholipids)
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is critical in membrane translocation of PKC, and displays selective binding to MARCKS,
GAP43, gravin, GRK5, ErbB family of proteins, N-methyl-D-aspartate receptors, scramblases,
and others (29).

The lack of a clear distinction between structural and functional lipids probably helped to
originate terms such as “bioactive lipids” and the like. This terminology leads us to conclude
that “biopassive lipids” and/or “inorganically active lipids” must exist, which does not seem
to make much sense. Lysophospholipids received their name from the detergent (lysing)
properties they possess, some at low and others at high micromolar concentrations. However,
lysophospholipid receptors show binding affinities for these lipids that are in the low
nanomolar range (114). The best example for this is the platelet-activating factor receptor,
which is activated by picomolar concentrations of the lipid (115). Thus, once again, partial
knowledge of membrane lipids gave rise to misleading terminology.

In synthesis, it is abundantly clear that the function of membrane lipids is not properly
described by the concept of inert building blocks of membrane bilayers. On the contrary, these
structurally heterogeneous molecules thrive as dynamic determinants of membrane function
and precursors of extra- and intracellular mediators. Interestingly, in some cases the same
product of a membrane lipid can function as a mediator on both sides of the lipid bilayer: for
example, sphingosine-1-phosphate is a ligand of G protein-coupled receptors as well as a sec-
ond messenger mediating Ca2+ release from the endoplasmic reticulum (116). Moreover,
lysophosphatidic acid plays triple functions: it is an intermediate of membrane phospholipid
biosynthesis, a ligand of G protein-coupled receptors, and also a ligand of a lipid-regulated
nuclear transcription factor (i.e., the peroxisome proliferator-activated receptor γ) (114).

5. Conclusion
Membrane lipid heterogeneity was largely overlooked owing to the long acceptance of the

fluid-mosaic model of membrane. This model, although widely successful, emphasizes that
it is up to membrane proteins to provide structural heterogeneity and, consequently, specificity
of function; membrane lipids are left to the passive role of a fluid ocean in which proteins float,
move (mainly laterally) and, thus, perform their tasks. Together, the concepts of membrane
lipid vertical domains, differential lipid movement in the vicinity of embedded membrane pro-
teins/peptides, asymmetric distribution of lipids across membrane leaflets, heterogeneity in
lipid macroscopic organization (polymorphism) and phases, and the existence of mono- and
bilayer curvature (not to mention cytoskeletal-membrane lipid associations), as we know
them today, are no longer compatible with the overall homogeneity and randomness of mem-
brane lipids that are implied from the fluid-mosaic model.

It should be clear that the complexities of membrane lipid organization, movements, func-
tion, and interactions with other molecules critical for life, all recognize a common starting
point: the structural heterogeneity of lipid molecules. This heterogeneity poses a problem in
Lipidology, i.e., finding a clear-cut structurally based definition of “lipid,” but at the same
time also guarantees a bright future to lipid research.
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Membrane Lipid Polymorphism
Relationship to Bilayer Properties and Protein Function

Richard M. Epand

Summary
Bilayers are the most familiar arrangement of phospholipids. However, even as bilayers, phospholipids can

arrange themselves in a variety of morphologies from essentially flat structures found in large liposomes or when
adhered to a flat solid support, to the curved structures found in small liposomes or as bicontinuous cubic phases.
Phospholipids can also arrange themselves as curved monolayers, such as in the hexagonal phase, and they can even
form spherical or ellipsoid-shaped micelles. A number of factors will determine the final morphology of a lipid
aggregate including the structure of the lipid, the nature of the lipid headgroup and its degree of hydration, and the
temperature. In addition to being interesting in its own right, the property of lipid polymorphism can be applied to
understand how fundamental intrinsic curvature properties of a membrane alter the physical properties of a mem-
brane bilayer. This, in turn, will affect the functional characteristics of membrane proteins, with several possible
mechanisms explaining the coupling of membrane properties with protein function.

Key Words: Bilayer; cubic phase; curvature strain; hexagonal phase; interfacial enzyme catalysis; lateral pres-
sure profile; lipid polymorphism.

1. Introduction
In the past couple of years, there has been an increased interest in the role of lipids in biol-

ogy. There are several reasons for this. In part, it is a component of the “systems biology”
approach in which classes of biochemical molecules are considered together, so that one
takes into account the interactions among components. This has led to the establishment of
several fields such as genomics, proteomics and, more recently, lipidomics (1), among others.
Several groups are now attempting to coordinate approaches to the study of lipidomics, per-
haps the first of which was the Lipidmaps Consortium, which led to a suggested new classi-
fication system for lipids (2). There has also been technical advances in the applications of
mass spectroscopy to lipid analysis (3). Combined with these approaches, there has been a
greater appreciation for the roles of certain lipids as secondary messengers as well as the
importance of lipids in modulating the functional properties of membranes. There has also
been a long-standing interest in the role of dietary lipids on human health. This includes the
popular concern about the impact of cholesterol and triglycerides in the diet and their possi-
ble relationship to atherosclerosis. 

More recently, there has been increased attention to the detrimental health consequences
of trans-fatty acids (4–8), as well as the beneficial effects of ω-3 fatty acids (9–12). Many of
the biological effects of dietary lipids are a consequence of altering the biophysical properties
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of the host’s cell membranes (nonspecific effect), rather than to a more specific effect. The
relationship between lipid polymorphic properties and membrane function that will be ana-
lyzed in this article is an example of a nonspecific effect.

2. Lipid Phases
2.1. Normal vs Inverted

Pure phospholipids are capable of undergoing transformations from one shape or morphol-
ogy to another. This is termed lipid polymorphism, i.e., the ability of lipids to take on struc-
tures of different shapes. Some other recent reviews have pointed to the relationship between
lipid polymorphism and membrane function (13,14). Lipid phases are divided into two gen-
eral types: normal and inverted phases. Normal phases are those in which the polar moiety of
the lipid faces outward from the lipid structure, whereas the nonpolar portion of the molecule
makes up the structure core. The lipid arrangement is opposite in inverted phases: the polar
groups face inward and the nonpolar portion occupies the exterior of the structure. Normal
and inverted phases are also referred to as type I and type II phases, respectively. Specific
examples will be illustrated below.

2.2. Bilayer/Lamellar Phase

Lipids in biological membranes are arranged primarily, if not exclusively, as bilayers. This
is sometimes referred to as a lamellar phase, to distinguish it from bicontinuous cubic phases
(see Subheading 2.3.) in which the lipid is also arranged as a bilayer. The difference is that
the cubic phase is a three-dimensional structure, whereas the common kind of bilayer is
essentially a flat, two-dimensional structure. Phospholipids that form flat bilayers sponta-
neously stack when hydrated, and form repeating lamellae of multilamellar vesicles (MLVs).
Hence, these types of flat bilayers are often referred to as lamellar phases to distinguish them
from bilayers that form cubic phases.

A flat bilayer that is not infinitely large would have hydrophobic edges, which would be
exposed to water. This would be a markedly destabilizing feature, although ruptured cell
membranes are suggested to contain fragments of bilayer flat pieces with exposed edges.
Because these fragments are large, the edges include only a small fraction of the total surface
area. A nascent high-density lipoprotein is also made up of a flat disk of phospholipid bilayer
protected at the edges by plasma apolipoproteins. However, these are exceptions, and a much
more common situation is that lipids in the lamellar phase form spherical vesicles that do not
have exposed edges. When these vesicles are stacked, one inside the other, like an onion, the
structure is called an MLV. These structures are so large (on the order of microns) that on a
molecular scale they are locally almost perfectly flat.

MLVs can be converted into unilamellar vesicles. Unilamellar vesicles have advantages for
studying membrane functions such as transport across the bilayer or membrane fusion,
because these processes would not be complicated by several events occurring simultane-
ously in stacks of bilayers. One way to make unilamellar vesicles is by extrusion through
polycarbonate filters having pores of uniform size. This process of extrusion produces single
wall, large unilamellar vesicles (LUVs). The size of LUVs can be varied by choosing poly-
carbonate filters having different pore diameters. However, LUVs with diameters more than
about 200 nm are generally contaminated with vesicles that have more than one lamella. It is
also difficult to make vesicles smaller than 50 nm in diameter by this method. The smallest
vesicles that can form are usually made by sonication, producing Small Unilamellar Vesicles
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(SUV). These have diameters of the order of 20 nm. The bilayer in SUVs has greater curvature
than that found in larger vesicles, simply because of the morphology of the particle. The
nature of this curvature in SUV is opposite for the two monolayers of the bilayer. The outer
monolayer is curved with an expanded headgroup cross-sectional area, whereas the inner
monolayer has a contracted headgroup cross-sectional area. The opposite is the case for the
hydrocarbon, with the inner monolayer having more expanded hydrocarbon space and 
a more contracted one for the outer monolayer. SUVs are intrinsically unstable because of
these curvature effects. To distinguish the two kinds of curvatures of monolayers, the curva-
ture of the type found in the outer monolayer is called positive curvature and that of the inner
monolayer, negative curvature. The definitions of positive and negative are arbitrary, but they
do reflect the opposite curvatures for the two kinds of bending.

2.3. Cubic Phases

The term cubic phase refers to the symmetry elements in the arrangement of the unit cells.
There are many types of cubic phases. Cubic phases can be divided into two general classes:
inverted micellar and bicontinuous. In an inverted micellar cubic phase the lipids are packed
into spherical aggregates, with each sphere representing a unit cell that packs together with
other unit cells in a cubic array. Each of the micelles is “inverted” in the sense that the polar
head groups are pointing inward, toward the center of the sphere, whereas the surface of
the sphere is hydrophobic. Because of their hydrophobic exterior, inverted micelles in water
are more likely to form ordered aggregates of cubic phase, when compared with normal phase
micelles; these will disperse in water as single micelles.

The other type of cubic phase is the bicontinuous cubic phase. The term bicontinuous
refers to the fact that both the lipid phase and the water channels are continuous in space (i.e.,
one can move along the aqueous channels from one location in the structure to another with-
out having to cross over a lipid barrier; similarly, one can move along with lipid for large
distances without having to enter the water phase). This bicontinuous arrangement is accom-
plished with several different morphologies, all of which have cubic symmetry but belong to
different space groups (i.e., they have different symmetry elements). An excellent and
detailed discussion of the various types of cubic phases can be found in the book by Hyde et al.
(15). This book also discusses the possible biological relevance of the cubic phase, as do
several review articles (16–18).

2.4. Hexagonal Phase

In the hexagonal phase, lipids are packed together to form hollow cylinders. The most
common kind of hexagonal phase formed in water is the inverted-hexagonal phase, referred
to as the HII phase. In this phase, the methyl ends of the acyl chains form the exterior of the
lipid cylinders, and the headgroups face the central core of the cylinder, which is filled with
water. These cylinders are packed together with hexagonal symmetry in which each cylinder
is surrounded by six other cylinders, hence the name hexagonal phase. Being a type II
inverted phase structure that includes a bundle of cylinders, the exterior of the bundle would
be hydrophobic and in contact with water. In addition, a hexagonal array of straight cylinders
would have the entire acyl chains exposed to water at the ends of the cylinders.
Nevertheless, HII phases are stable in excess water. Three factors may contribute to this. First,
the cylinders may not be straight but have sufficient bending so that they can form a toroidal
structure, thus avoiding the exposure of blunt ends. There is some evidence from electron
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microscopy for this type of structure. The second factor is that these are very large aggregates,
so that the surface-to-volume ratio is small. Thus, destabilizing interactions between water
and the exterior of the hexagonal phase aggregate may be compensated for by favorable inter-
actions within the hexagonal phase structure. Finally, there may be a monolayer of lipid
surrounding the HII aggregate and exposing the headgroups of the monolayer. Although there
is no evidence for such a monolayer, its existence would be difficult to detect because it
would represent a very small fraction of the total lipid in the structure.

3. Factors Determining Phase Preference
Although it was mentioned that the bilayer was the most common type of organization of

lipid molecules in biological systems, many of the major lipid components of biological
membranes, in isolated purified form, will form nonlamellar phases under ordinary condi-
tions of room temperature and excess water. For example, phosphatidylethanolamine (PE)
from natural sources will spontaneously form an HII phase in excess water (19,20). Normal
micelles have detergent-like properties and are formed by bile salts, which function biologi-
cally as detergents, as well as by lysolipids and gangliosides. Some of the factors that deter-
mine what phase will form under a particular set of conditions are considered.

3.1. Lipid Structure

The molecular structure and properties of the lipid molecule will be a major factor in deter-
mining the type of phase a lipid will form. This is determined in part by steric factors. Steric
interactions among headgroups as well as the acyl chains are important. For example, PE and
phosphatidylcholine (PC) are both zwitterionic lipids with similar chemical structures. The
additional three methyl groups on the nitrogen of PC contribute a steric component to pre-
vent this lipid from forming an inverted phase. The acyl chains also have repulsive steric
interactions that are greater for unsaturated than for saturated lipids, and also greater for
longer chain length or branched acyl chains. These factors can become sufficiently large that
even a lipid such as PC, which normally favors a bilayer arrangement, will readily convert
into a hexagonal phase (21).

Acyl chain double bonds can exist as one of two geometric isomers; either the cis, com-
monly found in nature, or the trans-isomer, with its relation to health risks, as mentioned in
the introduction. The presence of a cis-double bond will cause the acyl chain to have a kink
at that position, resulting in increased steric repulsion toward the methyl terminus; this
increased repulsion can be relieved, at least in part, by converting the bilayer into a hexago-
nal phase. The HII phase will be more stable because its curved monolayer will have a larger
cross-sectional area on the outer, hydrophobic surface, and can therefore accommodate the
steric repulsion caused by the presence of a cis-double bond. Such an increase in the steric
repulsion toward the methyl terminus occurs to a much smaller degree with trans-double
bonds in the acyl chain because this geometry causes less change in the direction of the acyl
chain. These findings have given rise to the shape concept of lipid polymorphism, with cone-
shaped lipids forming structures with positive curvature, such as micelles, whereas inverted
cone-shaped lipids would form inverted phases, such as the HII phase.

However, steric factors are not the only properties that will determine the interaction
forces among adjacent lipid molecules. In addition, attractive interactions, such as hydro-
gen bonding among headgroups, can affect the phase preference. This is likely to be an
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additional factor in the preference of PE for inverted phases. Charge repulsion among
headgroups will have the opposite effect and will inhibit the formation of inverted phases.
There are many examples of biological lipids that are anionic. In general, these lipids do
not form inverted phases because of electrostatic repulsion among headgroups. However,
addition of a cation, such as Ca2+ or lowering the pH to protonate the lipid, in many cases
causes the lipid to convert from the lamellar to the hexagonal phase. A prime example of
this is cardiolipin, a lipid with four acyl chains that readily forms inverted phases, yet only
after the negative charge of the headgroup is neutralized, for example, by binding
cations (22).

3.2. Hydration

Intermolecular hydrogen bonding between lipid headgroups competes with hydrogen
bonding between a lipid headgroup and water. Thus, in cases where there is more bonding
between headgroups, such as PE, there is less hydrogen bonding with water and, therefore a
lower degree of hydration of the lipid. Lower hydration of the lipid will promote inverted
phase formation. One way to lower the effective hydration is with salting-out salts that
promote hexagonal phase formation (23). Another way to reduce the hydration is simply to
decrease the amount of water added to the lipid sample. However, there is an additional
factor; there has to be sufficient water to fill the core of the hexagonal phase cylinders. This
leads to the “re-entrant phenomenon:” as the hydration is lowered the hexagonal phase
becomes the more stable phase until a point is reached (at even lower hydration) at which the
lamellar phase reappears (24).

3.3. Temperature

Temperature is an important factor in regulating lipid polymorphism. This arises as a
consequence of acyl chain splay. Carbon–carbon single bonds between adjacent methylene
groups in the acyl chains can undergo trans- to gauche-isomerization. This is different from
the interconversion between trans- and cis-double bonds that require rearrangement of
covalent bonds. Conversion of a trans- to gauche-form simply requires free rotation around
a single bond. The trans-rotamer is more stable because the extensions of the acyl chain
coming off at opposite sides of the C–C bond result in less steric repulsion. At low temper-
ature, most of the C–C bonds are trans and the acyl chain is fully extended, approximating
a linear rod. As the temperature increases, entropy drives the conversion of some trans-
bonds to gauche. This will result in a deviation of the acyl chain from its linear direction,
with the result that the methyl terminal end of the acyl chain will have a larger deviation
from the bilayer normal. As lipid polymorphism is usually studied in the presence of water,
to be more biologically relevant, this usually restricts the range of temperatures to roughly
0–100°C. Within this temperature range, some lipids form only one phase and do not exhibit
thermotropic phase transitions. However, for those lipids that do exhibit thermotropic phase
transitions, the lamellar phase is favored at lower temperatures and the hexagonal phase at
higher temperatures.

The cubic phase is often thought to be an intermediate between the lamellar and the HII phase
(25). However, the cubic phase exhibits very slow kinetics, both in formation and conversion to
other phases. Therefore, it is often uncertain what the stability of the cubic phase is, relative
to other phases, under any particular condition. It has been suggested that the cubic phase is
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formed by a pathway different from that of the HII phase (26), rather than as an intermediate
in the pathway for formation of the hexagonal phase.

4. Lipid Polymorphism and Membrane Properties
There are few examples of nonlamellar structures forming in biological systems;

there are examples of lipid micelles that perform important biological functions, such
as micelles formed by bile salts functioning to disperse triglycerides in the intestine.
There also have been some reports about the presence of cubic phases in cells (16,27).
The formation of cubic phases in cells would be particularly intriguing because it could
provide directed paths and barriers for translocating substances that could quickly form
and dissipate. In addition to these limited, and in the case of cubic phases, speculative
roles for nonlamellar phases, there is also the modulation of biological functions result-
ing from the presence of nonlamellar-forming lipids. The mechanism(s) by which
bilayer physical properties are modulated by the presence of such lipids is discussed in
Subheading 4.1.

4.1. Curvature Strain

It is useful to consider the curvature properties of a lipid monolayer. A bilayer in a LUV
or MLV will have almost no physical curvature on a molecular scale (i.e., locally, the
bilayer is flat). However, the constituent monolayers of the bilayer may have an intrinsic
curvature that is not flat. Despite the fact that its physical shape is essentially flat, if each
monolayer could bend to its preferred shape, without a change in the polarity of the envi-
ronment of any of its groups, it would then achieve its intrinsic curvature. This cannot hap-
pen in a symmetrical bilayer because each monolayer would bend in opposite directions,
leaving a void between the ends of the acyl chains. However, the arrangement of lipid in
the HII phase can approximate that of a monolayer that has attained its intrinsic curvature.
The extent of this curvature can readily be calculated from the lattice spacing of the HII
phase measured by diffraction. To be accurate, this measured intrinsic curvature requires a
correction, which results from the fact that the HII phase does not fill all space if it remains
as perfectly rounded cylinders. There will be voids between the cylinders that have to be
filled by gauche to trans-isomerization of the acyl chains that point toward these voids.
This will require energy, and as a consequence, the HII cylinder diameter will decrease to
lower the extent of this hydrocarbon packing problem. There are experimental ways to
correct for this factor, and thus an accurate value of the intrinsic curvature can still be
obtained. This curvature is usually expressed as an intrinsic radius of curvature, which is
defined as the distance from the center of the cylinder to the pivotal plane; the pivotal plane
is the position in the lipid structure whose cross-sectional area does not change when the
monolayer bends (28).

A monolayer organized in a structure in which its physical curvature is equal to its intrin-
sic curvature will not possess any curvature strain. It will not have any driving force to change
shape. Lipids that spontaneously form highly curved monolayers will have instability because
of curvature strain when they form a planar bilayer. The curvature energy associated with
each of the monolayers depends on two factors: the intrinsic curvature and the elastic-
bending modulus. In other words, the curvature strain of a monolayer will be equal to the
energy required to unbend it from the form in which it has achieved its intrinsic curvature to
the flat structure of the bilayer. This energy per unit area of interface is given by:
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where Kc is the elastic bending modulus of the lipid monolayer and R0 is the lipid mono-
layer’s spontaneous radius of curvature in excess water. The elastic-bending modulus is a
measure of the stiffness of the monolayer. The easier it is to bend the monolayer, the less cur-
vature strain will be acquired by forming a structure whose curvature is different from the
intrinsic curvature. The earlier discussion, to be more precise, refers to the mean curvature.
There is a second curvature modulus called the Gaussian curvature. This refers to an average
of the sum of positive and negative curvatures. Thus, there can be morphologies, such as
“saddle points” (structures shaped like a saddle) that have zero mean curvature but they have
Gaussian curvature, which is the sum of negatively and positively curved surfaces, irrespec-
tive of their sign. The importance of Gaussian curvature in the stability of membrane fusion
intermediates has been recognized (29).

4.2. Lateral Pressure Profile

An alternative formulation of curvature-related instability has been proposed by Cantor
(30,31). This approach focuses on the variation of lateral pressure as a function of the position
in the bilayer. Often lateral pressure profiles and curvature strain are alternative ways of describ-
ing changes in bilayer properties resulting from membrane curvature strain. If there is a lateral
pressure at the methyl terminus of the acyl chains higher than in that present in other regions of
the bilayer, the scenario is equivalent to the bilayer having negative curvature strain.

Each of the two formulations has their own advantages. Curvature strain is a simpler
idea and is more amenable to direct experimental measurement. However, the concept of
lateral pressure profile provides a more detailed molecular description and can be more
informative to interface, providing information about the structure and location of substances
within the membrane (32). One of the lines of evidence supporting the concept of the lateral
pressure profile is that it correctly predicts the variation of anesthetic potency as a function
of chain length for different classes of molecules (33,34).

4.3. Tilt Modulus

In addition to monolayer bending and lateral pressure at a particular depth in the mem-
brane, lipid monolayers can also be subjected to changes in acyl chain tilt (35). It has been
calculated that the tilt modulus involves two major contributions. One contribution arises
from the stretching of the hydrocarbon chains on tilt deformation, which also results in loss
of chain conformational flexibility. The second contribution is purely entropic, arising from
the constraints imposed by tilt deformation. The two factors have comparable energies. This
formulation represents an alternative way of taking into account the factors that lead to
curvature strain.

5. Biological Roles of Membrane Curvature
There are many specific interactions as well as bulk physical properties that modulate biolog-

ical function. Some bulk properties are intrinsic monolayer curvature, motional properties within
the membrane (as reflected, e.g., by order parameter gradients), and properties of the membrane
interface, including polarity, penetration of water, and charge. In addition, there is domain for-
mation, which reflects the nonuniform distribution of molecules in the plane of the membrane.
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In this regard, there is an interesting example in which bending of a lipid monolayer causes
demixing of membrane lipid components (36). This section focuses specifically on the role of
nonlamellar-forming lipids in modulating certain membrane-related functions.

5.1. Homeostasis

Nonbilayer-forming lipids have been suggested to play an important role in biological
membranes by establishing an environment with an optimal balance between stability and
plasticity (37). In particular, studies with bacteria have demonstrated that changing the
growth temperature of the organism leads to an alteration in the lipid composition of the
membrane, both in Escherichia coli (38) as well as in Acholeplasma laidlawii (39), to main-
tain a constant curvature instability. For the latter organism, it has been suggested that there
is a specific enzyme, diglucosyldiacylglycerol transferase, whose activity is sensitive to the
balance between lamellar and nonlamellar lipids (40). This is likely to be a factor in explain-
ing the origin of curvature instability under a variety of conditions. However, the fact that
homeostasis of curvature instability is maintained suggests that this physical property has
important biological consequences.

5.2. Membrane Fusion

Membrane fusion is a process in which two planar bilayers must undergo rearrangement into
a nonlamellar structure. Intermediates that have been proposed in membrane fusion involve dif-
ferent changes in membrane curvature for the joining of opposing monolayers (41,42). Changes
in membrane curvature required to form fusion intermediates can be facilitated by the insertion
of protein segments. There has been much interest in the so-called “fusion peptides,” which are
segments of proteins that promote membrane fusion. Several examples of fusion peptides
are known from studies of the fusion of enveloped viruses to target membranes. Several of these
peptides have been shown to promote membrane fusion by themselves and also increase the
negative curvature strain of membranes (43). Another contributing factor for the tendency of
viral fusion peptides to promote nonlamellar phases is suggested to be their partitioning into
hydrocarbon voids and thereby stabilizing highly curved fusion intermediates (44).

Regarding lipid polymorphism, the formation of cubic phases has attracted interest
because of its similarities to the formation of a membrane fusion pore (45). The lipid-lined
aqueous channel that connects one unit cell with another in a bicontinuous cubic phase has
the same structure as a fusion pore. A lowering of the rupture tension of the membrane by
hydrophobic peptides can accelerate the conversion of an intermediate to the fusion pore as
well as to a cubic phase (46). Of course, the bicontinuous cubic phase is a three-dimensional
lipid phase with many unit cells, whereas a fusion pore is formed as an isolated structure.
Nevertheless, similar changes in membrane properties may promote both processes. In addi-
tion, recent evidence proposes to determine the structure of the initial hemifusion intermedi-
ate using diffraction methods (47).

5.3. Activity of Membrane-Bound Enzymes

The activity of several integral membrane and amphitropic proteins (proteins that exchange
between membrane and aqueous compartments) has been shown to be sensitive to membrane
curvature strain. These proteins include rhodopsin (48), G proteins (49–51), the proapoptotic
Bcl-2 proteins, t-Bid (52), and Bax (53) among others. In addition, the assembly of lactose
permease has been shown to be dependent on the presence of PE, a lipid imparting negative
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curvature stress (54). More specifically, curvature stress has been suggested to modulate the
free energy and folding of integral membrane proteins (55). The focus will be on the proper-
ties of two amphitropic enzymes whose activity is modulated by membrane curvature, yet
apparently through different mechanisms. These enzymes are protein kinase C (PKC) and
phosphocholine cytidylyltransferase (CT).

The activities of both PKC (56) and CT (57) are enhanced by increasing the negative cur-
vature strain of the membrane. However, in the case of PKC there are two lines of evidence
that indicate that there is not a direct relationship between curvature strain and enzyme activ-
ity (58). One indication comes from studies with a series of PEs containing 18:1 acyl chains
but differing in the position of the C–C double bond. The curvature properties of this series of
lipids have been determined (59), and the activity of PKC does not correlate with the curva-
ture strain measured with membranes containing different members of this homologous series
of lipids (60). However, the activity of PKC does correlate with properties of an interfacial flu-
orescent probe. The situation with CT is different, and indicates that a change in curvature
strain is the mechanism by which nonlamellar-forming lipids modulate the activity of this
enzyme (61,62). The other indication that the activity of PKC is not directly modulated by
membrane curvature strain comes from studies of the activity of PKC in the presence of lipids
in the cubic phase (63). Spontaneous conversion of bilayers to the cubic phase will result in
the relief of negative curvature strain. In order to compare the activity of PKC in the cubic
phase with the activity in the lamellar phase, the cubic phase of mono-olein was converted to
a lamellar phase by the addition of progressively larger amounts of phosphatidylserine. In
addition, the activity of PKC using bilayer membranes made up of dielaidoyl PE that were
converted into a bicontinuous cubic phase was compared with the addition of a small amount
of alamethicin (64). In both systems, the activity of PKC was greater in the cubic phase than
in the lamellar phase. Furthermore, it was shown that this difference was not because of the
small change in membrane composition but rather to the change of phase. Hence, despite the
relief of negative curvature strain, the cubic phase is more potent in activating PKC. Therefore,
it is concluded that although the activity of CT appears to be directly coupled with
membrane curvature, the activity of PKC is modulated by nonlamellar-forming lipids by a less
direct mechanism.

6. Summary
There is substantial evidence that the presence of nonlamellar-forming lipids is important

for the functioning of cells. There are a number of processes including membrane fusion and
the activity of membrane-bound enzymes that are affected by the presence of these lipids. The
mechanism by which these lipids alter membrane properties appears to differ for different
systems. In addition, other factors such as “fluidity” and lipid domain formation are also
important for some membrane functions.
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Acrylodan-Labeled Intestinal Fatty Acid-Binding Protein 
to Measure Concentrations of Unbound Fatty Acids

Jeffrey R. Simard, Frits Kamp, and James A. Hamilton

Summary
The concentration of long-chain (14–18 carbons) fatty acids (FA) free in solution (unbound) is difficult to

measure directly because of the low aqueous solubility of these common dietary FA. One indirect and convenient
way to measure the concentration of unbound FA is a method using the fluorescent-(acrylodan) labeled intestinal
FA-binding protein (ADIFAB). Under appropriate conditions, ADIFAB fluorescence measures unbound FA,
regardless of any third phase such as albumin, FA-binding proteins, or membranes. With knowledge of the total
amount of FA in the system and the assumption that the amount of FA bound to ADIFAB is negligible, equilib-
rium constants or partition coefficients for FA in equilibrium with the third phase can be calculated. Herein, the
use of ADIFAB is described to measure unbound FA concentration using oleic acid as a typical long-chain FA.
Attempts were not made to calibrate the accuracy of ADIFAB for FA concentration, but to investigate its reliability
and reproducibility under differing buffer conditions. It is shown that ADIFAB fluorescence is sensitive to biolog-
ically prevalent ions and that calibration curves must be constructed for conditions that do not closely match those
previously published. The results with in vitro systems suggest that there will be caveats with the application of
ADIFAB to measure FA concentrations in vivo, where the precise environment of the probe is not known or
cannot be tightly controlled.

Key Words: Fatty acid transport; fatty acids; flip–flop; fluorescence; membranes; ADIFAB.

1. Introduction
Glucose and fatty acids (FA) are the two most important dietary nutrients available for

energy in the body. Glucose serves as the primary fuel source for the brain and skeletal mus-
cles, whereas FA is primarily utilized by cardiac muscle (1,2). FA not immediately oxidized
for energy are delivered to the adipose tissue to be stored as triglycerides (TG) until energy
stores are depleted. Whereas the mechanism by which glucose enters the cell is well estab-
lished, the mechanism by which FA cross the cell membrane is still widely debated.

The laboratory previously developed a series of novel dual-fluorescence assays to monitor
directly the movement of FA through model and biological membranes (see Chapter 16).
These assays use a variety of fluorescent probes to discriminate between the adsorption and
transbilayer movement of FA in membranes (3–10). Acrylodan-labeled intestinal FA-binding
protein (ADIFAB) can be used to measure the binding of FA to the outer membrane leaflet
(adsorption) in the same experiment in which a pH-sensitive fluorophore detects protons
released by FA as they diffuse through the membrane (transmembrane movement) (7).
Studies performed with this assay suggest that FA can diffuse rapidly across model lipid
membranes (4–10) and also across the plasma membranes of isolated rat adipocytes (6,11),
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undifferentiated and differentiated 3T3-L1 adipocytes (J. A. Hamilton, unpublished), and
HepG2 cells (12,13). These studies also reveal that FA diffusion into isolated rat adipocytes
is rapid enough to supply the intracellular metabolism of FA into TG (11).

ADIFAB is a derivative of the rat FA-binding protein (FABP) found in the intestine
(I-FABP). Rat I-FABP and human I-FABP are structurally well characterized, as complete
X-ray and nuclear magnetic resonance structures are available (14–17). The protein binds FA
in vitro, and is thought to function in vivo as a cytosolic transporter for FA shuttling between
the plasma membrane and other intracellular membranes. ADIFAB is made by covalently
labeling rat I-FABP with a fluorescent acrylodan molecule (Fig. 1) that is sensitive to changes
in polarity (18). Specifically, the acrylodan molecule is affixed to a lysine residue in the hel-
ical “lid” covering the β-barrel structure (14,19) that forms a predominantly hydrophobic-
binding pocket in which a single FA molecule binds with high affinity (20). The helical “lid”
region is believed to be mobile and serve as the portal through which FA enter and exit the
protein (14). ADIFAB senses the concentration of unbound FA through movements of the
acrylodan-labeled “lid” as the molecule enters and exit the binding pocket. When a FA binds
to ADIFAB, the “lid” is believed to move into an open conformation, which exposes the acry-
lodan moiety to a more polar aqueous environment with changes in fluorescence (14,18).

Technical guidelines for applications of ADIFAB have been presented (21,22). However, as
the probe becomes more widely used and is applied in complex environments (23), it is impor-
tant to evaluate more carefully the limitations of the probe and potential pitfalls. ADIFAB binds
biomolecules other than FA in a manner that affects its fluorescence spectrum. These include
reduced enzyme A (CoA-SH), acetyl CoA and oleoyl CoA (24). Such effects are likely to lead
to inaccuracies of quantifying FA in the cytoplasm of cells and, possibly, in biological fluids.

28 Simard et al.

Fig. 1. Modeled structure of ADIFAB with (left) and without (right) FA bound (26). Protein struc-
ture is depicted as a yellow ribbon diagram. Acrylodan is shown in blue (without FA) and green (with FA)
to illustrate a change in fluorescence. FA ligand is shown in a space-filling form and atoms are color-
coded (carbon, gray; oxygen, red).
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2. Materials
2.1. FA Stock Solutions (K+-Salt)

1. Pure (99%) FA in the form of powder (saturated) or oil (mono- and polyunsaturated) (Sigma,
St. Louis, MO). Store at room temperature (saturated) or at –20°C (mono- and polyunsaturated).

2. Reagent-grade chloroform.
3. 0.1 N Potassium hydroxide solution.

2.2. Preparation of Small Unilamellar Vesicles

1. Phosphatidylcholine isolated from chicken egg (eggPC) and dissolved in chloroform (20 mg/mL)
(Avanti Polar Lipids, Alabaster, AL). Tightly seal the cover of the bottle with Parafilm and store
at –20°C between uses (see Note 1).

2. 50-mL Glass round-bottom flasks and 3-mm glass beads.
3. HEPES/KOH buffer: 50 mM HEPES titrated with KOH, pH 7.4 (see Note 2). Buffer is stable at

4°C for up to 3 wk. Warm to the working temperature of 25°C before fluorescence experiments.
4. Sephadex G-25 (Amersham Biosciences/GE Healthcare, Piscataway, NJ).
5. 50-mL Size-exclusion column with a stopcock to regulate the flow of eluate.
6. Open-ended UltraClear™ centrifuge tubes (1⁄2 × 21⁄2 in.2; 13 × 64 mm2) (Beckman, Fullerton, CA).
7. Sonicator (Sonifier® Cell Disruptor 350, Branson Sonic Power Company, Danbury, CT).

2.3. Preparation of Large Unilamellar Vesicles

1. Materials as described in Subheading 2.2., steps 1–5.
2. High-pressure extruder with a 25-mm diameter-wide sample compartment. Flow regulator

attachment for gas tank.
3. 0.1-µm Nucleopore track-etch polycarbonate membranes and drain disks (25-mm diameter)

(Whatman, Florham Park, NJ).

2.4. Isolation and Preparation of Rat Adipocytes

1. Two to three male Sprague-Dawley rats weighing 225–275 g (Charles River Laboratories,
Wilmington, MA).

2. Surgical scalpel and scissors.
3. Modified Krebs-Ringer bicarbonate (MOPS-KRB) buffer (bicarbonate-free): 20 mM MOPS,

118 mM NaCl, 5 mM KCl, 1.1 mM MgSO4, 1.1 mM KH2PO4, 2.5 mM CaCl2, and 5.1 mM glu-
cose, pH 7.4. Typical KRB buffers also include 25 mM bicarbonate (NaHCO3) An equal volume
of MOPS-KRB buffer supplemented with 3% (w/v) fraction V bovine serum albumin (BSA) must
also be prepared for the initial steps of adipocyte isolation. BSA-free MOPS-KRB buffer is stable
at 4°C for up to 3 wk. Add BSA to the buffer the day of the experiment. Warm to the working
temperature of 37°C before tissue preparation and fluorescence experiments.

4. Collagenase B (Boehringer-Manheim, Indianapolis, IN). 
5. Nitex Nylon mesh (250-µm pore-size) (3–300/50, Tetko, Briacliff Manor, NY) and a Swinnex

filter holder (47-mm diameter) (Millipore, Billerica, MA).
6. Separation funnel with stopcock.

2.5. Stock Solution of ADIFAB

1. ADIFAB (Molecular Probes, Eugene, OR/FFA Sciences, San Diego, CA) is dissolved at 100 µM
by adding 134 µL of storage buffer per 200 µg of lyophilized ADIFAB. ADIFAB is stable for
more than 3 mo when stored at 4°C in storage buffer (25). Storage buffer: 50 mM Tris-HCl, 1 mM
ethylenediaminetetraacetic acid (EDTA), and 0.05% sodium azide, pH 8.0.

2.6. Fluorescence Measurements

1. Polystyrene cuvets with four clear sides and spinbars (spectral cell stir bars) (Fisher Scientific,
Pittsburgh, PA).

2. Gel-loading pipet tips (1–200 µL) (VWR Scientific, Bridgeport, NJ).

Measuring Fatty Acids by ADIFAB 29
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2.7. The Pitfalls of Using ADIFAB to Measure Unbound FA Concentrations

1. Materials for the experiment are as described in Subheading 2.6.
2. HEPES/KOH buffer as described in Subheading 2.2., step 3.
3. Measuring buffer: 20 mM HEPES, 150 mM NaCl, 5 mM KCl, and 1 mM Na2HPO4, pH 7.4.
4. HEPES/KRB buffer: 20 mM HEPES, 118 mM NaCl, 5 mM KCl, 2.5 mM CaCl2, 1.1 mM

MgSO4, 1.1 mM Na2HPO4, and 5.1 mM D-glucose, pH 7.4.
5. MOPS/KRB buffer: 20 mM MOPS, 118 mM NaCl, 5 mM KCl, 2.5 mM CaCl2, 1.1 mM MgSO4,

1.1 mM Na2HPO4, and 5.1 mM D-glucose, pH 7.4.
6. Hepes-EDTA-sucrose (HES) buffer: 10 mM HEPES, 250 mM sucrose, and 1 mM EDTA, pH 7.4.
7. Measuring buffer containing varying amounts of HEPES, NaCl, CaCl2, and D-glucose.
8. HEPES/KOH buffer containing variable amounts of NaCl, Na2SO4, and Na2HPO4.

3. Methods
ADIFAB measures the concentration of unbound FA in an aqueous solution. Thus, one can

add aliquots of FA to ADIFAB in buffer and measure changes in ADIFAB fluorescence up to
the point wherein the FA begins to aggregate at its solubility limit (21). As one knows how
much FA was added, a relationship between the ADIFAB fluorescence and the concentration
of unbound FA can be established. Using that information, one can then add a FA-binding
moiety such as albumin (26), FABP (27), or membranes (21,22,28) into solution to determine
the concentration of unbound FA in equilibrium with the third moiety. If one knows the total
amount of FA added to the system and assumes that the amount of FA bound to ADIFAB is
negligible, then one can evaluate equilibrium constants or the partition coefficients of differ-
ent FA in equilibrium with albumin or membranes. This approach has also been applied to
measure the relative amounts of different FA in the plasma (29).

The laboratory uses ADIFAB in the presence of vesicles or cells in suspension to measure
the unbound concentration of FA in equilibrium with the membrane following the partition-
ing of most FA molecules into the lipid bilayer (Fig. 2). ADIFAB can also be used to meas-
ure indirectly the internalization/metabolism of FA in cells. As FA at the inner membrane
leaflet is esterified into acyl-CoA, which is unable to diffuse back across the membrane, an
inwardly directed FA concentration gradient is maintained across the membrane. This gradi-
ent results in the movement of FA from the outer to inner leaflet, and a net loss of FA from
the external buffer with time. In the absence of an internal FA “sink” inside protein-free lipid
vesicles ADIFAB fluorescence increases to a stable value following the addition of uncom-
plexed FA. However, the initial rapid increase in ADIFAB fluorescence is followed by a slow
return to baseline (minutes) in adipocyte studies, which was shown to correlate with the metab-
olism of FA into TG (11).

Herein, the effect of buffer constituents on the efficacy of ADIFAB for measuring the con-
centration of unbound FA is investigated. The accuracy of ADIFAB determinations of the
concentration of unbound FA can be questioned because they have not been validated by
independent methods and, in fact, differ from the values determined from other methods (24).
However, as the authors are more interested in comparing relative concentrations and changes
in the partitioning of FA between different experiments, than in determining absolute concen-
trations of unbound FA, they do not independently validate the accuracy of the method. The
results show that ADIFAB is highly sensitive to salts found in biological systems, raising
questions about the reliability of this probe for measuring FA in systems that cannot be tightly
controlled, although strategies are presented to allow reliable measurement in well-controlled
in vitro systems.

30 Simard et al.
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3.1. FA Stock Solutions (K+-Salt)

1. Weigh out approx 250 mg of pure FA (see Note 3).
2. Place the FA inside a glass scintillation vial and dissolve them in enough chloroform to estab-

lish a FA concentration range of 20–30 mg/mL. Quickly place a screw cap on the vial to prevent
evaporation of the chloroform and consequent changes in the concentration of the dissolved FA.

3. Determine the dry weight of the dissolved FA in order to calculate the exact concentration of
FA. Using a small aluminum-weighing dish, tare a microgram-scale microbalance. Use a 600
Series Hamilton syringe (Hamilton company, Reno, NV) to deliver exactly 5 µL of the chloro-
form/FA mixture to an aluminum-weighing NV dish. Using a hotplate, dry away the chloro-
form rapidly. Weigh and record the mass of the dried FA. Repeat this step at least five times and
calculate the average mass of FA dried for each trial. Using the average mass and the volume
of FA dried in each case, calculate the exact concentration of FA in the chloroform.

4. Dry the FA/chloroform mixture completely under a stream of N2 gas and lyophilize the FA for
1 h to remove all traces of chloroform.

5. Dissolve the lyophilized FA in enough 0.1 N KOH to make a 10 mM stock solution of FA (K+-salt).
Adjust the pH of each stock to >10 to ensure complete dissolution of the FA into micelles 
(see Note 4).

3.2. Preparation of Small Unilamellar Vesicles

1. Place 50 mg of eggPC into a 50-mL round-bottom flask and dry under a vacuum in a rotary evap-
orator (see Note 5). 

2. Place the dried lipid film in a lyophilizer for 1 h to remove all traces of chloroform.
3. Remove the lipids from the lyophilizer and place five to ten glass beads and the 2 mL of

HEPES/KOH buffer into the round-bottom flask. Swirl gently the mixture by hand until all lipids
have been removed from the sides of the flask. The lipid mixture will appear opaque.

4. Allow the lipids to hydrate either (1) overnight at 4oC or (2) for 1 h at room temperature (see Note 6).

Measuring Fatty Acids by ADIFAB 31

Fig. 2. Fluorescence assays utilizing the ADIFAB probe to detect unbound concentrations of FA.
Upon addition of FA to a suspension of lipid vesicles, ADIFAB reports the concentration of FA in the
external buffer that is in equilibrium with the membrane (A). ADIFAB can also be trapped inside
vesicles to measure the concentration of FA in equilibrium with the inner leaflet (B). In this assay,
kinetic changes in ADIFAB fluorescence reflect FA adsorption, flip–flop, and desorption. In the assay
in panel A, kinetic changes in ADIFAB fluorescence reflect FA binding while the assay shown in
panel B reflect the combined steps of adsorption, flip–flop and desorption.
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5. Transfer the hydrated lipids to an open-ended polypropylene centrifuge tube. Place the tip of the
sonicator into the lipid mixture and center it approx 1 mm from the bottom of the tube (see Note 7).
A light flow of N2 gas is delivered into the centrifuge tube through a small rubber tube connected
to a pressurized gas tank (see Note 1). The rubber tubing is held in place by a piece of 1⁄2 in. Teflon
tape (Fisher Scientific Co., Pittsburgh, PA), which is stretched around the sonicator tip (see Note 8).

6. Partially submerge the sample tube into an ice water bath and pulse sonicate for 1 h (output con-
trol 3, 30% (duty cycle) or until the solution changes from being highly turbid to nearly clear in
appearance (see Note 9). Following sonication, small unilamellar vesicles (SUVs) are formed
when the lipid mixture has become completely translucent.

7. Centrifuge the SUV suspension for 30 min at approx 5000g (see Note 10). 
8. Estimate the final eggPC concentration in the form of SUV based on the quantity of eggPC dried

and the volume of SUV collected (see Note 11).

3.3. Preparation of Large Unilamellar Vesicles

1. Prepare the lipids by performing Subheading 3.2., steps 1–4.
2. Place liquid N2 into a small durer and prepare a beaker full of warm/hot water. Place the round-

bottom flask containing the lipids into the liquid N2 while constantly swirling the lipids by
hand. Do not remove the lipids from the liquid N2 until the mixture is completely frozen.
Transfer the round-bottom flask to the warm/hot water bath again swirling the lipid mixture by
hand. Do not remove the lipids from the water until the mixture is completely melted. Repeat
this freeze–thaw cycle a total of five times (see Note 12). The lipid mixture will appear opaque
and turbid.

3. Place a drain disk and a single 0.1-µm pore size membrane inside a high-pressure extruder.
Attach the extruder to a high-pressure gas tank containing N2 gas.

4. Wash the membrane by placing deionized water into the extruder. Force the water through the
membrane two times before adding the lipid mixture.

5. Add the lipid mixture to the extruder and force the sample through the membrane and drain disk
two times, each time collecting the lipids in a 15-mL conical tube. Remove the drain disk and
membrane and replace it with two new 0.1-µm pore size membranes. Wash these membranes
with water as described in step 4. Repeat the lipid extrusion through these membranes 10 times.
The lipid mixture will become completely translucent as large unilamellar vesicles (LUVs) are
formed in suspension (see Note 13).

6. Estimate the final eggPC concentration in LUV as described in Subheading 3.2., step 8.

3.4. Isolation and Preparation of Rat Adipocytes 

1. Anesthetize and sacrifice two to three adult male Sprague-Dawley rats weighing 225–275 g.
2. Surgically remove the epididymal and perirenal fat pads and place the tissue into a 50-mL conical

tube containing 10–15 mL of warm MOPS/KRB buffer supplemented with 3% (w/v) BSA.
3. Cut the tissue into small pieces using surgical scissors. This is accomplished by using the

scissors to rapidly blend the mixture of fat and buffer inside the conical tube for approx 5 min.
4. Incubate the chopped adipose tissue in a water bath shaking at 100–120 oscillations/min for

30 min at 37°C with collagenase B. Add 10–15 mg of collagenase B per 5 g of fat tissue to com-
plete the digestion.

5. Filter the isolated cells through nylon mesh into a new 50-mL conical tube.
6. Wash the cells three times in a separation funnel with warm MOPS/KRB buffer warmed to 37°C

(BSA-free). After each wash, allow 2–3 min for the cells to float to the top and form an oil-like
suspension (see Note 14). Place the washed cells in a 50-mL conical tube.

7. Prepare the isolated adipocytes for fluorescence measurements by removing excess buffer from
beneath the oil-like cell suspension, until the final volume of the cell suspension to buffer is 25% (v/v). 

8. Place the cells in a 37°C still water bath and allow them to “relax” for 30 min.
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Fig. 3. Emission spectra of ADIFAB (0.2 µM) in 20 mM measuring buffer taken in the presence
of increasing amounts of oleate. Unbound oleate was delivered into the cuvet and the emission spec-
trum was measured. ADIFAB fluorescence is typically measured as a ratio of emission intensities at
505 and 432 nm. Increasing concentrations of FA change the ADIFAB ratio by reducing emission at
432 nm and increasing emission at 505 nm.

3.5. Fluorescence Measurements—Calibration of ADIFAB Fluorescence 
With Unbound FA Concentration

1. Add ADIFAB to a polystyrene cuvet containing 3 mL of HEPES/KOH buffer to a final concen-
tration of 0.2 µM.

2. Place the cuvet into a fluorimeter (see Note 15) to monitor ADIFAB fluorescence.
3. Open a fluorescence software program (Datamax for Windows) and select the desired fluorescence

protocol for measuring either the emission spectrum or the dual-emission fluorescence ratio (R) of
ADIFAB. Open the excitation and emission slits to at least 5 nm. The emission spectrum of ADIFAB
is measured by exciting the probe at 386 nm. In the absence of FA, the ADIFAB spectrum exhibits a
major peak with an emission maximum at 432 nm and a minor peak with an emission maximum near
485–490 nm (Fig. 3).

4. Add small amounts of FA (0.2–1 µM increments) to the cuvet using a Hamilton syringe (5 µL
capacity) and measure the emission spectrum of ADIFAB after each addition of FA. With
increasing FA concentration, the emission signals at 432 and 505 nm should decrease and
increase, respectively. Typical spectra for this type are shown in Fig. 3. 

5. Calculate the ADIFAB emission ratio using the following equation: R = 505/439 nm.
6. Plot a calibration curve using ADIFAB R on the y-axis and FA concentration on the x-axis

(see Note 16). 

3.6. Using ADIFAB to Measure the Binding of FA to Vesicles 
and Isolated Rat Adipocytes

1. For vesicles, add a desired amount of SUV or LUV to a polystyrene cuvet containing a mini
magnetic stirrer; bring to a total volume of 3 mL with HEPES/KOH buffer. For isolated rat
adipocytes, add 3 mL of the prepared cell suspension (in MOPS/KRB buffer) to a polystyrene
cuvet containing a mini magnetic stirrer (see Note 17).

2. Add ADIFAB to the cuvet to a final concentration of 0.2 µM. Place the cuvet into the fluorime-
ter and select the desired fluorescence protocol (see Note 15) for measuring the dual-emission
fluorescence ratio (R) of ADIFAB as described in Subheading 3.5., step 3.
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3. Deliver the desired volume of FA stock solution into the sample using a micropipetor equipped
with a gel-loading pipet tip. Insert the micropipetor into the injection port of the fluorimeter
while monitoring changes in the ADIFAB R. ADIFAB fluorescence rapidly increases to a stable
level when FA is added to vesicles, but slowly decreases after reaching a maximal value in rat
adipocyte experiments (see Note 18). Typical data for vesicles and cells are shown Fig. 4.

4. Determine the concentration of FA remaining in the external buffer at equilibrium by extrapola-
tion from an ADIFAB calibration curve that was plotted using data obtained under the same
experimental conditions. ADIFAB calibration curves are described in Subheading 3.5., step 7.

5. Determine the concentration of FA remaining in the external buffer at equilibrium by another
method. Using obtained ADIFAB R values, the unbound concentration of FA is given by the
following equation (see Note 19):

6. Using the total amount of FA added to cells or vesicles and the calculated value for unbound FA,
calculate the amount of FA bound to the membrane (see Note 20).

3.7. The Pitfalls of Using ADIFAB to Measure Unbound FA Concentrations 

1. For the experiments described in this subheading, add 0.2 µM ADIFAB to polystyrene cuvets
containing buffers of varying composition, pI, HEPES concentration, and NaCl concentration.

2. Place a cuvet into the fluorimeter and select the desired fluorescence protocol for measuring the
emission spectrum of ADIFAB as described in Subheading 3.5., step 3.

3. Measure the emission spectrum in the absence of FA.

FA K Q R R R R=  − / −d 0 max( )  ( )

34 Simard et al.

Fig. 4. Typical ADIFAB data obtained upon adding unbound oleate to vesicles and isolated rat
adipocytes. FA rapidly bind to the external leaflet of vesicles (A) and adipocytes (B) until equilibrium
is reached between FA in the membrane and external buffer. ADIFAB fluorescence increases to a
maximal value in cell experiments, but slowly returns to baseline as FA is metabolized intracellularly.
Loss of intracellular FA results in the inward flux of FA across the membrane, which causes the con-
centration of FA in the external buffer to decrease.
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Fig. 5. Effects of different buffers on the emission spectra of ADIFAB taken in the absence of FA.
These spectra were obtained from ADIFAB (0.2 µM) placed in 20 mM measuring buffer containing
high concentrations of salts (dashed line; see Subheading 3.7.) or 100 mM HEPES/KOH buffer,
which contains no added salts (solid line, see Subheading 3.7.). Emission at 432 nm is significantly
decreased in the HEPES/KOH buffer such that the ADIFAB ratio (R = λ505/λ432) is effectively
increased despite the absence of FA.

3.7.1. The Effect of Different Buffers on the ADIFAB Emission Spectrum

1. Prepare 1 L of 100 mM HEPES/KOH buffer and 20 mM measuring buffer. Adjust the pH to 7.4
using KOH.

2. Place 3 mL of 100 mM HEPES/KOH buffer and 3 mL of 20 mM measuring buffer into two sep-
arate cuvets and measure the ADIFAB emission spectrum in the absence of FA. (see Note 21)
Spectra obtained for these buffers are shown in Fig. 5.

3. Test the effect of HEPES concentration on ADIFAB emission: place 5 mL of the 100 mM
HEPES/KOH buffer into two 50-mL conical tubes. Using deionized water, dilute the 100 mM
HEPES/KOH to make 250 mL of 20 mM and 50 mM HEPES/KOH buffer. Place 3 mL of
HEPES/KOH buffer (20, 50, or 100 mM) into separate cuvets and measure the ADIFAB emis-
sion spectra (see Note 22).

4. Test the effect of NaCl concentration on ADIFAB emission: place 100 mL of 50 mM
HEPES/KOH buffer into a 100-mL glass beaker. Add NaCl to the 50 mM HEPES/KOH buffer
to a final concentration of 150 mM. Place 10 mL of this buffer into two 50-mL conical tubes.
Use the 50 mM HEPES/KOH (without NaCl) to dilute the buffer in each tube until the NaCl con-
centration is reduced to 100 and 50 mM. Place 3 mL of each 50 mM HEPES/KOH buffer
(containing 50, 100, or 150 mM NaCl) into separate cuvets and measure the ADIFAB emission
spectra (see Note 23).

5. Test the effect of pI and salt composition on ADIFAB emission by replacing NaCl with an isotonic
amount of Na2SO4 (see Note 24): place 100 mL of 50 mM HEPES/KOH buffer into a 100-mL glass
beaker. Add Na2SO4 to the 50 mM HEPES/KOH buffer to a final concentration of 50 mM Na2SO4.
Place 3 mL of this buffer into a cuvet and measure the ADIFAB emission spectrum (see Note 25).

3.7.2. The Effect of Different Buffers on ADIFAB Sensitivity to FA

1. Test the effect of pI on ADIFAB sensitivity to FA by using a HEPES/KOH buffer containing a low
concentration of NaCl: place 3 mL of 50 mM HEPES/KOH buffer (containing 50 mM NaCl)
into a cuvet and measure the ADIFAB emission spectrum in the presence of varying concentra-
tions of FA (see Note 26).
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2. Prepare various buffers that are commonly used in fluorescence studies of FA-binding to vesi-
cles and cells: prepare 300 mL of 50 mM HEPES/KOH, 20 mM measuring buffer, 20 mM
HEPES/KRB buffer, 20 mM MOPS/KRB buffer, and 10 mM HES buffer (see Note 27). Adjust
the pH of all buffers to 7.4 using KOH. Buffer compositions are listed in Table 1.

3. Test the effect of pI and salt composition on the ADIFAB calibration plot by supplementing
HEPES/KOH buffer containing low and high concentrations of NaCl with a fixed concentration
of Na2SO4: place 100 mL of 50 mM HEPES/KOH buffer (containing 50 or 150 mM NaCl) into
a 100-mL glass beaker. Add Na2SO4 to the buffer to a final concentration of 40 mM Na2SO4.
Place 3 mL of each 50 mM HEPES/KOH buffer (containing 50 or 150 mM NaCl together with
40 mM Na2SO4) into separate cuvets and measure ADIFAB emission spectra in the presence of
increasing concentrations of FA (see Note 28). Record the ADIFAB R values for each concen-
tration of FA tested.

4. Test the effect of phosphate anions on the ADIFAB calibration plot by supplementing HEPES/KOH
buffer containing a high concentration of NaCl with a fixed concentration of Na2HPO4: place
100 mL of 50 mM HEPES/KOH buffer (containing 150 mM NaCl) into a 100-mL glass beaker.
Add Na2HPO4 to the buffer to a final concentration of 1 mM Na2HPO4. Place 3 mL of the 50 mM
HEPES/KOH buffer (containing 150 mM NaCl together with 1 mM Na2HPO4) into a cuvet and
measure ADIFAB emission spectra in the presence of increasing concentrations of FA (see Note 29).
Record the ADIFAB R values for each concentration of FA tested.

5. Test the effect of increased HEPES concentration on the ADIFAB calibration plot by supplement-
ing measuring buffer with additional HEPES: Place 100 mL of 20 mM measuring buffer into a
100-mL glass beaker. Add HEPES to the buffer to increase the HEPES concentration to 50 mM.
Place 3 mL of the 50 mM measuring buffer into a cuvet and measure ADIFAB emission spectra
in the presence of increasing concentrations of FA (see Note 30). Record the ADIFAB R values
for each concentration of FA tested.

6. Test the effect of glucose on the ADIFAB calibration plot by supplementing measuring buffer
with D-glucose: place 100 mL of measuring buffer (20 and 50 mM) into two 100-mL glass
beakers. Add D-glucose to each buffer to a final concentration of 5 mM glucose. Place 3 mL of
each buffer into separate cuvets and measure ADIFAB emission spectra in the presence of
increasing concentrations of FA (see Note 31). Record the ADIFAB R values for each concen-
tration of FA tested.

36 Simard et al.

Table 1
Base Composition of the Buffers Used to Study ADIFAB Sensitivity to Changing
Concentrations of Oleate

Buffer HEPES/KRB MOPS/KRB HES Measuring
components (mM) buffer buffer buffer buffer

HEPES 20 – 10 20
MOPS – 20 – –
NaCl 118 118 – 150
KCl 5 5 – 5
MgSO4 1.1 1.1 – –
CaCl2 2.5 2.5 – –
Na2HPO4 – – – 1
KH2PO4 1.1 1.1 – –
Glucose 5.1 5.1 – –
Sucrose – – 250 –
EDTA – – 1 –
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7. Test various buffers that are commonly used in fluorescence studies of FA-binding to vesicles and
cells: place 3 mL of 20 mM measuring buffer, 20 mM HEPES/KRB buffer, 20 mM MOPS/KRB
buffer, and 10 mM HES buffer into separate cuvets, and measure ADIFAB emission spectra in
the presence of increasing concentrations of FA (see Note 32). Record the ADIFAB R values for
each concentration of FA tested.

8. Test the effect of Ca2+ on the ADIFAB calibration plot by supplementing measuring buffer with
CaCl2: place 100 mL of 50 mM measuring buffer into a 100-mL glass beaker. Add CaCl2 to the
buffer to a final concentration of 2.5 mM CaCl2. Place 3 mL of the buffer into a cuvet and meas-
ure ADIFAB emission spectra in the presence of increasing concentrations of FA (see Note 33).
Record the ADIFAB R values for each concentration of FA tested.

9. Plot a calibration curve for each buffer using ADIFAB R and FA concentrations as described in
Subheading 3.5., step 6 (see Note 34). The curves for various buffers are shown in Fig. 6.

4. Notes
1. To prevent oxidation of unsaturated lipid chains, trap either N2 or Ar gas inside the bottle of

eggPC before storage at –20°C.
2. HEPES concentration can range between 20 and 100 mM. Modify the buffer concentration to

optimize signal-to-noise depending on the fluorescence probes being used in the dual-fluorescence
assay; see Chapter 16 for more information.

3. Density must be used to calculate the amount of pure mono- and polyunsaturated FA, which are
liquid at room temperature.

4. To produce FA stock solutions in ethanol or dimethyl sulfoxide, add the desired amount of
solvent to pure FA.

Measuring Fatty Acids by ADIFAB 37

Fig. 6. Effects of various buffers on ADIFAB titration curves. ADIFAB fluorescence (R = λ505/λ432)
was measured in the presence of increasing amounts of unbound oleate (0–6 µM). The titration curve of
ADIFAB in 20 mM measuring buffer was chosen as the standard response for ADIFAB in these experi-
ments (black). ADIFAB was more sensitive to FA in lower pI buffers, which produced more hyperbolic
titration curves (blue color shades). HES buffer was the lowest pI buffer and produced the most hyper-
bolic curve. ADIFAB fluorescence increased more linearly over a higher range of oleate concentrations
in higher pI buffers (green color shades). The addition of CaCl2 to any buffer saturated the titration curves
at approx 2 µM oleate (orange color shades). These data reveal that the standard measuring buffer for
ADIFAB does not accurately report FA concentration more than 4 µM. Under such conditions, high pI
buffers composed principally of Nacl should be used and Ca+2 ions should be avoided.
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Fig. 7. Effects of buffer components on the emission spectra of ADIFAB, taken in the absence of
FA. These spectra were obtained to determine the buffer components required to optimize the emis-
sion profile of ADIFAB. Emission spectra of ADIFAB in 100 mM HEPES buffer (solid line) and 
20 mM measuring buffer (dashed line) are shown in each panel for reference. ADIFAB emission
spectra were measured in HEPES/KOH buffers of decreasing HEPES concentration (A), increasing
NaCl concentration (B), and with 50 mM Na2SO4 (C). Emission at 432 nm increased as the HEPES
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5. During this time, the round-bottom flask containing the lipids is spun over a heated water bath
to facilitate evaporation of the chloroform and create a thin film of dried eggPC.

6. The lipid hydration must be carried out above the gel–liquid crystalline transition temperature (Tm).
The Tm of eggPC is approx 0°C.

7. It has been found that this placement of the sonicator tip maximizes the dispersal of energy
throughout the entire sample and minimizes the loss of sample through splashing.

8. Care must be taken not to wrap the Teflon tape around the sonicator tip too tightly so that the N2
gas can escape.

9. The sonication must be carried out above the Tm of the lipid. The ice water bath prevents overheat-
ing of the sample, the consequent breakdown of lipid acyl chains and the generation of free FA.

10. Centrifugation removes any metal particulates released from the sonicator tip during the sonica-
tion step.

11. The exact eggPC concentration is determined by assaying total phosphorous content (30).
12. The repetitive freeze–thaw cycles assist the formation of unilamellar lipid membranes. If this

step is not performed, the subsequent extrusion of the lipids will be slow and difficult.
13. The extrusion must be carried out above the Tm of the lipid.
14. The TG stored in these cells make them float to the top of any aqueous suspension.
15. The laboratory uses a Spex® Fluoromax-2 fluorimeter (Jobin Yvon, Edison, NJ) equipped with

Datamax for windows software.
16. This ratio increases linearly with the concentration of unbound FA and saturates at the solubil-

ity limit of the particular FA being measured. This curve can be used to estimate the concentra-
tion of unbound FA that is in equilibrium with lipid membranes following addition of FA to a
suspension of cells or vesicles.

17. For experiments involving cells, the base of the sample holder is warmed to 37°C by a flow of
water pumped into the sample compartment from an external temperature-controlled water bath. 

18. In SUV and LUV, there is no internal sink to drive the influx of additional FA across the mem-
brane and the FA are poorly soluble in the aqueous compartment. As FA are metabolized in the
adipocyte, they are replaced by FA from the external buffer. Thus, the concentration of FA in
equilibrium with ADIFAB decreases, as does the fluorescence of ADIFAB.

19. R0 is the ADIFAB ratio measured in the absence of FA including background subtraction at each
wavelength. R is the ADIFAB ratio measured in the presence of FA, including background sub-
traction at each wavelength. Rmax is the ADIFAB ratio when ADIFAB is saturated and typically
has a value of 11.5 (22). Q is the ratio of ADIFAB emission intensities measured at 432 nm in
the presence of zero and saturating concentrations of FA and typically has a value of 19.5 (22).
Kd is the ADIFAB dissociation constant for the FA being studied. The ADIFAB Kd for some
common FA have been published previously (21,22).

20. Applications of these calculations and the use of ADIFAB for measuring the binding of FA to
membranes have been reviewed elsewhere (5).

21. For fluorescence experiments with vesicles containing an entrapped pH dye, the laboratory
typically uses a simple 100 mM HEPES/KOH buffer containing no salts. The difference in the
ADIFAB emission spectrum when using this buffer results from higher HEPES concentration
and or the absence of one or more salts found in the measuring buffer.

22. Typical data are shown in Fig. 7. Dilution of HEPES concentration has a minor effect on 
ADIFAB emission by increasing the signal observed at 432 nm to a small extent. Decreasing the
concentration to less than 50 mM does not have any additional benefit.

Measuring Fatty Acids by ADIFAB 39

Fig. 7. (Continued) concentration was reduced to 50 mM (dark green) and 25 mM (light green).
Emission at 432 nm increased to expected values (dashed line) in the presence of 50 mM (light blue),
100 mM (light purple), and 150 mM NaCl (dark purple). Replacement of 150 mM NaCl with and iso-
tonic concentration of Na2SO4 (dark red) did not restore emission at 432 nm to normal intensity sug-
gesting a role for Cl− in mediating ADIFAB emission at this wavalength.
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23. Typical data are shown in Fig. 7. NaCl modestly increases the emission signal at 432 nm rela-
tive to 505 nm to a level reported previously (21,22). Although NaCl restores the ADIFAB emis-
sion spectrum to what is expected (compare with Fig. 3, zero micromolar oleate); this effect does
not appear to be strongly dependent on the concentration of NaCl because 50 mM and 150 mM
NaCl produce similar results.

24. The pI of a solution is a quantity representing the interactions of ions with water molecules and
other ions in solution and is calculated according to the following equation:

I = 1⁄2 Σ mi(zi)
2

where mi is the molar concentration of ion (i), zi is the valence factor for ion (i), and I is
the total pI.

25. Typical data are shown in Fig. 7. The emission maximum at 432 nm is slightly higher than that
observed with no salts, but significantly lower than that observed with only NaCl present. These
results suggest that Cl– ions may be required for optimal performance of the ADIFAB probe
when reporting FA concentrations. Thus, the correct emission profile of ADIFAB is not depend-
ent on the total composition of the “measuring buffer” used to first describe the function of the
ADIFAB probe, but on the presence of certain ions.

26. This buffer has an ionic strength of I = 50 mM (compare with Fig. 3, ionic strength of I = 150 mM).
Typical spectra obtained in the presence of 0, 0.2, 0.5, and 1 µM oleate are shown in Fig. 8.
There are significant changes in the spectrum as oleate concentration increases from 0 to 0.2 µM,
with smaller changes occurring with higher amounts of added FA. These findings suggest that
ADIFAB is overly sensitive to very low levels of FA in low pI buffers.

27. Because effects were observed on ADIFAB emission spectra obtained in the absence of FA, it was
hypothesized that it was possible for pI, NaCl concentration, and overall buffer composition to
have an effect on the sensitivity of ADIFAB to changing concentrations of unbound FA. As meas-
uring buffer was used to obtain the ADIFAB Kd for several common FA (22), it was used as the
standard for ADIFAB fluorescence titration. If these Kd values are used to calculate the concen-
tration of unbound FA, a buffer that performs similar to measuring buffer must be chosen.

28. The addition of 40 mM Na2SO4 to a low pI buffer containing 50 mM Cl– ions increases the sen-
sitivity of ADIFAB to low concentrations of oleate (<0.2 µM). In this buffer, the calibration

40 Simard et al.

Fig. 8. Emission spectrum of ADIFAB (0.2 mM) in 50 mM HEPES/KOH buffer (+50 mM Nacl [low
salt]) and measured in the presence of increasing amounts of oleate. In the presence of low salt, emis-
sion at 432 nm is more sensitive to lower amounts and less sensitive to higher amounts of FA.
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curve is more hyperbolic between 0 and 1 µM oleate when compared with the same buffer in the
absence of Na2SO4. The addition of Na2SO4 to a high pI buffer containing 150 mM Cl− “ions”
decreases the sensitivity of ADIFAB to FA. In this buffer, the calibration curve is nearly linear
over the range of 0–6 µM oleate. Because both salts contain Na+ ions, this effect is likely caused
by the relative amounts of Cl− and SO4

−2 ions. The concentrations of unbound FA used in this
series of studies were 0, 0.2, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 5.5, and 6 µM. 

29. The concentration of Na2HPO4 added to the buffer in this experiment was chosen to match the
concentration found in measuring buffer (the standard buffer used for measuring ADIFAB fluo-
rescence). This experiment suggests that ions do not have an effect on the sen-
sitivity of ADIFAB to changing concentrations of FA.

30. Increasing the HEPES concentration in the measuring buffer causes the ADIFAB calibration curve to
become more linear at higher concentrations of FA when compared with 20 mM measuring buffer.

31. Adding glucose to 20 mM measuring buffer causes the ADIFAB calibration curve to become
more linear at higher concentrations of FA. However, adding glucose to 50 mM measuring buffer
causes ADIFAB to become more sensitive to changes in FA concentration.

32. Measuring buffer is the standard buffer used to calibrate changes in ADIFAB R with changes in
unbound FA concentration. The ADIFAB calibration plot saturates at 6 µM oleate, the solubility
limit of oleate, as shown in a previously published study (22). However, the ADIFAB calibration
plot saturates at 2 µM oleate when adding FA to HEPES/KRB and MOPS/KRB buffers. The low
pI of HES buffer caused ADIFAB to be hypersensitive to less than 1 µM concentrations of oleate.
In this buffer, the ADIFAB calibration plot saturates at 1 µM oleate. To estimate the solubility
limit of FA or measure unbound FA concentrations in vivo, buffers containing physiological
concentrations of specific salts should be used.

33. Addition of 2.5 mM CaCl2 prevents the normal reduction of emission signal at 432 nm in response
to less than 2 µM oleate. This causes the ratiometric fluorescence of ADIFAB to saturate at 2 µM
FA, which is much lower than any other buffer that does not contain Ca+2. This is supported by
the finding that the solubility of oleate is decreased in the presence of calcium (21). This exper-
iment suggests that the early saturation of ADIFAB R observed in HEPES/KRB and
MOPS/KRB buffers is because of the presence of 2.5 mM CaCl2 in these buffers.

34. ADIFAB sensitivity to less than 0.2 µM FA increases in low pI buffers. In these buffers, the calibra-
tion curves are more hyperbolic at less than 2 µM oleate. Although the slope of each curve varies
between 0 and 1 µM oleate, ADIFAB fluorescence increases nearly linearly with increasing FA con-
centration in several buffers. Buffers containing at least 100 mM NaCl produce the most linear
calibration curves, and despite some variance, are similar to the standard measuring buffer. The lin-
ear response of ADIFAB allows quantitative measurements of unbound FA concentrations to be
made accurately. Changes in these titration curves reflect the effects of pI on the ADIFAB probe
and the solubility of the FA being measured. Because FA solubility changes with pI, the Kd and Q
from ADIFAB (see Note 19 above) will change with buffer composition. Therefore, it is necessary
to calibrate ADIFAB fluorescence in the particular experimental buffer being used in any study.
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Measuring Molecular Order and Orientation Using Coherent
Anti-Stokes Raman Scattering Microscopy

Hilde A. Rinia, George W. H. Wurpel, and Michiel Müller

Summary
Coherent anti-Stokes Raman scattering microscopy develops rapidly into a powerful technique to image both

the chemical composition and physical state in complex samples from biophysics, biology, and the material sci-
ences. This nonlinear vibrational technique increases the signal relative to spontaneous Raman scattering and does
not require labeling of the specimen. A theoretical description of the technique is provided and the two major
modes of operation: picosecond- and multiplex coherent anti-Stokes Raman scattering are discussed. The poten-
tial of the technique is demonstrated with examples of direct measurement of acyl chain order and orientation in
lipid monolayers, bilayers, and lipid vesicles.

Key Words: Coherent anti-Stokes Raman scattering (CARS); lipid biophysics; lipid chain order; lipid chain
orientation; microscopy; multiplex CARS; Raman; vibrational spectroscopy.

1. Introduction
Enabled by recent short-pulse laser technology developments, coherent anti-Stokes Raman

scattering (CARS) microscopy is being used increasingly as a unique microscopic tool over
the last few years. Contrary to light and fluorescence microscopy, CARS microscopy pro-
vides direct chemical and physical image contrast. Although already demonstrated in 1982
by Duncan et al. (1), high-resolution microscopy was only shown to be feasible with
Ti:Sapphire-based laser technology (2). Since then, the field has grown rapidly, demonstrat-
ing the use of various laser sources, excitation, and detection schemes and—most impor-
tantly—unique applications in biology, biophysics, and the material sciences (3–8).

Vibrational spectroscopy probes the intra- and intermolecular vibrational structure of mol-
ecules and molecular assemblies, providing detailed information on both the chemistry and
physics of the sample. Unique to this area of spectroscopy is that many of the spectral fea-
tures remain resolvable even at room temperature and in complex samples such as live cells
and that it does not require any form of labeling. A number of features make CARS especially
suitable for high-resolution vibrational microscopy:

1. It is a nonlinear optical technique that provides signal levels that are many orders of magnitude
(typically ≥3–4) stronger than attainable for spontaneous Raman scattering. 

2. Near-infrared wavelengths can be used that ensure submicron optical resolution and minimal
sample heating and damage. 

From: Methods in Molecular Biology, vol. 400: Methods in Membrane Lipids
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3. The nonlinear dependence of the CARS signal on input laser intensity provides inherent optical
sectioning and three-dimensional (3D) imaging capability. 

4. Finally, the signal propagates coherently and is of shorter wavelength than all the input fields
making it readily detectable in the presence of a fluorescence background.

Many of the CARS microscopy experiments undertaken in recent years have focused on
studies of lipids both in model systems (3,7,9) and in cellular membranes (5,10,11). The rea-
son for this lies in the relatively high Raman scattering cross-section for the acyl chain C–H
stretch vibrations and the relatively high concentrations of these species in membranes and
lipid bodies. Furthermore, vibrational spectroscopy, is uniquely positioned for biophysical
studies of lipids: chemical selectivity can be used to discriminate between saturated and
unsaturated lipid species or to identify the presence of cholesterol, whereas the physical
selectivity offered by the vibrational spectrum may be used to determine the phase of, and
intermolecular interactions, among lipid species (12,13).

This chapter is organized as follows. In Subheading 2., the technique of CARS microscopy
is introduced, both in theory and experimental design and considerations. Special attention is
paid to explain the differences between two modes of operation: picosecond (ps)-CARS and
multiplex CARS. In Subheading 3., a specific experimental setup for multiplex CARS
microscopy is introduced and the procedures for the preparation of lipid model membranes for
biophysical studies are described. In Subheading 4., methods to extract the relevant informa-
tion from complicated CARS spectra, issues to consider to improve the sensitivity in CARS
microscopy experiments, and application of CARS microscopy to study lipid acyl chain order
and orientation in model membranes are presented. Finally, in Subheading 5., some of the
inherent problems and limitations associated with the technique are discussed.

2. The Technique
2.1. CARS Microscopy

CARS is a third-order nonlinear process in which three laser beams coherently interact
with the sample to generate a coherent signal beam (see Fig. 1). More specifically, a pump
beam with frequency , and a Stokes beam with frequency , setup a grating, which a

third laser beam (denoted by probe, with frequency ) undergoes a Bragg diffraction, generating

an anti-Stokes signal beam at frequency . The nonlinear process is
resonantly enhanced when the difference frequency between pump and Stokes matches a
vibrational energy level in the sample . In a plane wave approximation and for
a nonabsorbing medium, the CARS signal strength is given by (14):

(1)

where I denotes the intensity of the lasers and CARS signal, d is the thickness of the scatter-
ing volume, sinc(x) = (sin x)/x, and describes the phase mismatch
between the wave vectors k. It has been shown (2,15) that for high numerical aperture focusing
conditions the phase matching condition is less stringent. Therefore, a collinear beam geometry

is commonly used to achieve maximum spatial resolution in microscopy 
applications. Also for practical reasons pump and probe are generally derived from the same
laser source ( and ).I Ipu pr=ω ωpu pr=
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For a sample consisting of one or more molecular species, the CARS signal is proportional to:

(2)

where Nk denotes the number of molecules of type k. The nonlinear susceptibility ( ) for each
molecular species consists of a resonant (R) and a nonresonant (NR) contribution (see Fig. 2).

(3)

Far away from one-photon resonances, the resonant contribution to the nonlinear susceptibil-
ity can be written as:

(4)

where Ai is a real constant containing the vibrational scattering cross-section of the vibra-
tional mode j, denotes the detuning from the vibrational resonance Ωj, Γj is
the half width at half maximum (HWHM) of the spontaneous Raman scattering vibrational
transition, and the summation runs over all vibrational resonances. It follows from these
expressions that the CARS spectral lineshape is given by:

(5)I N N N N
k l

CARS k k,NR
(3)

l l,NR
(3)

,
k l k,NR

(3∝ +∑ χ χ χ2 )) li li

li
2

li
2

,
k l

ki lj kiδ
δ

δA
N N

A A

ik l +









+∑∑

Γ

δδ

δ δ
lj ki lj

ki
2

ki
2

lj
2

lj
2

,

+( )
+( ) +( )





 ∑

Γ Γ

Γ Γi j





∑

k l,

δ ω ωj j L S= − +Ω

χ
δR

(3) j

j j

∝
−∑ A

ij Γ

χ χ χ(3)
R
(3)

NR
(3)= +

χ(3)

I N
k

CARS k k
(3)

2

∝ ∑ χ

CARS Microscopy 47

Fig. 1. Energy diagram for (A) ps- and (B) multiplex CARS. The thick line denotes the electronic
ground state and the thin lines denote vibrational levels. Solid arrows denote input laser fields and
dashed arrows denote the generated coherent signal field. In multiplex CARS the width of the Stokes
laser beam determines the frequency extent of vibrational levels probed simultaneously, whereas the
spectral width of the pump and probe beam determine the spectral resolution.
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where the subscripts k, l run over the different molecular species and i, j run over the vibra-
tional resonances of each molecular species. In comparison, the spontaneous Raman scatter-
ing lineshape is described by a sum of Lorentzian contributions:

(6)

It should be noted that when the first electronic excited state is far away from one-photon res-
onances, spontaneous Raman and CARS spectra can directly be compared if they are both
acquired under parallel excitation and detection polarization conditions (16).

2.2. Experimental Procedures

2.2.1. ps-CARS

Duncan et al. (1,17) reported the first—relatively low resolution—CARS microscopy
investigations. CARS microscopy was discovered again in the late 1990s with the first suc-
cessful CARS microscopy experiments at high spatial resolution (2,18). These experiments
were based on using picosecond laser sources for both pump (probe) and Stokes. This mode
will be denoted by ps-CARS in what follows. In ps-CARS a single frequency in the vibra-
tional spectrum is probed for a certain wavelength setting of the lasers. The spectral resolu-
tion is determined by the bandwidth of the lasers. Thus, in order to acquire a full CARS
spectrum, the Stokes laser has to be tuned to different wavelengths. In terms of signal generation,
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Fig. 2. Energy diagrams for the (vibrationally) resonant (A) and NR (B,C) contributions to the
CARS signal. The thin dotted horizontal line denotes a so-called virtual energy level.
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this mode of operation is the most efficient (19), and it permits fast scanning in case of strong
vibrational scatterers (20).

As various points in the vibrational spectrum are acquired subsequently, the spectral signal-
to-noise ratio (SNR) for this mode of operation is strongly affected by laser-induced fluctua-
tions (pulse-to-pulse power fluctuation, timing jitter between pump and Stokes laser pulses,
and so on). Generally, the NR background dominates the signal in the forward direction, laser-
induced noise in this background may easily “drown” the resonant signal. It is for this reason
that the strong NR background is generally thought to be a drawback in CARS microscopy,
and various methods have been developed to minimize its contribution to the total signal.

2.2.2. Suppressing the NR Background

The magnitude of the NR background contribution to the total CARS signal (and thus
relative to the resonant contribution), can be suppressed using the different properties of the
two contributions. For example, depolarization affects the resonant and NR contribution to
the CARS signal in a different way. Specific polarization settings for pump, Stokes, and anti-
Stokes can be used for maximum suppression of the NR contribution, whereas retaining a
significant part of the resonant contribution (21,22). Alternatively, the difference in temporal
response of the resonant and NR contribution to the CARS signal can be utilized to isolate
the resonant component in time-resolved measurements (23). Also, combined phase and
polarization-control experiments have been shown to considerably reduce the NR back-
ground contribution (24,25).

However, today the most common method to suppress the NR background in CARS
microscopy experiments, is the use of epi-mode detection. It has been shown (26,27) that,
whereas for extended samples the CARS signal is generated predominantly in the forward
direction, the CARS signal for samples with a thickness less than the wavelength is gener-
ated equally in the forward and backward direction. Thus, for a thin vibrationally resonant
feature in a thick bulk sample, the strong bulk NR contribution is mainly generated in the for-
ward direction, whereas the CARS signal in the backward direction is primarily because of
the resonant (and NR) contribution of the feature of interest. This method of the detection is
easily incorporated in standard confocal microscopes and can readily be combined with laser
beam scanning. The only disadvantage is that the signal strength is determined in part by the
thickness of the feature of interest.

In case of complete suppression of the NR contribution, the CARS signal for a single
vibrationally resonant moiety is given by:

(7)

The SNR in this case is given by (16):

(8)

where ∆t is the total measuring time and is the dark count rate (including dark current,
read-out noise, and so on). Thus, for decreasing concentrations the CARS signal decreases
quadratically with the number of vibrationally resonant molecules and the detection sensitivity
is ultimately limited by the dark count rate of the experimental setup.
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2.2.3. Multiplex CARS

In multiplex CARS (3,28–32), a significant range of vibrational frequencies is addressed
simultaneously using a combination of a spectrally narrow-band pump (and probe) laser and
a broad-band Stokes laser. Because the anti-Stokes signal is generated concurrently over a sig-
nificant part of the vibrational spectrum, the spectral SNR for this mode of operation is deter-
mined only by Poisson noise inherent to the detection process. This yields CARS spectra of
unprecedented quality that permit detailed vibrational analysis.

As an example (see also Subheading 4.), consider the detection of the CARS signal from
a lipid bilayer in water. The total—forward emitted—multiplex CARS signal from the reso-
nant lipid (L) within the NR bulk water (W) is given by:

(9)

where Nw and NL are the molarities of water and lipid, respectively. Because for a single
bilayer , the resonant term becomes negligible with respect to the cross term, and
the total CARS signal can be approximated by:

(10)

It follows that at low concentrations the CARS signal strength depends linearly on the con-
centration of the resonant feature. For multiplex CARS, this implies that the detection sensi-
tivity is solely determined by Poisson noise and a large NR background signal can actually
be used to increase the detection sensitivity.

3. Materials
3.1. Experimental Setup

A number of different experimental setups for CARS microscopy have now been put for-
ward. The main differences among CARS microscopy configurations lie in the laser sources
used, the method of scanning, and the type of detection. A combination of two Ti:Sapphire
lasers has been used most often for CARS microscopy. One of the lasers serves as both pump
and probe, the other as Stokes. In ps-CARS, both lasers produce ps laser pulses (typically in
the order of 3–5 ps). In multiplex CARS, the Stokes laser operates in femtosecond mode, pro-
viding a broad bandwidth. A technological challenge for the Ti:Sapphire-based systems is
temporal synchronization between the two lasers. Any time jitter between the pump and
Stokes results in signal strength fluctuations. Advanced schemes have been developed to
secure tight synchronization (33–35).

Various alternative laser sources have been recently developed and successfully used in
CARS microscopy applications. These include the use of optical parametric oscillators in
ps-CARS (20) and broad bandwidth generation in optical fibers (36–38) in multiplex CARS.
In forward-detected CARS microscopy, generally the sample is moved relative to the laser
beam focus in all 3D. In contrast, in epi-detected CARS microscopy, laser beam scanning is
often used. The main detection differences among these methodologies result from the use
of either ps- or multiplex CARS. In the former, a single detector such as a photomultiplier
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tube or avalanche photodiode can be used, whereas in multiplex CARS a CCD camera in
combination with a spectrometer is used.

As an illustration, Fig. 3 shows the experimental setup for multiplex CARS experiments
on lipid vesicles and lipid mono- and bilayers as described below. Two tunable mode-locked
Ti:Sapphire lasers, with a repetition rate of 80 MHz and pumped by an Nd:YVO4 laser
(Millenium, Spectra Physics, USA), are made collinear and synchronized with a “lok-to-
clock” (Spectra Physics, USA) system. An additional home-built, long-term feedback system
ensures a timing jitter between the lasers of <1 ps. The pump/probe laser operates in picosec-
ond mode, with pulses of 3 ps (bandwidth approx 5/cm·fwhm), centered around 710 nm. The
Stokes laser produces 80 fs pulses, corresponding to a bandwidth of approx 180/cm·fwhm.
The center wavelength can be tuned between 750 and 950 nm corresponding to Raman shifts
in the range of approx 750–3500/cm. The polarization of the two lasers is controlled by
achromatic λ/2 plates. An additional polarizer in the combined beam path ensures equal
polarization for both lasers. The lasers are focused with a microscope objective (1.25 NA,
×63, oil immersion) onto the sample. The effective probing volume is given by the lateral and
axial resolution of 0.31 ± 0.04 and 1 ± 0.05 µm, respectively (39). The sample is piezo-
scanned in 3D (PZT P-611.3S, Physik Instrumente Germany). The CARS signal is collected
in the forward direction with a second microscope objective (0.65 NA, ×40), passed through
a polarizer, and filtered by a 710-nm short-wave pass filter (Omega, USA). Multiplex CARS
spectra are recorded on a CCD camera coupled to a spectrograph (MS 257, Oriel, USA). The
spectral resolution of approx 5/cm is determined by the resolving power of the spectrograph.

3.2. Lipid Sample Preparation

For the preparation of multilamellar vesicles (MLV), the lipids are premixed in the appropri-
ate molar ratio in chloroform, which is subsequently evaporated under a nitrogen stream. Traces
of organic solvent are removed by placing the sample in vacuo for at least 2 h. MLV (typically
2 mM) are prepared by hydrating the lipids in phosphate-buffered saline buffer (pH = 7.4) at a
temperature more than Tm, whereas vortexing for at least 5 min. The vesicles are freeze–thawed
five times to ensure proper mixing of the components. A microscopic sample is made by plac-
ing the vesicles on a coverslip coated with 0.5 wt% agarose gel. A second coverslip is placed
on top and the sample is sealed.

Supported lipid mono- and bilayers on glass are made using a Langmuir trough (Kibron Inc.,
Finland). Lipids dissolved in chloroform are spread onto a water surface and compressed to a

CARS Microscopy 51

Fig. 3. Schematic of the experimental setup for multiplex CARS microscopy experiments.
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surface pressure of 30 mN/m. The first lipid monolayer is transferred to a thoroughly cleaned
(hydrophilic) cover glass using the Langmuir–Blodgett technique (i.e., pulling it from the water
subphase through the lipid monolayer on water). Transfer efficiency is checked and always found
to be close to 100%. The second monolayer is applied by using either the Langmuir–Blodgett
technique again (i.e., pushing the lipid covered glass back into the water subphase), or the
Langmuir–Schäfer technique. In the latter case, the lipid-covered glass is oriented parallel to the
water surface when pushed through the lipid layer (see Fig. 4). The sample is closed with a sec-
ond cover glass and sealed with epoxy. No differences were observed in the CARS spectra of
lipid bilayers made with either the Langmuir–Blodgett or Langmuir–Schäfer technique.

Single lipid monolayers can be studied in CARS microscopy by making an asymmetric
bilayer, wherein only one of the lipid monolayers is deuterated. Through the isotope substi-
tution the vibrational spectrum shifts from approx 2900 to 2100/cm. Thus, when studying the
C–H stretch vibrational region from one lipid monolayer, the other (deuterated) lipid mono-
layer only adds a NR contribution to the CARS signal.

52 Rinia et al.

Fig. 4. Schematic of the preparation of supported lipid mono- and bilayers on glass. (A)
Langmuir–Blodgett transfer of a lipid monolayer to a hydrophilic glass surface. (B) Langmuir–Blodgett
transfer of a second lipid monolayer. (C) Langmuir–Schäfer transfer of a second lipid monolayer.
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4. Methods
4.1. Data Analysis

Owing to the coherent addition of both resonant and NR contributions (see Eq. 5), inter-
pretation of the CARS spectrum generally requires extensive curve fitting. Such curve fitting
requires high SNR spectra, which can be obtained using multiplex CARS. A unique relation
exists between the spontaneous Raman spectrum and the CARS spectrum if both are obtained
under “all-parallel” polarization conditions (16). Thus, for the spontaneous Raman spectrum
the signal should be detected through an analyzer oriented parallel to the polarization of the
excitation laser. Similarly, for the CARS spectrum pump, Stokes, and probe should have par-
allel polarization, and the anti-Stokes signal should be detected through an analyzer with an
orientation parallel to the incident laser fields.

All CARS spectra are analyzed by least-squares fitting, using the general description for
CARS signals far away from one-photon resonances:

(11)

Here is a frequency-independent parameter that describes the total NR background

in the focal volume relative to the glass NR background, and is the frequency differ-
ence of the pump and Stokes laser. The vibrational resonances are characterized by their
amplitudes (Aj), linewidths (Γj), and spectral positions (Ωj). For the C–H stretch region of the
lipids eight peaks are needed to faithfully reproduce the experimental data. In addition, as the
lipid signal from a single lipid mono- or bilayer is extremely weak, the resonant vibrational
contribution of water (around 3200/cm) also needs to be included in the fit. The initial
guesses to the fits are taken from Raman spectra of the lipid and H2O. Because of the Stokes
laser spectral intensity profile, the noise is not constant over the whole measured vibrational
spectrum. Thus, CARS frequencies corresponding to low-intensity Stokes-laser frequencies
appear with relatively higher noise. This is taken into account by weighing the fit with the
Stokes profile. The parameters in the fit are constrained to positive amplitudes and peak posi-
tions and widths that do not deviate by more than 15% from their spontaneous Raman values.

4.2. Sensitivity

An example of the sensitivity and spectral SNR that can be realized with multiplex CARS
microscopy is given in Fig. 5. Figure 5A shows the CARS spectrum of a 1,2-dipalmitoyl-
sn-glycero-3-phosphocholine (DPPC) lipid bilayer supported on glass. The CARS signal
strength is given as , where is the CARS signal obtained at the same axial

position as , but in the absence of lipid. Note that this dimensionless quantity is independ-
ent of the laser powers or any other experimental parameters, and directly reflects the strength
of the resonant signal relative to the NR background. Thus, the CARS signal strength can be
related in absolute terms to local lipid density. A measure for this density is given by

, where and are the amplitude and linewidth of the –2845/cm

(υs[CH2] symmetric methylene stretch) vibrational resonance as obtained from the fit. For the
DPPC bilayer a value of = 0.007 ± 0.0009 was obtained. Figure 5BA NR–2845 –2845⋅( )Γ
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shows the CARS spectrum of a monolayer of DPPC on a monolayer of d62-1,2-dipalmitoyl-
D62-sn-glycero-3-phosphocholine (d62-DPPC) supported on glass. Because of the deuteration
of one of the leaflets of the lipid bilayer, the CARS signal results from a single (nondeuterated)
lipid monolayer. The observed CARS signal strength is , in
agreement with half of the lipid bilayer of Fig. 5A.

4.3. Acyl Chain Order

Given the sensitivity of multiplex CARS microscopy as demonstrated in Subheading 4.2,
it is possible to directly measure the acyl chain order in single-supported lipid bilayers.
Figure 6 shows typical room temperature, spontaneous Raman spectra of the C–H stretch
region of DPPC, and 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC). At room tempera-
ture, DPPC is in the gel phase with the acyl chains highly ordered in a fully stretched config-
uration and with a minimum of gauche kinks. In this state, the Raman spectrum is dominated
by the υs(CH2) symmetric methylene stretch and υa(CH2) asymmetric methylene stretch at
2847 and 2882/cm, respectively. The Raman spectrum for DOPC in the liquid-crystalline
phase at room temperature shows some marked changes: most notably, the υa(CH2) loses
intensity relative to the υs(CH2), which shifts to higher wavenumbers. The ratio

(where 2935/cm means a Fermi resonance) is often used as a phenomenolog-
ical parameter that describes the acyl chain order in lipid bilayers (12,40,41).

Because of the general very low cross-section of spontaneous Raman scattering, it is
extremely difficult to obtain spontaneous Raman spectra of a single bilayer (42). The nonlin-
ear interaction in CARS strongly amplifies the Raman signal-reducing acquisition times to the

R I I= 2935 2880

A NR–2845 –2845 0.003 0.004⋅( ) = ±Γ
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Fig. 5. Multiplex CARS spectrum of a DPPC lipid bilayer (A) and DPPC lipid monolayer (B).
Error bars denote one standard deviation. The solid line is a least-square weighted fit with eight lipid
and one water vibrational resonances. The CARS signal is given relative to the NR background and
can be related directly to the absolute local lipid density.
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milisecond–second regime, permitting the evaluation of acyl chain order parameters in sup-
ported bilayers. As an example, Fig. 6C,D show the CARS spectra of single bilayers of DPPC
and DOPC, respectively. It is clear that the signal from the υa(CH2) significantly decreases
from gel-to-liquid crystalline phase also for a single lipid bilayer. Using the fitting procedure
described in Subheading 4.1, acyl chain order parameters can be determined for the supported
DPPC and DOPC bilayers and compared with order parameters obtained for MLV (7).

4.4. Acyl Chain Orientation

By using the polarization properties of CARS microscopy, specific molecular orientations
can be probed. As an example, the multiplex CARS analysis of acyl chain orientational
order in MLV is shown. The principal concept of this method follows. The strength of the
generated CARS signal field depends on the relative orientation of the molecular transition
dipole moments with respect to the polarization of the laser fields. For instance, if the
polarization of the pump, Stokes, and probe lasers are all parallel, then, the generated anti-
Stokes signal from the symmetric methylene stretching vibrations of the acyl chain of a
lipid molecule has a maximum when this vibration is oriented parallel to the incident polar-
ization. In this case, the polarization of the signal is also parallel to that of the rest of the
fields. In other words, in an all-parallel configuration the generated CARS signal shows a
maximum for acyl chains oriented perpendicular to the plane of polarization. On the other
hand, for the skeletal mode C–C acyl chain vibrations (around 1100/cm), which are ori-
ented mainly along the acyl chain, a maximum signal is found for acyl chains oriented par-
allel to the incident laser fields. In a first approximation, lipid molecules in a MLV are all

CARS Microscopy 55

Fig. 6. Spontaneous Raman spectrum of (A) DPPC and (B) DOPC. The solid line is a fit of the
experimental data to a sum of Lorentzian lines, depicted with dotted lines. Multiplex CARS spectrum
of a single-supported bilayer of (C) DPPC and (D) DOPC. The solid line is a fit of the experimental
data and error bars denote one standard deviation. All spectra are taken at room temperature. (Data
from ref. 7).
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oriented with their acyl chains parallel to the radial vector. Thus, acyl chain orientational
order can be studied by making several CARS images of an MLV for different orientations
of the laser and signal polarizations.

Consider a multiplex CARS image (Fig. 7A) of the equatorial plane of a perfectly spheri-
cal MLV of egg-sphingomyelin (SPM). At room temperature, SPM is in the gel phase with
most of the acyl chains in an all trans-configuration. The CARS image is derived from meas-
ured CARS spectra in the region of –3100–2700/cm at every pixel position in the image.
From a least-squares fit of the spectrum to Eq. 11, the amplitude of the υs(CH2) symmetric
methylene stretching mode at –2845/cm is determined, and this value is plotted as a function
of spatial position. The polarization of both the incident and generated fields is indicated by
the arrows (Fig. 7A). Clearly, the CARS signal shows a maximum for orientations of the acyl
chains perpendicular to the polarization of the fields.

56 Rinia et al.

Fig. 7. Multiplex CARS images of the υs(CH2) (–2845/cm) mode of a SPM MLV with the polariza-
tion of all lasers and signal fields in (A) pppp- and (B) ssss-configuration. The two-sided arrow denotes
the orientation of the polarization. (C) Typical multiplex CARS spectrum from the image in 7A at posi-
tion x = 28 and y = 26 µm. The solid line is a least-squares fit to the data. (D) Ratio image of 7A and
7B as defined by Eq. 14. Values less than 0.5 are found in the top and bottom quadrant, whereas values
more than 0.5 are found in the left and right quadrants. (E) Variation of the ratio of 7D along the rim of
the vesicle and a fit to the data (solid line). Error bars denote one standard deviation.cos2ϕ
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The orientation of the lipid acyl chain of each molecule can be described by the angle 
between the radial vector of the MLV and the laboratory frame. The orientational dependence
of the CARS signal field from the symmetric C–H stretching vibration of the methylene units
of lipid acyl chains then follows (43):

(12)

where describes the angle between the pump polarization and the molecular transition
dipole moment. In practice, various influences (e.g., local acyl chain tilt, gauche-kinks, mem-
brane ruffling, and axial averaging over the focal region) will lead to a local distribution of
lipid chain angles relative to . This local orientational disorder in the orientation of the acyl
chains can be incorporated in the analysis by assuming a Gaussian distribution:

(13)

where σ is the standard deviation of the orientational distribution. In the experiments, two
multiplex CARS images are acquired from the equatorial plane of a MLV. In each image the
polarization of pump, Stokes, probe, and anti-Stokes are parallel. All polarizations are flipped
by 90° between the two images, with the two polarization conditions being denoted by pppp
and ssss. By plotting the ratio:

(14)

an image of the orientational order with negligible contribution from differences in lipid den-
sity is obtained. Eq. 14 varies between 0 and 1 in case of perfect orientational order. The
amplitude of the variation in CARS signal strength as a function of decreases with increas-
ing lipid chain orientational disorder, approaching 0.5 for an isotropic orientation of methyl-
ene stretching vibrations.

For SPM the width of the orientational distribution of the acyl chains is found to be σ =
0.90 ± 0.02, slightly higher than found for DPPC. In this study (43), it was also found that
unsaturated lipids such as DOPC and 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
(POPC) show a significantly decreased orientational order. The addition of cholesterol, on the
other hand, significantly increases orientational order of the acyl chains.

5. Notes
CARS microscopy is a powerful technique for probing both the chemical composition and

the physical state of complex samples. Its vibrational specificity provides unique contrast
without the requirement of labeling. However, as any technique, CARS microscopy is not
without limitations. Although in principle a CARS signal can be generated from a single mol-
ecule, it derives its large increase in signal yield, relative to spontaneous Raman, from its non-
linear coherent interaction with the sample. This works best at high concentrations wherein
the quadratic resonant term in Eq. 5 dominates. At lower concentrations, CARS encounters
its limitations. In epi-detection ps-CARS, the signal drops quadratically with the number of

ϕ
i

0

R I I I
v v v

= +(s 2 s 2 s 2(CH )

pppp4
(CH )

pppp4
(CH )

ssss4 ))

ρ
σ

( )ϕ
ϕ ϕ

i exp
2

i i

0 2

2
=

− −( )













ϕ
i

0

ϕ
i

v
E

i

N

CARS i i

4

i
ϕ ϕ ϕ( ) ( )∝∑ρ cos

ϕi
0

CARS Microscopy 57

04_Muller  6/28/07  9:40 PM  Page 57



vibrationally resonant modes. In multiplex CARS the signal drop is linear, but a high overall
signal count is required to counteract Poisson noise from the NR background. In practice,
sensitivity levels in the order of 5–10 mM have been realized (7,16,44). Other techniques,
such as surface-enhanced Raman scattering (see refs. 45,46) and tip-enhanced nonlinear
Raman scattering (47), have been developed to increase the sensitivity for Raman scattering
to the single molecule level.

The vibrational spectrum is rich in information. It contains highly specific chemical infor-
mation (contained in the so-called “finger-print” region) and may also shed light on intermol-
ecular interactions. However, especially for biological applications, wherein the variation in
chemical-building blocks is limited, spectral differences between different moieties or phys-
ical states are often subtle. In addition, many regions of the vibrational spectrum are highly
congested. For example, a faithful representation of the C–H stretch vibrational spectrum of
a single lipid species generally requires at least eight overlapping vibrational modes. In
CARS, the vibrational spectrum results from interference of all these vibrational resonances.
This interference makes the interpretation of CARS spectra complex and poses stringent
requirements on the SNR of the spectral acquisition.

An example of the influence of congested spectral bands on the CARS spectrum is shown in
Fig. 8. A multiplex CARS spectrum of 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC)
small unilamellar vesicles is measured both below and above the main phase-transition temper-
ature (Tm = 24°C). The high SNR of the multiplex CARS spectra permits resolving the small
differences in the spectrum for the gel phase (Fig. 8A) and liquid-crystalline phase (Fig. 8C)
vesicles. When the parameters for the vibrational modes (amplitudes, positions, and widths)
determined from the fit of the multiplex CARS data are used to calculate the corresponding
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Fig. 8. Multiplex CARS spectra for DMPC small unilamellar vesicles below (A) and above (C) the
main phase-transition temperature. The spectral parameters (line amplitude, positions, and widths)
from the fitted CARS spectra are used to calculate the corresponding spontaneous Raman spectrum
for DMPC vesicles below (B) and above (D) the phase-transition temperature.
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spontaneous Raman spectrum, the influence of chain melting on the vibrational spectrum
becomes even more apparent (Fig. 8B,D). The ratio of the Raman intensity at 2935 and
2880/cm is often used as a phenomenological chain order parameter that corresponds to the
chain melting in this phase transition (12). Clearly, CARS spectra with excellent SNR are
required to permit such data analysis in a complex vibrational band such as the C–H stretch
region of lipids. As demonstrated above, selective deuteration can be used to enhance the
spectral selectivity of multiplex CARS microscopy and spectroscopy. Although applications
of CARS microscopy have thus far focused mainly on lipids, the technique has interesting
potential for the study of small molecules, such as water and urea (4,39), which cannot read-
ily be labeled for fluorescence microscopy research.
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Preparation of Oriented, Fully Hydrated Lipid Samples 
for Structure Determination Using X-Ray Scattering

Stephanie A. Tristram-Nagle

Summary
This chapter describes a method of sample preparation called “the rock and roll method,” which is basically a

solvent evaporation technique with controlled manual sample movement during evaporation of solvent from
lipid/solvent mixtures that produces well-oriented thick stacks of about 2000 lipid bilayers. Many lipid types have
been oriented using different solvent mixtures that balance solubilization of the lipid with uniform deposition of the
lipid solution onto solid substrates. These well-oriented thick stacks are then ideal samples for collection of both
X-ray diffraction data in the gel phase and X-ray diffuse scattering data in the fluid phase of lipids. The degree of
orientation is determined using visual inspection, polarizing microscopy, and a mosaic spread X-ray experiment.
Atomic force microscopy is used to compare samples prepared using the rock and roll method with those prepared
by spin-coating, which produces well-oriented but less homogeneous lipid stacks. These samples can be fully
hydrated through the vapor provided that the hydration chamber has excellent temperature and humidity control.

Key Words: AFM; hydration; mosaic spread; oriented lipid bilayers; polarizing microscopy; rock and roll
method; X-ray scattering.

1. Introduction
Lipid bilayers form the underlying structure of every plant and animal cell membrane

wherein, in general, they occur in a fluid, fully hydrated state. Whereas X-rayed, multilamel-
lar arrays of lipid bilayers produce sharp Bragg diffraction peaks only in the lower-tempera-
ture crystalline phases due to their well-ordered structure (1), fluid phase lipid bilayers
produce diffuse scattering in the fully hydrated state due to thermal fluctuations in the water
space between fluctuating bilayers (for a review, see ref. 2). The Nagle laboratory pioneered
a diffuse scattering technique that collects and analyzes two-dimensional (2D) diffuse X-ray
scattering from fully hydrated, fluid-phase lipid stacks oriented onto a solid substrate (3–5).
These data yield structural and material parameters about specific lipids, but require thick
samples (~4–10 µm) since diffuse scattering is weaker than sharp, Bragg diffraction peaks.
This chapter will present the step-by-step procedures of how to prepare oriented, thick bilayer
sample films and how to hydrate them.

The name “rock and roll method” derives from the popular culture; it was borrowed since
it describes well the procedure for making oriented stacks of lipid bilayers first published by
the lab in 1993 (6). The appropriate amount of dry lipid to form a 10-µm thick film (see Note 1
and Subheading 3.1., step 1) is dissolved in the appropriate solvent(s). The choice of sol-
vent(s) depends on the lipid chain length, unsaturation, backbone, and headgroup type, and is
crucial for the success of the films (see Subheading 3.1., step 3). The lipid solution is
poured onto one of the substrates (see Subheading 2., step 3), which is hand-rocked in four
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directions (N, S, E, and W), forcing the lipid solution to roll out to the edges of the substrate.
These actions subject the lipid bilayers to shear force, which helps them orient during evap-
oration of the solvent. The rock and roll procedure requires a large glove box to produce
defect-free films, because a solvent-rich vapor slows down the evaporation of solvent from
the films (see Subheading 3.3. and Note 2).

The rock and roll procedure is compared herein with two other methods that were previ-
ously used to form thin films (~20 bilayers):

1. A simple stationary solvent evaporation technique described in detail by Seul and Sammon (7)
(see Subheading 3.4.).

2. A “high-tech” method called spin-coating (8) (see Subheading 3.5.).

A third method published recently (9) that codissolves solid naphthalene with the solvents
and lipid, renders well-aligned and easily hydrated thick lipid films. However, it was deemed
unsuitable for the analysis because the resulting films contain many small holes, which pre-
clude an accurate estimation of the sample thickness.

2. Materials
1. Lipids: most lipids are purchased from Avanti Polar Lipids (Alabaster, AL) due to their

high purity and, more recently, low acyl-chain migration in mixed chain lipids. Occasionally,
novel lipids are synthesized for the Nagle lab by collaborators; these are checked by electrospray
ionization mass spectrometry to verify their purity. Lyophilized lipids are stored at –20°C in
their original vials in dessicators before use. The original vials are equilibrated at room temper-
ature for at least 15 min before opening to avoid condensation of water into the lipid, which can
lead to hydrolysis of chains. When stored and opened this way, the saturated chain lipids do not
degrade for many years, as verified using thin-layer chromatography (46:15:3,
chloroform:methanol:7 N NH4OH [v:v:v]), stained with molybdic acid stain (10).

2. Solvents: solvents are of high-pressure liquid chromatography grade; purity of the solvents
and cleanliness in forming the sample films are essential. Solvents are poured from the original
solvent container into disposable 20-mL glass scintillation vials, which are discarded after 1 d of
sample preparation.

3. Substrates: usually a 1-mm thick silicon wafer (100 face) cut to 1.5 × 3 cm2 is used. The size
of the wafer is cut to be the same as the size of the Peltier cooler (Melcor, Trenton, NJ) that
supports the silicon wafer during the hydration experiment, so that the sample is cooled evenly
(see Subheading 3.7.). The silicon wafers can be used with or without dopant. The first substrate
that was used with some success for gel phase samples was a glass microscope slide. Microscope
slides have the advantage that orientation can be checked easily using a polarizing microscope
(see Subheading 3.4.); however, the diffuse background from this substrate is large and not
easily subtracted from the fluid phase diffuse data. Alternatively, the substrate is a 3 × 3 cm2

piece of freshly cleaved 35-µm thick mica (Mica New York Corp, NY), which can be curved and
glued onto a cut, glass beaker. Another type of substrate is a thin (70 µm) 3 × 3 cm2 00 glass
cover slip (Precision Glass and Optics, Santa Ana, CA).

4. Water: nanopure water is used to hydrate the lipids from the vapor phase in a freshly cleaned
hydration chamber (described in Subheading 3.7.). Water purity and cleanliness of the chamber
are essential to reach full hydration.

3. Methods
3.1. Preparation of Samples

1. To calculate the mass of lipid required to make a 10-µm film, consider a 10-µm thick column
of many copies of a single lipid pair in a bilayer stack. Convert to number of molecular bilay-
ers by dividing by the thickness of a dried lipid bilayer (compare with ~60 Å for dried
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dipalmitoylphosphatidylcholine [DPPC]). Determine the total number of lipids in the film by
first multiplying the aforementioned number of bilayers by two, then dividing by the surface
area of a dried lipid (~50 Å2), and then multiplying by the total surface area of the substrate.
Then divide by Avogradro’s number to get moles, and multiply by the gram molecular weight
of the lipid to get grams of lipid. The actual thickness of these films measured by atomic force
microscopy (AFM) is slightly smaller than the calculated thickness, presumably because of
some collection of lipid near the edges of the substrate (11).

2. Weigh lyophilized lipid using an analytical balance and place the lipid (~4–10 mg, calculated as
aforementioned) into a disposable, small glass test tube. Disposable test tubes are used to assure
cleanliness. Add 100–200 µL solvent to the weighed lipid in the test tube in the glove box.
Agitate the tube to solubilize the lipid. The solvents required for each lipid were determined by
the method of trial and error, within the general guidelines that a hydrophobic solvent is needed
to dissolve the lipid, whereas an amphipathic solvent is needed to decrease the contact angle of
the lipid solution with the hydrophilic substrate, thus causing the solution to spread. Often one
solvent is not sufficient to both solubilize the lipid and cause the solution to spread on the sili-
con, mica, or glass surface. Listed below are the solvents or solvent mixtures (shown as volume
ratios), which were successful for each lipid in the lab. Results may vary across laboratories due
to relative humidity, temperature, and size (or lack) of the glove box (see Note 2). If the solvents
below do not successfully form a smooth-looking film to the naked eye on the first attempt, then
a different ratio may be used to redissolve the film.

3. Suggested solvents for specific lipids:
a. Dioleoylphosphatidylcholine (DOPC)—easiest lipid to orient. 2:1, 2.5:1, or 3:1 chloroform:

methanol, or 1:1 chloroform: trifluoroethanol (TFE).
b. Dilauroylphosphatidylcholine (DLPC)—difficult to orient. 1:1:1 chloroform:methanol:TFE.
c. Dimyristoylphosphatidylcholine (DMPC)—chloroform:TFE 1:1 or 2:1, chloroform:methanol

1:1 or 1.5:1, and neat isopropanol.
d. DiC15phosphatidylcholine—chloroform:methanol 2.5:1.
e. Dipalmitoylphosphatidylcholine (DPPC)—chloroform:methanol 2–3.5:1.
f. D,L-DPPC—chloroform:methanol 2:1.
g. DiC17phosphatidylcholine—chloroform:methanol 3:1.
h. Distearoylphosphatidylcholine (DSPC)—chloroform:methanol 2:1 or 3:1.
i. DiC19phosphatidylcholine—chloroform:methanol 2.5:1, methanol:carbon tetrachloride 5:1.
j. DiC20phosphatidylcholine—methanol:carbon tetrachloride 4:1.
k. DiC22phosphatidylcholine—methanol:carbon tetrachloride 4:1.
l. DiC24phosphatidylcholine—difficult to orient. Methanol:carbon tetrachloride 3:1 and chlo-

roform:methanol 2:1.
m. DSPC-Br4—chloroform:TFE, 1:1.
n. Dihexadecylphosphatidylcholine (DHPC)—chloroform:methanol 2:1.
o. Dierucoylphosphatidylcholine DiC22:1PC—chloroform:TFE, 1:1.
p. Palmitoyloleoylphosphatidylcholine (POPC)—chloroform:TFE, 1:1.
q. Dimyristoylphosphatidylserine (DMPS)—difficult to orient. TFE:toluene, 4:1, or neat toluene.
r. Dioleolyphosphatidylserine (DOPS)—chloroform:TFE, 2:1.
s. Stearoyldocosahexaenoylphosphatidylcholine—methylene chloride:methanol, 3:1.
t. Stearoyldocosapentaenoylphosphatidylcholine—methylene chloride:methanol, 3:1.
u. Dilaurylphosphatidylethanolamine (DLPE)—neat hexafluoroisopropanol in the hood (see

Note 3).
v. Myristoylpalmitoylphosphatidylcholine (MPPC)—chloroform:methanol, 2:1.
w. Myristoylstearoylphosphatidylcholine (MSPC)—chloroform:methanol, 2.5:1.
x. 1,2-Di-O-myristoyl-3-N,N,N-trimethylaminopropane (DM-TAP)—chloroform:methanol, 10:1.
y. Most mixtures combining DOPC, DPPC, DLPC, brain sphingomyelin, and cholesterol (raft

and super lattice mixtures)—chloroform:TFE, 1:1 (see Note 4).
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z. Mixtures with alamethicin and DOPC or DOPC-Br4—chloroform, then redissolved in chlo-
roform:TFE, 1:1.

aa. Mixtures with human immunodeficiency virus fusion peptide FP-23 and DOPC or
diC22:1PC—neat hexafluoroisopropanol, in the hood (see Note 3).

Salts can be added to any of the aforementioned lipid–solvent mixtures. Salts crystallize on
drying, yet they diffuse readily between bilayers on subsequent hydration (see Subheading 3.7.)
(see also ref. 12). In the glove box, close the test tube prepared with above-containing solvent
and lipid, with a silicone or neoprene stopper during the following preparation of the substrate,
so that the ratio of solvents does not change due to unequal evaporation. Rubber stoppers
should not be used as they are degraded by the solvents.

3.2. Preparation of the Substrates

The normal procedure is to simply bathe the Si wafers in chloroform in a glass Petri dish
inside the glove box; then, the wafers are rubbed with a cotton swab (see Note 5). This pro-
cedure not only cleans the wafer, but also fills the glove box with a chloroform-saturated
atmosphere. The Si wafers are sometimes rubbed with a Kimwipe in the final step to remove
any remaining residue, and any lint is carefully blown away with a small rubber bulb. When
mica is used, the 3 × 3 cm2 piece is freshly cleaved using a technique shown to the author by
Jacob Israelachvilli; this consists of wedging a fine gauge needle or pin into the edge of a
square of grade 2 mica to separate a thin layer of mica from the original slab, which is then
slowly teased away using a tweezer. The thickness should be about 35 µm (i.e., flexible
enough to become slightly curved, yet thick enough to contain lipid and solvent), with no
cracks or holes. The mica should be used within 1 or 2 h after cleaving to avoid dust collect-
ing on its surface.

The third substrate, i.e., 3 × 3 cm2 thin glass cover slips, should be cleaned with chloroform
swabbing as for the silicon wafer. At just 70-µm thick, these cover slips break easily, especially
during cleaning. The thin glass cover slip is useful for X-raying lipid samples through the back
of the glass at a 45° angle of incidence; the scattering from the sample is then totally unob-
structed by the substrate, which is not the case for a grazing angle of incidence on the silicon
wafer or curved mica. These substrates are then attached to the cap of a 20-mL disposable
glass scintillation vial using either sticky tack or clay (see Fig. 1). This method of attachment
leaves the sides of the substrate completely free, which is essential to allow surface tension and
hold the solvent solution on the top of the substrate. If the substrates are placed directly onto
a larger substrate, such as a microscope slide, the lipid–solvent mixture tends to run off at the
edges, due to a small contact angle of the lipid solution with the substrate.

3.3. Rock and Roll Method

When the author first began making films in the early 1990s, she tried to evaporate the sol-
vents in the hood, but rapid evaporation of the solvent caused many surface defects (a frosted
appearance) that were poorly oriented. Even working on the open lab bench close to an open
window or air conditioner caused the lipid surface to become “frosty” during evaporation of
the solvent. Therefore, investment in a suitable glove box is key for the success of this
method. The Nagle lab glove box is 8 ft3 made from 3/16 in. thick Plexiglas, with rubber,
gloveless ports for entry of hands. Humidity is monitored with a probe (Rotronics, Dallas,
TX), but not controlled. The humidity generally increases from about 40 to 70% relative
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humidity (RH) during the film formation, because of perspiration from human hands in the
glove box (see also Note 2).

In the glove box, the lipid in solvent is poured onto the substrate attached as described in
Subheading 3.2., with rocking and rolling (see Subheading 1.). As the sample dries, a higher
angle of rocking (up to 90°) may be required in order to induce the now-viscous solution to
move down the wafer. The rocking continues until the rolling of lipid in solvent over the sur-
face stops; at this point the substrate is removed from the sticky tack and placed onto a flat
surface in the glove box, which is why flat substrates work best (although the author has
also used a hanging drop rock and roll method on an inverted curved beaker). The entire
process takes about 5 min. Rotating the substrate on the sticky tack before detaching it
avoids breaking the thinner substrates. The film is left to dry for 1 d in the glove box and an
additional day in air on the lab bench or in a fume hood to assure complete removal of 
solvent (see Note 6).

3.4. Assessment of Orientation

After the sample on mica or glass cover slip has dried for at least 1 d on the lab bench, it
is first examined by eye; gross misorientation appears as large holes, crusted lipid, and a
frosted appearance. If there is no evidence of gross misorientation, the sample is examined
using an optical microscope under crossed polarizers as described by Asher and Pershan (13).
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Fig. 1. A silicon substrate (15 × 30 mm2) is attached through sticky tack (synthetic clay) to a 20-mL
scintillation vial. (Left) Side view, (Right) top view. The highly polished silicon surface appears
black in this photograph.
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If the film is completely smooth, well oriented, and homogeneous, there will be a uniform
black field under crossed polars. Any defects retard the light along the defect, which
results in loss of total cancellation of crossed polarized light, giving a bright spot or
streak. Many curious and astonishing structures have been observed by the author and her
students (see also Note 7). The sample in Fig. 2 was prepared by pouring DPPC solubi-
lized in 3:1 chloroform:methanol onto a cleaned glass microscope slide; this was rocked
briefly to evenly distribute the lipid solution over the substrate. It was then left to dry on the
lab bench without any further movement, similar to the procedure of Seul and Sammon (7),
except that the amount of lipid in this sample was for a 10-µm thick film. The visual
appearance of the film after drying on the lab bench is shown in Fig. 2A. The various parts
of the same film visualized under crossed polars in the optical microscope are shown in
Figs. 2B–D. A photograph of a sample prepared using the rock and roll procedure is shown
in Fig. 6.

Once the sample appears uniform under crossed polars, it can be X-rayed either in the
dried or hydrated state using the lab-rotating anode or during the synchrotron experiment.
The measurement of mosaic spread is obtained by rotating the flat sample in 0.005° steps
through a chosen Bragg θ angle. The Bragg peak intensity is measured and plotted vs angle
of rotation. This is fit with a Gaussian function, and the sigma of the Gaussian function is
reported in degrees as the mosaic spread. An example of a rocking scan to determine mosaic
spread is shown in Fig. 3.
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Fig. 2. (A) Visual appearance of a sample of DPPC dried from chloroform:methanol (3:1) onto a
cleaned, stationary glass microscope slide. (B–D) Defects observed using crossed polars in the optical
microscope on the far left side of the sample shown in A. The lipid in the center of the slide appeared
dark gray under crossed polars, i.e., fairly well oriented but not uniform. Lipid was not deposited on the
far right side of the slide. Results like these were the motivation for the rock and roll procedure.
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3.5. AFM to Characterize Uniformity and Smoothness of Sample Films

With the help of Justin Legleiter, a talented graduate student in Chemistry at Carnegie
Mellon University, the author used AFM to probe microscopic differences between lipid
films prepared using the rock and roll procedure, with those using spin-coating. Details
of the tapping mode AFM are presented in ref. 11. Many variables such as spinning
speed, method of application of the lipid in solvent (dropwise or stationary), concentra-
tion of lipid in solvent, and choice of solvent were attempted. The samples shown below
in this comparison study were deposited on 3 × 3 cm2 pieces of freshly cleaved mica and
the thicknesses were approx 200 bilayers. The AFM 3D and the phase images of a 1.1
mg DMPC sample dissolved in 100 µL TFE:chloroform (2:1), and prepared using the
rock and roll method are shown in Fig. 4A,B, respectively. Three steps of one bilayer
thickness are shown in the lower right-hand corner of both Fig. 4A,B. These are some-
times called edge dislocations. The corresponding images for a sample prepared by
spin-coating are shown in Fig. 4C,D. The sample was 0.94 mg of DMPC in 100 µL
TFE:chloroform (2:1), added drop-by-drop as the sample was spinning at approx 20g.
The main difference between the images in Fig. 4 is that in the spin-coated sample there
are many large holes, and several protrusions of one or more bilayers. Although the lipid
appears to be flat and well oriented in Fig. 4C,D, the film is less homogeneous and exten-
sive than that in Fig. 4A,B.

Another comparison of these two methods was carried out using the neat solvent, isopropanol,
first reported by Seul and Sammon (7). Figure 5A,B show the 3D and phase images of a
DMPC sample (1.2 mg DMPC dissolved in100 µL isopropanol) prepared by the rock and roll
method. The figure shows that the surface is quite smooth, with four extensive steps of one
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Fig. 3. Mosaic spread of a 10-µm thick DMPC sample oriented onto a silicon wafer. This rocking
scan was centered on the second order Bragg reflection from a lamellar stack of hydrated bilayers.
Each data point was collected at a separate angle of incidence. The half-width of the Gaussian fit
(solid line) is 0.08°.
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bilayer thickness each. For Fig. 5C,D, the DMPC was dissolved in 200 µL isopropanol,
placed onto the freshly cleaved mica and then spun at approx 20g until no more solvent
remained (about 2 min). As in the case of TFE:chloroform, the film prepared by the rock and
roll method is shown to be smoother, more homogenous, and more uniform. Another com-
parison using neat TFE gave the same result. A combined technique of rock and roll followed
by spin-coating during the final drying step resulted in less loss of material, but did not pro-
duce films of significantly better orientation than the rock and roll procedure alone, as
judged by polarizing microscopy.

An additional benefit of the rock and roll procedure, when compared with spin-coating, is
that no material is lost because of spinning; this result is particularly important when expen-
sive peptides are added to the films. Thus, these AFM studies show that (at least for films of
thickness ~200 bilayers) the rock and roll method produces better-oriented, smoother, and
more uniform films.
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Fig. 4. Tapping mode AFM of DMPC deposited from TFE:chloroform spin-oating (2:1) onto
freshly cleaved mica either by the rock and roll method (A and B) or by spin-coating (C and D). The
3D images have a 25-nm height range.
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3.6. Packing Samples

The sample on the 1.5 × 3 cm2 silicon wafer is then trimmed to a thin strip of 4 or 5 ×
30 mm2 long, by removing sample along both long edges of the silicon wafer using a fresh
single-edge razor blade, followed by wiping off any remaining lipid with a dry cotton
swab. One reason for trimming the samples is to remove lipid that may be less well ori-
ented near the edges of the wafer. The other reason concerns the X-ray experiment (5).
The trimmed samples are stored in multicompartment plastic boxes within a large glass
dessicator at 4°C. The samples are usually prepared 1–3 wk before a synchrotron trip, but
samples on all three substrates are quite stable for several months when stored in a dessi-
cator at 4°C. They are carried to the Cornell high-energy synchrotron source (CHESS) in
the dessicator in an ice-filled container. A picture of a sample prepared in this way is
shown in Fig. 6.
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Fig. 5. Tapping mode AFM of DMPC from isopropanol deposited onto freshly cleaved mica either
by the rock and roll method (A and B) or by spin-coating (C and D). Height ranges were 25 and
50 nm for 5A,C, respectively.
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3.7. Sample Hydration Through the Vapor

Hydration of lipid bilayers through the vapor phase has been difficult (14). To summarize
briefly, although it was possible to fully hydrate gel phase bilayers through the vapor
(6,15,16), it was at first impossible to hydrate through the vapor in the more biologically
relevant fluid phase (17,18). The seeming paradox (i.e., that the vapor above pure water is not
at 100% relative humidity even though it is in equilibrium with pure water) generated contro-
versy in several labs (19). The trick that worked in the gel phase was to cool the sample
relative to the surrounding vapor using a Peltier cooler under the sample substrate (6); how-
ever, this solution was not sufficient to condense the considerably higher water content into
a fluid phase lipid. The key to successfully hydrating a sample through the vapor was excel-
lent temperature control; when this is done, the vapor pressure paradox does not exist (19,20).
The researchers have been fortunate to be able to use two X-ray chambers for hydrating lipids
in the fluid phase. The details and pictures of these chambers are described in refs. 5 and 21
and will not be repeated in this chapter. One important design feature is a rapid flow to the
chamber of the coolant that is temperature-controlled by an external water bath. In addition,
thick or double walls (double 6-µm thick mylar windows for entry and exit of 
X-rays) and additional foam insulation on the outside of the chamber for extreme tempera-
tures (>50°C and <10°C) are needed. A final important feature is to add a water-filled piece
of filter paper (suggestion of Peter Rand) to the inside top of the chamber with fingers that
extend into the hydrating water reservoir. This increases the water evaporation surface and
helps to decrease hydration equilibration times. When the Peltier current under the sample is
set to cool the sample by 0.1°C relative to the hydration chamber temperature (5), hydration
at 30°C occurs in about 30 min. If a slower hydration is desired (as when collecting data at
many D-spacings within 10 Å of full hydration), a smaller current is used. The current can
also be reversed to slow down the hydration or slightly dry out the sample by heating the sur-
face of the Peltier in contact with the sample. Controlling the hydration speed and extent this
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Fig. 6. DPPC dissolved in chloroform:methanol (3.5:1) was oriented onto a silicon substrate using
the rock and roll procedure and trimmed as described in Subheading 3.6.
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way was a huge achievement, allowing data collection of many samples during a single trip
to CHESS.

The chamber uses flat samples, which are rotated during the X-ray data collection.
Alternatively, mica can be used as substrate (described in Subheading 2., step 3). The mica
with lipid sample is curved and glued onto a cut, 50-mL glass beaker. Devcon 5 min epoxy
and clamps are used to hold the mica in place during the drying of the epoxy. Since the sam-
ple is curved, all the angles of incidence that are obtained by rotating a flat sample can be
obtained in one scan at a grazing angle of incidence. The cut, glass beaker sits on a semicylin-
der of solid aluminum, which is in contact with the Peltier cooler (see Fig. 7). One small
drawback to using this sample is that there are several sharp and intense mica reflections that
are difficult to subtract out with a background scan, resulting in their inclusion in the final
data. However, as the diffuse background scattering from mica is very low, these sharp peaks
were found to be acceptable.

4. Notes
1. Thicker films up to 40 µm were attempted, but the mosaic spread, or degree of misorientation,

increased. Thinner films were tried (2 µm), but the intensity of diffuse scattering was reduced
substantially when compared with the reflectivity from the substrate and general background.
Films between 4 and 10 µm are a compromise between satisfactory X-ray signal-to-noise and
low mosaic spread. However, films less than 8 µm are sometimes not successful because there
is not enough lipid to cover the surface homogeneously.

2. When teaching the rock and roll method to colleagues, the author reached success only when a
suitable glove box was available. The use of a small, plastic disposable glove box was not
successful because the atmosphere in the glove box rapidly became too humid due to perspiration
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Fig. 7. DPPC dissolved in 2:1 chloroform:methanol is deposited onto mica, which is glued to a
cut, glass, 50-mL beaker. This is in contact with a curved aluminum holder; Dow heat sink compound
is normally spread under the beaker for better thermal contact during the hydration experiment.
There is a Peltier cooler under the sample (not visible); a second Peltier cooler is shown to the right
of the holder as a demonstration. An alternate sample holder for flat silicon substrates does not have
the semicylindrical aluminum piece.
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from the hands. The use of thin neoprene gloves is possible, yet somewhat awkward, given the
necessary manipulations. Even in a large glove box, the humidity sometimes rises above 80%
RH when gloves are not worn. If this occurs, then the ratio of the hydrophobic/hydrophilic sol-
vent should be increased: for example, chloroform:TFE, from 1:1 to 2:1.

3. Hexafluoroisopropanol’s label warns that it is dangerous to all organs. Wear neoprene gloves and work
with this solvent in the hood only. This procedure is different from use of the glove box described in
Subheading 3.3., but this solvent is unique in that it can produce quite uniform films while drying
quickly. This solvent is only successful for some lipids and should be avoided if possible.

4. Films formed from cholesterol mixtures are usually not as well oriented as phospholipids, but
the orientation of mixtures of lipids and cholesterol is improved by annealing at 10–20°C above
the main phase-transition temperature of the highest melting lipid. This is carried out in a humid
environment in an annealing chamber with a water-filled sponge attached above and below the
lipid sample for 6–12 h.

5. For cleaning the silicon wafers, the author has tried a chromic acid wash, followed by copious
rinsing with Barnstead/Thermolyne (Dubuque, IA) nanopure water, then an HCl wash, followed
by copious rinsing with Barnstead nanopure water, with or without a final step of swabbing with
high-pressure liquid chromatography chloroform using a cotton swab. The results are similar
with or without the two acid washes before the chloroform swabbing. The final step of chloro-
form swabbing imparts a slightly hydrophobic surface to the wafers, which is beneficial. On one
occasion the author tried to save time by using a solution of hot, concentrated Contrad (Decon
Labs, King of Prussia, PA). This is a basic surfactant solution that is used for washing glassware,
which was recommended by a colleague. This was nearly disastrous: the Contrad etched the
silicon wafer surface so that it lost its shine; this was not restored with a hydrofluoric acid dip,
as used for the removal of a silicon oxide layer. The mosaic spread from lipid samples prepared
on these wafers was worse than that with the normal chloroform swabbing technique, and there
was a large diffuse scatter from these substrates, similar to that from glass substrates. Therefore,
it is best not to aggressively clean the polished silicon wafer surface.

6. Some care is needed to master the rock and roll technique. The rocking should be slow and shal-
low at first, when there is still much of the solvent on the substrate. Excessive rocking at this
time can cause the lipid solution to fall off the edges of the substrate. The angle and speed of
rocking can be increased as the sample dries. Rocking too slowly at this time, or not forcing the
lipid solution to roll out to the edges of the substrate, produces a poorly oriented sample.

7. Defects can be described as volcanoes, feathers, tubules, squigglies, simple crosses, and fatty
streaks. If there is water present, a familiar “Maltese cross” appears because of the circular shape
of the multilamellar vesicles that retard the light in a radial fashion (22). If Maltese crosses are
observed, the sample is not well oriented and should be discarded. Simple crosses are more
prominent if the methanol content of the solvent mixture is too high, and squigglies and feath-
ers are more prominent when the chloroform content of the solvent mixture is too high.
Squigglies and feathers are more disruptive than a surface layer of methanol-induced simple
crosses. Another feature, termed “Grandjean terraces” and described nearly 100 yr ago (23),
looks like steps or plateaus (see Figs. 4A,B and 5A,B). These edge dislocations, unlike in the
thin films of Seul and Sammon (7), do not degrade the orientation of the sample, probably
because they are largely confined just to the outer surface of thick films.
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6

Nuclear Magnetic Resonance Investigation of Oriented Lipid
Membranes

Olivier Soubias and Klaus Gawrisch

Summary
31P-and 2H-nuclear magnetic resonance are widely used to study order and dynamics, but also orientation of

lipid bilayers at solid interfaces. Herein, the various techniques of orienting lipid bilayers at interfaces, the require-
ments for acquisition of nuclear magnetic resonance spectra, and the basic principles for spectra interpretation are
described. Preparation of two types of oriented bilayers is presented: multilamellar bilayers oriented at flat solid
interfaces and unilamellar tubular bilayers inside porous substrates. The latter bilayers are accessible from a bulk
water phase, which permits adjustment of pH, as well as delivery of proteins and ligands to the bilayer surface.

Key Words: AAO; 2H NMR; lipids; membranes; mosaic spread; oriented bilayers; 31P NMR; porous
aluminum oxide; solid state NMR.

1. Introduction
Solid-state nuclear magnetic resonance (NMR) spectroscopy provides valuable informa-

tion on structure, dynamics, and the phase state of lipid/water dispersions. Orienting mem-
branes with respect to the magnetic field direction yields considerable narrowing of the NMR
resonances equivalent to an increase in NMR sensitivity by one order of magnitude. Spatially
anisotropic NMR parameters like chemical shifts and quadrupolar interactions are easily
measured. The orientational dependence of these parameters is used to determine bilayer
alignment, and the effective magnitude of anisotropic interaction contains valuable informa-
tion on the lipid phase state, as well as of structure and dynamics of bilayers. In addition,
preparation of oriented bilayers is a necessity for many NMR experiments on peptide and
protein-containing membranes. Preparation methods for oriented samples, parameters for the
acquisition of NMR spectra, and instructions for interpretation of 31P- and 2H NMR spectra
are given.

Over the last 30 yr, a large number of laboratories have experimented with NMR on
oriented membranes (e.g., see the publications from the laboratories of K. Arnold, M. Bloom, B.
Bechinger, K. Beyer, M. F. Brown, E. J. Dufourc, K. Gawrisch, R. G. Griffin, G. Gröbner,
J. A. Killian, F. M. Marassi, A. Milon, S. J. Opella, A. Ramamoorthy, J. Seelig, F. Separovic, E.
Sternin, A. S. Ulrich, and A. Watts, just to mention a few). However, information on sample
preparation is typically written in fine print without much detail. Although the information in
this chapter is primarily based on the authors’ experience with NMR sample preparation, they
have benefited greatly from communicating with other laboratories on the subject matter. The
readers are also referred to Chapter 5.

From: Methods in Molecular Biology, vol. 400: Methods in Membrane Lipids
Edited by: A. M. Dopico © Humana Press Inc., Totowa, NJ
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2. Materials

1. Highly purified lipids dissolved in organic solvent or as dry powder. Polyunsaturated lipids that
are prone to oxidation must be dissolved in organic solvent with the antioxidant butylated
hydroxytoluene (BHT) added at a lipid/BHT molar ratio of 250/1 and sealed in ampoules. All
lipids must be stored in an ultracold freezer.

2. Use only ultrapure solvents: methanol, ethanol, chloroform, methylene chloride, 2-propanol,
1,1,1,3,3,3-hexafluoro-2-propanol, and fuming nitric acid.

3. Water for 2H NMR experiments must be deuterium-depleted (2–4 ppm 2H). For 31P NMR
experiments deionized water is sufficient.

4. Ultrathin microscope cover slips cut to the size of the flat coil NMR probe, for example,
9 × 8 × 0.07 mm3 (Paul-Marienfeld GmbH and Co., KG, Lauda-Königshofen, Germany).

5. Porous anodic aluminum oxide (AAO) filters, for example, 13-mm diameter, 0.2-µm nominal
pore size (Whatman International Ltd., Maidstone, England).

6. 100-µL Hamilton syringe.
7. Ultrasonification equipment (optional).
8. Solid-state NMR spectrometer with a proton resonance frequency of 300 MHz or higher,

equipped with a flat coil or large solenoidal coil probe. For 31P NMR experiments a dual reso-
nance 1H/31P probe is required; for 2H NMR on lipids with perdeuterated hydrocarbon chains a
single resonance, 2H NMR probehead is sufficient. Experiments on selectively deuterated mol-
ecules may benefit from using a dual resonance 1H/2H NMR probe that permits proton decou-
pling. 1H- and X-band amplifiers (1H: 0.1–1 kW, X-band: 0.3–1 kW). Preamplifiers rated for
high-power NMR experiments. A low-pass filter that stops the 1H decoupling frequency before
the preamplifier of the X-channel. The radio-frequency channels must have sufficient bandwidth
to guarantee a phase and amplitude distortion-free detection of spectral width of at least 200
kHz.

3. Methods
3.1. Preparation of Glass Slides

1. The cleaning must be performed in a fume hood. The person conducting the cleaning must wear
proper protective clothing and eye protection. Place 20–60 glass slides as single layer on the bot-
tom of a glass Petri dish or use a rack made of Teflon that holds the slides upright, and cover
them with fuming nitric acid. Cover the container and store the slides in acid for several hours.
Remove the slides from the acid and flush them repeatedly with deionized, 0.22 µm filtered
water to remove any traces of acid.

2. If a lipid–water dispersion is applied to the glass, the slides should be kept in deionized water
until used. If lipids are applied from organic solvent, slides should be dried in a dust-free envi-
ronment.

3. Align the slides flat in a suitable tray that limits the spread of liquids beyond slide boundaries,
for example, the cover of well plates.

3.2. Preparation of Oriented Bilayers From Organic Solvent

1. Dissolve the lipids in a suitable organic solvent (see Note 1) at a concentration of 10–20 mg/mL.
If lipids are stored in a solvent that is inappropriate for preparation of oriented bilayers, the sol-
vent must be removed in a stream of argon or very pure nitrogen gas generated from liquid nitro-
gen. For the removal of solvents use a rotating glass tube to spread the drying lipid as a thin film
over the glass surface. Very thin lipid films may dry well enough without application of vacuum.
Alternatively, samples must be further dried by application of high vacuum for 1 h. Use a cold
trap filled with dry ice or liquid nitrogen to trap solvent and pump oil vapors.

2. A total of 0.1–2 mg of lipid per cm2 of slide surface may be applied. Lower amounts of lipid
usually result in less mosaic spread of bilayer orientations. The solvent should be applied in
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20–50 µL/cm2 increments, for example, with a glass microliter syringe that has a bent needle
such that the solvent can be spread over the surface evenly. Dry the sample in air and repeat sol-
vent application until the desired amount of lipid per slide has been deposited. Lipids that are
prone to oxidation must be applied to the glass slides inside a glove box filled with an oxygen-
free atmosphere. This is conveniently achieved by flushing the glove box at high rate with nitro-
gen gas from a liquid nitrogen tank for gas use.

3. Depending on lipid layer thickness and solvent properties, it might be necessary to place the
sample into high vacuum for 1–2 h to remove remaining traces of solvent.

4. Hydrate the bilayers in an inert gas atmosphere with a relative humidity adjusted to 60–95%, for
example, by using concentrated salt solutions. For deuterium NMR experiments, salt solutions
must be prepared using deuterium-depleted water to avoid a strong 2HHO resonance.

5. Various procedures have been recommended to reduce mosaic spread of bilayer orientations, for
example, drying and hydrating samples repeatedly or annealing of samples at elevated temperature.

6. Stack an appropriate number of glass slides such that sensitivity requirements of the NMR
equipment are met. Membranes with very low mosaic spread, very sensitive NMR equipment,
and long acquisition times may afford as little as 0.1 mg of lipid per sample to achieve a reason-
able signal-to-noise ratio in the spectra. Lipid quantities in the low-milligram range yield good
signal-to-noise at acquisition times from minutes to 1 h even at somewhat increased mosaic
spread. Whereas a single slide may be sufficient for experiments on submilligram quantities of
lipid, larger quantities require stacking of slides. Difficulties with sample preparation increase
with the number of stacked slides.

7. Insert the stack of slides into an appropriate container that fits into the NMR coil, for example,
a flat glass cell with a silicon rubber plug that permits adjustment of humidity. Humidity may be
controlled by a concentrated salt solution in a separate region of the container or by strips of fil-
ter paper that were soaked in water. If an even pressure is applied to the stack of slides, for exam-
ple, by wrapping them with Teflon band, samples may be immersed in water. As a general rule,
mosaic spread increases with increasing bilayer hydration. Other types of containment have been
used as well, for example, samples were wrapped into several layers of parafilm or samples were
sealed in small polyethylene bags. However, the seal of any container may not prevent slow
evaporation of water, in particular, in experiments conducted over an extended period of time.

3.3. Preparation of Oriented Bilayers From Lipid Water Dispersions

There are frequent occasions when preparation of oriented samples from organic solvents
is not practical or undesirable. Under these circumstances samples may be prepared from a
dispersion of lipids in water.

1. Prepare a homogenous, monodisperse batch of liposomes, for example, by ultrasonication. The
following instructions were written for use of a Branson 250 sonifier (Branson Ultrasonics,
Eemnes, The Netherlands) coupled to a microsonifier tip: sonicate the vortexed dispersion of
membrane material at a duty cycle of 50% and power levels 4–5 for 15 min to produce a nearly
transparent solution of small unilamellar vesicles. Ultrasonication must be conducted at a tem-
perature slightly above the gel–fluid phase transition of the lipids. Because the dispersion heats
severely during sonication, this usually requires cooling of the dispersion, for example, in an
ice bath. Sonication is not advised for membranes prone to oxidation (e.g., unsaturated lipids),
and membranes containing certain proteins and peptides. In such cases, homogeneous prepara-
tions may be produced by repeated extrusion of the dispersion through polycarbonate filters
with pore sizes ranging 0.4–0.1 µm. Homogenous preparations of proteoliposomes can be also
achieved by diluting micellar solutions of lipids and protein with buffer below the critical
micellar concentration of the detergent and consecutive removal of the detergent by dialysis.

2. Remove large membrane particles and metallic shavings from the sonifier tip by gentle centrifu-
gation, for example, 5 min at 1000g.
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3. Spread an appropriate volume of the lipid–water dispersion on the slides to apply 0.1–2 mg of
lipid per square centimeter as described for the use of organic solvents. One mg of a typical
phosphatidylcholine per square centimeter yields a stack of approx 3000 bilayers.

4. Dry the slides in a gentle stream of dry nitrogen gas generated from a liquid nitrogen tank for
gas use.

5. Hydrate and pack samples as described in Subheading 3.2.

Oriented samples have been successfully prepared from very concentrated multilamellar
lipid water dispersions containing 50% water by weight. However, mosaic spread of such
preparations is likely to be higher. The homogenous lipid paste is evenly applied to a clean
slide, covered with a second slide, and the two slides are gently moved against each other
while applying moderate pressure. Excess lipid is removed from the edges. Samples may
contain a significant fraction of multilamellar liposomes with bilayers that are oriented at
random. Mosaic spread is reduced by cycles of hydration/dehydration and by annealing of
samples.

3.4. Preparation of Single, Tubular Lipid Bilayers From Liposomes 
Using Porous Substrates

1. Place two to five 13-mm diameter, porous AAO filters into a mini extruder (Avanti Polar Lipids,
Alabaster, AL) equipped with two 1-mL syringes or into a stainless steel thermobarrel extruder
(Lipex Biomembranes, Inc., Vancouver, BC, Canada) connected to a pressurized N2 tank (1).

2. Rinse the filters repeatedly with 1 mL of water at a rate of 10–20 mL/min. Flush syringes
with buffer.

3. Pass 1 mL of lipid/water dispersion (0.5–5 mg of lipid/mL) through the filters 5–15 times. Flush
syringes with buffer.

4. Flush the filters with 1–5 mL of buffer at a rate of 3–12 mL/min. For reproducibility and con-
venience this can be done with an infusion pump. The flushing removes any remaining lipo-
somes as well as multiple bilayers except for the last one at the cylindrical surface of AAO pores.

5. The outer filter may have some buildup of membrane material at the surface and is better not
used for NMR experiments. Every filter contains from 0.1 to 0.5 mg of lipid in tubular arrange-
ment. The long axis of tubules is oriented perpendicular to the filter surface. An appropriate
number of filters may be stacked and packed into a suitable container filled with buffer. The
mosaic spread of tubule orientations can be reduced by repeated freeze-thaw cycles.

3.5. 31P NMR

3.5.1. NMR Acquisition and Processing Parameters

1. Set up the solid-state NMR instrument in double resonance configuration with detection on the
31P NMR channel and decoupling on the 1H channel.

2. Orient sample with its bilayer normal parallel to the magnetic field, adjust temperature, tune, and
match both 31P- and 1H NMR channels. Samples with tubular bilayers in porous aluminum oxide
should be oriented with their tubule axis parallel to the magnetic field (filter normal parallel to field).

3. Acquire the free induction decay (FID) with a Hahn echo pulse sequence [(π/2) – τ1 – (π) – τ2 –
acquire] (2). The purpose of using an echo sequence is to delay acquisition of the 31P NMR
resonance signal past the decay of electronic ringing of the resonance coil and preamplifier cir-
cuits after the strong radio-frequency pulses. This ensures registration of resonance signals with-
out baseline distortions. Typical acquisition parameters are:

• Spectral width 500 ppm or higher.
• Spectral filter width 250 kHz or higher.
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• Acquisition with 2048 data points per FID or higher.
• Set the carrier frequency slightly outside the spectral region of resonances.
• Set τ1 to 20–100 µs to suppress the ringing of resonance circuits (shorter delay times are

desirable to avoid attenuation of signal components with short spin–spin relaxation times).
• Chose amplifier power level settings such that the π/2 pulses length is 5 µs or less to ensure

homogeneous excitation over the entire bandwidth.
• The delay time τ2 should be kept sufficiently short to start acquisition of data points well

before the echo maximum, which occurs approximately at τ1 after the π-pulse.
• Set the recycle delay time to at least three times the spin-lattice relaxation time (typically 1–5 s).
• Adjust the proton decoupling frequency to the resonances of lipid glycerol and polar head

methylene groups (~4.2 ppm).
• Adjust 5–25 kHz of proton continuous wave decoupling beginning with the π/2 pulse. A

higher decoupling field strength improves spectral resolution because of better suppression
of 1H–31P dipolar interactions but it raises sample temperature.

4. For processing, adjust data points in the FID by left-shifting, such that the signal starts precisely
at the echo maximum. This is easier to achieve when the data set has been acquired with a very
short dwell time, for example, 1 µs. Alternatively, the delay time τ2 may be used to fine adjust
the delay such that a data point coincides with the echo maximum; special software may be used
to interpolate the FID between data points to shift all data points of the FID by a fraction of the
dwell time. Such software is available from this laboratory on request.

5. Multiply the FID with an exponential window function to reduce noise, for example, by multipli-
cation with an exponential function equivalent to a line broadening of 10–100 Hz, and convert the
spectrum into the frequency domain by a Fourier transformation. To improve spectral resolution,
the number of data points of the acquired signal may be increased up to fourfold by “zero-filling.”

6. Phase-correct the spectrum using zero-order phase correction only. This requires that the FID
was properly left-shifted to begin exactly at the echo maximum and that any intensity from ring-
ing of resonance circuits has fully decayed by the time of the echo maximum. Success is deter-
mined by the flatness of the spectral baseline.

7. The chemical shift scale of 31P NMR spectra is typically reported relative to the signal of 85%
phosphoric acid. If an absolute calibration of spectra is required, a signal of phosphoric acid in
a capillary should be acquired using the same experimental setup. However, even with such pre-
cautions precision is usually ±1 ppm only.

3.5.2. Interpretation of Spectra

1. Quality of orientation—mosaic spread: the 31P isotope is a spin-1/2 nucleus with a natural abun-
dance of 100%. Its gyromagnetic ratio is approx 40% of the value of protons yielding a good
sensitivity. The shape of 31P spectra is dominated by a large anisotropy (orientation dependence)
of chemical shift (3). Therefore, 31P NMR is a very convenient tool for the investigation of lipid
alignment. In fluid (liquid crystalline) bilayers, lipids perform rapid diffusional motions about
the normal to the membrane surface. This motion generates a tensor of chemical shift with effective
axial symmetry (4). Lipid bilayers orient with their bilayer normal parallel to the field resonate at
σ| |, whereas bilayers orient with their normal perpendicular to the magnetic field resonate at σ⊥.
The difference (σ| | – σ⊥), called anisotropy of chemical shift, is typically 45 ± 5 ppm for fluid
lipid bilayers, and depends somewhat on the lipid species. Lipid dispersions with a totally ran-
dom orientation of lipid bilayers yield so-called powder spectra with low intensity at σ| | and high
intensity at σ⊥, as shown in Fig. 1A. The spectrum of oriented bilayers consists of a well-
resolved resonance with an orientation-dependent chemical shift that depends on bilayer orien-
tation according to:
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Fig. 1. (A) 31P NMR powder pattern for a spherical distribution of bilayer orientations as observed
for nonoriented multilamellar liposomes. (B) Perfectly oriented sample with the bilayer normal parallel
to the magnetic field: the linewidth is determined entirely by spin–spin relaxation, T2 (line
broadening = 0.7 ppm). (C) Same as in Fig. 1B but with a superimposed signal from randomly oriented
bilayers. The integral intensity (amount of lipid) in oriented and nonoriented bilayers is equal. The weak
resonance at high field is a good indicator for the presence of nonoriented material. (D) Resonance
signal of a sample oriented with the bilayer normal at 45° to the magnetic field. The sample
orientation has a mosaic spread described by a Gaussian distribution with a width of σ = 2.5°. (E)
31P NMR powder pattern representative of lipids in a nonbilayer, inverse-hexagonal HII phase. (F) Same
as in Fig. 1B with 80% of lipids in a lamellar phase (signal a) and 20% in a HII phase (signal b).
(G) 31P NMR spectrum of lipids in a cubic phase. In this phase, the anisotropy of chemical shift is
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where is the isotropic chemical shift and θ the angle between the normal to the lipid
bilayer and the magnetic field (5). The isotropic chemical shift of all phospholipids is within
a few parts per million of the resonance of 85% phosphoric acid. Bilayers oriented with their
normal parallel to the magnetic field (θ = 0) yield spectra similar to that shown in Fig. 1B.
Intensity to the right from this peak (see Fig. 1C) arises from nonoriented phospholipids (see
Note 1). The following imperfections of bilayer orientation are common: (1) a fraction of the
sample may have a random (spherical) distribution of orientations seen as a superimposed
powder pattern as shown in Fig. 1C (see Note 2) and (2) orientation of bilayer normals has a
mosaic spread (deviation from the mean orientation [see Fig. 1D] that broadens resonance
lines and may cause a line asymmetry. Mosaic spread of bilayer orientations is measured by
comparing the 31P linewidth obtained for the same sample oriented with its bilayer normal
parallel to the magnetic field (θ = 0) and oriented at an angle of 45° (6). The analysis requires
that contributions to the linewidth from magnetic field inhomogeneity are negligible (7).
Field homogeneity is improved by shimming and the use of magnetic susceptibility-matched
materials for slides, sample containers, and NMR coils. As a rule of thumb, the lines broaden
by 0.045 × ∆σ (ppm) per degree of mosaic spread at a bilayer orientation of 45° to the mag-
netic field. A more precise value of broadening is obtained by fitting the lineshape to models
of mosaic spread. A program for such calculations is available on request.

2. Nonlamellar lipid phases: 31P NMR is well suited for detection of fluid, nonlamellar lipid
phases. Lipids in the inverse hexagonal phase (HII) in addition to fast axial reorientation undergo
reorientation from lateral diffusion over the perimeter of the tubular structures. This additional
motion reduces anisotropies of chemical shift by a factor of –1/2 yielding the powder pattern
shown in Fig. 1E (8). The tubules of the hexagonal phase typically orient with their long axis
parallel to the glass surface. If glass slides are oriented with their normal parallel to the magnetic
field, the fraction of lipids in the hexagonal phase yields a single resonance at as shown
in Fig. 1F, resonance b. The hexagonal phase resonance has an angular dependence given by:

where is the angle between the long axis of the HII phase cylinders and B0 (see Fig. 1E) (5).
Lipid–water dispersions may also form cubic phases, an interwoven network of aqueous

channels, and highly curved lipid bilayers. The lipids in cubic phases reorient at random to
the magnetic field on lateral diffusion in the layers, leading to an isotropic 31P NMR signal
(see Fig. 1G) (Note 3).

3.6. 2H NMR

3.6.1. Acquisition and Processing NMR Parameters

1. Set up the solid-state NMR instrument in single resonance configuration with detection of the
2H NMR frequency.

2. Select a quadrupolar echo pulse sequence [(π/2)x – τ1 – (π/2)y – τ2 – acquire] (9). The first pulse
turns magnetization into the x–y plane of the rotating frame coordinate system. Magnetization
spreads rapidly under the influence of the strong interaction between the electric quadrupole
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Fig. 1. (Continued) completely averaged out, resulting in a single resonance peak at s(simulated
with a width at half height of 0.33 ppm). The spectra were simulated with identical integral intensity.
The y-axis of spectra A, E, and G is scaled as indicated.

σ iso
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moment of the 2H nucleus and the electric field gradients in C–D bonds. The second, phase-
shifted π/2 pulse refocuses the quadrupole interaction after the delay time τ2. As for the Hahn
echo in 31P NMR, the delayed acquisition avoids baseline distortions.

3. Place the 2H-carrier frequency of the instrument exactly at the center of the quadrupolar splitted
resonances. Typical acquisition parameters are:

• Spectral width 200 kHz or higher.
• Filter bandwidth of 500 kHz or higher.
• Dwell time equal to 2.5 µs or less, τ1 between 30 and 100 µs, τ2 <τ1 so that the acquisition 
of the FID begins well before the quadrupolar echo.
• 4096 data points per FID or higher.
• Recycle delay of 250 ms or longer.
• The π/2 pulses must have a duration of 5 µs or less to ensure homogeneous excitation over

the entire spectrum.

4. As for 31P NMR, it is critical that data points in the FID are left-shifted before Fourier transforma-
tion, such that the first data point coincides precisely with the echo maximum (10). Special soft-
ware with tools for computer-aided adjustment of the data points to the echo maximum as well as
for automatic phase adjustment is available on request (see Fig. 2E,F) (see also Chapter 8).

5. Multiply the FID with an exponential window function equivalent to a line broadening of
50–200 Hz to reduce noise. For improvement of spectral resolution, the number of data points
in the FID may be increased up to fourfold by “zero-filling.”

6. Convert the signal to the frequency domain by a Fourier transformation.
7. Phase-correct the spectrum using zero-order phase correction only.

Resolution of quadrupolar splittings of selectively 2H-labeled lipids may improve by appli-
cation of proton-noise decoupling beginning with the first π/2-pulse of the sequence. A
decoupling field strength of 5–25 kHz should be applied. Higher values of the decoupling
field strength may raise the sample temperature.

3.6.2. Orientation Dependence of 2H NMR Spectra, Order Parameters

The 2H-isotope has a spin-quantum number 1, and therefore, belongs to the class of nuclei
with an electrical quadrupolar moment. Its Larmor frequency is six and a half times lower than
the value for protons resulting in low NMR sensitivity. As the 2H-isotope occurs with a natural
abundance of only 0.015%, lipids must be selectively or uniformly labeled to yield a resonance.
The 2H NMR resonance consists of a doublet whose splitting depends on the strength of elec-
tric interactions between the electric quadrupole moment of the 2H-nucleus and the internal field
gradients in 2H–C bonds. In an analogous manner to the 31P-chemical shift, the 2H-quadrupolar
splitting is also strongly dependent on the alignment of bilayer normals to the magnetic field.
Unoriented liposomes yield powder spectra as shown in Fig. 2A. The two maxima in the pow-
der pattern stem from lipid bilayers that are oriented with their normal perpendicular to the mag-
netic field. The separation between these maxima is called quadrupole splitting (∆νQ), and is a
very sensitive measure of the motional freedom of the corresponding 2H–C bond (11). The
angular dependence of the quadrupolar splitting is calculated according to:

where = 250 kHz for a methylene group, SCD is the C–D bond-order parameter,
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Fig. 2. (A) 2H NMR spectrum of a single deuteron in bilayers oriented at random to the magnetic
field. The distance in Hertz between the two maxima is called quadrupolar splitting, ∆νQ. (B) 2H
NMR spectrum of nonoriented, multilamellar liposomes is made up of 18:0(d35)-22:6n3PC with a
perdeuterated sn-1 chain at 35°C in 50 wt% deuterium depleted water. (C) 2H NMR spectrum of ori-
ented bilayers of 18:0(d35)-22:6n3PC with the bilayer normal perpendicular to the magnetic field.
Temperature and hydration conditions are the same as in Fig. 2B. (D) 2H NMR spectrum of oriented,
single bilayers of 18:0(d35)-22:6n3PC at 35°C in AAO filters. The normal-to-filter surface is oriented
parallel to the magnetic field. (E,F) Simulation of a “bad” adjustment of the echo maximum before
Fourier transformation. In (E) and (F) the echo maximum was shifted by –1 and +1 µs, respectively.
Even such a small deviation has a significant influence on the appearance of spectra. Please note the
upward and downward tilts of the baseline.

and θ is the angle between the normal to the lipid bilayer surface and the magnetic field B0.
In fluid lipid bilayers, the maximal possible splitting of 250 kHz is typically reduced to
values of less than 70 kHz by fast lipid motions. This reduction is expressed in terms of an
order parameter, SCD (12). Figure 2B shows a typical 2H spectrum of lipids with perdeuterated
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Fig. 3. Top-scanning electron micrograph of highly porous AAO filters. The average pore diameter
is 200 nm. (Bottom A) A model for lipid adsorption consistent with the NMR data shown in Fig. 1D.
The lipids adsorb as wavy tubular bilayers. According to the 2H NMR and 1H-MAS NMR experi-
ments, these tubules possess undulations with a radius of curvature of 100–400 nm. Pockets of water
with an average thickness of 3 nm are trapped between the tubules and the AAO surface. (Bottom B)
Illustration of the shape of the lipid bilayer tubules inside the AAO pores. Such lipid cylinders with
variable diameter have lowest free energy when they belong to the family of surfaces with constant
total curvature called Delaunay surfaces (see ref. 1 for details).
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hydrocarbon chains in fluid bilayers that are oriented at random to the magnetic field.
The spectrum is a superposition of orientation-dependent quadrupolar splittings, one for each
carbon of the acyl chains. The 2H NMR resonances of oriented bilayers with low mosaic
spread are a superposition of well-resolved doublets, one doublet for each deuterium labeled
carbon (Fig. 2C,D).

Phospholipids are conveniently deuterated at specific sites in the polar head group or at one
or both hydrocarbon chains. The magnitude of headgroup-order parameters is a sensitive
measure of headgroup orientation (13), whereas chain-order parameters are very sensitive
measures of effective chain length and lateral area per lipid molecule (14). 2H NMR is used
to probe not only the level of mosaic spread of bilayer orientations, but also the changes in
bilayer structure and dynamics from addition of cholesterol, amphiphilic drugs, peripheral
and integral membrane peptides, and proteins. Phase transitions of the lipid matrix are easily
detected by 2H NMR: order parameters (SCD) increase drastically on the transition into gel-
and crystalline phases and resolution decreases. In contrast, a transition to nonlamellar fluid
phases reduces order parameters (see Note 4) (10).

4. Notes
1. Solvent properties have a strong influence on the spreading and morphology of lipid films at

solid interfaces. The differences arise from changes in interface energies between the lipid solu-
tion/suspension and air as well as the lipid solution/suspension and the solid support. Solvents
are selected according to their ability to solubilize lipids as well as their vapor pressure, which
is responsible for their rate of evaporation.

2. Integral intensity of the randomly oriented liposomes in this example is equal to the inte-
gral intensity of oriented bilayers, but signal height of well-oriented bilayers exceeds sev-
eralfold the signal height of nonoriented bilayers. Therefore, the presence of substantial
amounts of nonoriented bilayers in the spectra is frequently overlooked. Detection of the
nonoriented fraction of bilayers requires a flat baseline and a good signal-to-noise ratio of
the spectra.

3. Other arrangements of lipids may be responsible for appearance of an isotropic 31P NMR reso-
nance as well (e.g., spontaneous formation of liposomes with diameters of 100 nm or less, for-
mation of micelles, or lipid hydrolysis).

4. 2H-labeling of lipids does not change lipid conformation and motional properties. However,
there is a small effect from deuteration on the strength of hydrogen bonds and on phase-transition
temperatures. For example, chain perdeuterated DPPC has a gel–fluid phase transition at Tm =
37°C, whereas protonated DPPC has a Tm = 41.5°C. As rule of thumb, the main phase-transi-
tion temperature of lipids is lowered by 2°C per deuterated hydrocarbon chain.
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7

Molecular Dynamics Simulations as a Complement to Nuclear
Magnetic Resonance and X-Ray Diffraction Measurements

Scott E. Feller

Summary
Advances in the field of atomic-level membrane simulations are being driven by continued growth in computing

power, improvements in the available potential energy functions for lipids, and new algorithms that implement
advanced sampling techniques. These developments are allowing simulations to assess time- and length scales
wherein meaningful comparisons with experimental measurements on macroscopic systems can be made. Such com-
parisons provide stringent tests of the simulation methodologies and force fields, and thus, advance the simulation
field by pointing out shortcomings of the models. Extensive testing against available experimental data suggests that
for many properties modern simulations have achieved a level of accuracy that provides substantial predictive power
and can aid in the interpretation of experimental data. This combination of closely coupled laboratory experiments
and molecular dynamics simulations holds great promise for the understanding of membrane systems. In the follow-
ing, the molecular dynamics method is described with particular attention to those aspects critical for simulating
membrane systems and to the calculation of experimental observables from the simulation trajectory.

Key Words: Correlation function; force field; lipid bilayer; molecular dynamics; simulation; modeling.

1. Introduction
The molecular dynamics (MD) method, as most typically applied to lipid bilayers, is based on

the solution to the equations of motion for a set of particles representing each of the atoms in the
system. The most straightforward implementation is to solve the Newtonian equations of motion,

(1)

where m and Fx are the mass and x component of force, respectively. Equivalent expressions
for y and z are also included for each of the N atoms. Starting from an initial set of coordi-
nates and velocities, the forces on each atom are calculated from the derivatives of the empir-
ical potential energy function (U) described in the Subheading 2.

Equation 1 cannot be solved analytically but its numerical solution is straightforward, at
least when compared with typical coupled nonlinear differential equations encountered in the
physical sciences. A particularly simple algorithm, obtained from a Taylor’s series expansion
around x(t), is the Verlet algorithm (1)
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which gives the position of each atom based on the current position and force along with the
previous position. Notice that the velocities are not needed to calculate the tra-
jectory. However, they are used for the calculation of the kinetic energy and the pressure.
There are several variations on the basic Verlet algorithm; examples are “leapfrog Verlet” and
“velocity Verlet” (2). All generate identical trajectories in the microcanonical ensemble, but
differ in the definition of the velocities. In the simulation literature, the statistical mechanical
ensemble that is generated in the simulation is typically referred to by a shorthand notation
indicating those variables that are held constant. For example, the microcanonical ensemble
is often termed “NVE” to designate that the particle number (N), volume (V), and internal
energy (E) are constant. The definition of velocity becomes important when implementing
algorithms for MD in the canonical (NVT) or isothermal–isobaric (NPT) ensembles. These
methods, which have gained widespread use in the simulation of bilayer systems, modify the
equations of motion given by Eq. 1 to maintain the temperature and/or pressure at a fixed
value. Most groups have adopted the “extended system” formalism, originally developed by
Andersen (3) for constant pressure MD. An additional degree of freedom (df) is added to the
simulation, corresponding to the volume of the cell, with the force acting on this added df
being determined by the difference between instantaneous and applied (target) pressures. For
a cubic simulation cell, the equations of motion become

(5)

where W is the “mass” parameter for the extra df (this df is often referred to as the piston).
The value of the mass does not influence equilibrium properties but does affect the rate at
which the system responds to the pressure imbalance. As a practical matter, the mass must be
sufficiently small that the system can respond on the MD time-scale; however, very small
masses may lead to unphysical oscillations with frequency proportional to W

1⁄2. Extensions to
Andersen’s method have been described, allowing the use of noncubic simulation cells (4),
the addition of a constant temperature df (5), and the control of oscillations by means of a
Langevin equation (6).

The application of constant pressure MD to lipid bilayers is complicated by the
anisotropic nature of the system. In contrast to a simulation of pure water or a neat alkane
where only the size of the cell need varies, the dimensions in the directions, lateral (x and y)
and normal to the membrane (z) must change independently because of the large differ-
ences in compressibility. Macroscopic membrane thermodynamics suggest that bilayer ten-
sion, which is proportional to the difference between pressure in the normal and lateral
directions, must be zero at equilibrium because the system is at its free energy minimum
with respect to surface area (7). Thus, it has been argued that an isotropic pressure tensor
(e.g., Pxx = Pyy = Pzz = 1 atm) should be applied in a lipid bilayer simulation with the lat-
eral and normal simulation cell dimensions allowed to adjust independently. In such a sim-
ulation, the molecular surface area adjusts freely and can be compared directly with
experimental estimates from X-ray or nuclear magnetic resonance (NMR) measurements.
Unfortunately, several complications have arisen in the application of this approach.
Several groups have observed that the membrane tension/molecular surface area is influ-
enced by the number of lipid molecules in the simulation cell (8,9). An explanation for this
finite-size effect in terms of artificial periodicity imposed by the boundary conditions has
been presented (8,10).
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An alternative explanation for the failure of most force fields to give the correct molecular sur-
face area in a constant pressure simulation is that the potentials are simply not accurate enough
to give the correct lateral pressure. There are two challenges in developing a force field for con-
stant pressure simulations of lipids. The first is a general problem inherent even in isotropic sys-
tems, namely that the pressure is computed as a small difference between two large terms,

(6)

where the first term gives the kinetic energy contribution to the pressure, whereas the summation
referred to as the virial (2), describes the interactions between atoms. Using water as an illustra-
tion, the kinetic energy contribution is approx 4000 atm at room temperature. Ideally, this huge
term is almost entirely balanced out by the virial contribution to give a total pressure of approx
1 atm when the simulation is carried out at the correct density. However, to determine the forces
with such accuracy is a challenging task and small errors in the force contributions to the virial
by just a few percents can lead to pressures that are tens or hundreds of atmospheres in error.
Subtle differences in simulation methodology are sufficient to induce these large changes in the
pressure; for example, one of the motivations behind reparameterization of the popular TIP4P
water model was that, the widespread adoption of accurate Ewald summation methods for the
calculation of the Coulombic force resulted in calculated pressures that were significantly differ-
ent from those calculated using truncation methods as had been used in the original parameter
development (11). Although these uncertainties in the calculated pressure calculation appear
huge, their effect on molecular volumes is modest, because of the relative incompressibility of
liquids (e.g., a 200 atm change in pressure produces only a ~1% shift in density).

A second challenge for constant pressure simulations of lipid bilayers is the nature of the
local tangential pressure. The pressure in the plane of the membrane (PL) is not uniform, but
a function of position along the membrane normal: PL = PL(z). Thus, the lateral pressure
computed from the simulation is an average over a strongly varying function of position.
Recent computations of the lateral pressure profile show variations of thousands of atmos-
pheres over the thickness of the membrane (12–14). An example profile (Fig. 1) shows that
a near-zero bilayer surface tension is obtained from the cancelation of large terms of opposing
signs. The large negative pressure, arising from the water–alkane interfacial tension is
balanced out by the positive chain pressure, and to a lesser extent, by headgroup repulsions.
A decomposition of the lateral pressure into entropic and enthalpic components by Lindahl
and Edholm (12) showed a similar cancelation of large terms of opposing sign.

2. Force Fields
The energy function (U) is central to the method of MD simulation. All interactions, both

intra- and intermolecular, must be faithfully represented by an empirical function of the atomic
coordinates. In principle, U may take on any form; however, as a practical matter it should be
differentiable (to analytically determine forces) and must contain a sufficient number of
parameters to accurately describe the potential energy surface without having more parame-
ters than those that can be reasonably estimated. Popular programs for biomolecular simula-
tion such as chemistry at HARvard molecular mechanics (CHARMM) (15), assisted model
building with energy refinement (AMBER), and GROningen molecular simulation (GROMOS)
typically contain intramolecular terms for bond lengths, bond angles, and torsion angles, and
intermolecular terms representing Coulombic and dispersion interactions. In the following,

P k T f r= − ⋅∑ρ B

v v
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a brief description of the energy function used within CHARMM is given; the format of the spe-
cific force field used in a simulation is usually given (or should be given) within the methods
sections of an article. For a more complete description of phospholipid parameter set develop-
ment, the reader is referred to ref. 16.

The bond energy is represented by a harmonic function of the difference between instan-
taneous and equilibrium bond length.

(7)

Notice that in CHARMM a nonstandard definition of the force constant is used to elimi-
nate multiplications, such subtle differences often make it difficult for a direct comparison of
force field parameters. Values for l0 and kb are typically fit to reproduce equilibrium geome-
tries and vibrational frequencies of simple model compounds. For example, parameters for
the alkyl chains in the lipid bilayer might be determined by fitting the parameters to the
experimental geometry and frequencies for butane. The bond angle energy, also typically rep-
resented by a quadratic function, depends on the difference between the instantaneous and
equilibrium values of the bond angle.

(8)

As with the bond length, parameters for the bond angles are fit to reproduce equilibrium
geometries and vibrational frequencies. Within the CHARMM potential energy function an
additional function, the Urey–Bradley term,

(9)

is included to obtain a satisfactory description of the vibrational modes. This contribution is
a quadratic function of the distance between atoms separated by two chemical bonds; thus, it
depends on the two bond lengths and the bond angle between the atoms.
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Fig. 1. Lateral pressure as a function of position along the bilayer normal.
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One of the most critical components of the potential energy function for chain molecules
such as lipids is the torsional potential. The torsional potential is often represented by a
Fourier series in the dihedral angle (φ):

(10)

Two terms, one with n = 1 and a second with n = 3 (both with φ0 = 0), are sufficient to
produce a torsional potential energy surface, typical of alkanes, with two local minima
corresponding to the gauche conformations and a global minimum at the trans position.
Appropriate choices of φ0 and n can similarly produce energy surfaces for rotation around
double bonds. However, the barriers to rotation are typically too large to be sampled in an
MD simulation making energy differences between conformers less important. In addition to
the bare torsional potential (Eq. 10), the potential energy surface is also influenced by
Coulombic and dispersion interactions between atoms separated by three or more chemical
bonds. These “1–4” interactions are omitted or scaled from their full strength in many param-
eter sets but are not modified in the CHARMM lipid parameter set. The dihedral parameters
are generally fit to reproduce conformational energy differences, for example, between
gauche and trans, and rotational barrier heights. These energies are obtained from a combi-
nation of experimental data and ab initio quantum mechanical calculations. Figure 2 gives
the potential of mean force for rotation about the central dihedral of the palmitic acid chain
of dipalmitoylphosphatidylcholine (DPPC). This parameterization includes four cosine terms fit
to high-level ab initio results (17). The bare torsional potential (Eq. 10) is included in Fig. 2 for
comparison along with the complete butane potential energy surface. From this figure, it is
clear that the 1–4 interactions contribute significantly to the potential energy surface, and that
parameterizations neglecting these interactions will, by necessity, use a very different bare
torsional potential energy function. From the butane energy surface the difference between
trans and gauche states is 0.63 kcal/mol, and from the DPPC distribution a gauche fraction of
23% is obtained. Both are in good agreement with experimental estimates from IR spec-
troscopy. The current CHARMM lipid force field utilizes an improved alkane torsional

U k n( ) [cos( ) 1]0
dihedrals

ϕ ϕ ϕϕ= − +∑
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Fig. 2. Torsional energy surface for rotation around a single bond in a saturated chain.
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potential, fit by considering results (well depths and barrier heights) from a number of short
alkanes (18,19). Their demonstration of the influence of the conformational state of adjoin-
ing dihedrals on the alkane torsional surface points out that the force field development
process is a continual exercise, ideally leading to a constant improvement arising from addi-
tional goal data against which the models can be tested.

The remaining terms in the potential energy function describe intermolecular forces. The
dispersion or van der Waals interaction is modeled using the Lennard–Jones 6–12 potential:

(11)

where ε is a measure of the attraction between atoms and σ is determined by the atom sizes.
Lennard–Jones parameters are typically determined by carrying out condensed phase simu-
lations and adjusting the parameters to reproduce experimental densities and heats of vapor-
ization. Experimental data from crystal structures of lipids (or lipid fragments) as well as
liquid state properties of neat alkanes, have been frequently used in developing appropriate
parameters for lipid sets. The double summation in Eq. 11 is formally over all intermolecu-
lar pairs, and over intramolecular pairs separated by more than two chemical bonds. However,
in practice the summation is truncated, so it only includes atom pairs separated by a distance
smaller than the cutoff radius (rc). The short-range nature (r−6) of these interactions allows
cutoff radii in the range of 8–14 Å to be used with relatively small errors introduced into the
forces. To further reduce these errors, it is common practice to use termination functions that
smoothly bring the interaction to zero over the outermost 1–2 Å of the cutoff sphere, thus
removing discontinuities in the potential. Energies and pressures can be corrected for the neg-
lect of long-range van der Waals attraction (2) using a continuum approximation for the
region outside (rc). However, until recently these were rarely applied in membrane simula-
tions because the anisotropic structure makes the use of these methods awkward. A recent
article describing the implementation of a long-range correction to the pressure addresses
these issues (20).

The final term in the CHARMM energy function accounts for Coulombic interactions
between nonbonded atoms,

(12)

where q is the partial charge assigned to each atom. This term is crucial for a successful
description of lipid bilayer structure because of the strong headgroup–headgroup,
headgroup–solvent, and solvent–solvent interactions, all of which contain a large electrostatic
component. Assignment of atomic partial charges is often based on ab initio calculations.
However, some investigators have found it necessary to scale the charges up or down in order
to obtain stable bilayer simulations.

In addition to experimental dipole moments and aqueous heats of solvation, the
CHARMM force field charges are also determined by ab initio calculations, but in a very
different manner. Complexes formed from small model compounds (e.g., tetramethylammo-
nium) and water were studied through quantum mechanics to determine the intermolecular
potential energy surface. The charges were subsequently adjusted to fit the empirical energy
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surface to the quantum mechanical result. This approach emphasizes the importance of
lipid–solvent interactions in the parameterization. Simulations of the alkane–water interface
tested the hydrophobic interaction between water and the hydrocarbon core of the membrane.
These simulations allow direct evaluation of the surface tension and provide an especially
sensitive test of intermolecular potentials. Simulations of water/octane and water/1-octene
using the CHARMM force field produce surface tensions in good agreement with experiment
and are able to reproduce the surface tension lowering because of unsaturation (21).

The evaluation of Coulombic interactions is an important methodological issue in mem-
brane simulation. In the periodically replicated simulation cell generally used for bilayer sim-
ulations, the double summation in Eq. 12 formally includes all atoms and their periodic
images (an infinite sum). In contrast to the Lennard–Jones potential with its rapid r–6 conver-
gence, truncation of the r–1 electrostatic potential can lead to severe artifacts in an MD sim-
ulation. The most common effect is an increased structure induced by force truncation: for
example, the decay length for orientational ordering of water at the DPPC membrane inter-
face increased 50% when spherical truncation at rc = 12 Å was used (22). More recently, a
severe dependence of the surface area on the method of electrostatic force calculation was
shown by Patra et al. (23).

Many techniques have been developed to minimize the errors using termination functions,
whereas some researchers have used algorithms that modify the interaction pair list. For example,
the intermolecular interactions can be evaluated based on distance between molecules, rather
than atoms, to insure that forces are calculated between electrically neutral groups. Membrane
simulations have also been designed such that hydrocarbon–hydrocarbon interactions are trun-
cated at relatively short distances (~9 Å), whereas headgroup–water interactions were calcu-
lated over a much longer range (20 Å). However, the most reliable approach appears to
be the use of Ewald summation techniques. The Ewald method breaks the summation in
Eq. 11 down into two summations: a short ranged term that is summed in real space to rc ~10 Å,
and a second term that is calculated in reciprocal space (taking advantage of the periodic
nature of the system). The high accuracy of the Ewald summation comes with a large com-
putational expense that scales approximately as N2 (making it costly for large systems such
as hydrated bilayer membranes). An improved algorithm now used in almost all membrane
simulations, the Particle Mesh Ewald method (24), relies on fast Fourier transform meth-
ods to determine the reciprocal space summation, and is sufficiently fast for use in bilayer
simulations.

3. Experimental Observables
The product of the MD computer experiment is a set of atomic coordinates as a function

of time, typically stored to disk with a frequency of approximately once per picosecond.
Thus, a 10-ns simulation produces an ensemble of 10,000 system configurations. Various
properties can be obtained from this trajectory; for example, positions and functions of posi-
tions such as distances or orientations, properties of the entire system such as the volume or
surface area, or energetic quantities such as the van der Waals attraction between two groups
of atoms. If the quantity of interest is denoted by A(t), to make explicit that the properties
sampled in the MD simulation are functions of time, then assuming that the simulation
is sampling the correct equilibrium distribution:

A A tobs ( )=
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where Aobs is the macroscopic observable that would be measured in the laboratory and the
brackets denote an average over time. An example of a time average from the simulation that
could be compared directly with experiment is the deuterium order parameter (SCD). The
ergodic hypothesis will be fulfilled so long as the simulation is sufficiently long to explore
the phase space of the system, i.e., to sample a sufficient number of representative conforma-
tions. How long might this be? The answer will depend on the property one wishes to meas-
ure. As an example, transitions between torsional states occur as often as 100 times per
nanosecond for chain dihedrals near the terminal methyl end of the lipid, but less than once
per nanosecond for certain torsions in the glycerol regions.

To quantify how rapidly A(t) is fluctuating it is useful to calculate the autocorrelation func-
tion defined as:

where the average is over all t′. The values of the correlation time at t = 0 and t = ∞ give the
average of the squares of the time series elements and the average of the elements themselves,
respectively:

and

It is often more convenient to work with the normalized autocorrelation function, denoted
here as C(t). To obtain the normalized autocorrelation function, first the plateau value is
subtracted , resulting in a function, which goes to zero at long times. After subtracting this
quantity, the zero point in the function is:

Thus, if the correlation function is divided by the square of the standard deviation after
subtracting the square of the mean, the normalized autocorrelation function is obtained:

(13)

Examples of normalized correlation functions, for the state of a dihedral angle in a
saturated fatty acid and in a polyunsaturated fatty acid, are given in Fig. 3.

The rate of decay of the correlation function can be further quantified by computing the
relaxation time (τR) from the integral of the normalized correlation function:

If the correlation function is described by a single exponential with a decay time (τ), i.e.,
C(t) = exp(−t /τ), then the decay time and the relaxation time are identical. However, in
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general the decay of the correlation function will be complex, and not necessarily described
by a single exponential function. The relaxation time is an important quantity both as a tool
for analyzing the simulation and as a quantity that can be related to certain experimental
observables. In analyzing the simulation, it provides a measure of the time required for the
system to lose memory of its previous state. Thus, for quantities having short relaxation
times, the computer experiment can provide many independent samples, and the statistical
error in the quantity being measured can be estimated by breaking the simulation trajectory
up into blocks (each block with a length more than the relaxation time) and a confidence level
computed from the resulting independent samples.

To demonstrate this with a concrete example, the bilayer repeat spacing (D) determined
from an MD simulation of fully hydrated dioleylphosphatidylcholine is considered. The
repeat spacing, which is obtained experimentally from an X-ray diffraction experiment, is
determined from the simulation as the length of the unit cell normal to the membrane surface
in a constant pressure MD simulation. Then, the time series, D(t), can be plotted over the
entire course of the simulation (see Fig. 4). The mean value <D(t)> is 62.783 Å and the stan-
dard deviation, σ[D(t)], is 0.240 Å. From the time series, it is clear that points very nearby in
time are highly correlated, whereas on a longer time-scale the data seems stochastic. To deter-
mine the relaxation time, the normalized autocorrelation function for the repeat spacing was
calculated (see Fig. 5) and integrated to obtain τR ≈ 25 ps. 

As is often the case, the relaxation occurs over a range of time-scales with some very fast relax-
ation removing most of the correlation between time-points, but with slower processes required
to completely decorrelate the data. The data in Fig. 5 suggests that if the trajectory is broken up
into 40 pieces (Di), each 1 ns in length, the mean values computed from each section can be safely 
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Fig. 3. Dihedral autocorrelation function calculated from a simulation of a 1-stearoyl λ-2-docosa-
hexaenoyl λ-3-phosphatidylcholine bilayer.
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Fig. 4. Repeat spacing (D) as a function of time from a simulation of a dioleylphosphatidylcholine
bilayer.

Fig. 5. Autocorrelation function of the time series presented in Fig. 4. The relaxation time
computed from the integral of the curve is approx 25 ps.
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treated as independent experiments. This analysis gives = 62.783  Å, 0.047. Thus,

the standard error of the mean is estimated as where N = 40 in the present case. The final
result for the simulated D spacing is then 62.783 ± 0.007Å. The high precision with which
this quantity can be determined may be considered atypical, as it is more commonly the
case that the relaxation time is comparable with the simulation length, leading to much
greater statistical uncertainty.

To conclude, consider an example wherein the correlation function itself is directly related
to the experimental observable, as is the case for many quantities measured in NMR relax-
ation measurements. A powerful tool for the description of dynamics in the lipid bilayer are
13C and 2H spin-lattice relaxation NMR experiments that probe the reorientational dynamics
of the C–H bond vectors in the lipid acyl chains. For a system of unoriented bilayers, the rel-
evant correlation function is the second Legendre polynomial of the dot product between the
vector at time t ′ and the vector a time t later:

Figure 6 shows the reorientational correlation function for the C7 carbon position in a
dimyristoylphosphatidylcholine bilayer. The decay of the correlation function is complex,
occurring over the time-scale from 1 ps to 100 ns as shown nicely by transforming the data
to a log–log scale (Fig. 6, inset). The NMR experiments do not probe the relaxation time
directly, but rather are related to the reorientational correlation function through the spectral
density, J(ω), which is the real component of the Fourier transform of C(t),

by the relation:

(14)

Figure 7 gives the spectral density computed from the correlation function in Fig. 6.
Current MD simulations, on the order of hundreds of nanoseconds in length, are now capable
of sampling lipid dynamics on time-scales that nicely match those probed by high-field NMR
spectrometers (see Fig. 7 wherein the deuteron Larmor frequency is indicated). The possibil-
ity of combined NMR/MD approaches to problems in membrane biophysics is thus a promis-
ing area of investigation.

4. Conclusions
Several methodological issues have been discussed here: potential energy function and its

parameterization, numerical integration method and length of time step, treatment of long-
range electrostatic forces, and choice of statistical mechanical ensemble. An ever-present
concern is the length of the simulation; for example, have the properties of interest been suf-
ficiently sampled so that the results are statistically significant? Another issue is the size of
the simulation cell. To date, the number of molecules included in the simulation has been
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Fig. 6. Reorientational correlation function for the C–H bond vector at the seventh carbon position
in dimyristoylphosphatidylcholine.

Fig. 7. Spectral density calculated from the Fourier transform of the correlation function plotted
in Fig. 6. The value of the deuteron Larmor frequency in a high-field NMR spectrophotometer
(750-MHz proton) is indicated in the plot.
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determined by hardware limitations, and has been in the range of 10,000–100,000 atoms.
However, further research may show that the small length scales inherent in these simulations
are not sufficient for some problems.

Many of these issues are even more critical as simulations of complex model membranes are
attempted. For example, simulations of pure lipid membranes benefit from the increased preci-
sion available by averaging over the properties of many indistinguishable molecules. However,
a simulation of a single-ion channel in a membrane may need to be followed for a length
50–100 times greater to obtain equivalent statistics. Additionally, systems with low solute/lipid
ratios may require many lipid molecules to faithfully reproduce the macroscopic conditions.
The recent history of hardware and algorithmic advances, along with the rapid growth of paral-
lel computing, suggest these problems will be addressed early in the coming decade.
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Use of Inverse Theory Algorithms in the Analysis 
of Biomembrane NMR Data

Edward Sternin

Summary
Treating the analysis of experimental spectroscopic data as an inverse problem and using regularization tech-

niques to obtain stable pseudoinverse solutions, allows access to previously unavailable level of spectroscopic
detail. The data is mapped into an appropriate physically relevant parameter space, leading to better qualitative
and quantitative understanding of the underlying physics, and in turn, to better and more detailed models. A brief
survey of relevant inverse methods is illustrated by several successful applications to the analysis of nuclear mag-
netic resonance data, yielding new insight into the structure and dynamics of biomembrane lipids.

Key Words: Alignment; de-Pakeing; hexagonal; lamellar; model membranes; order parameter; phase transi-
tions; phospholipid; relaxation rate; Tikhonov regularization.

1. Introduction to the Mathematics of Ill-Posed Problems
Some of the consequences of widely available and ever-increasing computer power are obvi-

ous: faster and more detailed data acquisition, more elaborate display capabilities, and an ability
to search through vast arrays of data. However, the ubiquity of computer power can also influ-
ence the conceptual aspects of data analysis, changing the way new problems are approached.
Enhanced numerical ability to transform the observed experimental data into forms that are bet-
ter suited for conceptual analysis yields a profound change in the way the data is modeled and
analyzed. In turn, this better footing for the conceptual thinking leads to better models, and
through making it obvious what experimental aspects need improvement, to better data.

In a traditional research paradigm, experimental data is kept scrupulously separate from the
theoretical model, to avoid biasing the observer. However, converting measured data into
another, more convenient form is acceptable; the Fourier transform (FT) being an excellent
example. Inverse theory methods extend this idea to the possibility of the nature of this transfor-
mation itself being a “parameter of the fit,” in some sense. In many situations, the regularizing
influence of real physical constraints is formally added to the inverse algorithm, and ensures
that a physically meaningful transformation is obtained in the end. The process of finding and
testing the optimal transform algorithm can be long and difficult, and it may not always work.
However, it has become clear that for a wide range of problems that one encounters in the
interpretation of spectroscopic nuclear magnetic resonance (NMR) data, this works reliably
and without bias.

The resulting enrichment of the kind of questions one can ask about the data has had a
great impact on several significant problems of current interest in the study of biological and
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model membrane systems. In this section, a brief introduction to the mathematics of the
inverse problems is presented. Many excellent books on inverse problems exist; the goal here
is not to reproduce their material but to introduce the language of the inverse problems and
to illustrate the effectiveness of inverse methods. To this end, a conceptually simple example
of multiexponential analysis of simulated relaxation data (signals decaying in time) is used
initially. In subsequent sections, practical biomembrane examples are considered, and a suc-
cessful extraction of a parameter distribution function is used as a stepping-stone toward a
better understanding of the physical properties of each system.

1.1. Indirectly Observed Data

Solving an integral equation∗

(1)

where f (y) is the experimentally measured quantity (e.g., for an NMR spectrum, y would
have the physical meaning of frequency), g(x) is the desired set of parameters to be deter-
mined (e.g., chemical shifts), and K(y, x) is a kernel function that describes the way the
experimental data depends on these parameters is, in general, a mathematically ill-posed
problem. Only a few select kernel functions allow for a complete unambiguous inverse
calculation,

Again, FT is an example. For others, including most of the kernels relevant to NMR, there is
no analytical solution to the inverse problem, and numerical approximate solutions are the
only practical alternatives. 

Ill-posedness in fact has a formal definition (1); briefly, the three essential conditions of
ill-posedness are existence, uniqueness, and stability. However, strategies have been devel-
oped to combat all three.

Existence: a solution g(x) may not exist at all; the way out is to be explicit about what is
the question that one is asking, and to ask not for the “true” g(x), but for “a reasonable
approximation g̃(x).” Here, “reasonable” is in the least-squares sense, a minimum of misfit
norm

(2)

This misfit norm, the “distance” between the measured f (y) and the approximation calculated
as an integral over , is sometimes called the least-squares error norm. A minimum 
of misfit ensures compatibility of the fit with the measured data.

Uniqueness: many may satisfy Eq. 1 equally well; the best strategy is to bring in
additional physical input. Of all compatible solutions, choose the one that best satisfies
this additional constraint. Depending on the problem the optimal constraint criteria may
take different forms, but several important criteria are quite universal and apply on very basic
physical grounds. For example, a reasonable physical function should be “smooth” (i.e., locally

%g x( )

%g x( )

Ψ( ) ( ) ( ) ( , ) min% %g g= −f y x K y x xd∫ →
2

f y g x( ) ( )→

f y g x K y x x( ) ( ) ( , )= ∫ d
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*When the limits of integration are fixed as appropriate for the majority of problems of practical interest, this
is the so-called Fredholm integral equation (FIE) of the first kind.

08_Sternin  6/28/07  9:44 PM  Page 104



well-approximated by a linear function), and minimizing the norm of the second
derivative in addition to the misfit Ψ, provides an universal and very useful criterion for
the selection of the best of all possible solutions.

Stability: a small perturbation in f (y) (e.g., experimental noise) may cause a large 
change in . This aspect of ill-posedness turns out to be the most difficult one to deal 
with. The solutionrequires regularization of the problem, which enforces local stability of
the mapping.

Regularization is the key to finding the inverse solution and it deserves a special detailed
discussion, but first it should be noted that so far only the continuous spaces of both the
experimental variable y and of the parameter-space variable x have been dealt with. In prac-
tice, a set of experimental measurements is typically taken as a discrete set of data points, and
so it is useful at this point to formulate a discrete version of the inverse problem. In the lan-
guage of matrices,

f y g x( ) ( )→

%g x( )

g x″( )
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where vectors f = {fi} = {f(yi), i = l … m} and g = {gj} = {g(xj), j = l … n}, are related through
the matrix K = {Kij} = {K(yi, xj), i = 1 … m, j = l … n}. Note how the dimensions of the prob-
lem need not be equal (an even-determined problem); depending on the number of available data
points fi and the number of “parameters of the fit” gj, the inverse problem may end up being
over- or underdetermined. For an experimentalist, it is somewhat startling to think of a fit to
more parameters than there are measured data points, but this simply underscores the fact that
regularized solutions of inverse problems are fundamentally different from least-squares fits.

In the matrix context, the inverse problem is equivalent to calculating the inverse matrix,
K−1 such that g = K−1f. If such an inverse does not exist (a majority of cases), the problem
becomes the calculation of the pseudoinverse, the subject of a large and well-developed field
of mathematics. Unfortunately, its significant mathematical complexity represents a formida-
ble challenge to a nonspecialist, and many day-to-day experimental difficulties may dramat-
ically influence the choice of numerical strategies. A small part of the field of inverse
problems will be explored with a very specific goal of implementing some of these tech-
niques as suitable for the problems of biomembrane NMR. As it turns out, selecting the right
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kind of numerical strategy is as important as the specifics of a linear algebra algorithm, and
much depends on the experience and judgment of the person performing the calculation. In
short, “successful inverse problem solving is strongly dependent on the analyst” (2).

1.2. Regularization

The key to finding a pseudoinverse solution is regularization, and to examine various ways
in which a pseudoinverse problem can be regularized, the following illustrative example will
be introduced:

(3)

where the generalized x, y variables have been replaced with r, t as appropriate for a multi-
exponential analysis of a decay curve; t represents time and r has the physical meaning of a
relaxation rate. The data f(t) is a decay curve in the linearly sampled time domain, and the
desired inverse solution g(r) is a distribution of relaxation rates. Multiexponential fits are
notoriously difficult, and rarely extend beyond a superposition of just one or two terms; sys-
tematic misfit is often tolerated or accommodated by the use of ad hoc corrections (e.g.,
stretched exponentials). In this section an example of a broad asymmetric distribution of
relaxation rates simulated in the logarithmically sampled range of rmin = 10−3 to rmax = 100

will be used. This simulated g(r) is used to calculate f (t) according to Eq. 3; a random
normally distributed noise at 1% of the maximum f(t) intensity is added; and a pseudoinverse
solution is sought from the resulting noisy dataset. This is repeated throughout this section as
various aspects of regularization are examined.

1.2.1. Regularization Through Discretization

The first effect to consider is the discretization itself, already introduced in the previous
section. The act of choosing a good set of points in the parameter space for which to ask about
the value of the distribution function, by itself has a significant regularizing influence on the
inverse problem. The deterministic relationship between the time- and frequency-domain
point distribution is that a feature of FT is not available in a general inverse problem, and thus
the best strategy for selecting a proper level of discretization is not a hard-number prescription
similar to a Nyquist theorem, but a set of guidelines to follow:

• Select enough points in the grid of parameter values to allow for the entire physically relevant
range to be covered with sufficient resolution to reproduce all of the essential features in the data;
and no more.

• Acquire enough data points, sufficiently spread out in the observation domain to resolve contri-
butions from different parameter values.

• Overdetermined problems, by at least a factor of two, are easier to solve.
• Higher parameter grid densities require better signal-to-noise ratio in the data.

Ultimately, numerical simulation and testing, and trial-and-error are required to establish a
good discretization scheme for a given problem. Near the optimum, the results of the calculation
should be largely independent of the exact choice of the discretization grids.

Figure 1 illustrates the regularizing effects of discretization alone, as applied to the exam-
ple of a distribution of relaxation rates. Level of discretization is varied by changing the total
number of points across the parameter space. At just the right level of regularization (middle
plot) the recalculated g̃ is a faithful representation of the true g.

f t g r e r
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r
( ) ( )
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max
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1.2.2. The L-Curve

It is easy to recognize the optimal level of regularization when the true g(x) is known; in a
real experimental situation this is not the case. Fortunately, a convenient and very revealing
way to formally test any valid regularization mechanism is through the so-called L-curve,
which is a plot of the norm of the regularized solution vs the corresponding misfit 

norm , as the regularization is varied (3,4). As the name implies, this curve has a char-
acteristic L-shape illustrated in Fig. 2 for a number of grid densities in addition to the three
shown in Fig. 1. The corner of the curve represents the optimum regularization level, a point

f Kg− %

%g
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Fig. 1. Regularization through proper discretization. Overly smooth pseudoinverse solution (top)
fails to reproduce some of the features of the true g, and insufficient regularization produces an unsta-
ble pseudoinverse (bottom). The optimum discretization (middle) faithfully reproduces the true g,
shown with a solid line in all three graphs.
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of compromise between the two key quantities to be minimized if inverse solution is success-
ful. Note how several points are crowded together near the corner of the L-curve; as men-
tioned before, near the optimum the exact choice of discretization becomes less important.

1.2.3. Regularization Through Singular-Value Decomposition Truncation

The second key to a successful pseudoinverse solution is to properly truncate the singular-
value decomposition (SVD) of the transformation matrix. Many discrete ill-posed problems
exhibit the property of a gradual decrease in the size of their singular values. The following
qualitative statement can be made for many physical problems: as the kernel matrix is
expanded in its singular values, the lower-valued ones tend to magnify the effects of noise in
the measured data. Thus, an effective way to regularize the inverse solution is to truncate the
SVD expansion, in a manner quite similar to the truncation of the Taylor series expansion of
a function. This has to be done in the region free of rapid changes in the size of the singular val-
ues. Yet again, there is no rigid prescription as to what is the appropriate level of truncation, and
multiple trial-and-error attempts might be required.

If SVD truncation is an appropriate regularization mechanism for a given problem, a system-
atic examination of the misfit norm again generates an L-curve, with the optimal truncation level
near the corner of it. This optimal level of SVD-truncation both provides numerical stability and
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Fig. 2. L-curve obtained by systematically varying grid density. The three graphs of Fig. 1 corre-
spond to three points on this curve, one near the corner (the optimum, middle plot of Fig. 1) and two
on the branches of the L. Upper-left region corresponds to loss of stability in g̃, and the lower-right
corner represents a loss of compatibility with the data.
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ensures compatibility with the data. Near the optimum, the inverse solution is stable with respect
to changes in the level of truncation. This is illustrated in Fig. 3 wherein, as before, the three
graphs illustrate the effects of (top to bottom): excessive, optimal, and insufficient regularization
through SVD truncation. The full L-curve is similar to Fig. 2 and is not shown.

1.2.4. Tikhonov Regularization

Whereas the previous two methods of regularizing a pseudoinverse arise from general
aspects of signal sampling, the true key to a successful inverse solution lies in the incorporation
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Fig. 3. Regularization through SVD truncation. Overly smooth pseudoinverse solution (top) fails
to reproduce some of the features of the true g, and insufficient regularization produces an unstable
pseudoinverse (bottom). The optimum SVD truncation (middle) faithfully reproduces the true g,
shown with a solid line in all three graphs.
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of additional physical constraints through Tikhonov regularization (5). The procedure is to min-
imize a modified misfit functional, with the least-squares term ensuring compatibility with
the data as usual (see Eq. 2), and the additional terms enforcing some essential property of
the resulting inverse solution:

(4)

where

(5)

For each form of regularization functional (three common ones are shown),∗ the dimen-
sionless parameter λ controls the balance between compatibility with the data and the regu-
larizing effects of T{g}. Clearly, the right choice for λ is crucial: if λ value is too small, a
stable solution will not be found; if λ is too large, essential physical features in the solution
will be obscured. It should be noted that other forms of the regularization functional are pos-
sible and for any given problem and finding the best one may represent a significant challenge;
the three popular ones shown in Eq. 5 are conceptually simple, have been well-studied
theoretically, and are known to work for a wide variety of physical data containing random
noise. Figure 4 illustrates the dependence of the inverse on the value of λ; in the interests of
brevity, the corresponding L-curve is not shown.

1.2.5. Example: Distributions of Relaxation Rates

As an illustration of a successful regularization of a difficult problem, consider the previously
introduced example of multiexponential analysis of a decay curve. The inherent difficulty of
fitting a noisy signal measured on a linear scale with an exponentially varying function means
that it is extremely difficult to answer even the most basic questions, for example, whether
the “spectrum” of relaxation rates is a broad continuous distribution or a sum of several
narrow processes, each with its own relaxation rate. Traditionally, each of the possibilities
would be modeled separately, and the fits compared with the data. Choosing the right kind of
a model function would be an essential qualitative step, left to the discretion of the investigator.
Regularizing the inverse solution allows us instead to remap the data into a distribution of
relaxation rates, in a model-free manner. Examination of the resulting distribution immediately
reveals the underlying physical mechanisms and the nature of model that should be pursued,
as shown in Fig. 5.

Two simulated relaxation rate distribution functions, ga(r) and gb(r), are used to generate two
time-domain signals according to Eq. 3; 1% random noise is added, and the resulting fa(t) and
fb(t) are then inverted over the grid of 100 logarithmically distributed relaxation rate values. The
two time-domain signals appear similar and do not provide clues to the nature of the under-
lying relaxation-rate distribution. On the other hand, mapping the data into the domain of
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∗The umbrella name of Tikhonov regularization is often used to refer to the calculational scheme defined by
Eqs. 4 and 5, and covers all forms of the regularization functional.
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relaxation rates through a regularized inverse solution immediately differentiates between a
“broad asymmetric hump” in ga(r) and a “superposition of three distinct lines” in gb(r). To be
sure, there are discrepancies between the true and the recalculated distribution functions;
these arise as a consequence of the noise, and can only be reduced by improving the quality
of the input data. Nevertheless, the essential qualitative nature of the underlying processes is
clearly revealed. This is a simulated example; however, the same method was used to estab-
lish that photochromic reaction spiropyran merocyanine occurs not in a distribution of↔
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Fig. 4. Tikhonov regularization. Overly smooth pseudoinverse solution (top) fails to reproduce
some of the features of the true g, and insufficient regularization produces an unstable pseudoinverse
(bottom). The optimum choice of λ (middle) faithfully reproduces the true g, shown with a solid line in
all three graphs.
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local environments with a wide spectrum of site-dependent local reaction rates, but as a coex-
istence of several different isomeric reactions, which run in parallel (6).

1.2.6. Self-Consistency

L-curve is an excellent graphical tool for reviewing effects of regularization. With the help of
an L-curve, proper choice of discretization grids and level of SVD truncation can be established
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Fig. 5. Example of a successful inverse solution: multiexponential decay. Solid lines in the insert
represent true distributions of relaxation rates; discrete points are the inverse solutions over a grid of
100 logarithmically spaced relaxation rates.
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fairly quickly for many cases of interest. However, explicit optimization of the regularization
parameter λ may require additional numerical work, and the method of choice for a broad
range of experimental situations is the so-called self-consistency method (7,8) that allows the
optimal value for λ to be determined solely from the data itself. The numerical details are
beyond the scope of this discussion, but the essence of the method is to monitor not just the
total misfit norm, but the statistical distribution of the misfit function, and to insist that this
distribution is identical to the distribution of experimental noise, determined independently,
typically from a baseline area of the experimental data wherein no known signal exists or
from a separate null experiment. Conceptually simple, this idea is of fundamental impor-
tance; it allows one to state that the obtained approximate solution reflects all of the informa-
tion from the measured data, without overfitting the noise. In this sense, the pseudoinverse
becomes not just one possible solution, but the best solution within the constraints of the
experimental errors, and can be thought of as a faithful mapping of the experimental data into
the parameter space.

2. Case Studies
2.1. De-Pakeing: Distribution Functions in Biomembrane NMR

Anisotropy of molecular motions in biological and model membranes is responsible for
partial motional averaging of the orientation-dependent second-rank tensor interactions, such
as anisotropic chemical shift, nuclear dipole–dipole, and nuclear quadrupolar interactions.
Axial symmetry of fast reorientational motions produce the following fundamental scaling
relationship

(6)

between the spectroscopic observable ω and the inherent motionally averaged anisotropy
parameter x. Although both have the dimensions of frequency, it is important to note that
only ω domain is accessible experimentally. Here θ is the angle between the symmetry axis
of fast molecular motions and the external magnetic field. The system may exhibit more than
a single inherent time-averaged anisotropy, giving rise to an anisotropy distribution function
g(x), for example, the order parameter profile SCD(n) (where n labels different molecular
sites along the hydrocarbon chain) extracted from the quadrupolar splittings of an 2H NMR
spectrum; a set of isotropic chemical shifts or chemical shift anisotropies from a 13C NMR
spectrum, and so on.

On the other hand, experimental spectra may contain contributions from domains of
different orientations, giving rise to an orientational distribution function p(θ). Individual
domains remain static on the time-scale of the experiment, but each anisotropy x makes a
spectral contribution associated with every orientation present in the sample. This gives rise to
a continuous lineshape function, sx(ω), for each x. Because P2(cos θ) varies from +1 to −1/2,
each sx(ω) contributes to the total S(ω) in the range from x to −x/2. The other contributing
function, p(θ), is the probability of encountering a domain oriented at an angle θ with respect
to the external magnetic field, for example, for a single crystal at 0°, p(θ) = δ(θ) and thus
sx(ω) = δ (ω − x); for a perfectly random powder p(θ) = sin θ, and from Eq. 6 it immediately
follows that sx(ω) = [3x(x + 2ω)]−1/2.

ω θ θ θ
( ) (cos )

cos= = −
xP x2

23

2

1
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Both g(x) and p(θ) matter, and the spectral lineshape S(ω) can be written in two equivalent ways:

(7)

(8)

with Eq. 7 implying a g(x)-weighted sum of lineshapes, and Eq. 8 implying a p(θ)–weighted
sum of oriented spectra. Figure 6 illustrates the relationship between g(x), p(θ), and S(ω).
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Fig. 6. Both orientational and anisotropy distribution functions, p(θ) and g(x), contribute to the for-
mation of the powder spectrum, as described by Eqs. 7–8. Here, p(θ) = sin θ is used as appropriate
for a random distribution of domain orientations.

08_Sternin  6/28/07  9:44 PM  Page 114



Clearly, Eqs. 7 and 8 describe an inverse FIE problem, where either of the two distribution
functions g(x) and p(θ) need to be extracted from the experimentally measured spectrum S(ω)
that now plays the role of f (y) from Eq. 1. The case of S(ω) g(x) (Eq. 7) implies that the form
of p(θ) is known, for example a fully random distribution of orientations is p(θ) = sin θ. This is
the so-called de-Pake-ing∗ (9–11) that is widely used for the analysis of solid-state NMR
spectra. For example, “de-Pake-ing” 2H NMR spectra of chain-deuterated phospholipids in a
model membrane represent directly the orientational-order parameter profile SCD(n) that
reports on the molecular motions in the bulk of the membrane. Monitoring changes in this
order parameter profile caused by structural phase changes, interactions with other membrane
constituents, and so on, is a sensitive and powerful experimental tool (12).

The case of Eq. 8 wherein the spectral anisotropies g(x) are known and the orientational
distribution p(θ) needs to be measured is a separate inverse FIE problem. It has been used,
for example, to examine the aligning properties of a porous media filled with a liquid crys-
talline material (13). However, in biomembrane NMR, de-Pakeing is the inverse problem of
primary interest. Unfortunately, in this case one needs to know what p(θ) is, and it is well
known that the assumption of p(θ) = sin θ is often inadequate, because of the effects of par-
tial alignment of membrane bilayers by an external magnetic field.

2.2. Magnetic Alignment: Extracting Both g(x) and p(θ)

Lipid bilayers have anisotropic magnetic susceptibility,

(9)

which gives rise to an interaction between an induced magnetic moment of each small
domain of area A, thickness d, and bilayer normal , with the external magnetic field ; the
resulting torque

(10)

orients the domain preferentially so that . Physically, this corresponds to spherical vesi-
cles being deformed into ellipsoids with their long axes preferentially aligned along the mag-
netic field. Figure 7 illustrates a typical example of a spectral distortion caused by such
partial magnetic alignment; the distortion is in the suppressed size of the spectral “shoulder”
associated with θ = 0 orientation, relative to the undistorted lineshape shown in Fig. 6. The
overall lineshape is dominated by the strong θ = 90° peak, and thus the distortion appears irrel-
evant. However, de-Pakeing is extremely sensitive to small lineshape changes, and the distribu-
tion of anisotropies it extracts is strongly affected by such distortions. This data was acquired at
a relatively low field strength of 7T, the effects are more pronounced at higher fields.

Therefore, it is essential to de-Pake in the presence of an unknown orientational distribution.
This is probably impossible for a completely arbitrary p(θ), as either anisotropy or orientation
may be responsible for a spectral contribution at any given observation frequency (see Eq. 6).
However, one can test and compare a parameterized family of models that describe a physi-
cally reasonable p(θ), de-Pake repeatedly, and select the best model parameters in the same
way, by finding a global minimum of the misfit norm. Fortunately, partial magnetic alignment
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*After G. E. Pake who first reported lineshapes like that shown in Fig. 6.
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can be described as a relatively well-behaved continuous deformation of p(θ) from its random
form, sin θ. As a result, several one-parameter models for p(θ) are physically reasonable (14,15):

• Ellipsoidal (high correlation between orientations of adjacent domains):

• Boltzmann (adjacent-domain orientations are uncorrelated):

• Legendre polynomial expansion (general):

when κ
E
, κ

B
, or κ

L
, as appropriate, are varied, the orientational distribution function undergoes a

continuous deviation from the random p(θ) = sin θ. Use of these models for a simultaneous
extraction of g(x) and some limited information about the form of p(θ) requires a slight modifi-
cation to the inverse procedure:

• The misfit function is modified to include the appropriate κ:

(11)

• To deal with the highly nonlinear dependence on κ, an appropriate range of κ-values is swept for
each model in turn and the misfit norm is monitored.
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Fig. 7. Partial magnetic alignment of biomembrane domains by an external magnetic field is seen
in a 31P NMR spectrum of 83 wt% 1-palmitoyl-2-oleoyl-su-glycero-3-phosphoethanolamine (POPE) +
17 wt% 1-palmitoyl-2-oleoyl-su-glycero-3-phosphoglycerol (POPG) mixture in water at 25°C, in a
moderate field of 7T.
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• The lowest of all minima in misfit norm corresponds to: (a) the best model and its optimal κ̃-value,
which in turn determines the best estimate and (b) the best inverse .

Figure 8 presents an example whereby a 31H NMR spectrum from a partially magneti-
cally aligned model membrane sample was successfully de-Paked using Tikhonov regulari-
zation (TR), yielding not only the orientational order parameter profile, but also an estimate
of the degree of alignment, corresponding to an ellipsoidal-like deformation of a spherical
orientational distribution function. The optimal value κ

E
= 1.19 has a simple physical mean-

ing of the square of the ratio of the semiaxes of an ellipsoid of rotation, so in this case the
alignment is very mild. However, even this mild effect would obscure the emergence of the
second broad spectral component at about +15 KHz; this spectrum was measured near
a phase boundary, and this signal is from a very small amount of the second (HII)
component. Without the refinement that the inverse solution afforded herein, a small rise in
the spectrum, which is in fact, the peak of the HII powder pattern, would likely to have been
dismissed as an artifact. In magnetic fields typical of modern NMR spectrometers hydrated
biomembranes at biologically relevant temperatures exhibit a degree of alignment that
typically corresponds to κ

E
≈ 2 to 8.

L HIIα ↔

%g x( )%p( ),θ
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Fig. 8. Simultaneous extraction of g̃(x) and p̃(θ) from a partially magnetically aligned powder spec-
trum: min Ψ → κ̃ → p̃(θ) → g̃(x). Dashed line is the same 31P NMR spectrum shown in Fig. 7,
whereas the solid line is g̃(x), the result of de-Pakeing using TR. The dotted line, visually indistin-
guishable from the input data, is the powder spectrum recalculated for the found g̃(x); the difference
between the two (the misfit) is shown below on a (×16) scale. The right insert shows that for the opti-
mum value κ

E
= 1.19 ± 0.005 the misfit norm is 100 times lower than for κ

E
= 1, i.e., when a random

p(θ) = sin θ is assumed. The left insert shows the p(θ) that corresponds to this optimum κ
E
; the random

sin θ is shown with a dotted line for comparison.
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2.2.1. Chain Orientational Order Near Transition

Being able to calculate g(x) in the presence of alignment means that spectral contributions
from different structural phases can be precisely measured, improving the quality of deter-
mining phase boundaries in complex structural mixtures (15). It is also essential for obtaining
orientational order parameters from the 2H NMR of chain-deuterated biomembrane samples.
TR-based de-Pakeing allows highly reliable SCD(n) determination (15,16), leading to a measure-
ment of effects previously thought undetectable. For example, thermodynamic properties of
model membranes containing monounsaturated phospholipids depend strongly on the posi-
tion of the double bond along the hydrocarbon chain, with very slight changes in chemical
structure causing dramatic shifts in phase-transition temperatures. To examine the chain orien-
tational order for any anomalies associated with the position of the double bond a small amount
of deuterated tetradecanol can be added. It is known to localize in the bilayer and act as a
reliable reporter of the order parameter profiles (17), and this can be exploited to monitor sub-
tle changes in the order parameter profiles as the sample undergoes structural phase
transition (18). The result is shown in Fig. 9 wherein a local modulation clearly shifts with the
position of the double bond. Plotted on the vertical axis is a dimensionless ratio of order param-
eters representing, in essence, the extent to which average local order remains “bilayer-like” as
the sample undergoes a dramatic change in local monolayer curvature associated with the

L HIIα ↔

L Hα ↔ II
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Fig. 9. Changes in the order parameter profiles of monounsaturated lipids with the double bond at
different positions along the chain, monitored through a small amount of d29-tetradecanol. SCD(n) are
extracted through de-Pakeing in the presence of partial magnetic alignment, separately for Lα and HII
phases, normalized by their respective SCD(1), and their ratio calculated. ∆6 DSPE: 1,2-dipetroseliuoyl-
sn-glycero-3-phosphoethanolamine; ∆11 DVPE: 1,2-divacceiioyl-sn-glycero-3-phosphoethanolamine.
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formation of the HII phase. The effect is delicate, and comparable in magnitude with the
distortions in the order parameter profile caused by magnetic alignment; the ability to extract

simultaneously with is essential in making it visible.

2.2.2. Alignment and Structural Organization

Figure 9 shows how to overcome a “distortion” resulting from a partial alignment; the
parameters of optimal p̃(θ) gathered in the process of obtaining an inverse solution yield addi-
tional information about the sample. However, it is interesting to note that an inverse solution
may be as instructive when it fails as when it succeeds. For example, one-parameter models
for orientational distribution functions may fail to produce a satisfactory inverse. This sug-
gests presence of additional complexity in the sample that necessitates exploring higher-order
terms in the Legendre polynomial expansion, or some other combination of nonoverlapping
orientation-dependence functions. With some increase in processing power and extra care
taken in the acquisition of high-fidelity NMR data, one can study samples containing a super-
position of multiple contributions from different structural arrangements, for example, a mix-
ture of randomly oriented small micelles or multilamellar vesicles, and partially aligned giant
unilamellar vesicles or even strongly aligned bicelles. The search for a minimum of misfit
norm now extends over a two-parameter space: κ of the aligned fraction and the fraction of
total sample that is in the aligned phase. Figures 10 and 11 test the “golden standard” of
aligned biomembrane samples, namely, a glass-aligned “sandwich” preparation of a model
membrane system; d35-SDhPC* in this case. Sharp peaks typical of aligned samples tend to
obscure the broad powder patterns of the unaligned fraction and with some adjustment to the
phasing of the spectrum the latter may blend into the baseline. The resulting spectrum may
appear perfectly aligned, and de-Pakeing it—unnecessary. However, Fig. 10 shows an inverse
solution obtained through de-Pakeing and using a single-parameter ellipsoidal model. The
data is indistinguishable from the recalculated “fit” to the spectrum; however, a careful exam-
ination alerts us to a systematic misfit in the wings of the spectrum, making this inverse solu-
tion inadequate. On the other hand, the inverse shown in Fig. 11 is free of systematic misfit,
and a good de-Paked spectrum is obtained. This inverse solution is consistent with the sam-
ple containing a 70/30% (±2%) aligned/randomly oriented mixture of structural phases, with
the oriented one having the mean distribution of angles of about ±3°. This spectrum was
selected as being one of the best glass-aligned examples; “fully aligned” samples that in fact
contain 40% or more of unaligned phase are quite typical. More than a third of the sample
goes essentially unnoticed.

More than a diagnostic tool to monitor the quality of sample preparation, the structural phase
information obtained in the process is valuable by itself; for example, such two-parameter fits
have been applied to the spectra of a so-called bicellar short/long-chain lipid mixture
(1,2-dimyristoyl-sn-glycero-3-phosphocholine:1,2-dicaproyl-sn-glycero-3-phosphocholine in a
4.1:1 molar ratio). Such spectra, similar in appearance to the one shown in Figs. 10 and 11 have
been interpreted as evidence of “perfect” alignment in bicelles (19). The information obtained
using mixed-model de-Pakeing, allows construction of a rich, structural-phase diagram of a
bicellar mixture (15); throughout most of the temperature range bicelles turn out to be mixed
structural phases. This has been confirmed independently in a recent detailed study (20).

%p( )θ%g x( )

Inverse Algorithms in NMR of Biomembranes 119

*1-steroyl-2-docosahexaenoyl-sn-glycero-3-phosphocholine.
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Fig. 10. NMR spectrum of a glass-aligned bilayer sample of d35-SDhPC, de-Paked using a single-
parameter ellipsoidal model. Notation and the arrangement of inserts is identical to Fig. 8. The data
(dotted line) and the fit (dashed lines) are essentially indistinguishable, but a systematic misfit in the
wings of the spectrum reveals the inadequacy of this model.

Figures 10 and 11 demonstrate the need for high-fidelity experimental data and the care
that must be used in the data processing: the spectral features that yield such detailed infor-
mation are small and easily obscured by excessive filtering or the artifacts of other common
processing methods that are used to improve the visual appearance of the spectra. These fig-
ures also illustrate how an improved, albeit computationally costly, data analysis leads to a
realization of a need for a better model, to an introduction and use of such a model, and
finally, to a better and more complete understanding of the story told by the data. As men-
tioned earlier, the model itself becomes a “fit parameter,” and is improved on in the process.
This is the true strength of regularization.

2.3. Regularization in Two Dimensions

The challenge in the examples presented here lies primarily in the quality of data acquisi-
tion; if a reliable data set is available and the kernel function is reasonably well behaved, the
inverse is likely to succeed. Most frequently, the data is one-dimensional (1D), although some
successful inverse solutions have been performed to obtain 2D distribution functions as well.
For example, 2D DOQSY and DECODER data obtained from spider dragline silk was
inverted to yield a Ramachandran map, i.e., a 2D distribution of backbone torsion angles
(φ,ψ) (21,22). Tikhonov regularization functional (Eq. 5) does not explicitly depend on the
(possibly multidimensional) parameter-space variable x, and so the minimization problem
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can be reformulated as an equivalent 1D problem. Reindexing , where i = l ... m,
j = l ... n, and l = m × (j − 1) + i, converts a 2D grid of (φi,ψj) values into an equivalent 1D
distribution (22). However, even this problem, although massive in scope, belongs to the
same class as all of the examples in the preceding sections, namely, that of the overdeter-
mined problems: the size of the dataset exceeds that of the parameter space.

Somewhat unexpectedly, this is not a necessary condition, although for underdetermined
problems the difficulties of obtaining a successful inverse solution become greater, and the
importance of choosing the best regularization functional for a given problem increases. In
2D NMR problems, in particular, there is considerable redundancy in the data, as the adja-
cent rows and columns of the 2D dataset typically overlap in their dependence on the adja-
cent values in the parameter distributions. Regularization terms that provide a certain amount
of 2D coupling in the parameter space can help to overcome the difficulties of inverting
underdetermined problems. One such example is shown in Fig. 12, wherein a distribution of
backbone torsional angles g(φ,ψ) is simulated over a 5° × 5° grid, with two Gaussian peaks
representing a certain mixture of near α-helical and near β-sheet motifs, a total of 2701 points

{ } { }g gij l→
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Fig. 11. NMR spectrum of a glass-aligned bilayer sample of d35-SDhPE, de-Paked using a 70/30%
aligned/randomly oriented mixed model. Notation and the arrangement of inserts is identical to Fig. 10.
The minimum in Ψ(κ) is relatively shallow, especially seen on the logarithmic scale, partly because
of a small systematic misfit near zero associated with an isotropic line, likely from residual HDO that
has a different isotropic chemical shift. This artifact does not influence the de-Paked spectrum of the
lipid. Note the absence of a systematic misfit in the wings of the spectrum, as in Fig. 10. A large value
of the optimal κ

E
= 220 ± 10 corresponds to a narrow (about ±3°) distribution of the bilayer normals

in the aligned fraction (the left insert).
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in parameter space. A set of 190 1H–13C CP MAS cross-peak intensities is then calculated
from this distribution, as appropriate for Alzheimer’s β-amyloid fibrils (23). A 0.1% random
noise is added to the simulated data, and this vastly underdetermined (190-by-2701) inverse
functional, , another well known form of regularization. The true distribution is 
successfully recovered (Fig. 12); for an experimentally obtained data this would allow a
determination of the relative amounts of different backbone motifs in the sample. The ques-
tion of whether Alzheimer’s fibrils pack in a parallel or an antiparallel fashion is of signifi-
cant structural importance; this can now be tested using a fairly limited dataset that can be
obtained indirectly in CP MAS and finite-pulse radio-frequency-driven recoupling at con-
stant time experiments (24). Without regularization only very limited qualitative fits can be
performed; these suggest the presence of a fairly broad distribution of backbone angle pairs
(25,26).

3. A Regularization Primer
The computational “cost” of getting some first-hand experience with regularized inverse

solutions is surprisingly low. In addition to many excellent implementations in the form of C
and Fortran libraries (e.g., GENEREG* [27]), high-level macro language implementations have
been gaining popularity (e.g., Regularization Tools for MatLab† [28]). The latter-style tools

T g g( ) ,= ∇2 2
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Fig. 12. Intensities of 190 CP MAS cross-peaks are calculated from a simulated 73 × 37 Ramachandran
torsional angle distribution g(φ, ψ) (on the left) and 0.1% random noise added. The resulting dataset is
inverted using Tikhonov regularization with Laplacian as the regularization functional; the result (on the
right) faithfully reproduces the initial distribution function (29). Inversion using only the least-squares
minimization fails to recover the true g(φ, ψ), at any noise level (not shown).

*www.fmf.uni-freiburg.de/service/sg_wissinfo/Software/.
†www2.imm.dtu.dk/~pch/Regutools/.
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are particularly interesting because they allow a novice user to focus on the algorithm rather
than on the computational details, as they provide a compact feature-rich vector-oriented
syntax. The example shown in Fig. 13 was used to solve the multiexponential example of the
Introduction.

Inverse Algorithms in NMR of Biomembranes 123

Fig. 13. Example of SciLab code implementing inversion through Tikhonov regularization, as
appropriate for the multiexponential analysis example shown in Fig. 5.
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For clarity, this sample code uses a particular value for all relevant parameters (grid density,
level of SVD truncation, regularization parameter λ); by adding appropriate loops, all figures
of the Introduction can be obtained. The heart of the code is a very short function defined at
the beginning; this function is called from the main routine, which contains mostly house-
keeping calls. The only computational task in the main routine is to fill in the values of the
discretized kernel matrix, a sum of exponential decay curves in this case; this portion of the
code needs to be changed to use it for another inverse problem. The code is written in the syn-
tax of SciLab*, a public-domain alternative to MatLab†; using it with MatLab involves only
minor syntactic changes.
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9

Statistical Thermodynamics Through Computer Simulation 
to Characterize Phospholipid Interactions in Membranes

Mihaly Mezei and Pál Jedlovszky

Summary
This chapter describes the major issues that are involved in the statistical thermodynamics of phospholipid

membranes at the atomic level. The ingredients going into models of lipid bilayers are summarized: force fields,
representation of long-range interactions, and boundary conditions. Next, the choice of thermodynamic ensem-
bles, and the two main options for the generation of a representative sample of configurations: molecular dynamics
and Monte Carlo are discussed. The final issue that is dealt with describes the various ways the generated ensem-
bles can be analyzed.

Key Words: Ewald sum; force field; free-energy profile; molecular dynamics; Monte Carlo; Voronoi tesselation.

1. Introduction
Statistical thermodynamic description of a system recognizes the fact that the behavior

exhibited by the system cannot be explained by a single state. Instead, the system’s behavior
is the result of its sampling an ensemble of states. The fundamental result of statistical ther-
modynamics is the characterization of such ensembles in terms of the Boltzmann distribution.
Thermodynamic description of a system can use different sets of independent variables. Once
the independent variables are set, other variables are determined by various thermodynamic
relations (e.g., the equation of state). Each choice defines a different set of such relationships.
Corresponding to each choice of independent variables there is a statistical thermodynamic
ensemble, with their respective formalism. Whereas in the infinite system size limit, the
results are the same irrespective of the ensemble chosen, for finite sizes they can give answers
that differ by an amount that is proportional to 1/N, with N being the number of particles in
the system. Because the formalism is different for each ensemble, the choice is usually gov-
erned by computational convenience.

Although analytical theories exist for the characterization of ensembles of simple systems,
systems of the complexity of lipid membranes are not amenable to such treatment without
extreme simplification. However, such complex systems are amenable to be modeled in full
atomic detail using computer simulations. This section presents the various steps involved in
characterizing a phospholipid membrane using computer simulation.

2. Construction of the System
The construction of a model for a phospholipid membrane involves several choices, each

involving some trade-off. The first choice is the representation of intermolecular energies

From: Methods in Molecular Biology, vol. 400: Methods in Membrane Lipids
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and/or forces. Although it would be desirable to use quantum-mechanical techniques, they are
still prohibitively expensive. The currently favored choice is the use of molecular mechanical
force fields treating nonbonded interactions in a pair-wise additive manner and describing the
intramolecular interactions with bond stretching and bending as well as torsional terms,
although there exist force fields that also include cooperative terms, usually represented as
polarization energy. Statistical treatment in general assumes a large enough sample that the
average behavior of the sample is representative of the full-size system. The larger the num-
ber of molecules in the model, the better the representation, yet the calculation is more expen-
sive. The accuracy of a model with limited number of molecules is increased significantly by
the use of periodic boundary conditions: a basic cell containing the system is surrounded by
periodic replicas in all three dimensions. This device eliminates surface effects at the expense
of introducing artifactual periodicity into the model.

2.1. Force Field

2.1.1. All-Atom Representation

Molecular mechanical force fields express the energy of the system E(XN) as a sum of
several terms and—when needed—calculate the force acting on each atom as the gradient of
this energy:

(1)

where ENB is the nonbonded energy, summed over all pairs of atoms Xi and Xj, separated by
the distance rij, that are on different molecules or in the same molecule but separated by more
than three bonds, E14 is the nonbonded energy summed over all pairs of atoms separated by
exactly three bonds, and EBOND, EANG, and ETOR are the intramolecular energies summed
over all bonds, bond angles, and torsions, respectively. The nonbonded term is usually
given in the form

(2)

where εij and σij are the so-called Lennard–Jones parameters, representing the depth of the
attraction owing to dispersion forces and the extent of exchange repulsion, respectively; qi
and qj are the partial charges assigned to atoms i and j to represent the electrostatic interac-
tion between them. Although some force fields assign εij and σij values for different pairs of
atom types, most assign values for each atom type and obtain εij and σij as a combination of
the two. The combination rules either involve calculating the geometric mean of both (e.g.,
in the OPLS force field [1]) or the so-called Lorentz–Berthelot rule: arithmetic mean for σij
and geometric mean for εij (e.g., in force fields CHARMM [2] and AMBER [3]). Partial
charges are either obtained from empirical rules (see ref. 4) or from ab-initio calculations,
using a fitting procedure that finds partial charges by ensuring the best reproduction of the
electric field around a molecule. In general, the Lennard–Jones parameters are established
independently of the molecule the atom is in; partial charges are assigned for each molecule.

It is important to keep in mind two facts that may eventually result in fundamental repa-
rametrization of nonbonded interactions. First, this form, although well established (even
entrenched), owes its existence to the necessity of saving computational time at the expense
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of introducing too steep repulsion. Second, whereas the three terms appear to neatly repre-
sent the physics of three different types of interactions (exchange repulsion, dispersion, and
electrostatics), when performing a least-squares fit to actual data the matrix obtained is usu-
ally nearly singular, indicating that the functions proportional to r –12, r –6, and r –1 are nearly
linearly dependent. Besides the practical problem of having to deal with nearly singular
matrices this means that the coefficients derived will contain contributions from different
types of interactions. As a result, the transferability of the parameters suffers. E14 is repre-
sented with the same functional form as ENB, but either with a different set of nonbonded
parameters (e.g., in CHARMM) or applying an overall correction factor to both the
Lennard–Jones and the electrostatics part (e.g., in AMBER).

EBOND and EANG are generally represented with harmonic terms:

(3)

and

(4)

or

(5)

where i and j are the atoms forming the bond of length rij, i, j, and k are the atoms forming
the bond angle αijk, the superscript 0 refers to the equilibrium value, and the parameters ka,
kb, and kUB are the respective harmonic strengths. The second form of EANG is usually referred
to as the Urey–Bradley term. ETOR represents in general two types of terms. The contribution
of the conformational state of a bond to the energy of the molecule is usually expressed as a
trigonometric function of the torsion angle δ:

(6)

where the parameter kijkl represents the strength of the interaction, and the parameters 
and depend on the type of the bond. The other type is called improper torsion and is used

to enforce either the chirality of an atom or to keep a bond in a plane (e.g., in the case of
an aromatic ring). For an atom k with bonded neighbors i, j, and l, the improper torsion is
a harmonic function of the angle between the planes formed by atoms i, j, and k and by atoms
j, k, and l. It cannot be emphasized enough that the various terms of each extensively used
force field have evolved as a whole, and mixing terms from various sources is likely to lead
to inferior results.

2.1.2. Simplified Lipid Representation

There have been efforts to reduce the computational expense by introducing simplifica-
tions into the all-atom representation in such a way that the essence of the interactions is
conserved. Foremost among such simplification is the simplified treatment of hydrogens.
Both CHARMM and AMBER have parameter sets wherein the apolar hydrogens have been
mapped onto the carbon atom they are bonded to. In this treatment, there will be different
carbon atom types depending on how many hydrogens are mapped. An intermediate solution
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was presented by the GROMACS force field (5) that introduced the concept of frozen groups:
hydrogens do appear explicitly but their movement is not independent of the heavy atom they
are bonded to.

As even without explicit hydrogens the time-scale available for simulating lipid bilayers is
generally inadequate to study rare events, such as the exchange of lipids between bilayers
(also called “flip–flop transitions”), further simplifications have been introduced (6–9). These
models concatenate the headgroup into a few hydrophilic centers and replace the hydropho-
bic tails with a few centers connected with a harmonic spring. Such models are able to repro-
duce even the spontaneous formation of the membrane bilayer within reasonable computer
time (7).

2.2. Periodic Boundary Conditions

The most important property required of a simulation cell used under the traditional periodic
boundary conditions is that it can be used to pack the three-dimensional space by appropriately
translated copies of itself without leaving void space. The conceptually simplest of such shape
is the cube. However, as the periodic system is used only to avoid having to introduce a surface,
the effect of periodicity should be minimized. In simulating general solutions, this calls for a
shape that has the largest inscribed sphere for a given volume and led to the introduction of
rhombic dodecahedron and truncated octahedron. In modeling lipid bilayers the distance
between layer images should be kept as large as possible because the concerted effect of a
bilayer is much stronger than the interaction between individual lipids in the same layer. This
led to the use of prism shape cells for lipid bilayers wherein the axis of the prism is along the
bilayer normal. Consistent with the use of prism, one can still use a cross-section that has the
largest inscribed circle for a given area, leading to the choice of hexagonal prism (10).

Simulations of lipid bilayers can take advantage of periodic systems wherein the replicas
of the simulation cell filling the space seamlessly are generated by translation and rotation.
Dolan et al. (11) have shown that using either P21 or Pc symmetry the neighboring box will
contain an image of the opposite layer. Under these symmetries the two layers can end up
exchanging lipids without actually flipping over because a lipid leaving the cell at one side
will cause its image to re-enter the simulation cell in the opposite layer. This provides a com-
putationally efficient way to equilibrate the two layers of a membrane (an important task if
the two layers have different guests embedded into them). Without using one of these nontra-
ditional periodic boundary conditions, such an equilibration requires either the direct
exchange of lipids between the two layers or the separate determination of the requisite num-
ber of lipids based on the area/headgroup of the lipids and the guest. The first solution is com-
putationally impractical, whereas the reliability of the second is questionable. Thus, it is
somewhat of a surprise that use of these boundary conditions has not been widely adopted for
the modeling of lipids with proteins embedded, as witnessed by a recent review on such
simulations (12).

2.3. Treatment of Long-Range Interactions

In general, the energy of interaction between two atoms decreases with the distance
between them. Thus, significant savings in computer time can be achieved by treating inter-
actions between distant atoms separately from interactions between pairs closer to each other.
One option is to set them to zero when the distance exceeds some predefined threshold,
usually called cutoff. The other option is to use a simplified representation of interactions
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between distant pairs. In the context of simulating lipid membranes this takes the form of
using a formalism to obtain the interaction with simplified forms of all periodic cells, extend-
ing to infinity, realized by a construct called Ewald sum (see Subheading 2.3.2.).

2.3.1. Cutoffs

If interactions among all atoms of the system were to be calculated, the computation cost
(even assuming pair-wise additive potentials) would be proportional to the square of the num-
ber of atoms. However, the interactions die off as the distance between them increases, so
such a procedure would result in calculating many near-zero quantities. This observation
prompted the introduction of cutoffs: a distance threshold beyond which all interaction ener-
gies are assumed to be zero. However, this procedure is not without pitfalls. Besides the obvi-
ous problem of being “greedy” and choosing too short of a threshold, there are the problems
created by the discontinuity at the cutoff distance (causing artifactual heating during
molecular dynamics runs) and the neglect of contributions from the small but numerous
distant pairs that can add up to a significant amount even when the choice of threshold was
not “greedy.” The discontinuity, only affecting adversely molecular dynamics simulations,
can be eliminated by the introduction of a so-called switching function that continuously
changes the function to be cutoff at zero over a finite interval. The cumulative contribution
of pairs beyond the distance RC whose interaction is proportional to 1/r k has the general
form of

(7)

For large enough RC this provides significant contribution only if the interactions die off
slower than 1/r 4. For k = 3 (as is the case for dipole–dipole interactions) the integral will
depend on the way the triple integration is carried out, i.e., on the shape of the system as it is
extended to infinity. For k < 3 (as is the case of charge–charge and charge–dipole interactions)
the integral diverges for sure. To avoid such problem it has been recognized early on (13) that,
whenever possible, atoms should be grouped into neutral clusters and the cutoff between any
two atoms should be based on the distance between the cluster centers.

2.3.2. Ewald Sum

In general the total dipole moment of a simulation cell is nonzero. Thus, the electrostatic
interactions between a simulation cell and its periodic replicas can add up to a significant
amount. However, the summation of these terms is nontrivial: the resulting infinite series is
only conditionally convergent. As a consequence, the final sum depends on the order of sum-
mation, just as the integral of the distant dipolar contributions depend on the shape of the sys-
tem being integrated to infinity. Ewald (14) introduced a technique that calculates the dipolar
sum as two absolute convergent series, one of them in the reciprocal space. The relation
between the Ewald sum and the summation order has been analyzed by Campbell (15). Use
of the Ewald sum has been facilitated by the introduction of the particle-mesh technique (16)
that significantly reduced its computational complexity. However, note that its use corre-
sponds to a system on infinite stack of bilayers (separated by water layers) instead of a sin-
gle bilayer. To avoid this artifact, the Ewald technique has been extended to systems that are
periodic in only two of the three spatial dimensions (17).
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3. Generation of Boltzmann Sample of Configurations
There are three different decisions that have to be made when establishing the procedure

for generating a Boltzmann-weighted ensemble: (1) the choice of thermodynamic ensemble,
(2) the method of sampling in the ensemble chosen, and (3) as all methods of sampling obtain
successive configurations from the previous one, the generation of the initial configuration.

3.1. Thermodynamic Ensembles

The thermodynamic ensembles most frequently used include the canonical (N, V, T ),
microcanonical (N, V, E ), isothermal–isobaric (N, p, T ), and grand–canonical (µ, V, T )
ensembles. For modeling membrane systems sometimes the surface tension is also included
as an additional variable, leading to simulations in the ensemble (N, p, γ, T ) (18,19). The
choice of the ensemble is made based on the importance of which thermodynamic property
has to be guaranteed to give the right (i.e., experimental) value and the sampling advantage a
particular ensemble offers. By setting V and N constant, the density (and for lipid bilayers,
the area/headgroup) can be set to the desired value but the pressure will be obtained from the
simulation, and because of the approximate nature of the force field, it cannot be guaranteed
to turn out to be 1 atm. However, for heterogeneous systems the density is a complex func-
tion of the components, and assuming the incorrect value may lead to the appearance of large
voids (bubbles) in the system.

Classical molecular dynamics corresponds to sampling in the microcanonical ensemble, but
the technique has been generalized to other ensembles by including an additional fictitious
degree of freedom. The choice of the ensemble also affects the sampling efficiency. Using con-
stant p (and γ) requires periodic change in the volume (and in the cross-section of the cell), help-
ing the system to cross barriers. Using constant µ requires the change in the number of particles
(i.e., insertions and deletions) and this helps equilibration between different pockets or semipock-
ets of the system in general and speeds up the penetration of the solvent by an order of magni-
tude (10). Whereas successful insertions into condensed phase systems are generally rare, the
cavity-biased technique made efficient use of the (µ, V, T ) ensemble feasible (20,21).

3.2. Method of Sampling

Currently, two major classes of methods are used for sampling configurations of con-
densed phases: molecular dynamics and Monte Carlo (MC). Molecular dynamics takes
advantage of the fact that systems following Newton’s law of motion will sample a
Boltzmann-distributed ensemble, whereas MC methods use the mathematical construct
called Markov chain that can also generate a Boltzmann-distributed ensemble. From a math-
ematical point of view, the MC approach solves a problem with weaker restrictions than
molecular dynamics because satisfying Newton’s law of motion is a sufficient but not neces-
sary condition for the generated set to follow a Boltzmann distribution. However, current
practice favors molecular dynamics as it was found to work well and the few realizations of
MC attempted so far have not proven to be superior to it. However, it is our belief that the
potential of the MC approach has not been fully exploited yet (22). Note also that simulations
can combine the two techniques to exploit the respective advantages of each (23–25).

3.2.1. Molecular Dynamics

The large number of degrees of freedom in a system of solvated lipid bilayers implies that
Newton’s law of motion has to be solved by numerical quadratures. There are several of such

132 Mezei and Jedlovszky

09_Mezel  6/28/07  9:45 PM  Page 132



quadratures developed (see ref. 26), but each is limited in the time step they can make in
order to maintain conservation of energy. Some increase in the time step is possible if the
highest frequency motions (i.e., the vibrations involving hydrogen atoms) are frozen. This
is usually achieved by applying a constraint on the bond lengths (usually implemented by
the SHAKE method [27]) involving hydrogens, allowing the increase of the time step from
the customary 1–2 fs.

3.2.2. Monte Carlo

The MC technique used for simulation of atomic and molecular assemblies, usually
referred to as the Metropolis method (28), is based on the construction of a Markov chain
whose limiting distribution π is the Boltzmann distribution in the ensemble under considera-
tion. This requires the construction of a transition matrix P such that π = Pπ. P is constructed
with the help of another matrix Q whose elements qij form a transition matrix of an irre-
ducible Markov chain on the same states. The qij matrix elements are usually referred to as
the a priori transition probabilities. The simulation proceeds from state i by selecting a
candidate state j with probability qij that is accepted with probability (26).

(8)

The original Metropolis method uses the particular choice of qij = qji. In general, the shift
from state i to state j changes a small part of the system, to avoid having too small (πj /πi) in
the above equation. The aim of the sampling technique design is to select the largest possible
change in the system that is still likely to be accepted. This is achieved by the judicious choice
of coordinates for the change and for the magnitude and direction of change. For the sam-
pling of polymer conformations, such as lipids, this usually means the use of torsional coor-
dinates. The choice of sampling techniques is only limited by the practitioners’ imagination.
Here three such techniques that have been applied to lipid simulations or are considered hav-
ing strong potentials are briefly described.

3.2.2.1. CONFIGURATIONAL BIAS MC

Configurational bias MC generates new elements of the Markov chain by growing
(possibly only part of) a polymer chain unit by unit, adding each by considering the other
atoms in the vicinity to minimize steric overlap; the bias introduced by these choices can be
controlled and corrected for (29,30). The most attractive feature of this technique is the sig-
nificantly reduced correlation between successive accepted members of the Markov chain.
However, as the system becomes denser, the probability of acceptance becomes progres-
sively smaller.

3.2.2.2. EXTENSION-BIAS MC

Extension biasing is based on the observation that the maximum atomic displacement
resulting from a given torsion angle change depends on the shape of the part of a molecule that
is affected by the change in that torsion angle; it scales the torsion angle stepsize parameter
with the inverse square root of the largest distance from the torsion axis (10). So far it was
applied to torsions that move the full length of the polymer chain, but it is equally applicable
to local moves affecting only a polymer segment (31,32) (although it has not been done yet).
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3.2.2.3. SCALED COLLECTIVE VARIABLES

Sampling in terms of the so-called scaled collective variables (33) is a well-established
technique that finds a special linear combination of natural variables (e.g., torsion angles) that
result in significantly better sampling. The coefficients are obtained from the eigenvectors
and eigenvalues of the Hessian of the system, with a significant additional computational
expense being involved. Although (to the authors knowledge) it has not been applied to lipid
systems, a novel and efficient implementation could calculate the Hessians separately for
each lipid instead of calculating a single Hessian for all of the lipids, as this reduces the com-
putational complexity of calculating Hessians by a full order of magnitude.

3.3. Initial Configuration

With lipid simulations becoming more and more widespread, reasonably well-equilibrated
initial configurations can be obtained from earlier simulations of the same or similar systems.
Lacking such “crutch,” condensed phase simulations start either from a randomly generated
configuration or from a crystalline state (corresponding to a start at infinite or zero absolute
temperature, respectively). For simulations of a lipid bilayer these choices are likely to be
both extremely inefficient because the time-scales of both lateral diffusion and orientational
relaxation in a bilayer indicate that providing a well-equilibrated system at ambient or phys-
iological temperatures would require very long simulations. In spite of this dire prognosis
such calculations have been performed successfully (34). A well-established strategy to build
a new bilayer (35) is random selection of phospholipids from a preequilibrated and prehy-
drated library of DPPC generated by MC simulations in the presence of a mean field (36,37).

4. Analysis of the Generated Ensemble
4.1. Density Profiles

In characterizing the average structure of the membrane at different regions along its
normal axis probably the most important tool is the density profile of various atoms or
atomic groups. The calculation of density profiles is a rather straightforward task: the aver-
age occurrence of the atoms of interest per configuration has to be counted in different lat-
eral slices of the membrane and divided by the volume of the slice. To obtain better
statistics it is generally advised to average the obtained profiles over the two layers of the
membrane. Conversely, the comparison of the density profiles in the two separate layers
can provide information on the sampling efficiency of the equilibrium structure of the
membrane layers.

To get an overall view about the distribution of the atoms across the membrane the mass
and electron density profiles of the system are of particular importance. The relevance of the
calculation of electron density profile in simulations is stemmed from the fact that it can also
be measured in X-ray diffraction experiments, and hence it is one of the important properties
of the system through which the quality of the simulation can directly be tested against exper-
imental data. The general shape of the mass and electron density profiles in phospholipid
membranes shows that the highest and lowest density part of the membrane is the region of
the headgroups and the middle region of the chain terminal CH3 groups, respectively. The dis-
tance of the density peaks corresponding to the two headgroup regions is a simple measure
of the membrane thickness. Furthermore, the absence or presence of a thin but deep minimum
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in the middle of membranes of more than one component can provide information on whether
all the components can extend to the middle of the bilayer or not (38,39).

Besides the overall density profiles of the system, the density profile of various atomic
groups can also provide valuable information on the organization of the membrane structure
along its normal axis. Thus, the density profile of the water molecules shows how deeply
water can penetrate into the bilayer. The evolution of this profile during the simulation is a
rather sensitive measure of the equilibration of the system (10). This profile can also easily
be converted to the free energy profile of water up to the position beyond which the obtained
water density reaches zero. Although any meaningful analysis of such density profiles usu-
ally requires their determination across the entire membrane, the distance range within which
the rather computationally demanding calculation of the water free energy profile has to be
performed can substantially be reduced in this way (40).

The density profiles of various atomic groups can also be considered when the system
investigated has to be divided into separate regions. Such a partitioning of the membrane can
be useful in the analysis of various structural or dynamical features that show considerable
variation along the membrane normal axis owing to the large inhomogeneity of the system.
In this way, the properties of interest can be separately analyzed in the separate membrane
regions. The usual partitioning of the membrane divides it to regions dominated by the hydro-
carbon chains, the headgroups, and the hydrating water molecules, respectively. However,
based on the density profiles of various atomic groups, more sophisticated yet physically still
meaningful dividing schemes can also be derived (40,41).

The comparison of the density distribution of different atoms or atomic groups along the
membrane normal axis can also give some indication on the average alignment of various
parts of the lipid molecules. Thus, for instance, the comparison of the density profiles of the
P and N atoms (18,24,38–40,42), or the negatively charged phosphate and positively charged
choline groups (43–47) in pure membranes of phosphatidylcholine lipids has revealed that,
although the N atom or choline group density peak is somewhat farther from the middle of
the bilayer than that of the P atoms or phosphate groups, the two density peaks largely over-
lap with each other. This observation indicates that the dipole vector of the lipid headgroups
(roughly pointing from the P to the N atom) is, on average, directed more likely toward the
aqueous phase than toward the membrane interior; however, this preference is rather weak.
This conclusion, drawn solely from the behavior of density profiles has also been confirmed
by detailed analyses of the headgroup structure (18,38,39,48–51).

4.2. Order Parameter

In the liquid crystalline (Lα) phase of the membrane the conformation of the hydrocarbon
tails of the lipid molecules is disordered. This conformational disorder can be characterized
by various different quantities, such as the average tilt angle of each of the C–C bonds along
the hydrocarbon tails (39,52) or the ratio of the appearance of the trans and gauche align-
ments of the dihedral angles around these bonds (42,53–55). However, the vast majority of
the studies calculate the profile of the CH2 group order parameter along the lipid tails for
characterizing their conformational and orientational order. The importance of the determi-
nation of the order parameter profile in the simulation is that it can also be measured by
nuclear magnetic resonance spectroscopy, and thus, it is another quantity through which the
simulation results can be compared with experimental data.
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The order parameter tensor of a CH2 group is defined as

(9)

where indices i and j run through the x, y, and z axes of the local Cartesian frame fixed to the
CH2 group, γ is the angle formed by the corresponding axis of this frame with the membrane
normal, δij is the Kronecker δ, and <….> denotes ensemble averaging. The local frame is
defined in such a way that its x-axis connects the two H atoms, the y-axis is the main sym-
metry axis of the CH2 group, whereas the z-axis is perpendicular to the plane of the three
atoms. In the case of using a force field of simplified lipid representation (i.e., when the entire
CH2 group is treated as a united atom) this frame has to be defined without knowing the
orientation and geometry of the CH2 group. However, a definition equivalent with the afore-
mentioned one can still be given in this case. Thus, the z-axis connects the C atoms located
before and after the CH2 group of interest along the hydrocarbon chain, the y-axis is perpen-
dicular to z and lays also in the plane containing the CH2 group of interest and its two neigh-
boring C atoms, whereas the x-axis is perpendicular to both y and z (56).

The deuterium order parameter SCD that is measurable by nuclear magnetic resonance
spectroscopy is related to the elements of the order parameter tensor through the relation

(10)

Because of the symmetry of the CH2 group the Sxy and Sxz elements of the order parame-
ter tensor are zero. Furthermore, isotropic rotation around the z-axis leads to the relations
of Syz = 0 and Szz = –2Sxx = –2Syy (57) (the Szz parameter is often referred to as Schain as well.).
In this case, the SCD order parameter of a given CH2 group can simply be calculated as

(11)

where α is the angle formed by the C–H bond with the membrane normal. Conversely, a
noticeable deviation of the obtained Szz values from –2Sxx or –2Syy indicates the existence of
rotational anisotropy along the molecular axis joining two C atoms that are separated by two
C–C bonds (56).

4.3. Structure of the Headgroup Region

The structure of the dense headgroup region of the membranes, consisting of the polar part
of the constituting lipid molecules, the waters penetrated deepest into the bilayer, and also
fractions of the hydrocarbon chains is of key importance in determining the properties of the
membrane. The headgroup structure is resulted from the delicate interplay between the
lipid–lipid and lipid–water interactions. The overall organization of the polar lipid head-
groups and waters hydrating them can be characterized by the electrostatic potential between
the aqueous phase and the membrane interior, a quantity that can again be compared with
experimental data, and its contributions because of the lipid and water molecules. The detailed
description of the headgroup region structure includes the analysis of the lipid headgroups as
well as the structure of the interfacial water.
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4.3.1. Electrostatic Potential

The electrostatic potential difference between the aqueous phase and the interior of the
membranes built up by neutral phospholipid molecules results from the microscopic separa-
tion of the center of the positive and negative charges owing to the orientational preferences
of the lipid headgroups and water molecules. This electrostatic potential difference, often
referred to as the dipole potential Φ, can be calculated using the Poisson equation at the dis-
tance Z from the middle of the bilayer along its normal axis as the double integral of the
charge density profile ρQ(Z):

(12)

where ∈0 is the vacuum permittivity. It is not surprising that the contribution of the lipid and
water molecules to this potential is of opposite sign: the orientation of the water dipole vec-
tors is driven by the charge distribution of the lipid headgroups along the membrane normal
axis. Owing to the fact that the positively charged group of the neutral phospholipid mole-
cules is always located at the end of the headgroup chain, and hence they are, on average,
farther from the bilayer center than the negatively charged phosphate group that is attached
directly to the glycerol backbone, the lipid contribution to the electrostatic potential of the
aqueous phase with respect to the membrane interior is positive. However, this positive
potential is usually overcompensated by the negative potential contribution because of the
preferential orientation of the water molecules, resulting in a net negative electrostatic
potential value in the aqueous phase (24,45,50,58,59), which is in agreement with existing
experimental data (60).

4.3.2. Lipid Headgroup Structure

Perhaps the most important property characterizing the structure of the lipid headgroups is
the distribution of its tilt angle relative to the membrane normal (the orientation of the phos-
phorylcholine headgroup is often described by the vector pointing from its P to N atom,
called the PN vector, see refs. 18,38,39,48–51). However, a detailed analysis of the head-
group structure requires a thorough investigation of the interactions acting between the head-
groups as well. Because phospholipid molecules lack hydrogen bond donor H atoms, the most
prevalent interactions acting between neighboring headgroups are charge pairing (49) and
water bridging (i.e., when the two lipid headgroups are forming hydrogen bonds with the
same, bridging water molecule) (61). In addition, in the case of mixed membranes contain-
ing also H-donor molecules (e.g., cholesterol) hydrogen bonding can also occur between
these molecules and phospholipids (62). The presence and relative importance of these inter-
actions as well as their details (e.g., participating atoms, equilibrium distance) can be ana-
lyzed in detail using the partial pair correlation function of appropriately chosen atom pairs
(40,42,47–49,61–66). Because the lateral packing of the molecules is mainly determined
by the interactions acting between the headgroups, the detailed investigation of the local
lateral structure (e.g., by Voronoi analysis) can also shed some light to the nature of the head-
group–headgroup interactions (65,67,68). Furthermore, the relative arrangement of the neigh-
boring headgroups can be described by the distribution of the angle formed by the vectors
describing their orientation (usually the PN vector) (66), whereas their spatial distribution
around each other can well be characterized by the distribution of the angle formed by two
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neighboring headgroups (represented by the position of an appropriately chosen atom, e.g., P
or N) around the central one.

4.3.3. Structure of the Interfacial Water

The change of the orientational order of the interfacial water molecules along the mem-
brane normal axis can be characterized by the profiles (i.e., the average values obtained in
different lateral membrane slices) of appropriately chosen orientational parameters (51,58).
Based on the behavior of these profiles the headgroup region can be divided into separate lay-
ers in which the full distribution of these orientational parameters can then be meaningfully
analyzed (58). In phospholipid membranes, as in other polar interfaces the most important
orientational parameter in this respect is clearly the angle formed by the water dipole vector
with the membrane normal axis. However, the description of the alignment of entire water
molecules relative to the bilayer requires the introduction of other orientational parameters as
well. In analyzing the interfacial orientation of water molecules it should be kept in mind that
the unambiguous description of the orientational preferences of a rigid molecule relative to
an external vector (e.g., the membrane normal) requires the calculation of the bivariate joint
distribution of two independent orientational variables (e.g., the angular polar coordinates of
the external vector in a local frame fixed to the individual molecules) (69,70).

4.4. Analysis of Voids

The properties of the voids in lipid membranes are closely related to the key biological
functions of the membranes. Thus, several small molecules of vital physiological importance
(e.g., O2, CO2, NO, and so on) go through the membrane of the cells by passive transport.
This diffusion process is obviously related to the properties of the voids in the membrane.
Furthermore, some theories explain the phenomenon of anesthesia partly by changes in the
void distribution of the membranes owing to the anesthetics that are dissolved in the mem-
brane interior (71). The properties of the voids to be calculated in order to thoroughly char-
acterize the organization of the free volume in the system include the distribution of their size,
shape, connectivity, and orientation in the different regions of the membrane. In defining
voids, a distinction has to be made between the empty free volume (i.e., the entire space that
is not covered by the atomic spheres) and the accessible free volume (i.e., the free volume
pockets that are accessible for a spherical probe of a given size) (72). Obviously, the deter-
mination of the accessible free volume requires the introduction of an extra parameter (i.e.,
the radius of the probe). In the limiting case of the probe radius of zero the accessible and
empty free volumes become equivalent. Voids in the membrane can either be detected using
a set of test points, or analytically using the Voronoi–Delaunay (VD) method (73).

4.4.1. The Test Point Approach

In this method a large set of test points are generated (either randomly or along a grid) in
the system, and the points that are farther from all the atoms of the system than a given lim-
iting distance are marked. The ratio of these marked points and the total number of points
generated provide immediately the fraction of the accessible free volume corresponding to
the probe radius equal to the limiting distance used in the procedure (45,68,72,74–76).
However, the identification of the voids is a rather difficult task, because it has to be done on
a system of marked and unmarked discrete points. A computationally efficient way of solv-
ing this problem involves union/find type algorithm that results in a tree structure containing
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the information on how the marked sites are connected to each other (76). A more serious
problem of the test point approach is that it introduces a certain numerical inaccuracy in the
results. To keep this numerical inaccuracy sufficiently low, a large number of test points has to
be used, which makes the entire analysis computationally rather costly. Furthermore, the com-
putational cost of such calculations increases proportionally with the cube of the system size.

4.4.2. The VD Method

In analyzing voids in systems built up by large molecules, such as lipid membranes, a
generalized variant (77) of the original VD method (73) has to be used. In this approach, the
system is divided into cells, which are called the Voronoi S-regions. Each of these cells is
associated with an atom, and covers the region of space every point of which is closer to the
surface of this particular atom than to any other atom of the system. Obviously, these cells fill
the space without gaps and overlaps. The faces, edges, and vertices of these cells are the loci
of the spatial points that are equally close to the surface of two, three, and four atoms, respec-
tively, and are closer to these atoms than to any other atom of the system. Thus, the vertices
of the Voronoi S-regions are the centers of the empty interstitial spheres that can be inscribed
between the atoms of the system. These spheres can be regarded as elemental cavities; any
complex void present in the system is built up by them. Furthermore, each edge of a Voronoi
S-region connecting two of its vertices represents the fairway passing through the narrow
bottleneck between the nearest atoms, and can be characterized by the radius of this bot-
tleneck. The set of the Voronoi S-network vertices and edges of the system are forming a
network, called the Voronoi S-network that can be used to map the interatomic voids in
the system. Thus, each void accessible by a given spherical probe can be represented by a
connected cluster of the S-network edges, the bottleneck radius of all of which exceeds the
radius of the probe. Knowing the position and radius of the atoms as well as of the elemental
interatomic cavities (represented by the S-network vertices) the volume of the void can easily
be calculated (77). Although the determination of the Voronoi S-network vertices and edges
requires rather sophisticated algorithms, this approach can detect the voids present in the system
in an exact yet computationally less demanding way (41,77,78).

4.5. Analysis of the Solvation

4.5.1. Solvation of Large Molecules

The ultimate goal of the lipid membrane simulations is to model the complex environment
of the membranes of living cells, and thus, help in understanding their biological functions
on the molecular level. However, presently available computer capacities only allow the sim-
ulation of a few solute molecules, for example, anesthetics (79,80), coenzymes (81), peptides
(82), oligonucleotides (83), or a protein molecule (12) in a pure phospholipid membrane,
or simulations of two component mixed membranes built up by phospholipid mole-
cules as the main component and other natural amphiphils (e.g., cholesterol, see refs.
23,24,38,39,45,54,62,63,65,68,75,76,78). Recently, Pandit et al. (84) have reported computer
simulation of a three-component rafted membrane in which a domain of cholesterol and 18:0
sphingomyelin is embedded in the matrix of phospholipid molecules. These studies usually
focus on the local (23,65,76,82) as well as overall (24,38,39,45,68,76,78–84) changes
induced in the structure of the phospholipid membrane by the solutes, the specific (e.g.,
hydrogen bonding) interactions between the solute and phospholipid molecules (62,63,65,83),
as well as on the preferential position and diffusion of the solute in the membrane (79–81).

Statistical Thermodynamics Through Computer Simulation 139

09_Mezel  6/28/07  9:45 PM  Page 139



4.5.2. Free Energy Profile of Small Molecules and Membrane Permeability

For a class of solvent molecules of biological relevance, i.e., small, neutral molecules of phys-
iological importance (e.g., water, O2, CO2, NO, and so on), solvation in the membrane can be
analyzed in considerably more detail than that of larger solutes. The biological role of these mol-
ecules requires their ability of passing through the membrane without the aid of any specific,
membrane-bound proteins, and hence the profile of their solvation free energy across the mem-
brane is of great importance. Such calculations (40,74,75,85,86) are usually performed by insert-
ing the solute into a large set of test points in the system. Using the cavity insertion variant of the
method (74), when the test particle is only inserted into spherical cavities of the minimum radius
of Rcav, the free energy profile A(Z) along the membrane normal axis Z can be computed as

(13)

where kB is the Boltzmann constant, N is the number of the particles, p, V, and T are the pres-
sure, volume, and absolute temperature of the system, respectively, Utest is the interaction
energy of the inserted test particle with the system, Pcav is the probability of finding a suit-
able empty cavity, and the brackets <….> denote ensemble averaging. Pcav is directly
obtained in the calculation as the ratio of the number of gridpoint representing cavities to the
total number of gridpoints in the cell. The calculation provides also the fraction of the acces-
sible free volume for the probe of radius Rcav immediately. It should be noted that in the case
of Rcav = 0 the Pcav probability is unity, and the original version of the particle insertion
method (87) is given back. When the diffusion constant profile of the solute D(Z) is also
determined (40,85,86) (e.g., by the force correlation method, see ref. 40), the experimentally
accessible permeability coefficient of the solute P can also be calculated (40,85,86) using the
inhomogeneous solubility-diffusion model of Marrink and Berendsen (85), as

(14)
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Fluorometric Assay for Detection of Sterol Oxidation 
in Liposomal Membranes

Parkson Lee-Gau Chong and Michelle Olsher

Summary
The authors have developed a fluorescence assay to measure the rate and extent of sterol oxidation in lipid

bilayers. Dehydroergosterol (DHE), a fluorescent cholesterol analog, is used as a probe and at the same time as a
membrane component. The assay can also be performed on bilayers containing a mixture of sterols including
DHE and nonfluorescent sterols, such as cholesterol and ergosterol. The fluorescence intensity of DHE decreases
on oxidation, so the rate and extent of free radical- or enzyme-induced sterol oxidation can be measured as a func-
tion of temperature and membrane composition. For the studies, two-component (e.g., phosphatidylcholine
(PC)/DHE) and multicomponent (e.g., DHE/PC/bovine-brain sphingomyelin) large unilamellar vesicles were used,
and sterol oxidation was initiated either by the peroxy radical generator 2,2′-azobis (2-amidinopropane) dihy-
drochloride or by the enzyme cholesterol oxidase. The data gathered from this assay may be used to examine the
effects of water- and lipid-soluble antioxidants on membrane sterol oxidation produced by free radicals. This
assay can be used to test the potency of antioxidants and pro-oxidants, and can be used to determine whether
unknown substances demonstrate antioxidant activity against sterol oxidation. The assay can also be used as a tool
to examine the effect of sterol lateral organization on sterol oxidation (in the presence or absence of antioxidants).
In agreement with the sterol regular distribution model, it is found that both free radical- and enzyme-induced
sterol oxidation vary with membrane sterol content in a well defined alternating manner.

Key Words: Antioxidants; cholesterol; dehydroergosterol; fluorescence; free radicals; membrane; sterol oxidation.

1. Introduction 
The authors have developed a novel fluorescence assay that allows them to measure the

rate and extent of sterol oxidation in both the presence and absence of antioxidant. In vivo
oxidation of membrane cholesterol has important biomedical implications; the oxysterol
products produced have been implicated in a broad list of pathophysiological changes in the
human body, and are believed to be a major factor associated with many disease states.
Cholesterol can be oxidized in the body by enzymes and/or reactive oxygen species. A pro-
portion of oxysterol production in the body allows for removal of excess cholesterol as a
component of bile acids. However, when the oxidative load becomes too great as a result of
overproduction of reactive oxygen species and/or depletion of antioxidant protective mecha-
nisms, oxysterol production can induce deleterious changes. For example, the accumulation
of oxidized low-density lipoprotein (LDL) in the subendothelial space is correlated with
many pathological changes in vascular cells and thought to lead to the formation of the ath-
erosclerotic plaques that are seen in coronary heart disease (1). Recent evidence points to the
oxysterol contained within the oxidized-LDL particle as the cytotoxic agent (2). Oxidation
products of cholesterol are highly toxic to arterial smooth muscle cells (3) and vascular cells (2)

From: Methods in Molecular Biology, vol. 400: Methods in Membrane Lipids
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as well as many other cell types (4). Oxysterol production is associated with the etiology of
many diseases, such as Alzheimer’s Disease, diabetes, and cancer (3,5,6). Elucidation of the
mechanisms involved in the regulation of cholesterol oxidation would be useful in the devel-
opment of therapeutic options for the prevention and treatment of many human diseases and
conditions.

The conventional way to analyze the products of cholesterol oxidation requires: (1) the
extraction of total lipids using organic solvents, (2) the enrichment, separation, and detection
of oxycholesterols by thin-layer chromatography and high-performance liquid chromatogra-
phy (HPLC), and (3) the confirmation of structural identity by mass and nuclear magnetic
resonance spectrometry (7). Although this approach is necessary for understanding the chem-
istry underlying the oxidation reaction, it also perturbs membrane organization and is too cum-
bersome for kinetic studies. Ultraviolet (UV) light has been used to detect particular
cholesterol oxidation products in lipid vesicles, but its use is rather limited. This is because
oxycholesterols do not absorb UV light with a reasonably high extinction coefficient, except
for cholest-4-en-3-one (8) and 7-ketocholesterol (9). The UV method is even less useful in intact
cell membranes because of the presence of many other membrane constituents, which also
absorb UV light.

The fluorescence assay described here is sensitive and can be used to measure the rate and
extent of oxidation of sterol contained within a membrane without much membrane organi-
zation disruption. In this chapter, how to use a peroxy radical generator such as 2,2′-azobis
[2-amidinopropane] dihydrochloride (AAPH) to induce sterol oxidation has been illustrated,
but rates and extent of sterol oxidation induced by other pro-oxidants, such as 2,2′-azobis
(2,4-dimethylvaleronitrile), a lipophilic peroxy radical generator, and by enzymes, such as
cholesterol oxidase (10) can also be monitored.

It is also possible to get a relative measure of the degree of antioxidant protection afforded
against sterol oxidation by looking at the length of the antioxidant-induced lag phase. The lag
phase is a period of slow oxidation during which the antioxidant is scavenging some propor-
tion of the free radicals being generated (see Fig. 3). Once the antioxidant has been depleted,
the rate of sterol oxidation increases. By comparing the length of the lag phase along with the
rate of sterol oxidation after the lag phase, it is possible to rank lipid- and water-soluble
antioxidants according to their effects on sterol oxidation. When this assay is used to examine
sterol oxidation by free radicals or by enzymes, either with or without the addition of antioxidant,
only one sample preparation is required. The lipid system must include the fluorescent sterol,
dehydroergosterol (DHE); however, other sterols (such as cholesterol or ergosterol) may be
mixed with DHE (see Note 1).

The liposomes can be as simple as two-component vesicles, for example, 1,2-dimyristoyl-
sn-glycero-3-phosphocholine (DMPC)/DHE, or as complex as multicomponent vesicles,
LDL particles, or cells with incorporated DHE. These samples can be used to test the potency
of antioxidants and pro-oxidants, and can be used to determine whether unknown substances
demonstrate antioxidant activity. In addition to the aforementioned possibilities, the assay can
be used as a tool to probe the relationship between membrane sterol lateral organization and
sterol oxidation. The fluorescence assay is most suited for this application. For this special-
ized use of the assay, a more rigorous sample preparation is required.

The relationship between membrane lateral organization and sterol oxidation can be
described by the sterol superlattice theory. This theory (11,12; reviewed in refs. 13 and 14)
states that at certain mathematically predicted mole fractions of sterol, the sterol molecules
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are maximally organized into a type of regular distribution called a sterol superlattice. It is
hypothesized that differences in sterol lateral organization can lead to large variations in
membrane packing between components at a critical mole fraction compared with those at a
noncritical mole fraction. Many membrane-associated properties, such as the activity of some
surface-acting enzymes and the partitioning of nystatin into the bilayer, show multiple bipha-
sic changes as a function of sterol mole percent (10,15,16). The fluorescence assay can be
used to examine the rate of sterol oxidation, which is another property showing multiple
biphasic changes as a function of sterol mole fraction (10,17). The rate of sterol oxidation
should be proportional to sterol availability, and sterol is expected to be more accessible to
the aqueous phase (containing water-soluble pro-oxidants or enzymes) at critical mole frac-
tions (reviewed in ref. 13). The authors observed an increase in the rate of sterol oxidation at
critical predicted mole fractions, and a decrease in the oxidation rate as mole percent devi-
ated from critical (10,17). When the assay was performed in the presence of antioxidants, a
decrease in the length of the lag phase at or near predicted critical mole fraction as compared
with the length of the lag phase at noncritical mole fractions was observed (Olsher and
Chong, unpublished results). Thus, this application of the assay not only provides supporting
evidence for the sterol superlattice theory, but also reveals a new type of regulation for sterol
oxidation, that is, sterol oxidation varies with the extent of sterol superlattice in the mem-
brane, and changes biphasically with sterol content at critical mole fractions.

The most important procedure involved in this application of the assay is sample preparation.
A typical sample set contains between nine and fifteen independently prepared samples, each
differing from the next by a very small increment (~0.3 mol%) in mole percent of sterol. The
absolute amount of sterol remains constant from sample to sample; the mole fraction of sterol
is varied by changing the amounts of the nonsterol lipid components in small increments from
sample to sample. Thus, the end result is a series of samples in which the mole percent of sterol
changes by small steps over an entire range of less than 3–4 mol%. Because such small differ-
ences in sterol mole fraction are used, all aspects of sample preparation must be carried out with
extreme precision. Determination of stock solution concentrations, analysis of phosphorus con-
centration after extrusion and pipetting of lipids (or liposomes) must all be done accurately. The
thermal history of each sample must be the same. Careful sample preparation insures that the
differences observed between samples can only be attributed to differences in sterol mole per-
cent (hence, differences in the lateral organization of sterol in the bilayer).

The assay protocol involves time trace monitoring of DHE fluorescence intensity after
addition of a free radical generator (e.g., AAPH) or an oxidizing enzyme at desired tempera-
ture (37°C, in the study) (see ref. 17). The initial rate of sterol oxidation is then calculated
from the decay of DHE fluorescence intensity. The assay may be performed in the presence
or absence of antioxidants.

2. Materials
2.1. DHE Concentration Determination

1. DHE (Sigma, St. Louis, MO) is purified by HPLC before being dissolved in CHCl3 to make a
stock solution (see Note 2). Stock solution is sensitive to light, heat, and oxygen, and must be
sealed with Teflon tape and parafilm and stored in darkness at −20°C.

2. 1,4-Dioxane (Burdick & Jackson, Morris Township, NJ).
3. Small glass culture tube with phenolic screw cap that has a chloroform-resistant Teflon interface

(Pyrex 9826) (Corning, distributed by Fisher Scientific, Suwanee, GA).
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4. Spectrophotometer and two-matched quartz cuvettes (also used in phospholipid and cholesterol
determinations).

5. Microman pipettes (Gilson, Middleton, WI).

2.2. Phospholipid Concentration Determination

1. Phospholipids: 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) and DMPC (Avanti
Polar Lipids, Alabaster, AL) are prepared by dissolving lipids in CHCl3 to produce a stock solu-
tion of approx 1 mM. Phospholipid stock solution is sealed with Teflon tape and parafilm and
stored at −20°C.

2. Phosphorus standard solution (0.65 mM) (Sigma P3, 869).
3. 13 × 100 mm Disposable culture tubes.
4. 50% H2SO4, 30%H2O2, 5% ammonium molybdate, sodium bisulfite.
5. Fiske-Subbarow reagent (FSR) (Sigma).
6. Heating plate and heating blocks (20 wells).

2.3. Sample Preparation

1. DHE/CHCl3 stock solution and phosphatidylcholine/CHCl3 stock solution.
2. Storage tubes: Pyrex round bottom culture glass tubes that can be closed with a phenolic screw

cap having a Teflon fluorocarbon-resin-faced rubber liner that is resistant to chloroform and
many other organic solvents (see Note 3).

3. 50 mM Tris-HCl buffer, pH 7.0, 0.02% NaN3, .0.1 mM ethylenediaminetetraacetic acid (EDTA)
(Sigma, St. Louis, MO) (see Note 4), filtered through a syringe filter (0.2 µm).

4. Nitrogen (compressed gas) and Reacti-Vap III, Reacti-Therm III manifold (Rockford, IL).
5. Flexi-dry freeze-dryer (FTS Systems, Stone Ridge, NY).
6. Extruder (Lipex Biomembranes, Vancouver, Canada) and Nucleopore polycarbonate membranes

(Whatman Int., Kent, UK).
7. Zetasizer HS-100 spectrometer (Malvern, Worce, UK).

2.4. Assay Protocol

1. Phosphatidylcholine/DHE large unilamellar vesicles (LUVs) are pipetted into reaction cuvette
and mixed with calculated volume of Tris-HCl buffer.

2. AAPH (Aldrich, Milwaukee, WI) stock is prepared by mixing with Millipore (Billerica, MA)
water. AAPH is stored at 4°C at all times; only remove from this temperature when it needs to
be added to the reaction cuvette (see Note 5).

3. For assays including antioxidants, ascorbic acid is dissolved in (Millipore) water. Ascorbyl
palmitate is dissolved in 100% ethanol.

4. Fluorometer (SLM 8000C) (SLM, Urbana, IL).

3. Methods
3.1. DHE Concentration Determination

1. Before pipetting DHE stock solution for concentration determination, DHE must be brought to
room temperature and mixed gently to assure even distribution of molecules.

2. Pipette 2 mL of 1,4-dioxane (Burdick & Jackson) into small glass culture tube with chloroform-
resistant screw cap.

3. Pipette 20 µL DHE stock solution into tube containing dioxane; mix well (overnight with rota-
tion; cover tube with foil).

4. Wash out two matched quartz cuvettes (1-cm pathlength) and add DHE/dioxane mixture from
screw-top tube.
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5. Take absorbance measurements at 326 nm of DHE/dioxane mixture; collect data every 10 s; block
light from spectrophotometer in between readings to prevent photodamage.

6. Collect for 50 s. Wait a few minutes and try again. Compare readings.
7. Use mean absorbance value A326 to calculate the concentration of DHE from: [DHE] = (A326/ε)

where the extinction coefficient ε is equal to 10,600 M−1cm−1 in dioxane at 326 nm (18); multiply
by dilution correction factor (total volume divided by volume of DHE added to dioxane).

3.2. Phospholipid Concentration Determination

1. Phospholipid concentration in stock solution is determined by the method of Bartlett (19), with
some modifications.

2. Pipette phosphorus standard solution (0.65 mM) into 13 × 100 mm disposable culture tubes. Two
tubes are left empty to serve as blanks; the remaining six tubes contain 13, 26, 39, 52, 65, and
78 nmols of phosphate, and will be used to produce a standard curve.

3. Pipette phospholipid stock solution for phosphate concentration determination. Calculate
approximately how much sample would be required so that the unknown concentrations will fall
within the standard curve values.

4. Add 200 µL of 50% H2SO4 to each tube and vortex gently.
5. Place tubes in preheated aluminum block (200°C) for 5 min.
6. Add 200 µL (see Note 6) of 30% H2O2 to each tube and char in aluminum heating block for 30 min.
7. Remove tubes from block and allow cooling.
8. Add 2.3 mL of H2O (see Note 7) to each tube; then add 115 µL of 5% ammonium molybdate to

each tube and vortex gently. If liquid becomes yellow after addition of ammonium molybdate,
add a few crystals of sodium bisulfite and vortex until liquid becomes clear.

9. Prepare FSR according to manufacturer’s instructions; add 115 µL of FSR to each tube and
vortex gently.

10. Place tubes in a water bath at 100°C for 20 min or until samples turn blue.
11. Allow tubes to cool. Read absorbance at 660 nm (start with least concentrated samples).

3.3. Sample Preparation

When the assay is used for screening antioxidants or pro-oxidants, the sample preparation
is simplified, because only one sample is required. However, the studies have shown that
properties such as antioxidant protection and pro-oxidant potency may vary at different mole
fractions of sterol because of differences in sterol lateral organization. This should be kept in
mind when designing the experiment, so that the mole fraction of sterol remains constant for
each sample being compared.

When this assay is used to examine the relationship between sterol oxidation and sterol lat-
eral organization, then strict attention to all aspects of sample preparation is required. In each
set, sterol mole fraction is increased by small increments (~0.3 mol%) for each sample. The
absolute number of sterol molecules per sample does not vary; rather, sterol mole percent
is changed by varying the amount of the other lipid components. See Table 1 for a typical
sample preparation design.

1. Before pipetting, DHE/CHCl3 and phospholipid/CHCl3 stock solutions must be brought to room
temperature to assure even distribution of molecules.

2. Pipette calculated amounts of phospholipid and DHE stock solutions; stock solution tubes
should remain in ice while pipetting to slow evaporation. All solutions (stock, vesicles, and so
on) containing DHE must be protected from light (use opaque tubes or wrap tubes in foil).

3. Dry lipids under nitrogen gas stream until no visible solvent remains; then dry lipids overnight
under vacuum.
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4. The next day, reconstitute lipids with 5 mL of filtered Tris-HCl buffer (pH 7.0) at the desired
temperature (see Note 8). After reconstitution, flush samples with argon, cover tubes with
parafilm and vortex for 2 min at the chosen temperature to form multilamellar vesicles (MLVs).

5. MLVs are then subjected to three cooling/heating cycles (for POPC/sterol or DMPC/sterol
LUVs, 4°C for 30 min, and then 37°C for 30 min were used).

6. Let MLVs sit at room temperature for at least 4 d to allow them to come to thermal equilibrium
or semiequilibrium for membrane lateral organization. Store vesicles under argon to avoid auto-
oxidation of sterol before sterol oxidation measurements.

7. Prepare LUVs from MLVs by extrusion. Extrude at desired temperature 10 times through two
stacked Nucleopore polycarbonate filters under nitrogen gas pressure to form homogeneous
LUVs of desired size (see Note 9).

8. Store LUVs under nitrogen or argon gas at room temperature before activity measurements to
avoid auto-oxidation of sterols.

9. Incubate at room temperature for 7 d. Measure the phospholipid concentration of each LUV
sample by the method of Bartlett (see ref. 19) to determine the new lipid concentration after loss
because of extrusion (see Note 10). Also, measure vesicle size by photon correlation spectroscopy
(Malvern Zetasizer HS-1000 spectrometer) (see Note 11). The previous study (10) shows that
the sterol mole percents in vesicles before and after extrusion differ by less than 0.2 mol%. Thus,
for convenience, the sterol mole percents in MLVs were used to assess the relationship between
sterol content and sterol oxidation in LUVs.

3.4. Assay Protocol

1. Turn on circulating water bath connected to fluorometer until it reaches the desired temperature
(see Note 12). For the experiments on DHE/POPC and DHE/DMPC, the authors used a 15 min
incubation period to allow samples to reach 37°C.

2. Turn on fluorometer (SLM 8000C) and set excitation wavelength to 325 nm with a bandpass of
0.5 nm. Observe emission through a monochromator set at 396 nm with a bandpass of 8 nm.

3. Add calculated amounts of phospholipid/DHE LUVs and Tris-HCl buffer to a fluorescence cuvette
(total sample volume = 1.6 mL; final cuvette concentration = ~8 µM sterol and ~30 µM total lipid).

4. If antioxidant is to be used in the assay, it is added at this time.
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Table 1
Typical Sample Preparation Scheme

Tube no. Sterol (mol%) DHE (nmol) POPC (nmol)

1 18.4 125 554
2 18.8 125 540
3 19.1 125 529
4 19.4 125 519
5 19.7 125 510
6 20.0 125 500
7 20.3 125 491
8 20.6 125 482
9 20.9 125 473

10 21.2 125 465
11 21.5 125 456

A typical set of DHE/POPC mixtures shows increases in sterol mole percent by increments
of 0.3 mol%. The absolute number of moles of sterol (DHE, in this case) remains constant
from sample to sample, whereas the number of moles of the second component (POPC) varies
from sample to sample. In this sample set, 20.0 mol% sterol is the only predicted critical sterol
mole fraction for maximal superlattice formation (23).
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5. Place cuvette into sample compartment of the fluorometer and incubate under gentle magnetic
stirring for chosen incubation period to allow sample to reach desired temperature.

6. After incubation, begin time trace monitoring. Monitor background fluorescence for at least 60 s.
If background fluorescence is stable (i.e., no photobleaching is apparent, see Note 13), pause the
data acquisition and add free radical generator or oxidizing enzyme by pipetting into center of
reaction cuvette (see Note 14).

3.5. Data Analysis

3.5.1. Apparent Rate Constant

The authors have used data from this fluorescence assay to calculate three different param-
eters: initial rate of sterol oxidation, length of lag phase in the presence of antioxidant, and
the apparent reaction rate constant (k). To calculate k, the reaction must run until DHE fluo-
rescence intensity reaches an asymptotic value (Fig. 1).

In the absence of antioxidant, the steady decay of DHE fluorescence intensity induced by
AAPH is best described by first order kinetics. A curve-fitting program (Kaleidagraph;
v. 3.52; Synergy Software, Reading, PA) allows calculation of the apparent reaction rate con-
stant (k) using equation (1): F = F∞ + e(−kt + b) (Fig. 1, inset). To calculate k in the presence
of antioxidants, fit all data after lag phase has ended.
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Fig. 1. Profile of a typical assay showing DHE fluorescence intensity decay. DHE (21.2 mol%)/
POPC LUVs were incubated at 37°C; 30 µL of 300 mM AAPH was added at 1000 s (see Note 15) and
rate of intensity decay was monitored at 395 nm. The sharp drop seen on addition of AAPH is because
of energy transfer (see Note 16) and the asymptotic value at end of assay is referred to as “F∞” (see
Note 17). (Inset) Data of the AAPH-induced DHE fluorescence decay in 21.2 mol% DHE/POPC LUVs
measured at 37°C are fitted well by first-order kinetics using the equation [DHE]/[DHE]0 = F/F0 =
(Fobs − F∞)/F0 = exp (−kt + b). Here, b is a constant, and [DHE]0 and F0 denote the DHE concentration
and fluorescence intensity, respectively, at reaction time zero (upon addition of AAPH), and a correla-
tion coefficient R = 0.999 was obtained. k is the apparent rate constant of the reaction, and F∞ is the
DHE fluorescence intensity at a long time. For the data fitting, all the fluorescence intensities are nor-
malized against the intensity at reaction time zero (reproduced from [17] with permission).
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3.5.2. Initial Rate

Most of the assays performed to examine the rate of sterol oxidation focus on the para-
meter of initial rate rather than the apparent rate constant. As this kind of experiment is very
tedious, and it is crucial to keep the sample thermal history identical for all the samples in the
same sample set, the approach requiring a short operational time is preferred. An initial rate
calculation requires substantially less time per assay than does solving for k. The initial rate is
also particularly more useful for the purpose of examining the relationship between sterol
oxidation and sterol lateral organization. When free radical oxidation occurs, the oxidized
product is likely to cause some membrane perturbation and/or change in original membrane
lateral organization because of the fact that the oxidized sterol product has a larger mean
molecular cross-sectional area than native sterol (20), and has a weaker interaction with the
acyl chains of the neighboring phospholipids (21). Initial rate of sterol oxidation will give us
the most accurate snapshot of initial sterol organization in the bilayer (see Note 18).

Initial rate of sterol oxidation is calculated from the slope of DHE fluorescence intensity
decrease vs time. By examining a typical plot (see Fig. 1), it is apparent that the first 15 min of
sterol oxidation can be roughly fit to a straight line. However, a snapshot of the initial rate of
oxidation at the very beginning of free radical production, before any change in lateral organi-
zation has occurred is needed. Each set of samples spanning a critical mole fraction must be
analyzed separately in order to get an accurate picture for that particular set of LUVs. There
are variations in the time used to define the initial rate calculation per sample set. One reason
for these slight variations is because of the high sensitivity of fluorescence signals.

Fluorescence intensity is a relative value, depending on the amount of fluorophore in the
cuvette, sample mixing, temperature fluctuations, and quenching because of impurities in the
sample. For this reason, each complete set is analyzed separately, but all sets are normalized
so that they can be compared with each other. Each sample set is analyzed by examining the
first 5–10 min of fluorescence decay in a sequential manner. The first 3 min are plotted, and
then new plots are created for the first 4, 5, 6, and so on minutes. The trend of the slopes of
each sequential reaction profile shows the point at which the reaction rate first begins to slow.
When the slope begins to become smaller in a systematic manner (meaning deviation from
linearity), then the data points at shorter time should be used. By looking at the reaction pro-
files in this fashion, details are visible that would be overlooked if just the larger profile is
examined. It is possible to visualize the beginning of deviation from linearity, which usually
occurs between 4 and 7 min, depending on the sample set. Within a sample set, the deviation
from linearity can be determined and, thus, the number of minutes that will be used to calculate
the initial rate can be defined. An acceptable linear fit for that particular time span is usually a
correlation coefficient (R) value of at least 0.8. However, the validity of a particular R value
is based on a power analysis, which takes into account the sample size and calculates the low-
est acceptable correlation coefficient that will still give a 95% confidence interval (p < 0.05).
The correlation coefficient can be somewhat lower than normally would be accepted because
its value is based not only on the spread of points, but on the number of points in the plot. If
an initial rate is chosen for the first 5 min, the R values may be systematically lower than
those for a set where the initial rate is defined as the first 6 min. The initial rate is defined as
the smallest time frame that gives a linear plot and a reasonable correlation coefficient and
power analysis.
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3.5.3. Applications for This Assay

Any of the assay applications described can be extrapolated to more complex systems,
such as multicomponent vesicles, lipoprotein particles, and cells. DHE can be incorporated
into cells by using either the DHE-methyl-β-cyclodextrin conjugate, or by allowing sponta-
neous transfer of cholesterol and DHE between membranes through the aqueous phase (22).

This fluorescence assay is an excellent tool for relating the rate of sterol oxidation to mem-
brane sterol lateral organization, particularly because DHE is used not just as a fluorescent
probe to monitor oxidation rate, but also serves as an actual membrane component. Thus, a
view of a lipid bilayer that is undisturbed by extraneous probe molecules can be observed.

To look at sterol lateral organization, the initial rates of oxidation from samples can be
compared within a sample set. Because all samples contain the same absolute amount of
sterol, differences in initial rate of sterol oxidation must be a result of changes in the lateral
organization of sterol molecules in the membrane at different sterol mole fractions. The plot
above (see Fig. 2) shows a biphasic change in initial rate of sterol oxidation, with a maximum
oxidation rate at one of the critical mole percents (25.0 mol%), as predicted by the sterol
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Fig. 2. Normalized initial rate of sterol oxidation in DHE/POPC LUVs (diameter ~200-nm).
Assays were performed at 37°C; 30 µL of 300 mM AAPH was used to initiate oxidation. The verti-
cal bars are the standard deviations of the measurements from three independently prepared samples.
These data show that sterol oxidation rate undergoes a biphasic change at the critical sterol mole frac-
tion 25.0 mol%, which is the only critical sterol mole fraction for maximal superlattice formation in
this mole percent range examined (23). Similar biphasic changes in AAPH-induced sterol oxidation
were observed at other critical sterol mole fractions in DHE/POPC LUVs and in other membrane systems
such as DHE/bovine-brain sphingomyelin/POPC LUVs (17). Cholesterol oxidase-induced sterol oxi-
dation exhibited similar multiple biphasic changes with membrane sterol content (10).
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superlattice theory. Also the rate of sterol oxidation can be examined in the presence of an
antioxidant. When the assay includes an antioxidant, the typical profile contains an additional
lag phase (see Fig. 3).

Both lag phase and initial rate data immediately after lag can be fitted to separate linear
lines; the cross point of these fitted lines minus the time before addition of AAPH equals the
lag phase length. Generally, the end of lag phase is clearly visible and easily defined even
without using the intersection of two fitted lines. By using the same DHE concentration for
each sample, the length of the lag phase can be used to describe the relative protection from
sterol oxidation given by different antioxidants (see Fig. 3, inset), or by a specific dose of one
antioxidant. This procedure can be useful in ranking the potency of different antioxidants, or
in examining the effect of water- and lipid-soluble antioxidants on sterol lateral organization.
In addition, by assaying bilayers in the presence of a lipid-soluble antioxidant, such as ascor-
byl palmitate, one can explore issues relating to membrane perturbation. If we choose to relate
lateral organization to the rate of sterol oxidation in the presence of an antioxidant, we would
follow the protocol described previously for examining sterol lateral organization, except that
we incubate the sample with an antioxidant before adding pro-oxidant to the sample cuvette.
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Fig. 3. Profile of a typical assay showing DHE fluorescence intensity decay after incubation with
an antioxidant. DHE (19.1 mol%)/POPC LUVs were incubated with 22.5 µM ascorbyl palmitate for
15 min at 37°C before beginning of assay. Point A: addition of 30 µL of 300 mM AAPH; points A to
B: energy transfer; points B to C: lag phase (slow oxidation step); after point C: beginning of late
phase (fast oxidation step). (Inset) Plot showing comparison between length of lag phase produced
by a water-soluble antioxidant (ascorbic acid) and a lipid-soluble antioxidant (ascorbyl palmitate)
(Olsher and Chong, unpublished results). It is clear from the inset that, at the same given apparent
dose, ascorbyl palmitate is much more potent in protecting against sterol oxidation than its water-soluble
counterpart, ascorbic acid.
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4. Notes
1. DHE is structurally similar to and behaves in the same fashion as cholesterol in terms of mem-

brane incorporation, spontaneous transfer, and membrane lateral organization (22–25). For this
reason, multicomponent vesicles can be made with cholesterol or ergosterol as the main sterol
component, provided that a small amount (e.g., 1 mol%) of DHE is added as a probe.

2. Results produced by using unpurified DHE are often quite different from those produced using
HPLC-purified DHE incorporated into LUVs. This may be because of the presence of oxidized
DHE in the unpurified stock. To purify DHE, a Waters Symmetry C18 column is used (5 µm; 3.9 ×
150 mm) (Waters Corp., Milford, MA); mobile phase: methanol: acetonitrile 2:1, v/v; flow rate
1.5 mL/min; detection of absorbance at 326 nm. It is possible that the presence of oxidized DHE
introduces error by affecting membrane packing in a nonsystematic way, and hence interferes
with the measurement of the rate of sterol oxidation and the length of the lag phase (if antioxi-
dants are used).

3. All glassware used for lipid storage and vesicle preparation should first be washed with polar and
nonpolar solvents. For the vesicle preparation, the authors use one wash with chloroform:methanol
(2:1 v/v), followed by one wash with ethanol, and a final washing with deionized water. Glassware
must be dried completely. Gilson Microman pipettes are used to transfer organic solvents or lipid
samples dissolved in organic solvents.

4. EDTA is used to chelate metal ions in solution. It was found that metal chelation is required for
the measurement of the antioxidant capacity of ascorbyl palmitate. In the presence of free metal
ions, ascorbyl palmitate either does not produce a lag phase at all or produces a greatly attenu-
ated lag phase, and therefore does not provide typical antioxidant protection. Water-soluble vita-
min C (ascorbic acid) demonstrates antioxidant protection both in the absence and presence of
free metal ions, but EDTA was added to all buffer preparations.

5. Oxidizing agents, such as water- or lipid-soluble free radical generators or enzymes, can be used
in this assay to oxidize sterol. AAPH is a water-soluble peroxy radical generator that undergoes
thermal decomposition to yield N2 plus two carbon radicals. Most of the carbon radicals then
react rapidly with oxygen molecules to yield peroxy radicals (26). The rate of AAPH decompo-
sition is determined primarily by temperature and pH. At 37°C in neutral water, the half-life of
AAPH decomposition is about 175 h (27). Based on these calculations, the rate of peroxy radi-
cal formation is essentially constant for the duration of the assay, even when a significant lag
phase is observed. However, if the sample set is large and must be run over the course of four or
more days, there is some loss of potency of radical production. The potency is tested by com-
paring initial rates of sterol oxidation using the same sample (POPC/DHE LUVs; 19.1 mol%
DHE; 30 µL of 300 mM AAPH per assay; 8 nmols DHE per assay) on four consecutive days,
and calculating the percent decrease per day. Between daily assays, AAPH is stored at 4°C. After
4 d of storage, the initial rate of sterol oxidation is about 20% less than the original measure-
ment. All samples comprising a single sample set should be assayed within 3 d.

6. The original procedure calls for a smaller amount of H2O2; however, it was found that the sam-
ples would sometimes turn brown after 30 min in the heating block if there was an insufficient
amount of H2O2. To avoid this, add extra H2O2; 100–200 µL is sufficient to prevent this color
change. If the samples are not clear on removal from heating block, the final absorbance read-
ings will be affected.

7. The original assay calls for 2 mL of H2O, 100 µL of ammonium molybdate and 100 µL of FSR
reagent. The volume may be adjusted to allow for differences in the final volume required for a
particular spectrophotometer, as long as the proportions remain consistent.

8. The temperature required for vortexing step (see Subheading 3.3., step 4), heating/cooling step
(see Subheading 3.3., step 5) and the temperature at which the assay is performed (see
Subheading 3.4., step 1) all depend on the membrane system used. The temperature chosen is
usually about 10°C more than the main transition temperature of the matrix lipid. For the studies,
37°C was used.
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9. If the LUVs are used to study sterol lateral organization, then the Nucleopore filter used for
extrusion should have pores that are more than 60 nm (28). When vesicles are too small, the
radius of curvature is large enough to disturb the lateral organization of the lipid molecules. For
other studies, LUVs of any size can be used.

10. Lipid loss because of extrusion process was calculated to be about 40% (10).
11. Size was determined before and immediately after extrusion, as well as after the postextrusion

7-d incubation period. Vesicle size was also measured before and after some fluorescence assays,
both in the absence and presence of antioxidants. It was found that there was no significant
change in vesicle size because of addition of AAPH or any antioxidant used in the assay.

12. The recommended operation temperature range for this assay is 15–47°C. Below 15°C, it is nec-
essary to flush the sample compartment of the fluorometer with nitrogen to get rid of moisture
condensation on optical components. If the assay is performed at more than 47°C, an additional
factor must be considered. At higher temperatures, sterol oxidation occurs at a faster rate, and
the kinetic trace of the AAPH-induced DHE oxidation usually reaches an asymptotic value
within 1 h. At this point, both initial rate of oxidation and apparent rate constant (k) can be calculated
as described (see Subheading 3.5.). However, continuation of the time trace monitoring past this
point (at temperatures >47°C) would result in the appearance of a sudden steep rise in fluores-
cence intensity over time (Yoon and Chong, unpublished results). This is probably owing to the
formation of either an additional compound or an excited state complex. In either case, the initial
rate of AAPH-induced sterol oxidation and the k value calculated from the DHE fluorescence
intensity decay (once the profile has reached an asymptotic value) are meaningful, and can be inter-
preted in the same way as data retrieved at lower temperatures. Even at higher temperatures
(>47°C), HPLC analysis clearly shows that, on addition of AAPH, the initial decay of DHE fluo-
rescence intensity is because of the oxidation of DHE (Yoon and Chong, unpublished results).

13. Photobleaching is the irreversible destruction of an excited fluorophore on exposure to light. To
measure the contribution of decreased fluorescence intensity by photobleaching, fluorescence
intensity was measured for more than 5 h under the experimental conditions (37°C) in the absence
of AAPH. The contribution to intensity loss by photobleaching was found to be approximately
0.5%. This is a contribution small enough to be ignored.

14. Thirty microliters of 300 mM AAPH was used for each reaction. AAPH solution was freshly pre-
pared for each sample set and used within 3 d. Prepare AAPH by measuring appropriate amount
and mixing with (Millipore) water. Store at 4°C in between assays; remove from refrigerator
only when it is time to add AAPH to reaction cuvette and replace when finished. The final ratio
in the reaction cuvette of DHE:AAPH is approx 1:1.

15. For purposes of illustration, AAPH is added here after 1000 s. In a typical assay, background
intensity can be monitored for a much shorter time period to verify that there is no appreciable
photobleaching or other artifacts that would result in DHE oxidation in the absence of peroxy-
free radical.

16. On addition of AAPH, there is an immediate sharp drop in DHE fluorescence intensity, followed
by a steady decrease in fluorescence intensity over time (see Fig. 1). The sharp drop in fluores-
cence intensity that occurs on addition of free radical generator is owing to resonance energy
transfer, which is the transfer of excited state energy from an excited donor (DHE) to an accep-
tor (AAPH). As AAPH is nonfluorescent, the DHE fluorescence is thus reduced. Energy trans-
fer does not affect the calculation of initial rate of sterol oxidation or the determination of lag
phase length because energy transfer occurs much faster than sterol oxidation. The steady
decrease in intensity over time results from AAPH-induced sterol oxidation.

17. The fluorescence intensity measured at a long time after addition of AAPH is designated as F∞,
which is typically 10% of the initial intensity. The existence of a nonzero F∞ value is probably
a result of either unreacted DHE in an inaccessible area or production of a weakly fluorescent
product.

18. When comparative studies are conducted, the initial rates from different samples must first be
normalized to unity.
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Fluorescence Detection of Signs of Sterol Superlattice Formation
in Lipid Membranes

Parkson Lee-Gau Chong, Berenice Venegas, and Michelle Olsher

Summary
There is a significant amount of experimental data, obtained predominantly from fluorescence studies, showing

that sterol-containing liposomes can exhibit multiple biphasic changes in membrane properties at specific critical
mole fractions of sterol such as 20.0, 22.2, 25.0, 33.3, 40.0, and 50.0 mol%. This can be understood in terms of the
sterol regular distribution (e.g., superlattice) model. Here, the authors use excitation generalized polarization of 6-
lauroyl-2-dimethylamino-naphthalene fluorescence in fluid 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine/
cholesterol unilamellar vesicles to illustrate the experimental procedures and conditions that are required to detect
multiple biphasic changes at predicted sterol mole fraction values in liposomal membranes. For this detection, the
use of small sterol increments over a wide sterol mole fraction range is essential. Lipid concentration, incubation
time, thermal history, and degree of sterol oxidation of liposomal membranes are critical factors. The principles and
methodologies described here can be extended to other probes or bioactive molecules, such as enzymes, and can be
applied to study sterol lateral organization in multicomponent lipid membranes.

Key Words: Fluorescence; lateral organization; liposomes; membranes; sterols; superlattices.

1. Introduction
The importance of lateral heterogeneity of lipid membranes became more widely acknowl-

edged after the postulation of the raft hypothesis in 1997 (1). Although the coexistence of
stable lipid domains in model membranes was observed long before this date, the presence of
phase coexistence in cell membranes is still controversial and the understanding of such
domains at the molecular level, even in model membranes, is poor. Experimental evidence is
being accumulated supporting the presence of lateral regular distributions in sterol-containing
liposomal membranes (reviewed in refs. 2–4). Abrupt biphasic profiles in physical properties
were observed at specific critical sterol mole fractions (Cr) (e.g., 15.4, 20.0, 22.2, 25.0, 33.3,
40.0, and 50.0 mol% sterol) (5–14). At present, this behavior can only be explained by a sud-
den lateral reorganization of the lipids because of the maximum formation of sterol superlat-
tice in the plane of the membrane at Cr (see Fig. 1).

According to this model, regularly distributed sterol superlattices and irregularly distributed
lipid areas coexist in sterol-containing membranes. The ratio of irregular to regular regions
reaches a local minimum at Cr. In the regular regions, sterol molecules can be distributed into
either hexagonal or centered-rectangular superlattices (5,6) (see Fig. 1). The model also proposes
that membrane-free volume varies with sterol content in an alternating manner, reaching a local
minimum at Cr (7,8,15) (see Fig. 1) because sterol molecules in the regular regions are more
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Fig. 1. Schematic diagram showing the current concepts underlying the sterol regular distribution
model. The rectangle-like objects represent a lipid membrane, where regular (shaded areas) and irreg-
ular (blank areas) regions coexist. In regular regions, sterol molecules are regularly distributed into
either hexagonal or centered rectangular superlattices within the host lipid matrix. There is a biphasic
change in proportion of irregular region to regular region (R, solid line), membrane free volume (V, solid
line), and the perimeter of regular region (P, dashed line) with membrane cholesterol content in the
neighborhood of a critical sterol mole fraction Cr (e.g., 33.3 mol% cholesterol as indicated by arrow)
theoretically predicted for maximal superlattice formation. (reproduced from ref. 24 with permission)

tightly packed than those in the irregular regions (7,9). Sterol exposure to water or water soluble
materials, on the other hand, reaches a local maximum at Cr (see Fig. 1) (7, 12, 14), mainly
because of the increase in the interfacial area between regular and irregular regions (see Fig. 1).

The molecular interactions that can simulate such regular distributions include a small,
unfavorable sterol–sterol repulsion and a large, favorable sterol–phospholipid attraction as a
result of the hydrophobic effect (13,16). Another major factor is the multibody interactions
of sterol with nearest neighbors. Sterol has a condensing effect on neighboring acyl chains,
reducing the number of gauche configurations along the polymethylene units. This causes an
unfavorable entropy loss. The fine balance between the unfavorable interactions (entropy loss
and sterol–sterol repulsion) and the overall favorable hydrophobic effect drives the sterol to
form superlattice-like regular distributions in the membrane.
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The detection of multiple biphasic profiles at Cr can be reasonably accepted as evidence for
sterol superlattice formation. In this chapter, excitation generalized polarization (GPex) (17) of
6-lauroyl-2-dimethylamino-naphthalene (LAURDAN) fluorescence in fluid 1-palmitoyl-2-
oleoyl-sn-glycero-3-phosphocholine (POPC)/cholesterol large unilamellar vesicles (LUVs) is
used to illustrate the experimental procedures and conditions that are required to detect
multiple biphasic changes at predicted Cr values in liposomal membranes. The factors that may
hinder or obliterate the detection of signs for superlattice formation are also discussed.

In short, use of small sterol increments (~0.3 mol%) over a wide sterol mole fraction range is
essential. The concentrations of lipid stock solutions must be determined precisely and accurately.
Proper use of pipettes, choice of lipid concentration in vesicle dispersions, vesicle incubation
time, vesicle thermal history, and degrees of sterol oxidation are critical factors. The principles
and methodologies described here can be extended to study membrane properties using other flu-
orescent probes (5,6,8,18) or bioactive molecules such as enzymes and free radicals (10,12,14),
and can be applied to study sterol lateral organization in multicomponent lipid membranes (14).

2. Materials
2.1. Formation of LUV

1. Storage tubes: Pyrex round bottom glass tubes that can be closed with a phenolic screw cap hav-
ing a Teflon liner (Fisher Scientific, Pittsburgh, PA) that is resistant to chloroform and many
other organic solvents (see Note 1).

2. POPC (see Note 2) and cholesterol (see Note 3) are stored at −20°C (use −70°C for long-term
storage). Stock solutions of POPC and cholesterol are made in chloroform at a concentration
around 1 mM.

3. 50 mM Tris-HCl buffer, pH 7.2, 0.02% NaN3, 10 mM ethylenediaminetetraacetic acid (EDTA),
filtered through a syringe filter (0.2 µm).

4. Gilson Microman pipettes (Gilson, Middleton, WI).
5. Nitrogen (compressed gas) and Reacti-Vap III plus Reacti-Therm III manifold (Rockford, IL).
6. Flexi-dry freeze-dryer (FTS Systems, Stone Ridge, NY).
7. A vacuum chamber made by connecting a dessicator to the laboratory vacuum line.
8. Extruder (Lipex Biomembranes, Vancouver, Canada) and Nucleopore polycarbonate membranes

(Whatman, Brentford, UK).
9. Malvern Zetasizer HS-1000 spectrometer (Malvern Inst., Ltd., UK); light source: 10 mW He–Ne

laser set at 633 nm.

2.2. Phosphorus Assay

1. Phosphorus standard (0.65 mM) (Sigma Chemical Co., St. Louis, MO) stored at 4°C.
2. 50% Sulfuric acid, 30% hydrogen peroxide (stored at 4°C), 5% ammonium molybdate, and sodium

bisulfite.
3. Fiske–Subbarow reducer (FSR) (Sigma Chemical Co., St. Louis, MO) stored at room tempera-

ture and protected from light.
4. Fisher isotemp water bath (also used in cholesterol assay).
5. Heating plate and heating blocks (20 wells).
6. Spectrophotometer (Model Lambda-25, Perkin-Elmer Instruments, Waltham, MA) (also used in

cholesterol assay).

2.3. Cholesterol Assay

1 Cholesterol E kit (Wako Chemicals, Richmond, VA).
2. 0.1% (w/v) Triton X-100.
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2.4. Fluorescence Measurements of LAURDAN

1. LAURDAN (Molecular Probes Inc., Eugene, OR) stock solution: LAURDAN dissolved in dimethyl
sulfoxide (DMSO) (high-performance liquid chromatography [HPLC] grade) stored at −20°C in
dark (see Subheading 3.4.).

2. Polypropylene screw cap amber vials (size: 2 mL) with O-ring (Perfector Scientific, Atascadero, CA).
3. Fluorometer (ISS, Inc., Champaign, IL) small stirring bar, and quartz cuvettes.

3. Methods
3.1. Preparation of LUVs

The observation of biphasic behavior as a function of sterol mole fraction strongly relies
on vesicle preparation. To collect empirical evidence of this kind of profile, the sample set
must be planned and prepared very carefully. A sample set is made up of several tubes of LUVs
(see Table 1); each sample has a slightly different sterol mole fraction. For good resolution of
the profile, it is desirable to vary the sterol mole fraction in small increments (0.2–0.4 mol%),
especially when the Cr are very close to one another. This calls for highly accurate pipetting
of the lipid stock solutions and careful determination of lipid concentrations in stock solutions.
In addition, a biphasic membrane behavior at a given Cr has to be studied with a sample set
spanning approx a 3 mol% region around the critical point (see Note 4). At least one sample
should be prepared in triplicate to allow for the calculation of error; however, it is better to
choose two sterol mole fractions (one at Cr, and the other far from Cr).

The preparation of all samples in the set must be completed within a short time frame, in order
to ensure that the thermal history of each sample is virtually the same. For this reason, all vesicle
samples in a sample set should be prepared on the same day. If the thermal history is not preserved,
then the lateral organization equilibration process may be different from one sample to the next.
In this case, observation of biphasic change is still possible, but a much longer incubation time
may be required to observe the change. Thus, if the biphasic profile was not observed, it would be
impossible to distinguish between samples that have not yet reached thermal equilibrium for
lateral organization and samples that were improperly prepared. If attention is given to pipetting
and to the thermal history of the samples, the observation of biphasic phenomena is more likely
to be successful. Table 1 describes the preparation of a typical sample set in which the absolute
amount of sterol remains constant, whereas the amount of POPC is varied by small increments.

1. In a Pyrex test tube with a screw cap having a Teflon liner, dissolve an appropriate amount of
POPC (or cholesterol) in HPLC-grade chloroform, making a stock solution of POPC (or choles-
terol) at a concentration close to 1 mM. Use Gilson Microman pipettes to transfer organic sol-
vents or lipid samples dissolved in organic solvents. Stock solutions are sealed with Teflon tape
and parafilm and stored at −20°C.

2. The cholesterol and phospholipid concentrations in stock solutions are determined by a
Cholesterol E kit from Wako and the method of Bartlett (19), respectively.

3. Plan sample set as illustrated in Table 1; follow the table to pipette calculated amounts of POPC
and cholesterol stock solutions into clean Pyrex test tubes (see Note 5). Stock solution tubes
should remain on ice during the pipetting step and should be closed immediately when not in
use, to slow evaporation.

4. Evaporate the chloroform in each tube of the same sample set at the same time under nitrogen
gas stream using a manifold (Reacti-Vap III plus Reacti-Therm III) until no visible solvent
remains. Then, dry lipids overnight under high vacuum (Flexi-Dry, FTS Systems).

5. The next day (before tubes are removed from vacuum), preheat a water bath and an incubator
(large enough to contain a vortex) to 40°C, so that when the incubator door is opened for vortexing
of samples, a temperature of 40°C is maintained (see Note 6).
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6. Warm buffer to 40°C in water bath. Remove tubes from vacuum and place them in the water bath.
7. Reconstitute lipids using the following procedure: pipette warm buffer into tubes, flush with

argon, cap and seal with Teflon tape and parafilm. Vortex the lipid dispersions at 40°C for a certain
amount of time (e.g., 5 min) until the pellet is completely resuspended to form multilamellar
vesiles (MLVs). All the vesicle samples in the same set should be vortexed for the same amount
of time. After reconstitution, flush samples again with argon, recap and reseal tubes with Teflon
tape and parafilm.

8. Incubate the sample set at 40°C for 1 h. MLVs are then subjected to three cooling/heating
cycles (each cycle equals a period of 30 min at 4°C followed by another 30 min at 40°C). Then,
incubate MLVs at room temperature for 4 d in the vacuum chamber (a dessicator connected to the
vacuum line) (see Note 7) to allow vesicles to come to thermal equilibrium for lateral organiza-
tion (see Note 8).

9. On day five, prepare LUVs from MLVs by extrusion (see Note 9). It is advisable to extrude all
samples on the same day. Preheat the extruder to 40°C. It is also necessary to have some hot
deionized water (~40–60°C) that will be used to clean the extruder between samples. Set the
nitrogen pressure (100–150 psi for 200-nm pore size in the polycarbonate membrane), which
must remain constant throughout the extrusion of the sample set.

10. Incubate first tube at 40°C for 10 min, then extrude sample 10 times through two stacked Nucleopore
polycarbonate membranes with the desired membrane pore size to form LUVs (see Note 10). After
extrusion, flush tube with argon, seal with parafilm, and wash extruder 10 times with hot water.
Repeat this for all tubes.

11. After extrusion, measure vesicle size with the Malvern Zetasizer (Malvern, UK). In a disposable
cuvette, pipette 1.5 mL of filtered and degassed water and add 20 µL of the vesicle suspension;
then, begin measurement.

12. Store LUVs for at least 4 d (5) under argon at room temperature in a vacuum chamber (see
Subheading 2.1.7.) to avoid oxidation of sterols and phospholipids (see Note 11).
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Table 1
Example of Sample Set Around Cholesterol Critical Mole Fraction 33.3 mol%

1 mM 1.3 mM Difference Cholesterol POPC
Tube Cholesterol Cholesterol POPC in volume (nanomoles (nanomoles
number (mol%) stock (µL) stock (µL) (µL) per mL buffer) per mL buffer)

1 31.3 500 843 0 100 219.3
2a 31.7 500 828 15 100 215.2
2b 31.7 500 828 15 100 215.2
2c 31.7 500 828 15 100 215.2
3 32.1 500 813 15 100 211.3
4 32.5 500 798 15 100 207.5
5 32.9 500 784 14 100 203.8

6a 33.3 500 769 15 100 200.0
6b 33.3 500 769 15 100 200.0
6c 33.3 500 769 15 100 200.0
7 33.7 500 756 13 100 196.5
8 34.1 500 743 13 100 193.1
9 34.5 500 729 14 100 189.5

10 34.9 500 717 12 100 186.4
11 35.3 500 704 13 100 183.0

The concentration of the stock solution is 1 mM for cholesterol and 1.3 mM for POPC. The final volume of the MLV
sample is 5 mL, which gives [POPC] = 200 µM at 33.3 mol%. Two triplicates were made to generate typical error bars.
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13. During the incubation period, it is also necessary to measure the phospholipid concentrations of
each LUV sample by the method of Bartlett (19) to determine the new phospholipid concentra-
tion after loss as a result of extrusion. After phosphorus determination, dilute the stock solution
to desired POPC concentration (see Note 12).

3.2. Phosphorus Assay

These instructions are modified from the method of Bartlett (19).

1. Pipette phosphorus standard solution (0.65 mM) into test tubes. Two tubes are left empty to serve
as references; the remaining six tubes contain 13, 26, 39, 52, 65, and 78 nmols of phosphorus,
and will be used to produce a standard curve.

2. Pipette phospholipid stock solution for phosphorus concentration determination. Calculate
approximately how much sample would be required so that the unknown concentrations will fall
within the standard curve values.

3. Evaporate the organic solvent of the sample. If sample is in aqueous solution there is no need to do
this step.

4. Add 200 µL of 50% sulfuric acid to each tube and vortex gently.
5. Place tubes in preheated aluminum block (200°C) for 5 min.
6. Add 200 µL (see Note 13) of 30% hydrogen peroxide to each tube and char in aluminum heat-

ing block for 30 min.
7. Remove tubes from block and allow cooling.
8. Add 2.3 mL of water (see Note 14) to each tube; then add 115 µL of 5% ammonium molybdate

to each tube and vortex gently; if liquid becomes yellow after addition of ammonium molybdate,
add a few crystals of sodium bisulfite, and vortex until liquid becomes clear.

9. Prepare FSR according to manufacturer’s instructions; add 115 µL of freshly made FSR to each
tube and vortex gently.

10. Place tubes in a water bath at 100°C for 20 min or until samples turn blue.
11. Allow tubes to cool. Read absorbance at 660 nm (start with least concentrated samples).

3.3. Cholesterol Assay (Modified From Manufacturer’s Instructions)

1. Dilute the cholesterol standard solution (20 mg/mL, from the Cholesterol E kit (Wako Chemicals
USA, Inc., Richmond, VA) 10 times.

2. Prepare 4 mL of the color reagent (from Wako) using specified proportions of reagent and buffer.
3. Pipette 20, 40, 60, 80, 100, and 120 µL of the diluted cholesterol standard into separate test tubes;

two empty tubes will serve as blanks. Pipette the sample (cholesterol stock solution, ~1 mM) in
suitable amounts in triplicate. Evaporate the solvent of the sample by nitrogen.

4. Add 300 µL of 0.1% Triton X-100. Vortex until the cholesterol pellet is resuspended.
5. Add 300 µL of the color reagent and vortex.
6. Place tubes in a water bath at 37°C for 5 min.
7. Take out the tubes and allow them to cool. Then add water so that all tubes contain a total volume

of 1.3 mL.
8. Measure absorbance at 600 nm.

3.4. Measurements of LAURDAN GPex

1. Prepare LAURDAN stock solution by dissolving a very small amount of LAURDAN powder in
3 mL of DMSO (HPLC grade). Pipette an aliquot (e.g., 25 µL) of LAURDAN stock solution into
3 mL of methanol (Optima, Fisher Scientific, Pittsburgh, PA) in a cuvette and mix well. Estimate
the concentration of the stock by measuring the absorbance at 364 nm (A364) using a spectropho-
tometer. The LAURDAN concentration is calculated using the equation: [LAURDAN]stock =
(A364/ε) × (dilution factor), where ε is the extinction coefficient of LAURDAN in methanol at
364 nm (20,000 M−1 cm−1). The LAURDAN stock solution used in the GPex measurements (see
Figs. 2–4) was 40 µM.
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2. From sample number one (tube no. 1 in Table 1), add a volume of POPC that corresponds to 40
nmols into each of two small amber vials. Add buffer to give a final volume of 1.8 mL. Do the
same for the rest of the sample set to generate two sets of vials.

3. To each of the vials in one of the two sets, add 5 µL of 40 µM LAURDAN stock solution (LAU-
RDAN-to-POPC molar ratio 1:200). Add the same amount of DMSO used in the first vial to the
second set of vials (used as reference).

4. Incubate for at least 1 h.
5. Scan fluorescence emission spectrum from 400 to 520 nm for each vial containing LAURDAN

(excitation wavelength: 340 nm); subtract the readings from the corresponding reference vial.
6. Calculate GPex (17) using the equation: GPex = (I435 – I500)/(I435 + I500), where I435 and I500 are the

fluorescence intensity at 435 nm and 500 nm, respectively.
7. Make a graph of the GPex values of all samples as a function of the cholesterol mol%. Figure 2

illustrates the multiple biphasic changes in LAURDAN GPex observed using this method. In cho-
lesterol/POPC LUVs, GPex reaches a local minimum at19.7, 22.2, 25.0, 26.2, 33.3, 40.3 and 50.0
mol%; these values (except for 26.2 mol%) are at or near the theoretically predicted critical mole
fractions (i.e., 20.0, 22.2, 25.0, 33.3, 40.0, and 50.0 mol%) in the mole percent ranges examined.
The observation of GPex dips (rather than peaks) at Cr is consistent with the superlattice model in
that sterol is more exposed to the aqueous phase at Cr than at non-Cr (see Note 15). It is known
that LAURDAN GPex decreases when the water content near the chromophore of LAURDAN is
high (17). LAURDAN’s chromophore in monopolar diester liposomes is located in the bilayer
near the water–membrane interfacial region (20).

8. Figure 3 illustrates the importance of keeping sterols from auto-oxidation (see Note 16), which
may obliterate the biphasic change in LAURDAN GPex at 50.0 mol% cholesterol in cholesterol/
POPC LUVs.

9. Figure 4 demonstrates that both vesicle incubation time and phospholipid concentration in the
vesicle dispersion are also critical factors for the detection of biphasic changes in membrane
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Fig. 2. Laurdan’s GPex as a function of cholesterol content in cholesterol/POPC LUV (diameter
~160–180 nm). GPex was measured at 24°C. GPex minima (GPex dips) appear at 19.7, 22.2, 25.0, 26.2,
33.3, 40.3, and 50.0 mol%. Arrows indicate the theoretically predicted critical sterol mole fractions (Cr)
for maximal superlattice formation in the mole percent range examined. Within the experimental errors
(~0.1–0.4 mol% sterol; see ref. 8), the GPex dip values (except for 26.2 mol%) agree with the theoretical
Cr values (i.e., 20.0, 22.2, 25.0, 33.3, 40.0 and 50.0 mol%). The vertical bars are the standard deviations
of GPex obtained from three independently prepared vesicle samples. [POPC] was 40-60 µM and vesicles
were incubated 7 days or more prior to GPex measurements. (reproduced from ref. 24 with permission)
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Fig. 3. Comparison of the effect of vesicle incubation time on the depth of the LAURDAN GPex
dip (∆GPex) detected at the critical sterol mole fraction 50.0 mol% cholesterol in cholesterol/POPC
LUVs (diameter ~160–180 nm) for two sets of samples ([POPC] = 40 µM): (▲) protected (see
Subheading 3.1.12.) and (▼) unprotected (neither placed in the vacuum chamber nor flushed with
argon) from sterol oxidation. Vesicles were incubated and GPex was measured at 24°C. (reproduced
from ref. 24 with permission)

Fig. 4. (A) The evolution of the GPex dip profile over time for a set of samples in the neighborhood
of 40.0 mol% cholesterol in cholesterol/POPC LUVs (diameter ~160–180 nm) with [POPC] = 40.0 µM.
(B) Effects of vesicle incubation time and POPC concentration in the vesicle dispersions on the depth
of the LAURDAN GPex dip (∆GPex) detected at the critical mole fraction 40.0 mol% cholesterol in
cholesterol/POPC LUVs. Vesicles were incubated, and GPex was measured at 24°C. All the samples
were protected from sterol oxidation using the method described in the text. (reproduced from ref. 24
with permission)

properties at Cr. If the sample set is carefully prepared and well protected from oxidation and the
biphasic profile is not obvious, it may be possible that the sample set needs a longer incubation time
(see Note 17).

4. Notes
1. For storing lipid stock solutions and making lipid vesicles, Pyrex round bottom test tubes are

used that can be closed with a phenolic screw cap having a Teflon liner. All glassware used for
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lipid storage and vesicle preparation should first be washed with polar and nonpolar solvents.
For the vesicle preparation, the authors use one wash with chloroform:methanol (2:1 v/v), fol-
lowed by one wash with ethanol, and a final washing with deionized water. Glassware must be
dried completely.

2. Sphingolipids and phosphoacylglycerides other than POPC can also be used as matrix lipid(s).
The purity of the phospholipids to be used can be checked by thin-layer chromatography.

3. In addition to cholesterol, the methodology presented in this chapter can be applied to other
sterols such as ergosterol and the fluorescent cholesterol analog, dehydroergosterol (8). Before
use, the purity of sterols should be checked. These sterols can be purified by recrystalization in
ethanol (or methanol) or by HPLC (21).

4. Three to six sample sets should be prepared to cover some or all the Cr values (20.0, 22.2, 25.0,
33.3, 40.0 and 50.0 mol%) in the range of 18–55 sterol mol%. This would enable us to assess
whether the biphasic points experimentally observed are correlated with the predicted Cr values.
Here, it is suggested that a sample set spans a region that covers a single critical point Cr.
Actually, a sample set may span a sterol mole fraction range much larger than 3 mol% such that
more than one critical point can be covered in the same set. Selection of sample size in each set
depends on whether the measurements of physical or biological properties of all the vesicle sam-
ples in the same set can be completed in a short period of time so the measured membrane prop-
erties are not a result of changes in sample thermal history.

5. Many factors determine the size of the sample set. All steps must be performed on each sample
on the same day. For greater accuracy, use a POPC stock concentration that allows a large dif-
ference in the POPC volume to be pipetted into each sample tube. The minimum difference
between consecutive tubes should be approx 10 µL (see Table 1). This volume can be measured
accurately using Gilson Microman pipettes. In this way, small sterol mole percent increments
such as 0.3 mol% can be readily achieved.

6. Samples must be vortexed at a temperature at least 10°C higher than the main phase transition
temperature of the constituent lipids.

7. Lipids are susceptible to oxidation. Flushing samples with nitrogen or argon can protect from
oxidation, but storing the sealed samples under vacuum will provide long-term protection.

8. These heating/cooling cycles and long incubation periods have frequently been used in liposome
preparation for calorimetric studies (22). This protocol provides a means of evenly distributing
membrane components among lipid multilayers and attaining an equilibrium distribution of mol-
ecules within each monolayer.

9. Multiple biphasic changes in membrane properties with cholesterol content can be detected in
MLVs (5) and LUVs (12). The limitation is that when the vesicle is smaller than approx 60 nm
in diameter, biphasic changes in membrane properties may be attenuated or abolished because
of large curvature stress (23). LUVs (around 200–800 nm in diameter) are preferred because
the vesicle size distribution of extruded LUVs is much more narrow than that of MLVs. LUVs
provide less scattered light, which might interfere with fluorescence measurements, and they do
not precipitate easily.

10. The size distribution of the vesicles will be determined by the pore size of the polycarbonate
membrane used and the number of times the sample is extruded. However, if small vesicles are
present in the MLV dispersions, they will pass through the membrane pores without forming
LUVs. The result will be a heterogenous distribution of particle sizes. To prevent this, freeze–thaw
cycles are performed in order to increase the size of the MLV’s before extrusion. Put dry ice in
acetone, and place the sample in the dry-ice–acetone mixture for 2–3 min or until completely
frozen. Then, incubate the sample at 40°C for 15 min. For good results, this cycle should be
repeated at least 10 times. Moreover, a sample should not be extruded with a membrane in which
the pore is less than half the size of the vesicles to be extruded. Otherwise, a large amount of
lipid may be lost in the polycarbonate membrane and the extrusion will be very slow. Normally,
at higher lipid concentrations, larger MLVs are formed, so if one wants a 200 nm LUV one
should extrude first with a membrane having higher pore size, such as 400 nm, and then extrude
with a 200 nm membrane pore.
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11. Long incubation used here is to allow vesicles to come to thermal equilibrium for lateral organi-
zation, as mentioned in Note 8. The incubation time that is required to detect a biphasic change
in membrane properties varies with vesicle lipid concentration (see Note 17), depends on the
critical mole fraction region being examined, and changes with lipid membrane systems. An
incubation of 12–24 h (or less) at 4°C is sufficient to detect a biphasic change in the ratio of
pyrene excimer to monomer fluorescence intensity at the critical mole fraction in pyrene-labeled
phosphatidylcholine/dimyristoylphosphatidylcholine LUVs ([lipid] ~2 µM) (23), a lipid mem-
brane system also believed to form lipid superlattices (2,4). For sterol-containing vesicles with
[lipid] less than 100 µM, the average minimum time to detect a biphasic change is about 4 d, but
the actual incubation time needed for a biphasic change varies with Cr.

12. In principle, the cholesterol concentration of the LUVs has to be determined as well; thus, the
sterol mole percent in each sample after extrusion can be known. However, in a previous study
(12) it was shown that the sterol mole percents in vesicles before and after extrusion differed lit-
tle (<0.2 mol%). Thus, for convenience, the sterol mole percents in MLVs can be used to assess
the relationship between sterol content and membrane properties in LUVs. The phospholipid
concentration of the LUVs determined here is needed to calculate the volume of the LUV dis-
persions to be pipetted into the sample cuvette so that LAURDAN GPex for each sample from
the same set will be determined based on the same amount of POPC (see Subheading 3.4.).

13. The original procedure calls for a small amount of hydrogen peroxide; however, it was found
that the samples would sometimes turn brown after 30 min in the heating block. If the samples
are not clear on removal from the heating block, the final absorbance readings will be affected.
To avoid this problem, the Bartlett assay was modified by adding 200 µL of hydrogen peroxide.

14. The original assay calls for 2 mL of water, 100 µL of ammonium molybdate, and 100 µL of FSR
reagent. The volume may be adjusted to allow for differences in the final volume required for a
particular spectrophotometer, as long as the proportions remain consistent.

15. The direction (either a dip or a peak) and the extent (depth of the dip or peak) of a biphasic change
in membrane properties with sterol content at Cr vary with the fluorescent probes used and the type
of enzymes or bioactive agents, depending on where in the membrane they reside and what
membrane properties these extrinsic molecules are sensing. However, in all cases studied, the
direction of the biphasic change in membrane properties at Cr can be explained by the principles
of sterol superlattice formation (for review, see ref. 3).

16. A critical factor for generating multiple biphasic changes in membrane properties at Cr is the pre-
vention of sterol oxidation. If the samples are well protected against oxidation of sterol, the depth
of the GPex dip increases with increasing incubation time; if enough time is allotted, a maximum
depth will be reached, which means that the maximum area covered by sterol superlattice has been
achieved (see Fig. 3). However, if the sample is not well protected against sterol oxidation (as
revealed by HPLC), then the GPex dip becomes hindered and even obliterated after a certain
amount of incubation time (see Fig. 3). Sterol oxidation becomes a critical issue when the sample
needs long incubation times to reach the lateral organization equilibrium. To protect vesicle sam-
ples from oxidation, vesicle samples should be flushed with argon every 2–3 d during the incuba-
tion time, and the sample tubes should be sealed with parafilm and stored in a low vacuum
chamber. Alternatively, the samples can be stored inside a glovebox in an inert gas atmosphere.

17. The phospholipid concentration in vesicle dispersions (or the concentration of lipid vesicles) and
the time for vesicle incubation (the time between the extrusion and the measurement of mem-
brane properties) are also critical factors for generating biphasic changes in membrane proper-
ties at Cr. Frequently, a biphasic change in the GPex profile was only detected after the sample
set was incubated for a certain amount of time (see Fig. 4A) so that the lateral organization of
membrane lipids could reach or move toward equilibrium. This equilibration process strongly
depends on lipid concentration. In Fig. 4B, it can be seen that the detection of the GPex dip at
40.0 mol% cholesterol takes a longer time for a more concentrated vesicle sample, while for all
the lipid concentrations examined, the GPex dip becomes deeper over time. Note that the incuba-
tion time for the detection of a biphasic change in GPex and the lipid concentration dependence
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of the dip depth (as shown in Fig. 4) may vary from one specific critical sterol mole fraction to
another, but the general trend applies to all the critical sterol mole fractions.
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Differential Scanning Calorimetry in the Study of Lipid Phase
Transitions in Model and Biological Membranes
Practical Considerations

Ruthven N. A. H. Lewis, David A. Mannock, and Ronald N. McElhaney

Summary
Differential scanning calorimetry (DSC) is a relatively rapid, straightforward, and nonperturbing technique for

studying the thermotropic phase behavior of hydrated lipid dispersions and of reconstituted lipid model or biolog-
ical membranes. However, because of the diversity of lipid thermotropic phase behavior, data-acquisition and data-
analysis protocols must be modified according to the nature of the phase transition under investigation. In this
chapter, the theoretical basis of the DSC experiment is examined and, with the aid of specific examples, also how
the information content of DSC thermograms is affected by the nature of the lipid phase transition examined. The
overall goal is to provide practical guidelines for the development of data-acquisition and data-analysis protocols,
which are compatible with the instrumentation available and the nature of the lipid phase transition under
investigation.

Key Words: Biological membranes; differential scanning calorimetry (DSC); lipid bilayers; lipid model mem-
branes; lipid thermotropic phase behavior; lipid phase transitions; transition cooperativity; transition enthalpy;
transition temperature.

1. Introduction
Membrane lipids can exist in many polymorphic forms and temperature-induced intercon-

versions between these forms (phase transitions) readily occur. Differential scanning calorimetry
(DSC) is a simple yet powerful nonperturbing physical technique, which is well suited for
detection and for the thermodynamic characterization of thermotropic phase transitions in both
lipid model and biological membranes. This technique involves the simultaneous heating
(or cooling) of a sample and an inert reference, a material of comparable thermal mass and heat
capacity, which exhibits no thermotropic events within the temperature range of interest, at a
predetermined constant rate in a calorimeter designed to measure the differential rate of heat
flow into the sample relative to that of the inert reference. The temperatures of the sample and
reference may either be actively varied by independently controlled units (power-compensation
calorimetry) or passively changed through contact with a common heat sink, which has a thermal
mass that greatly exceeds the combined thermal masses of the sample and reference (heat-
conduction calorimetry). 

From: Methods in Molecular Biology, vol. 400: Methods in Membrane Lipids
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At temperatures far from any thermotropic events, the temperatures of the sample and
reference cells change linearly with time and the temperature difference between them
remains constant. Under such conditions, the DSC instrument records a constant difference
between the rates of heat flow into the sample and reference cells, which ideally, is reflected
by a straight, horizontal baseline. Whenever a thermotropic event occurs within the sample,
a temperature differential between the sample and reference occurs and the instrument either
actively changes the power input to the sample cell to negate the temperature differential
(power-compensation calorimetry), or passively records the resulting changes in the rate of
heat flow into the sample cell until the temperature differential eventually dissipates (heat-
conduction calorimetry). 

In both instances, the differential rates of heat flow into the sample and reference cells
change and either an exothermic or endothermic deviation from the baseline occurs. On com-
pletion of the thermal event, the instrument either re-establishes its original baseline or estab-
lishes a new one if a change in the specific heat of the sample has occurred, thereby generating
a plot of differential heat flow as a function of temperature. DSC can thus accurately measure
the temperature, enthalpy, and cooperativity of lipid phase transitions, as well as their kinetics
under certain conditions.

In this chapter, the practical aspects of using DSC to study the thermotropic phase transi-
tions of synthetic membrane lipids dispersed in excess water will be examined. However,
there is so much variation in the thermotropic characteristics of the various types of phase tran-
sitions which one can encounter in studying membrane lipids that no single experimental pro-
tocol can be devised that will be optimal for the detection and accurate thermodynamic
characterization of each type of thermotropic phase transition that can be encountered. Therefore,
also how these experimental protocols can be modified to optimize the detection and char-
acterization of the various types of lipid phase transitions most commonly observed will be
examined.

2. Theoretical Considerations
As illustrated in Table 1, the thermodynamic and kinetic properties of various lipid

thermotropic phase transitions vary considerably, so that the thermotropic events observed by
DSC may not always be occurring under equilibrium conditions. Therefore, some of the the-
oretical aspects of applying DSC in studying thermotropic phase transitions under both equi-
librium and nonequilibrium conditions shall be examined first, in order to provide a basis for
the proper interpretation of the experimental data obtained and for the design of experimental
protocols which will optimize the usefulness of this data.

2.1. Thermotropic Processes Proceeding at Thermodynamic Equilibrium

This aspect of the application of DSC can be illustrated by examining a simple, two-state,
temperature-induced conversion between A and B, for which one can define an equilibrium
constant (Ke):

(1)A B K
BKc

A
à Üàààá àààà and

e
= [ ]

[ ]
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where [A] and [B] represent the concentrations of the initial and final states, respectively.
Assuming that the volume changes accompanying this thermotropic process are small relative
to the total volume of the system, Ke can be defined in terms of the fractional conversion (α)

(2)

This thermotropic process can then be defined in terms of , the temperature dependence 

of the fractional change, as:

(3)
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Table 1
Commonly Observed Thermotropic Phase Transitions of Hydrated Lipids

Thermotropic properties

Transition type Kinetics Enthalpy Cooperativity Example lipids

Lc⇔Lβ Slow High Moderate Medium to long-chain diacyl 
PCs, PGs, PSs, and glucosyl 
diacylglycerols

Lc⇔Lβ′ Slow High Moderate Some highly asymmetric 
mixed-chain diacyl PCs

Lc⇔Lα Slow High Moderate Short-chain saturated diacyl PCs,
saturated diacyl PEs, short to 
medium-chain glucosyl 
diacylglycerols

Lc⇔Q
II

Slow High Moderate Short-chain glycosyl 
diacylglycerols

Lc⇔H
II

Slow High Moderate Long-chain glycosyl 
diacylglycerols

Lβ⇔Lα Fast High High Saturated diacyl phospholipids
Lβ′⇔Lα Fast High High Saturated dialkyl PCs
Lβ⇔Q

II
Fast High High Long-chain monoglycosyl 

glycerolipids
Lβ⇔H

II
Fast High High Long-chain monoglycosyl 

glycerolipids
Lβ′⇔Lα Fast High High Platelet-activating factor,

lysophosphatidylcholines
Lα⇔H

II
Moderate Weak Moderate Long-chain diacyl PEs, medium 

and long-chain monoglycosyl 
diacylglycerols

Lα⇔Q
II

Moderate Weak Moderate Short-chain monoglycosyl 
glycerolipids

Q
II
⇔H

II
Moderate Weak Moderate Short-chain monoglycosyl 

glycerolipids
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where is the van’t Hoff enthalpy change and R is the gas constant. Finally, this ther-

motropic process can be described in terms of the response of the calorimeter, by calibrating 

equation (Eq. 3) in terms of the total energy change:

(4)

where η is the number of moles of sample, is the molar calorimetric enthalpy of the 
process, and is the sample thermal load, and then correcting for the temperature scan rate:

(5)

where S is the temperature scan rate = .

The idealized expression in Eq. 5 reveals the following points. First, aside from the size of
the sample (η), the scan rate (S), and the temperature (T), all of the terms involved in the defi-
nition of the instrument response are either fundamental constants or intrinsic properties of the
thermotropic process under investigation. Thus, in any DSC measurement, the flexibility of the
experimenter will be limited to the choice of a suitable scanning range, to adjustments of sam-
ple size, and/or to alterations in heating (or cooling) rate, in order to obtain signals of accept-
able intensity. Second, Eq. 5 also shows that the calorimetric response is dependent on two
enthalpy terms, ∆Hcal and ∆H0. The first of these (∆Hcal) is the molar calorimetric enthalpy of
the process, which in combination with the size of the sample, defines the total enthalpy change
associated with the thermotropic process under investigation. From the expressions shown in
Eqs. 4 and 5, one can demonstrate that 

(6)

where is the scan rate-normalized DSC signal. By integrating Eq. 6 between Ta and Tb,

the starting and ending temperatures of the experiment, one finds that:

(7)

If the temperature range of the experiment (Tb − Ta) is large enough to span the entire range 

of the thermotropic process under investigation, the integral term, , will become unity,

and the value of the integral term, , will be completely defined by η · ∆Hcal, the thermal

load of the sample. In practical terms, this means that as long as the temperature range scanned in
the DSC experiment exceeds that of the thermotropic process under investigation, the calorimet-
ric enthalpy of that process can be directly accessed by integrating the area of the scan rate-
normalized DSC thermogram relative to the experimental baseline. However, more importantly,
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this measurement is independent of all other parameters, and in principle, the only limits to the
accuracy with which this measurement can be made are the sensitivity of the instrument used and
the intensity of the calorimetric signal relative to the noise level of the measurement.

The second enthalpy term described in Eq. 5 is the van’t Hoff enthalpy change (∆H0). This  

term is derived from the van’t Hoff isochore, , and is thus a measure of the 

sharpness or cooperativity of the thermotropic transition under investigation. Estimates of the ∆H0
can be obtained thus:

The value of the term in Eq. 5 is subject to the following limits:

Thus, describes a symmetrical biphasic curve (Fig. 1) which attains its maximal 

value (0.25) when the value of the equilibrium constant Ke is unity and approaches zero when
Ke is either very small or very large. The shape of the DSC thermogram is described by the value 

of the term in Eq. 5 and the curve attains its maximal value at a temperature (Tm) 

where the process is 50% complete. Moreover, if the temperature range spanned by the ther-
motropic process is relatively small, the intensity of the DSC signal relative to the baseline is 

approximately proportional to , and at temperatures where this intensity is half

maximal, should approach values near 0.125 thus:

(8)

The roots of the quadratic Eq. 8 can then be substituted into the van’t Hoff isochore to deter-
mine the ∆H0 for the process. From the symmetry properties of the DSC trace, one can
demonstrate that, as long as the width of the transition is small, the temperatures at which 

DSC signal intensity are half maximal can be approximated by the expression ,

where ∆T is the transition width at half height. By taking definite integrals to the van’t Hoff
isochore, one can demonstrate that:
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where and are the roots of the quadratic Eq. 8.

From these expressions, ∆H0 can be expressed in terms of the transition width at half
height thus:

(10)

Thus, if ∆T is small relative to Tm, ∆H0 can be obtained by the following approximation:

(11)

As illustrated by Eq. 11, the value of ∆H0 term is inversely proportional to width of the 
transition. With most lipid phase transitions, the ∆H0 term is considerably greater than the 
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Fig. 1. Idealized heating thermogram exhibited by a two-state thermotropic process at equilibrium.
Values for the natural logarithm of the equilibrium constant are listed relative to the transition mid-
point temperature (Tm) and the transition width at half-height (∆T1/2) thus: TS: Effective starting tem-
perature of transition. TL: Effective completion temperature of the transition. T1 and T2: Temperatures
at half maximal peak intensity.
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parameter or cooperative unit size (CUS), which in effect is an estimate of the number of lipid
molecules in the cooperative unit from which the thermotropic phase change is nucleated.
The CUS is thus a measure of the degree of intermolecular cooperation between lipid mole-
cules. For a completely cooperative, first-order phase transition of an absolutely pure sub-
stance, this ratio should approach infinity, whereas for a completely noncooperative process,
this ratio should approach unity. However, one should note that the absolute values of the
CUS calculated from a DSC measurement should be regarded as tentative, because they are
markedly sensitive to the presence of impurities and may also be limited by heat transfer
capacities of the instrument (see below). Nevertheless, carefully determined CUS values can
be useful in assessing the purity of synthetic lipids and in quantitating the degree of cooper-
ativity of lipid phase transitions.

2.2. Thermotropic Processes Proceeding Under Nonequilibrium Conditions

Thermotropic interconversions between lipid phases do not always proceed under equi-
librium conditions. In fact most of the thermotropic interconversions between lamellar gel
and crystalline lipid phases are inherently slow processes for which kinetic considerations
either determine or strongly influence the temperatures at which these processes are actu-
ally observed. In such cases, the thermodynamic characteristics of the thermotropic process
(apart from ∆Hcal) are essentially inaccessible by temperature scanning techniques such as
DSC and the data obtained must be interpreted accordingly. However, as illustrated by the
example below, DSC can be used to characterize the kinetic characteristics of the ther-
motropic process (1).

For a kinetically driven first-order thermotropic conversion of state A to state B, the rate 

of reaction is determined by the concentration of the starting state A, and one can define  

a rate equation thus:

(12)

where is the first-order rate constant and is the relative concentration of state A. Within
the context of a DSC experiment, the differential rate of heat flow into the sample will be
directly proportional to the rate of loss of state A, and Eq. 12 can thus be expressed in terms 

of the relative intensity of the DSC signal thus:

(13)

If the volume changes involved are small relative to the total volume of the system and the
progress of the reaction is proportional to the cumulative differential heat flow into the sam-
ple, the relative intensity of the DSC signal at any given temperature (T) is then:
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where β is the residual fraction of the starting species A, which can be expressed in terms of
the partial area of the DSC thermogram thus:

(15)

where T0 and T∞ are the starting and ending temperatures of the DSC experiment. At any tem-
perature, the rate constant of the process will be given by the expression:

(16)

where

and, as the rate constants are describable by the Arrhenius equation, Eq. 16 can be expressed
as a function of temperature thus:

(17)

(18)

where U is the Arrhenius activation energy of the process. 
The relationships expressed in the preceding equations reveal a number of points pertinent

to the application of DSC to slow thermotropic phase transitions. First, the characteristics of
the DSC thermogram obtained are determined exclusively by the thermal load of the sample
and the kinetics of the process under investigation. Thus, although a phase transition may be
reproducibly observed over a specific temperature range, there is no thermodynamic signifi-
cance to the transition peak temperature midpoints and transition widths of the thermograms
observed. Second, the temperature scanning rates do not necessarily factor in the determina-
tion of the kinetic parameters. Thus, as long as the sample thermal load ( ) is large
enough to generate a signal of reasonable intensity and the scanning rates are slower than the
kinetics of the process under investigation, the data obtained should be essentially independ-
ent of any finite scanning rate used. Finally, the intensity of the signals generated is potentially
interpretable in terms of the rate constant of the process at all temperatures over which there is
significant signal intensity relative to the baseline. Moreover, as the temperature dependences
of the rate constants are usually describable by the Arrhenius equation, the data can also used
to determine the Arrhenius activation energy of the process. Thus, as illustrated in Eq. 18, the
Arrhenius activation energy (U) of processes driven by first-order kinetics can be obtained
from the slope of a plot of against the reciprocal of the absolute temperature.ln( )φ
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3. Instrumentation
Under ideal conditions, the thermograms recorded by any DSC instrument would reflect the

temperature dependence of the thermotropic changes occurring in the sample without signifi-
cant distortion from the recording instrument. However, such conditions are extremely difficult
to achieve in practice because the finite conductivity of the thermal path between the heat source
of the instrument and the contents of its sample capsule, along with the thermal mass of the
sample itself, form a de facto kinetic barrier between the heat source of the instrument and
the processes occurring within the sample. These kinetic limitations are reflected by an instru-
ment time constant, which essentially defines the capacity of the instrument to transfer heat
between its heat source and sample capsule. Because of these kinetic considerations, DSC ther-
mograms acquired by any instrument will be distorted from the ideal whenever the rate of heat
transfer required to achieve thermal equilibrium significantly exceeds the thermal transfer
capacity of the instrument as embodied in its time constant. (The ways in which some of these
distortions are manifest will be examined later in this section.) However, these considerations
also imply that the acquisition of accurate DSC thermograms may be possible if instrument-
related distortions can be minimized. Equation 5 suggests that this should be feasible, in prin-
ciple, if protocols based on slow temperature scanning rates and relatively small sample thermal
loads are used. However, this is only practical if the configuration of the instrument is such that
the combined thermal mass of the sample and reference forms a large fraction of the thermal
mass. Currently, the only instruments which approach these conditions are the high-sensitivity
power-compensation calorimeters (see below). However, one should note that the experimental
protocols which facilitate the recording of accurate DSC thermograms are inherently incompat-
ible with the acquisition of DSC thermograms with high signal-to-noise ratios (see Eq. 5), espe-
cially in cases where the thermotropic processes under investigation are fairly broad (when CUS
values are low and/or ∆H0 values are small). Thus, in such cases one must sacrifice some sig-
nal fidelity in order to obtain an acceptable level of signal intensity.

Currently, commercially available DSCs are designed to operate as either heat-conduction or
power-compensation instruments. With heat-conduction instruments, both sample and refer-
ence are heated (or cooled) indirectly through contacts with a common heat sink, which typi-
cally has a thermal mass that greatly exceeds their combined thermal masses. Heat-conduction
instruments are thus configured to passively measure the differential heat flow into the sam-
ple as the heat sink is heated (or cooled) at a constant predetermined rate. Because the ther-
mal mass of these types of calorimeters is large, the time constants of heat-conduction
instruments tend to be fairly long (≥120 s) and it is difficult to maintain thermal equilibrium
throughout the system except when operating at very slow scan rates. Thus, even at moder-
ate temperature scanning rates, DSC data acquired with these types of instruments can be so
severely distorted (through broadening, end-tailing, and up/down temperature-shifting of the
heating/cooling thermograms) that estimation of all thermodynamic parameters save ∆Hcal
can be severely compromised (see Fig. 2A). 

However, these distortions are markedly diminished at lower scan rates (see Fig. 2B), and
in principle, can be effectively eliminated if the scanning rates are slow relative to the instru-
ment time constant. However, as noted earlier, the latter approach will incur a proportional loss
of signal intensity (Eq. 5). Ironically, however, the fact that the thermal mass of the sample
is a very small fraction of the thermal mass under instrumental control makes it feasible for the
user to markedly increase sample size to compensate for the decline of signal intensity at very
slow scanning rates, and for all practical purposes, this capacity is probably limited only by the
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capacity of the sample capsule of the instrument and the dynamic range of its control and meas-
urement electronics. However, this approach is also inherently costly of both sample and instru-
ment time and may thus be unsuitable for routine application. Nevertheless, the fact that one does
have the flexibility to maintain signal intensity by a proportional increase in sample size also
enables an alternative option, which does not require extraordinarily slow scanning rates and very
large sample sizes. In principle, if the time constant of the instrument is known and the heat trans-
fer properties of the instrument are properly calibrated over its effective operational temperature
range, one can acquire data at a reasonable scanning rate and use the Tian equation to correct for
instrument-related distortions (see ref. 2 and references cited therein). However, it is cautioned
that this approach is possible only when the scanning rates are compatible with or slower than
the instrument time constant (i.e., when the distortions are relatively small). Nevertheless, as long
as the proper experimental protocols are implemented, it is feasible to use heat-conduction instru-
ments to obtain high-quality DSC thermograms, which approach the fidelity attainable with
modern high-sensitivity power-compensation instruments (e.g., see Fig. 3).

Unlike heat-conduction calorimeters, power-compensation instruments are designed with
independent heat sources of the sample and reference capsules which can each be heated (and
cooled) independently of the adiabatic shielding between them and the environment at large.
Moreover, because the thermal masses controlled by power-compensation instruments are
considerably smaller, their instrument time constants are also considerably shorter (~5–30 s)
and it is thus feasible to operate such instruments at considerably faster temperature scanning
rates than is practical with heat-conduction instruments. Thus, instrument-related distortions

180 Lewis et al.

Fig. 2. Effect of scan rate on the heating endotherms and cooling exotherms of the gel/liquid-
crystalline phase transition of DMPC as observed with a high-sensitivity heat-conduction calorimeter.
The thermograms shown were recorded with the same sample at scan rates of 48°C/h (panel A) and
10°C/h (panel B). The sample consisted of ~6.5 µM of lipid dispersed in 500 µL of aqueous buffer.
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of DSC thermograms of the type and magnitude illustrated in Fig. 2A are rarely observed
with power-compensation calorimeters unless the instruments are operated at extraordinarily
high scanning rates (see Fig. 4).

However, because these types of instruments are configured to operate in the power-com-
pensation mode, it is also possible for the system to “over compensate” if the response time
characteristics of the instrument and the kinetics of the thermotropic process are not bal-
anced. This phenomenon is most likely to occur when recording the heating endotherms of
fast, highly energetic and highly cooperative thermotropic processes such as the gel/liquid-
crystalline phase transitions of synthetic phospholipids. When this phenomenon occurs, the
instrument supplies more energy than required for the thermotropic process under investiga-
tion and the temperature of the sample actually rises above that of the reference. This effect
is manifest by an asymmetric sharpening of the endothermic peak, by a slight down-shifting
of the peak maximum to lower temperatures, and by an exothermic baseline excursion at tem-
peratures near the normal completion of the process (see Fig. 5A). 

Although these types of distortions are usually not as severe as those illustrated in Fig. 2A,
they are serious enough to compromise the accuracy with which thermodynamic (or kinetic)
parameters can be extracted from the data. However, these distortions can be easily avoided

Study of Lipid Thermotropic Phase Behavior by DSC 181

Fig. 3. Illustration of the Tian correction of DSC data acquired by a heat-conduction calorimeter.
Curves A,B show uncorrected heating endotherms of the sample acquired at temperature scanning
rates 48°C and 10°C/h, respectively. Curve C shows the heating endotherm acquired at 10°C/h after
application of the Tian correction. Curve D shows the heating endotherm exhibited by the same sam-
ple when recorded with a high-sensitivity power-compensation instrument operating at 10°C/h. The
sample used to obtain curves A–C was the same sample described in Fig. 1. The data illustrated by
curve D was obtained from a 323-µL aliquot of a sample prepared by diluting 100 µL of sample used
in Fig. 1 with 1.5 mL of buffer. For comparative purposes, the heating endotherm obtained was nor-
malized to the same sample mass as curves A–C.
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Fig. 4. Effect of scan rate on the heating endotherms and cooling exotherms of the gel/liquid-crystalline
phase transition of DPPC as observed with a high-sensitivity power-compensation calorimeter.
The thermograms shown were recorded with the same sample at scan rates near 30°C/h (panel A) and
10°C/h (panel B). The sample consisted of approx 1 µM of lipid dispersed in 323 µL of aqueous
buffer.

Fig. 5. Comparison of overcompensation-distorted (A) and undistorted (B) DSC thermograms
recorded by a high-sensitivity power-compensation DSC. The heating endotherms shown represent
the gel/liquid-crystalline phase transitions exhibited by a 876-µL aliquot of a 2 mM dispersion of
DMPC in water. The thermograms were recorded with the same sample at temperature scanning rates
of approx 12°C/h (A) and approx 6°C/h (B). The exothermic baseline excursion caused by overcom-
pensation is indicated by the arrow.
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by reducing the effective heat transfer rates of the calorimeter by reducing the scanning rate
(see Fig. 5B) and/or the size of the sample being analyzed. These points, and the others
described earlier, emphasize quite vividly the importance of understanding both the capabil-
ities and limitations of the available instruments, in order to ensure the application of suitable
experimental protocols.

4. Sample Preparation
Adequate sample preparation is obviously an important aspect of the application of DSC

to the study of thermotropic processes in general and to the study of lipid thermotropic phase
behavior in particular. However, most of the practical aspects of sample preparation for DSC
are actually related to the assurance of sample purity and homogeneity, to the complete
hydration and uniform dispersal of the lipid samples, and to the preparation of appropriately
stable liposomes. These issues are not specific to DSC per se and will not be discussed here.
However, from the narrower perspective of DSC, the practical aspects of preparing lipid sam-
ples for DSC can be addressed through considerations of sample size and sample equilibra-
tion before data acquisition. As illustrated below, these issues are ultimately related to the
nature of the phase transition under investigation.

4.1. Sample Size

Although the preparation of an adequately sized sample is obviously an important aspect
of any sound DSC protocol, the issue of what constitutes an adequate sample size for the
effective DSC detection and characterization of any thermotropic phase transition has received
little attention in the literature. However, from the practical perspective, the important aspect
of sample size is actually the sample thermal load (η · ∆Hcal), which defines the total amount
of energy that will either be absorbed or dissipated during the thermotropic transition
under investigation. However, regardless of the type of instrument used, any thermotropic
phase transition can be adequately detected and characterized if the mean rate of heat transfer

in the temperature range defined by is at least 25–30 times the noise level of the 

instrument. Thus, for example, with thermotropic processes observed at or near to thermody-
namic equilibrium, the minimal thermal sample load required for effective detection at any
given scan rate (S) can be derived from the expression:

(19)

where Tmax is the transition peak temperature, ∆T 1⁄2
is the transition width at half height, N*

is the instrument noise level, and S is the temperature scanning rate.
Thus, whenever practical, the size of the sample should be adjusted such that the thermal load

of the least energetic thermotropic process under investigation would meet these guidelines.
With a modern, high-sensitivity, power-compensation instrument operating at a temperature
scanning rate of 10°C/h, these conditions are easily met for characterizing the pretransition of
dimyristoylphosphatidylcholine (DMPC) with a 160-µg lipid sample for which the pretransi-
tion thermal load is some 250 µcal.

4.2. Sample Equilibration

Hydrated lipids exhibit phase transitions, which vary considerably owing to their kinetic
characteristics. Indeed, as illustrated in Table 1, some form of kinetic limitation can be
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expected with many types of phase transitions, which occur in hydrated lipid assemblies, with
the exception of simple hydrocarbon chain-melting phase transitions. Within the context of a
DSC experiment, these kinetic limitations are usually manifest, in part, by a scan rate depend-
ent up-shifting of heating endotherms and more pronounced down-shifting of cooling
exotherms, relative to the temperature range over which the processes should occur under
conditions of thermodynamic equilibrium. Because of these kinetic problems, lipid ther-
motropic behavior as observed by temperature scanning techniques such as DSC can be
strongly influenced by the thermal history of the sample before the initiation of the DSC scan.
The effects of such kinetic problems on the likely outcome of a DSC experiment, and the
nature of the protocols required to circumvent or otherwise address these problems, are illus-
trated by the three types of lipid phases transitions discussed below.

4.2.1. The Pretransitions of Linear Saturated 1,2-Diacyphosphatidylcholines

Figure 6A shows some DSC thermograms illustrating the thermotropic phase behavior of an
aqueous dispersion of dipalmitoylphosphatidylcholine (DPPC) as detected by a high-sensitivity,
power-compensation calorimeter operating at temperature scanning rates of 10°C/h. Under these
conditions, the pretransition (Lβ′/Pβ′ phase transition) of this lipid is observed as a fairly sharp
( ), weakly energetic peak centered near 35.4°C on heating, and as a broader
( ) peak of reduced area centered near 31.4°C on cooling. Also, when examined as 

a function of heating rate, the peak temperatures of the observed endotherms describe a sig-
moid curve with low- and high-range asymptotes near 35.5° and 38.5°C, respectively (see
Fig. 6B). Finally, the shapes of the heating thermogram can also be affected by the rate at
which the sample was cooled before the initiation of the heating scan. Thus, for example,
when cooled very rapidly through the range of the pretransition, the succeeding heating ther-
mogram can actually be distorted by exothermic excursions before the onset of the heating
endotherm (see Fig. 6C).

The pattern of behavior exhibited by the pretransitions of the linear saturated 1,2-diacyl
phosphatidylcholines (PCs) typifies the behavior observed when the rate at which a process
approaches thermodynamic equilibrium is somewhat slower than the temperature scan-
ning rate at temperatures near to the equilibrium phase transition temperature (i.e., when

). These effects will also be exacerbated when these types of thermotropic
processes are examined in the cooling mode, because the rates of approach to thermodynamic
equilibrium decrease exponentially with decreasing temperature. Thus, accurate reporting of
the characteristics of these types of lipid phase transitions by temperature scanning tech-
niques such as DSC will only be feasible with experiments performed at slow heating rates,
using samples that have been equilibrated at temperatures well above the phase transition of
interest and slowly cooled to low temperatures. Data quality can be further improved if such
samples are subsequently slowly heated to temperatures just below the normal onset temper-
ature of the phase transition, and then recooled before recording the DSC heating scan.

4.2.2. Thermotropic Interconversions Involving Lamellar-Crystalline Lipid Phases

Lamellar-crystalline (Lc) lipid phases are a diverse family of highly ordered, largely dehy-
drated, crystal-like structures, which have been observed in both model and biological mem-
branes. Typically, the lipid molecules forming these bilayer structures are characterized by
tightly-packed all-trans hydrocarbon chains, partially (or possibly fully) dehydrated head-
groups and polar/apolar interfaces, and specific lateral close-contact interactions between
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moieties on the polar headgroup. On heating, these structures may convert to either the lamel-
lar gel (Lβ) or to one or more of the chain-melted lipid phases (i.e., Lα, Q

II
, or H

II
) through

fairly energetic processes, which are often somewhat slower than the temperature scanning
rates commonly used in DSC measurements (5–30°C/h). However, on cooling, the process of
reforming the Lc phase is typically very slow and rarely occurs at temperatures comparable
with those of the phase transitions observed in the heating mode. 

Consequently, the characterization of the thermodynamic properties of phase transitions
involving lipid Lc phases by DSC can only be reliably achieved with heating mode experi-
ments performed on samples that have been carefully equilibrated under conditions suitable
for the nucleation and growth of the Lc phase. For most lipids, this requires the formation of
its Lβ phase and subsequent periods of incubation at low temperatures, which are both highly
specific to the individual lipid species (for examples of the conditions required for the forma-
tion of lipid Lc phases, see refs. 3–5 and references cited therein). Consequently, there are no
generic sample handling protocols for optimizing the detection and characterization of lipid
Lc phases by DSC (or indeed any other physical technique), and appropriate protocols will
need to be developed on a case-by-case basis. 

Study of Lipid Thermotropic Phase Behavior by DSC 185

Fig. 6. Kinetic distortion of the properties of the pretransition of linear saturated 1,2-diacyl PCs as
observed by DSC. (A) Heating/cooling hysteresis of the pretransition of DPPC. (B) Effect of heating
scan rate on the apparent transition temperature of DPPC. The inset shows the low range of temper-
ature scanning rates on an expanded scale. (C) Effect of cooling rate on the properties of the heating
endotherm of the pretransition of diheptadecanoyl PC. The heating endotherms shown were obtained
at a temperature scanning rate of 10°C/h after: (I) slow cooling (~5°C/h) through the pretransition
and (II) fast cooling (~5°C/min) through the pretransition. Note the exothermic excursion (arrowed)
before the onset of the pretransition endotherm.
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However, the following guidelines are useful in the development of such protocols. 

1. Lc phase formation can be facilitated by ensuring that the Lβ phase from which it is nucleated is
“pure.” Because of the considerable variability of the kinetic characteristics of the various types
of lipid phases which may be formed, small amounts of other lipid phases can often be kineti-
cally trapped within the Lβ phase of the lipid. This can be avoided if the samples are slowly
cooled through the temperature range at which the lipid Lβ phase forms.

2. The kinetics of Lc phase formation tends to decrease exponentially as hydrocarbon chain length
increases (3–6). Thus, the time and temperature conditions suitable for short-chain lipids may
not be suitable for longer-chain homologs.

3. Superimposed on the hydrocarbon chain length effects described immediately above the kinet-
ics of lipid Lc phase formation may vary significantly depending on whether the chains contain
an odd- or an even-number of carbon chains (3–6). Thus, the kinetics of Lc phase formation with
lipid homologs with hydrocarbon chains containing an odd-number of carbon atoms are often
significantly slower than for their neighboring even-numbered counterparts. Thus, different pro-
tocols may have to be developed for the odd- and even-numbered members of a homologous
series of lipids.

4. The conditions required for the nucleation and growth of lipid Lc phases are not always the
same. Therefore, the Lc phase of a lipid can be nucleated by incubation at temperatures well
below the onset of its gel/liquid-crystalline phase transition temperature, but the growth of the
Lc phase may only occur at higher temperatures, or even at temperatures closer to the onset of
the Lc phase transition. For such samples, the process of assuring proper sample equilibration
can be quite tedious, especially if the incubation time and temperature conditions required for
the nucleation and growth of the Lc phase are unknown.

An effective approach to addressing this problem is to cool the sample slowly to a predefined low
temperature, incubate the sample at that temperature for about 12–24 h, and then heat the sam-
ple slowly to temperatures either below the onset of the Lβ/Lα phase transition or the expected
Lc/Lα phase transition, whichever is lower. If significant nucleation of the Lc phase occurs under
the incubation conditions used, the growth of the Lc phase usually occurs quite rapidly and is
manifest by either exothermic baseline excursions and/or considerable baseline instability at tem-
peratures whereby significant growth of the Lc phase occurs. For example, when cooled to tem-
peratures near 0°C, aqueous DMPE forms an Lβ phase, which melts at temperatures near 50°C
(Fig. 7, curve A), and when incubated at temperatures near 0°C, the Lβ phase slowly transforms
to the Lc phase, which melts at temperatures near 58°C (Fig. 7, curve C). On heating, this trans-
formation is manifest by the gradual disappearance of the endotherm near 50°C and a concomi-
tant growth of a considerably larger endotherm near 58°C (Fig. 7). 

However, this process is usually accompanied by noisy exothermic baseline excursions at
temperatures near 15–25°C (inset, curve B), especially when the samples have been incu-
bated at 0°C for relatively short periods of time. From this one can conclude that the process
of transforming the Lβ phase of dimyristoylphosphatidylethanolamine (DMPE) to its Lc
phase can be accelerated by first nucleating the sample at lower temperatures and then warm-
ing to temperatures between 15 and 25°C, wherein the growth of the Lc phase is quite rapid.
Indeed, formation of the Lc phase of DMPE can be fairly rapidly induced by three cycles of
approx 6–12 h incubation at 0°C and subsequent warming to temperatures near 15–25°C. 

Thus, through the application of procedures such as these, and insightful variation of the
incubation time and incubation temperature, one usually can identify the conditions favorable
for the nucleation and growth of the Lc phase of interest and develop incubation protocols
accordingly. Finally, once appropriate protocols for sample equilibration have been developed
and applied, data quality can be further improved if the sample is slowly heated to temperatures
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below the normal onset temperature of the Lc phase transition and recooled before recording the
DSC heating scan (see Subheading 4.2.1.).

4.2.3. Thermotropic Interconversions Involving Cubic Phases

The term cubic phase actually refers to a family of three dimensionally ordered, nonlamel-
lar, liquid-crystalline lipid phases with cubic symmetry, which are typically formed when
hydrated samples of so-called nonlamellar phase forming lipids are heated to temperatures
above the hydrocarbon chain-melting phase transition temperature (7). Inverted cubic (QII)
phases may be formed directly from any of the lamellar lipid phases either as end products
or as intermediates en route to other nonlamellar phases such as the inverted hexagonal (H

II
)

phase (8–10). When formed from either the Lα phase or another cubic phase, the process is
usually manifest by fairly broad ( ), weakly energetic (~100–1000 cal/mol)
thermotropic transitions. However, because of the considerable variations in the three-dimen-
sional geometries of the different types of QII phases (7), interconversion between the QII
phases of any given lipid are often subject to significant kinetic limitations and as a result, the
nature of QII phase observed often varies with both temperature and the scanning rate.
Moreover, once some types of QII phases are formed, they can remain kinetically trapped at
all temperatures above the lipid hydrocarbon chain-melting phase transition temperature and
the system will “reset” only after cooling the sample to temperatures below the lipid gel/liq-
uid-crystalline phase transition temperature (8,10). For these reasons, it is often very difficult
to accurately measure the thermodynamic characteristics of Lα/Q

II
and Q

II
/Q

II
phase transi-

tions by DSC under conditions of thermodynamic equilibrium, without using sample sizes
with hydrocarbon chain-melting thermal loads large enough to overload most modern high-
sensitivity instruments. Moreover, for these types of phase transitions, useable data is usually

∆T
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2 6 C≈ − °
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Fig. 7. Nucleation and growth of the Lc phase of DMPE from its Lβ phase. The thermograms
shown were obtained after incubating the Lβ phase of DMPE at 0°C thus: curve A: no incubation;
curve B: incubated approx 12 h at 0°C; curve C: incubated 5–7 d at 0°C. The inset highlights the low-
temperature regions curves A,C on an expanded scale and the exothermic baseline excursions (*),
which indicate the temperature range wherein rapid growth of the Lc phase of this lipid occurs.
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only obtainable with heating mode experiments, using samples that are initially equilibrated
to the lamellar gel or lamellar crystalline phases. It is often necessary to sacrifice some sig-
nal fidelity to attain an acceptable level of signal intensity. Inevitably, this decreases the accu-
racy of the information, which can be derived from the data obtained (see Section 3.).

5. The Acquisition, Analysis, and Interpretation of DSC Thermograms
It is clear from the issues discussed above that, aside from instances whereby DSC exper-

iments are intended to simply detect or verify the occurrence of a lipid phase transition within
a given temperature range, any meaningful analysis of DSC thermograms will depend on
their properties being determined primarily by either the kinetic or thermodynamic character-
istics of the thermotropic process under investigation. Thus, a requirement for meaningful
analysis and interpretation of DSC data is the application of experimental protocols suitable
for the acquisition of either accurate kinetic or thermodynamic data. As noted in Section 3
above, the acquisition of such data is best achieved when data are acquired at slow tempera-
ture scanning rates using suitably equilibrated, appropriately sized samples that are matched
to the sensitivity of the instrument. Given this, the remaining aspects of DSC data acquisition
analysis and interpretation can be addressed by adopting data acquisition protocols, such that,
stable baseline conditions can be established for the acquisition of accurate DSC thermo-
grams, and the application of analytical procedures appropriate to the nature of the lipid
phase transition being investigated. The following are some general guidelines in this regard.

5.1. The Establishment of Stable Operational Baseline Conditions

It is evident that establishing a proper baseline requires that the temperature range scanned
during a DSC experiment be broad enough for the instrument to establish stable and identifi-
able baselines before the onset and after the completion of the phase transition of interest. In the
authors’ experience, the minimal condition for meeting this requirement is for the temperature
range scanned to be wide enough for the instrument to establish stable baselines, which span at
least five transition half widths before the onset and after the completion of the phase transition
of interest. However, following these guidelines may not always be practical. For example,
because of the necessity of maintaining ample sample hydration during the experiment, there
will certainly be problems when the initiation or completion of the phase transitions of interest
occur at temperatures closer to either the boiling point or freezing point of water. With many
commercially available DSC instruments, the limitations of their design may make the boiling
point problem virtually insurmountable. However, there are a few instruments, which are
equipped with pressure-resistant sample cells that offer some capacity for operating at temper-
atures above the boiling point of water. However, considerable caution must always be exer-
cised when operating under such conditions, because of the risk of personal injury and/or
instrument damage if the pressure within the sample cell becomes excessive. 

At the other end of the scale, problems arising from proximity to the freezing point of water
are actually more tractable, mainly because considerable supercooling (~5–7°C) of water usu-
ally occurs before freezing actually begins. However, it is cautioned that supercooling of aque-
ous samples in calorimeters designed with nonremovable sample cells is not recommended,
because costly and irreparable instrument damage may occur if water actually freezes within
the sample cells of those types of instruments. However, supercooling of aqueous samples
can be safely performed with calorimeters equipped with removable sample capsules and
even dilute aqueous lipid dispersions can be held at temperatures near −6°C for several hours
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before ice formation actually begins. Indeed, with such instruments, it is also feasible to study
lipid phase transitions at temperatures where the bulk aqueous phase is actually frozen,
because dispersions of lipids in excess water contain a tightly bound population of so-called
“unfreezable water,” which is sufficient to assure full hydration (11). 

Thus, with the appropriate instrument, many of the problems arising from proximity to the
freezing point of water can be circumvented, as long as a temperature range suitable for
observing the phase transition can be chosen to avoid the freezing or melting of the bulk
aqueous phase during the experiment. The capacity to study lipid phase transitions when the
bulk aqueous phase is frozen should also obviate the need for using antifreeze agents such as
ethylene glycol. In fact, the use of such reagents while studying lipid phase transitions is best
avoided, as it is well known that such reagents are prone to alter the thermotropic phase
behavior of lipids (e.g., see refs. 12,13).

Other problems, which might compromise the capacity to establish good baseline conditions
before the onset of a lipid phase transition, usually stem from the fact that many lipid phases are
metastable and are thus likely to convert to other forms under conditions wherein one would nor-
mally attempt to establish baseline conditions for studying the metastable phase. The galacto-
(panel A) and peptido- (panel B) lipids illustrated in Fig. 8 are examples of lipids with lamellar
gel (Lβ) phases that are metastable relative to their Lc phases. On heating, their Lc phases con-
vert to lamellar liquid-crystalline (Lα) phases at relatively high temperatures (curve I), and on
cooling, the Lα phases convert to the Lβ phases (curve II). However, the Lβ phases of these lipids
are very unstable and their Lc phases tend to nucleate and grow rapidly if the samples are cooled
to temperatures below 20° or 36°C, respectively (see arrows in panels A,B).
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Fig. 8. DSC of lipids with metastable gel phases. The data shown were obtained with samples of
1,2-di-O-dodecanoyl-3-O-(β-D-galactopyranosyl)-sn-glycerol (A) and 1,4-di-hexadecyl, glutamic
acid-N-succinate (B). (I) Heating thermograms obtained at 1°C/min (panel A) and 10°C/h (panel B)
after low-temperature equilibration. (II) Cooling thermogams obtained at 1°C/min (panel A) and
10°C/h (panel B). (III) Heating thermograms obtained immediately after cooling samples to the
temperatures indicated by the arrows. These thermograms were acquired at 5°C/min (panel A) and
10°C/h (panel B).
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Thus, in order to characterize the Lβ/Lα phase transitions of these lipids, the samples must
not be cooled to temperatures less than 20°C (panel A) and 36°C (panel B) and must be
quickly reheated after cooling even to these temperatures. However, with the peptide–lipid
sample, it is feasible to establish a good baseline and obtain an accurate DSC thermogram of
the Lβ/Lα phase transition provided that the sample is not cooled to temperatures much below
36°C (panel B, curve III). However, with the galactolipid sample, it is evident that condi-
tions are not conducive to establishing a stable baseline before the onset of the Lβ/Lαphase
transition (panel A, curve III). The information provided by DSC thermograms obtained
under such circumstances will obviously be less accurate and its interpretation will be more
difficult.

In closing this section, it is noted that sample baselines should be obtained by recording
DSC thermograms in which the sample and reference cells are both filled with buffer and these
baseline datasets should be subtracted from the sample data before any data analysis. However,
this may be unnecessary when examining lipids, which exhibit sharp, highly energetic phase
transitions (e.g., highly pure synthetic lipids). In such cases, one can usually reliably interpolate
a baseline under the heating endotherm (or cooling exotherm), even when there is a significant
coincident heat capacity change, and most modern data processing computer software is well
equipped for doing this. However, constructing sample baselines is more difficult when one is
investigating broad, poorly cooperative thermotropic phase transitions such as those exhibited
by cholesterol-rich lipid bilayers or the compositionally heterogenous mixture of lipids found
in natural cell membranes. For such systems, interpolation routines are highly prone to error,
and the acquisition of so-called buffer–buffer baseline data is essential. Regarding this it is
noted that considerable care must be expended to ensure that such baseline data are acquired
under the same general environmental conditions as the sample data. Moreover, it is also
advisable that broad, low-resolution smoothing routines be applied to the baseline data sets
before subtraction to minimize degradation of the quality of the sample data.

5.2. Data Analysis and Interpretation

Given the considerable variability in the thermodynamic and kinetic characteristics of lipid
phase transitions, it is evident that there will be considerable variation in the quality of the
data encoded in DSC thermograms, even those recorded under near ideal conditions. The
analysis and interpretation of such data thus requires the assumption of some knowledge of
the nature of the information encoded therein, so that appropriate procedures can be applied.
Nevertheless, despite the variability in the nature of the lipid phase transition that one is likely
to encounter, there are in practice only three general approaches to data analysis and interpre-
tation of DSC data. As illustrated in Fig. 9, these approaches are determined primarily by the
kinetics of the phase transitions over the equilibrium temperature range of the thermotropic
process under investigation and will be briefly examined below.

At one extreme are systems wherein the progress of the phase transition is fast throughout
the equilibrium temperature range of the process under investigation. Under such circum-
stances, kinetic issues essentially become irrelevant and DSC thermograms should approach
the ideal form expected of thermotropic phase changes proceeding at thermodynamic equi-
librium (see Fig. 9, curves B,C). These types of phase transitions should also be equally
observable in both heating and cooling mode experiments and, under ideal conditions, heat-
ing and cooling thermograms should exhibit mirror image symmetry relative to the baseline.
The symmetry properties of these types of phase transitions can thus be used as a gauge of

190 Lewis et al.

12_McElhaney  6/28/07  9:46 PM  Page 190



the fidelity of the data-acquisition process. With hydrated lipids, such behavior is commonly
observed with simple hydrocarbon chain-melting phase transitions such as the Lβ/Lα type of
gel/liquid-crystalline phase transitions exhibited by most membrane lipids. DSC heating and
cooling thermograms of Lβ/Lα phase transitions can thus be analyzed on the basis of equi-
librium thermodynamics using the approaches described earlier, or indeed, any other equi-
librium thermodynamic models that are appropriate for the system under investigation (e.g.,
see refs. 2,14).

At the other extreme, are phase transitions for which reaction kinetics are slow throughout
the equilibrium temperature range of the process. These types of processes are usually only
observed in DSC heating experiments as highly asymmetric endotherms when kinetic condi-
tions are favorable, and generally only at temperatures well above the equilibrium tempera-
ture range of the process (see Fig. 9, curves D,E). With hydrated lipids, this pattern of
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Fig. 9. Effects of reaction kinetics on the nature of thermotropic phase transitions as observed by
DSC. Curve A shows the temperature dependence of the fractional conversion (α) of a thermotropic
process at thermodynamic equilibrium. The shapes of the heating (—) and cooling (--) thermograms
expected when phase transition kinetics are as follows: Curves B,C: fast kinetics at temperatures ≥T1.
Curves D,E: slow kinetics at temperatures ≤T2 and fast kinetics at temperatures ≥T3. Curves F,G:
slow kinetics at temperatures ≤T1 and fast kinetics temperatures ≥T2. The hatched rectangle marks the
effective equilibrium temperature range of the phase transition. 
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thermotropic phase behavior is often (although not always) observed with Lc/Lβ phase tran-
sitions or when lipid lamellar crystalline phases convert to the lamellar-gel state (e.g., the sub-
transitions exhibited by medium and long-chain PCs and phosphatidylglycerols (PGs) [3,6]). 

For these types of phase transitions, there is no thermodynamic significance to the “tran-
sition temperature,” “transition width,” or indeed any of the properties of the DSC thermo-
gram except the calorimetric enthalpy, which is encoded by the area of the thermogram
relative to the baseline. Moreover, the calorimetric enthalpy so determined will be accurate
only if the system is fully equilibrated before data acquisition. However, because the DSC
thermograms obtained under these conditions are determined exclusively by the kinetic char-
acteristics of the process under investigation, it is feasible to interpret these high-fidelity DSC
thermograms in terms of the kinetic characteristic of the phase transition using approaches
similar to those described above, or indeed any other kinetic model which may be appropri-
ate for the process under investigation.

DSC can also be used to study the kinetics of lipid phase transition with the aid of classical
time-resolved rapid sampling techniques. As illustrated in Fig. 10, such techniques are well
suited for studying the kinetics of slow thermotropic process such as the thermotropic transfor-
mations involving the lamellar gel and crystalline phases of lipids. In the example shown, a
hydrated sample of the glycolipid, 1,2-di-O-dodecanoyl-3-O-(β-D-glucopyranosyl)-sn-glycerol
was incubated at −3°C, and DSC was used for time-resolved monitoring of the changes in the
thermotropic phase behavior of the sample as its Lβ phase converts to Lc phase.

Because the application of DSC to this type of study requires that the temperature scan-
ning rate used to record the DSC thermograms be considerably faster than the kinetics of the
process(es) under investigation, this type of work cannot be done with high-sensitivity instru-

192 Lewis et al.

Fig. 10. Time-resolved DSC studies of the kinetics of formation of the lamellar crystalline phase of 
1,2-di-O-dodecanoyl-3-O-(β-D-galactopyranosyl)-sn-glycerol. Panel A shows the DSC thermograms
acquired by fast temperature scanning (~5°C/min) of a sample that was incubated at −3°C for the time
(hours) indicated. Panel B shows some time-resolved partial analysis of the DSC thermograms.
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ments, which are usually constrained to operating at relatively slow scan rates. However, fast
scanning, low-sensitivity instruments are well suited for this kind of work, especially because
the only calorimetric parameter required for this analysis is the calorimetric enthalpy, as
encoded in the area of the thermograms relative to the baseline. In the example shown, this
application of DSC was quite effective at characterizing the kinetics of the transformations
taking place (see panel B) and also detected the presence of an intermediate, which was sub-
sequently confirmed by Fourier-transform infrared (FTIR) spectroscopy (15).

In between these extremes of the thermodynamically controlled and kinetically determined
types of phase transitions described above, are phase transitions which approach thermody-
namic equilibrium at moderate rates over the equilibrium temperature range of the phase tran-
sition. These types of transitions exhibit heating thermograms which tend to be slightly
distorted at the low temperature end and are upward shifted from the equilibrium temperature
range of the process (Fig. 9, curve F). Also, the extent of the upshifting of the observed
DSC thermogram is scan rate dependent and typically describes a sigmoid curve with low and
high temperature asymptotes near the thermodynamic equilibrium temperature, and near the
lower temperature boundary of the fast kinetic region (temperature T3 in Fig. 9). 

When examined in the cooling mode, these types of phase transitions exhibit pronounced
scan rate-dependent cooling hysteresis, the observed DSC thermogram is usually consider-
ably broader, and its resolvable area relative to the baseline is also significantly diminished
(see Fig. 10, curve F). With hydrated lipids, this pattern of thermotropic phase behavior is
commonly observed at thermotropic interconversions between different types of lamellar gel
phases (e.g., the pretransition of DPPC), and between different types of inverted nonlamellar
phases (e.g., Q

II
/Q

II
and Q

II
/H

II
transitions). For these types of lipid phase transitions, mean-

ingful analysis and interpretation of the data is only feasible with thermograms recorded in
the heating mode, and even then the process of accessing the kinetic or thermodynamic char-
acteristics of these phase transitions is extremely difficult. 

Thus, these DSC thermograms should always be reported alongside the temperature scan-
ning rates used during data acquisition, and one should not attempt to attach any thermody-
namic significance to these properties. However, because the properties of the observed
thermograms should approach the form expected of thermodynamic equilibrium at infinitely
slow scan rates, one might be able to estimate the thermodynamic characteristics of these
types of phase transitions by extrapolation to zero scan rate, using a series of high-fidelity
heating thermograms recorded at very slow temperature scanning rates (e.g., see Fig. 6B).
Obviously, there is considerable potential for error in this latter approach and the parameters
obtained should be interpreted cautiously.

6. Conclusions
From the aforementioned, it is apparent that most of the problems which one might encounter

in the application of DSC to study of lipid phases stem from the fact that lipid thermotropic phase
behavior is very diverse. Thus, effective application of DSC in this field essentially requires that
the user have some general knowledge of the nature and properties of the lipid phase transitions
which may be encountered, so that appropriate protocols for the acquisition, analysis, and inter-
pretation of the data can be used. It is thus recommended that the user be fairly well acquainted
with the general field of lipid thermotropic phase behavior, and with the ways in which lipid
phase behavior can be affected by the presence of proteins, peptides, and other guest molecules
(for reviews in this area, see refs. 16–18). The user should also be fully acquainted with the
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capabilities and limitations of the instruments available to enable the application of data acquisi-
tion protocols, which maximize the information content of the data acquired. Finally, the user
should also recognize that there is considerably more potential for the effective application of
DSC in the field lipid and biomembrane research beyond what has been commonly used so far.
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Pressure Perturbation Calorimetry

P. D. Heiko Heerklotz

Summary
Pressure perturbation calorimetry is a rather new technique which serves to measure the temperature-dependent

thermal volume expansion of a solute or particle in aqueous dispersion. It can be used to detect thermotropic tran-
sitions in lipid systems and to characterize their accompanying volume changes and kinetics. The results are of
highest precision and obtained in a very convenient, fully automated experiment, requiring relatively little mate-
rial. The strategy of the technique is to measure the heat response to a very little, isothermal pressure perturbation
in a high-sensitivity isothermal calorimeter. On the basis of such data, thermodynamic laws and considerations
yield the thermal expansion of the partial volume of the solute or colloidal particle.

Key Words: Expansivity; melting; phase transition; PPC; pressure dependence; volume change.

1. Introduction
Pressure perturbation calorimetry (PPC) was introduced rather recently as a method to

study thermotropic changes in expansivity and partial volume of proteins, polymers, and
other solutes or colloidal particles in aqueous solution (1,2). A recent criticism on the use of
PPC for measuring volumetric properties of solutes (3) was shown to be not relevant (4,5).
Only a few studies have applied PPC to characterize lipid membranes (6–10). The method,
however, has been used to derive significant information, as follows:

1. Integration of a “PPC peak” from the baseline yields the volume change of lipid melting and
other thermotropic phase transitions (6,9), provided the transitions are fast and reversible, and
the lipid remains microdispersed (see Note 11). In turn, the pressure dependence of the melting
point is obtained if the melting heat is known.

2. PPC provides an independent means to validate the existence and peak shape of a thermotropic
transition. This may be of particular value for weak, broad transitions in complex lipid mixtures
that show ambiguities regarding the correct baseline and interpretation of, for example, a differ-
ential scanning calorimetry (DSC) curve (7,10,11). The peak shape is related to the cooperativity
of the transition.

3. Independent of a transition, PPC measures the temperature-dependent coefficient of thermal
expansion of the lipid aggregate, which depends mainly on the molecular packing in the mem-
brane, and the volume effects of hydration of polar and apolar surfaces.

4. The kinetics of the processes induced by a small pressure jump can be quantified within a time
window of about 1 s, which requires deconvolution of data with instrument response-function
for a few minutes (limited by the long-term baseline stability of the instrument) (8). Metastable
states can be identified (9).

The instrument measures the heat response of a sample to a small pressure change under
isothermal conditions: ∂Q/∂p|T. This information serves to quantify the thermal volume
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expansion at constant pressure (∂V/∂T |p), according to the Maxwell relation to the isothermal,
pressure-dependent change in entropy (∂S/∂p|T):

(1)

where, in a reversible process, dS is given by:

(2)

After deducing the change in the partial volume of the solute (absolute [VS] and molar
[vS]), the results can be expressed as the coefficient of thermal expansion of the solute (αS):

(3)

In certain cases, for example, when contributions from different components or moieties
to the total expansivity are discussed, it is preferable to derive the thermal change of the par-
tial molar volume (∂vS/∂T) in mL/mol K (see Note 6). Whereas αS averages over different
components or moieties (weighted by their volume), contributions to ∂vS/∂T are additive if
the different parts do not perturb each other. Alternatively, the relative volume expansion of
the whole solution can be computed (see Note 12).

2. Materials
2.1. Instrument

The PPC experiment is based on the measurement of the heat response of a sample to an
isothermal pressure change (∂Q/∂p|T). Thus, it is related to experimental techniques that
have been termed piezothermal analysis, scanning transitiometry, and so on (see ref. 4 and
references therein for more details). The term PPC denotes a new approach utilizing very
small, sudden pressure changes in the order of 5 bar, which induce only a differential change
in the state of the system (see Note 1). The resulting heats are extremely small, and thus,
require a calorimeter with state-of-the-art sensitivity. The calorimeter must work in isothermal
mode, but should allow for a fast change in experimental temperature between two individual
measurements; thus, power-compensation calorimeters seem superior for this purpose. All
published data were obtained on a commercially available PPC accessory and calorimeter
by MicroCal (Northampton, MA) (1,2,6,9,12–14), or a home-built setup utilizing an insert
cell (8,15).

2.2. Samples

The PPC sample should be dispersed in buffer or water; concentrations used in lipid meas-
urements range from 4 (9) to 100 mM (8). It is important to note that salt solutions show a
strong PPC signal (see Note 2). This makes it essential to perform the measurement with the
reference cell being filled with buffer identical to that in the sample. Thus, biological sam-
ples should be extensively dialyzed to make sure that the aqueous phase matches the content
of the reference cell. If possible, low-concentration buffers or pure water are preferable to
keep blanks and corrections small and thus yield most accurate results.
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3. Method
3.1. Experiment

The experiment starts with filling the sample and buffer into sample and reference cells,
respectively (e.g., 0.5 mL, each). It is crucial to avoid air bubbles in the cells (see Note 7).
The experimental schedule lists all temperatures at which measurements (one down- and one
upjump in pressure, each) will be performed. Repetitions at the same temperature are possi-
ble, and sometimes desirable, to improve the statistics and to further check the reversibility
of the measurement. In transition ranges, the density of temperature-points should be increased
when compared with regions without transitions, to make sure that the peak is well resolved
(see different spacing of points in Fig. 1). For pure saturated lipids, which show melting peaks
with a width of the order of 0.1 K, the temperature resolution poses a problem and the mini-
mum step width between two subsequent experimental temperatures must be markedly dimin-
ished compared with the default value optimized for protein samples (see Note 13).

A commercial system performs the whole series of down- and upjumps in pressure at, for
example, 90 selected temperatures automatically. Figure 2 shows details of such an experi-
ment. The system is equilibrated at a selected temperature and a slightly enhanced pressure
of approx 5 bar above ambient (applied from a nitrogen tank). After equilibration, a valve dis-
connects the nitrogen tank from the sample and lets the pressure drop to ambient. This should
induce a reduction in the temperature of the system, but this temperature change is actively
compensated by a feedback heater. Hence, the heat response of the sample is equal in value
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Fig. 1. PPC curve (open spheres, right ordinate) and DSC curve (solid line, left ordinate) of the
chain melting transition of egg sphingomyelin. The area under the PPC peak (from the base line)
yields the partial molar volume change of melting, ∆vS = 21 mL/mol (corresponds to ∆vS/vS = 3 vol%).
The area under the DSC curve corresponds to an enthalpy change of ∆H = 7.3 kcal/mol; the shape
of both peaks (with baselines subtracted or being virtually constant as in the example) is the same
(see also ref. 8). (Reproduced with permission from ref. 7, 2002 Biophysical Society.)
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and opposite in sign to the (electrical) power peak of the heater, which is the experimental
output. Following the return of the signal to baseline (which is automatically detected) after
approx 1 min, the pressure is switched back up to 5 bar, yielding an experimentally independent,
second measurement of (which should agree with that after the downjump; other-
wise, check Notes 7–10). After re-equilibration at the high pressure, the system is brought
automatically to the next desired temperature and equilibrated. The procedure continues as
explained until the whole schedule of experimental temperatures is completed.

3.2. Data Evaluation to Yield the “PPC Curve,” αS(T)

After the run, all power peaks are automatically integrated over time from an automatically
adjusted baseline to yield the heat response (in µcal) as a function of temperature. This run
yields the difference in heat responses between the cell (with the sample S dispersed in
buffer) and the reference cell (with buffer, B): . Very small heats obtained in a blank 
experiment with buffer in both cells, , are subtracted to correct for minimal differences
between the volumes and other properties of the two cells, yielding a corrected value of

. This blank run can be performed with a low temperature resolution, as it 
shows no peaks or sudden changes. The resulting curve is fitted by a second order polyno-
mial in order to interpolate to all temperatures where was measured.

In order to derive the thermal expansion of the partial volume of the lipid or protein per se,
two more blank runs are needed for each buffer. A run with buffer vs water yields , and ∆ −QB W

∆ −QS B∆ −QB B

∆ ∆− −
Q QS B

corr

S B( )

∆ −QB B

∆ −QS B

∂ ∂Q p T/ |
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Fig. 2. Detail of a PPC experiment. The temperature T (top) is kept constant at a desired value, the
pressure (middle) drops, and the resulting heat is compensated by a power peak of the feedback heater
(bottom). After re-equilibration, the pressure is switched back and the heat response is reversed. Then,
the detection (bottom) is switched off, and the instrument scans automatically to the next desired tem-
perature. (Reproduced with permission from ref. 6, 2002 Biophysical Society.)

13_Heerklotz  6/28/07  9:46 PM  Page 200



another run with both cells filled with water detects , yielding a technically corrected 

value of , analogously to the explained previously. The 
evaluation software calculates the coefficient of thermal expansion of the sample, αS, auto-
matically using Eq. 4 (see derivation in Note 5):

(4)

To this end, one needs to open the data set of to provide data or polynomials for 
, , and , and specify the sample (e.g., lipid) concentration (cS), its specific 

volume (ṽS), and the cell volume (Vcell). The absolute heat response of a cell containing water
(QW) cannot be measured, but is considered in the evaluation software using published, high-
precision data on the thermal expansion of pure water. Specific volumes of monounsaturated
lipids such as palmitoyloleoylphosphatidylcholine are almost exactly 1 mL/g; with saturated
lipids showing somewhat smaller, and lipids with higher unsaturation showing somewhat
larger values of ṽS. Such data are given, for example, by Nagle et al. (16), and can be meas-
ured by a densitometry experiment (such as vibrating tube densimetry, isopycnic centrifuga-
tion in H2O/D2O mixtures, and so on) at a single temperature.

If the results obtained show pressure decreases and increases, and if performed at subse-
quent pressure perturbations at the same temperature show no systematic deviation, they may
be averaged. Systematic differences may be because of different problems, which must be
identified (see Notes 7–10) before it can be decided whether it is warranted to average data
(for how to do that in OriginTM) (see Note 14) or whether they indicate the failure of the
experiment.

3.3. Deriving Additional Information From PPC Data

If the PPC curve shows a peak representing a thermotropic transition the accompanying
relative volume change (∆VS/VS) may be derived as follows:

1. Arbitrary baselines for the low- and high-temperature phases, αbelow (T) and αabove (T), are
assumed on the basis of the PPC curve in the temperature ranges lower and higher than the tran-
sition region.

2. The baseline, αbase (T), starts as αbelow and shows a smooth transition to αabove in the transition
region. For a two-state transition, it is thermodynamically justified and reasonable to compute a
progress baseline (which is possible with a routine included in the instrument software). In some
other cases, a cubic function can, for example, be used to derive a smooth αbase. The difference
between the extrapolated, one-phase baselines at the midpoint temperature (Tm) is the change in
the coefficient of thermal expansion accompanying the transition (∆αS):

(5)

for interpretation see Note 3.

3. Integration of the PPC peak from the baseline yields the relative volume change (∆VS/VS):

(6)
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4. Integration from below the transition to a selected temperature in the transition range (T*) yields
the progress variable of the transition, ξv(T*), which runs from 0 (below) to 1 (above):

(7)

thus, ξV is related to the progress of the volume change.

5. For a two-state transition, ξV agrees (analogously to the progress of a heat capacity peak meas-
ured by DSC, see ref. 17) with the fraction of molecules in the high-temperature state. Then, the
PPC curve can also be used to determine the van’t Hoff enthalpy of the transition (∆HvH):

(8)

with

(9)

As ∆HvH denotes the enthalpy per elementary process (melting of a mole of cooperative
units) and the calorimetric ∆H (measured by DSC) is the enthalpy per mole of lipid, the quo-
tient ∆HvH/∆H represents the number of molecules per cooperative unit (see ref. 12 for an
analogous approach applied to a micellar transition).

6. If ∆H is known from a DSC experiment, the results for ∆vS (in mL/mol) obtained by PPC can
be used to compute the pressure dependence of the transition temperature (dTm/dp):

(10)

derived from the Clausius Clapeyron equation (see Note 4 on results). Heerklotz and
Tsamaloukas (11) describes the case that an additive (in this example cholesterol) changes
the partial molar volume of a fraction ξ of the lipid by ∆V, with both parameters depending
on temperature (T), and the mole fraction of the additive (X). The composition-dependent
expansivity, V′ = dV/dT, becomes:

(11)

The study derives expressions for ξ(X) and ξ(X)′ for the cases of random mixing and phase
transitions, and applies them to test the validity of phase approximation for cholesterol-rich
domains in membranes.

4. Notes
4.1. Physical Background

1. A pressure change of +5 bar causes a Tm-shift of only about 2.5⋅× 10−4 K (for dTm/dp = 20 K/kbar)
(see Note 4). Hence, it “freezes” far less than 1% of the previously fluid lipid. Whereas param-
eters measured in the kbar range must be extrapolated to low pressure when properties under
physiological conditions are concerned, PPC data do not need to be corrected. PPC serves
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primarily to measure thermal expansion at ambient pressure rather than focusing on pressure
effects.

2. Salts and other polar solutes exhibit a temperature dependent “binding” of water molecules.
Water molecules in a hydration shell of a polar moiety are more tightly packed than in bulk
water, wherein a space-consuming water–water hydrogen bond network is established (particu-
larly at not too high temperature). The thermally activated release of condensed water molecules
gives rise to a strong positive contribution to the thermal expansion (18).

3. ∆αS values of protein denaturation can also be interpreted in terms of the accompanying change
in water-exposed surface area. For lipids, ∆αS appears to be small, although lipid melting is also
accompanied by an increased hydration. A detailed understanding of lipid ∆αS remains to be
established.

4. It is interesting to observe that many different lipids with saturated chains share a pressure
dependence in the melting point of dTm/dp about 20 K/kbar (reviewed in ref. 4). This seems to
be governed by an intrinsic property of the trans–gauche isomerization of the chains. Somewhat
smaller values were found for unsaturated compounds with the chain packing being perturbed
by one or more cis-double bonds.

4.2. Derivation and Background of Eq. 4

5. The goal of the procedure is to derive the absolute heat response of the sample (QS) from the dif-
ference between the overall signals from sample and reference cell (see also ref. 2). Denoting
the partial volume occupied by the sample as VS, it is stated that the sample cell contains VS of
sample and Vcell − VS of buffer, whereas the reference cell contains Vcell of buffer. The contribu-
tions of the volume Vcell − VS cancel each other because this volume is filled with buffer in both
cells. Contributions to the differential heat arise only from the sample (QS) and from the fraction
of the buffer in the reference cell that is not matched in the sample cell (VS/Vcell). The corrected,
differential signal, , reads:

(12)

where QB is the total signal from a cell filled with buffer and the negative sign applies to the
heat in the reference cell. In order to determine QB for a selected buffer, two more blanks are
required with buffer (sample cell) vs water (reference), and with water in both cells as a
blank, yielding . Based on literature values of the heat response of
pure water on a given pressure change (QW), which are saved in the evaluation program, one
may replace QB in Eq. 12 as:

(13)

The absolute volume of the sample (VS) can be expressed as:

(14)

with the mass (mS), mass-per-volume concentration (cS), and specific volume (ṽS), of the, for
example, lipid. Based on Eqs. 1 and 2, the coefficient of thermal expansion of the sample (αS)
is given by Eq. 4.

6. In some cases, it is advisable to convert the results for the expansion coefficients (αS) into molar
expansivities, ∂vS/∂T |p, i.e., in mL/mol K. To this end, the values for αS must be multiplied by
the molar volume (vS) and the molecular weight.
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4.3. (Dis)agreement of Results of Pressure Increase and Decrease

7. Usually, a not significant yet systematic deviation between the results obtained on pressure
decrease and increase should be observed. For runs with thermally similar solutions in the cells
(same buffer with and without a small amount of lipid or protein), typical heats are less than
about 100 µcal, and those measured by pressure decrease and increase at a given temperature
agree within about 2%. Several effects can lead to systematic deviations between the two values,
so that the resulting curve, ∆Q(T), exhibits a saw-tooth behavior.

8. One reason is a poor filling leaving a small air bubble in one of the cells. The resulting data are
wrong and must not be averaged; the correct value may be far out the range between the data
points. The cells must be carefully refilled.

9. If the solutions in the two cells differ strongly from each other, for example, in buffer vs water
runs with buffers containing high salt or denaturant concentrations or cosolvents (glycerol and
so on), the heats become much larger than 100 µcal and the deviations may reach to 5% and
more. These results are fully reproducible in an independent measurement. In this case, the cor-
rect value is approximately the average of the values obtained by pressure decrease and increase.

10. If the heats measured secondly (typically the one induced by pressure increase) are smaller in
absolute value than the first, and if subsequent pressure perturbations at the same temperature
yield even smaller heats, the system shows an irreversible transition. Again, it is not justified to
average such data and interpret them in terms of equilibrium properties (9).

11. Even a very good constancy in the temperature during an isothermal pressure perturbation of the
order of 0.05 K may not be fully sufficient to deal with very sharp and strong transition peaks,
as obtained for the melting of pure saturated lipids (e.g., width approx 0.1 K, ∆V ~3%). Because
of the very high heat capacity in the transition range, even a slight temperature increase causes
a significant endothermic heat effect (like a DSC peak) and a temperature decrease causes an
exothermic one. For example, the heat accompanying a temperature shift by +0.02 K in the tran-
sition range of a lipid (20 mM, 0.5 mL cell, and 20 kcal/[mol K]) is 4 mcal; PPC heats for DMPC
show a maximum of about 20 mcal (6). Such effects may contribute to the fact that for DMPC,
pressure-increase data alone suggest a somewhat larger ∆VS/VS of melting (3%) than pressure
decrease data (2.8%) (6).

4.4. Technical Solutions for the MicroCal VP PPC

As all available literature (apart from a home-built setup) has been derived using the same
instrument, it seems appropriate to provide some specific information that may be useful to
perform PPC experiments with lipids using this calorimeter.

12. Flotation and sedimentation of the sample, for instance, on formation of a macroscopically sep-
arating (e.g., inverse hexagonal) phase may change the amount of sample within the calorimet-
rically active cell. This is because of the fact that the access capillary is filled with the same
material. The effect of sedimentation of multilamellar vesicles of saturated (relatively high den-
sity) lipids can be minimized by reducing the amount of the sample in the access tube to a well-
defined, minimum amount using a labelled syringe needle provided by the manufacturer.

13. Deriving the overall expansivity of the solution in the cell: in specific cases, it may be of interest
to consider the overall expansivity of a solution in the sample cell (measured vs water). In a data
evaluation based on Eq. 4, this can be achieved by reading the water–water blank data, ,
into the channels for , , and (thus eliminating the buffer correction), and by
specifying apparent concentrations of cS = 1 g/mL and a specific volume of vS = 1 mL/g; thus, the
effective reference volume becomes Vcell rather than VS (see Eq. 4).

14. For melting experiments with lipids, the default tolerance for the experimental temperature (0.1 K)
is usually too large, given that a resolution of approx 0.01 K is needed to determine the transition
peak. If the next desired temperature is within the tolerance of the previous (current) tempera-
ture, the system does not move to the new desired temperature but conducts the next pressure

∆ −QB W∆ −QB B∆ −QW W

∆ −QW W

204 Heerklotz

13_Heerklotz  6/28/07  9:46 PM  Page 204



jumps immediately. To resolve this problem for the Microcal VP DSC&PPC system, one has to
edit the file vpviewer.ini, section (PPC), and change the entry “PPCTemperatureTolerance” to a
smaller value (check manual for more information).

15. Averaging in origin: to average pairs of data in a column denoted A (such as α and T values of
pressure increase and decrease), “set column values” of another column to [col(A)(2*i) + col(A)
(2*i−1)]/2.
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Fourier Transform Infrared Spectroscopy in the Study 
of Lipid Phase Transitions in Model and Biological Membranes
Practical Considerations

Ruthven N. A. H. Lewis and Ronald N. McElhaney

Summary
Fourier transform infrared (FTIR) spectroscopy is a powerful, nonperturbing technique that has been used to good

effect for the detection and characterization of lipid phase transitions in model and natural membranes. The technique
is also quite versatile, covering a wide range of sophisticated applications, from which fairly detailed information
about the structure and organization of membranes and other lipid assemblies can be obtained. In this chapter, an
introduction to this particular application of FTIR spectroscopy is presented. Special emphasis is put on how the tech-
nique can be used to study lipid phase transitions under biologically relevant conditions. The chapter is intended to
give an overview of the capabilities of FTIR spectroscopy in the field of lipid and biomembrane research, and pro-
vide the reader with some practical guidelines for the design and execution of simple FTIR spectroscopic experi-
ments suitable for the detection and characterization of lipid phase transitions in hydrated lipid bilayers.

Key Words: Biological membranes; Fourier-transform infrared spectroscopy (FTIR); lipid bilayers; lipid
model membranes; lipid phase transitions; lipid thermotropic phase behavior; transition temperature.

1. Introduction
Fourier transform infrared (FTIR) spectroscopy has now become a powerful yet relatively

rapid, inexpensive, and nonperturbing technique for the detection and characterization of phase
transitions in both model and natural membranes (for reviews, see refs. 1–4), mainly because
of the fact that accurate and reproducible high-resolution, low-noise spectra can be obtained
even with nonideal samples, such as aqueous lipid dispersions. Also, because modern computer
technology is now an integral part of the instrumentation, most aspects of the data-acquisition
process can be automated, thus freeing the worker from many of the tedious and repetitive tasks
involved. Furthermore, the data obtained are automatically stored in digitally encoded formats,
thereby facilitating spectral analysis with the aid of postacquisition data manipulation algo-
rithms. Thus, even small changes in the contours of weak absorption bands in the IR spectra of
molecules of interest can be accurately and reproducibly measured, which provides incentive
for the user to extend the applications of FTIR spectroscopy to increasingly more technically
demanding situations (for discussions of such applications, see refs. 5–9). However, from the
perspective of the detection and characterization of lipid phase transitions, which is the focus
here, many of these applications are rather specialized and will not be examined in this chapter.
Instead, the primary focus will be on the practical aspects of using FTIR spectroscopy to study
the lipid phase behavior, with special emphasis on transmission FTIR spectroscopy of hydrated
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lipids. However, the reader will be referred to other FTIR applications that may be relevant to
this task, especially where the application of such techniques may enable the user to improve or
otherwise extend the information content of the data obtained.

2. General Considerations
The simplest and most widely used approach is transmittance FTIR spectroscopy, in which

the sample is probed by an unpolarized beam of IR radiation directed perpendicular to the win-
dows of the sample cell. However, when considering hydrated lipid assemblies, the presence of
strong absorption bands from the dispersal buffer poses special challenges in both the prepa-
ration of suitable samples and the analysis and interpretation of the data obtained (see
Subheadings 4–7 below). In principle, spectral subtraction methods can be used to address this
problem. However, such procedures fail when the absorption bands are very strong, because
little or no IR radiation reaches the detector in spectral regions encompassing these bands. Thus,
to minimize the problem of strong solvent absorption, the use of short pathlength samples is
essentially mandatory. However, this requires the use of fairly concentrated lipid samples,
which brings a number of disadvantages (see below). Thus, for example, it may be impractical
to record the IR spectra of some micelle-forming lipids at concentrations below their critical
micellar concentrations. Moreover, significantly increasing sample concentration in order to
accurately observe the more weakly absorbing bands in the IR spectrum of the sample may not
always be feasible because absorption from other more strongly absorbing sample bands may
be too high. However, such experimental circumstances are the exception rather than the rule,
and for the most part, high sample concentrations per se pose no major problems in routine
transmission IR spectroscopic studies of hydrated lipid samples.

FTIR spectroscopic studies of hydrated lipid assemblies have also been approached through
the use of reflectance techniques, of which attenuated total reflectance (ATR) applications are
the most widespread and potentially useful. In such studies, the sample is placed on the surface
of an inorganic crystal, and probed by IR radiation through the edge of the crystal at an incident
angle higher than the critical angle of total internal reflection. Under such conditions, the sam-
ple in contact with the surface of the crystal is probed by an evanescent wave through which
information about the absorption characteristics of the sample are eventually carried to the
detector (for details, see refs. 10,11). This application is particularly useful for hydrated lipids
because the effective sample path length is considerably smaller than that normally used in
transmittance experiments, thereby minimizing potential problems caused by the presence of
highly absorptive solvent bands. Nevertheless, because this also requires sample concentrations
in contact with the surface of the ATR crystal to be appropriately high, the procedure incurs in
penalties similar to those of transmittance procedures (see above paragraph).

However, a potentially serious problem with all ATR techniques is that many of the materi-
als suitable for use as ATR crystals are highly polar, and it is therefore possible that the behav-
ior of lipids in contact with the surfaces of such materials may be perturbed. Because in all ATR
applications the evanescent wave only probes subpopulations of the sample in contact with the
crystal, the observed IR spectrum may reflect only those lipids whose behavior may be affected
by interactions with the polarized surface of the crystal. This problem may not be serious for
most zwitterionic and nonionic lipids because the contact of such lipids with a polarized surface
does not normally have significant effects on their phase behavior or organization. However,
this limitation in the observed IR spectrum may be significant with charged lipids, whose
behavior is known to be significantly affected by ionic strength (12). However, although the
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materials that are used as windows for transmittance experiments may well be the same as
those used for ATR crystals, similar problems are rarely encountered in transmittance appli-
cations, as under most circumstances only a small fraction of the sample will be in contact
with the polarized surface of the window.

Reflectance IR techniques can also be used to study lipid monolayers at the air–water
interface (see refs. 6,8,13, and references therein). In this procedure, monomolecular lipid
films layered on the surface of an aqueous substrate are probed by an IR beam at an angle of
incidence small enough for the beam to be reflected off the surface of the medium. Similar
procedures (i.e., grazing- or glancing-angle reflection techniques) have also been used in
IR spectroscopic studies of amphiphiles adsorbed onto the surfaces of solid supports (8,14).
The application of such techniques to the study of lipid monomolecular films at the air–water
interface offers a number of advantages. First, because the procedure offers the possibility of
simultaneously making IR spectroscopic and traditional force/area measurements on the same
sample, direct correlations between IR spectroscopic observations and phase transitions and/or
molecular area estimates can be made. The usefulness and effectiveness of such procedures have
been demonstrated in studies of phospholipid monolayers at the air–water interface (13,15–18).
Second, lipid monolayers are macroscopically oriented at the air–water interface at all biologi-
cally relevant lateral pressures. Consequently, polarized-IR techniques can also be used to study
the orientation of the transition moments of the IR-active groups of lipid molecules relative to
their axis of reorientation. Moreover, because lipid monolayers should be macroscopically very
well aligned, the accuracy of any orientational information that is obtained should be very high.
Also, the same sample can be probed at different angles of incidence, and thus, good estimates
of the orientational order parameters of various band vectors can be obtained (15–18). However,
these fairly specialized applications will not be examined here.

3. Lipid Phase Transitions
Hydrated lipids can exist in one or more of numerous polymorphic forms, and depending on

the conditions, interconversions between these forms (i.e., phase transitions) readily occur. The
detection, assignment, and characterization of lipid phase transitions is one of the simplest and
more widespread applications of FTIR spectroscopy, an application for which the technique has
proven to be very effective and extremely useful. The process involves an examination of the
IR spectroscopic changes that accompany lipid phase transitions (however induced) and a corre-
lation of observed spectroscopic changes with the lipid conformational and organizational
changes known to occur during those processes. The details of the spectroscopic changes occur-
ring at these phase transitions will vary with the structure of lipid being studied, as well as with
the nature of the phase transition under observation. The IR bands commonly used to observe
and characterize lipid phase transitions are summarized in Table 1 (for a more detailed listing
of the IR absorption bands of lipids, see ref. 2 and references therein). As illustrated in
Table 1 of chapter 12 in this volume, the types of phase transitions known to occur in
hydrated lipid assemblies varies considerably, often encompassing variable combinations of
related and/or unrelated conformational and organizational events. Thus, although a single IR
spectroscopic marker may detect the occurrence of a lipid phase transition, no single IR spec-
troscopic marker can uniquely identify the type of phase transition it detects. Consequently,
the use of FTIR spectroscopy for the assignment of specific types of lipid phase transitions
often requires the collation of information obtained from several IR spectroscopic markers.
Furthermore, it may even require in some instances the application of techniques other than
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Table 1
IR-Active Marker Groups for Studying Lipid Phase Transitions

Frequency range
Functional group Vibrational mode (cm−1) Comments

C−CH3 Methyl asymmetric 2962 −
stretch (asνCH3

)
C−CH3 Methyl symmetric 2872 −

stretch (sνCH3
)

C−CH3 Methyl asymmetric 1450 −
bend (asγCH3

)
C−CH3 Methyl symmetric 1370–1380 Methyl umbrella band. 

bend (sγCH3
) Sensitive to hydrocarbon

chain lateral packing.
C−CD3 CD3 asymmetric 2212 −

stretch (asνCD3
)

C−CD3 CD3 symmetric 2169 −
stretch (asνCD3

)
−(CH2)n− Methylene asymmetric 2916–2936 Sensitive to hydrocarbon

stretch (asνCH2
) chain conformation

−(CH2)n− sνCH2
2843–2863 Sensitive to hydrocarbon 

chain conformation
−(CD2)n− asνCD2

2190–2200 Sensitive to hydrocarbon 
chain conformation

−(CD2)n− sνCD2
2085–2095 Sensitive to hydrocarbon 

chain conformation
−(CH2)n− Methylene bend 1466–1473 Sensitive to hydrocarbon 

(γCH2
) chain lateral packing;

CH2 scissoring, CH2
deformation vibrations

−(CH2)n− γCH2
1468 Rotationally disordered,

hexagonally packed,
hydrocarbon chains

−(CH2)n− γCH2
1471–1473 Hydrocarbon chains in tri-

clinic parallel (T//) subcell
−(CH2)n− γCH2

1476, 1473 Correlation field splitting; 
hydrocarbon chains in 
orthorhombic perpendi-
cular (O⊥) subcell

−(CD2)n− γCD2
1088 Rotationally disordered,

hexagonally packed,
perdeuterated hydrocarbon 
chains

__(CD2)n− γCD2
1093 Perdeuterated hydrocarbon 

chains in triclinic parallel 
(T//) subcell

−(CD2)n− γCD2
1088, 1093 Correlation field splitting; 

perdeuterated hydrocarbon 
chains in orthorhombic 
perpendicular (O⊥) subcell

(Continued)
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Table 1 (Continued)

Frequency range
Functional group Vibrational mode (cm−1) Comments

−CH2−COOR α-Methylene 1414−1422 Sensitive to the 
bend (γCH2

) conformation of the 
linkage to the glycerol 
backbone

−(CH2)n− CH2 wagging 1300−1400 Sensitive to hydrocarbon 
chain conformation

−(CH2)n− CH2 wagging 1180−1330 All-trans polymethylene 
chains exhibit band 
progressions in 
this region

−(CH2)n− Methylene rocking 718−731 Sensitive to hydrocarbon 
(δCH2

) chain lateral packing
−(CH2)n− δCH2

720 Rotationally disordered,
hexagonally packed,
hydrocarbon chains

−(CH2)n− δCH2
718 Hydrocarbon chains in 

triclinic parallel (T//) subcell
−(CH2)n− δCH2

718, 731 Correlation field splitting; 
hydrocarbon chains 
in orthorhombic 
perpendicular (O⊥) 
subcell

−(CD2)n− δCD2
517 Rotationally disordered,

hexagonally packed,
perdeuterated hydrocarbon 
chains

−(CD2)n− δCD2
515 Perdeuterated hydrocarbon 

chains in triclinic parallel 
(T//) subcell

−(CD2)n− δCD2
515, 521 Correlation field splitting; 

perdeuterated hydrocarbon 
chains in orthorhombic 
perpendicular (O⊥) subcell

−CH2−COOR C=O stretch 1720−1750 Sensitive to hydration and 
(νC=O) hydrogen-bonding;

frequencies of hydrated or 
H-bonded groups occur 
toward the lower end of 
the frequency range

−CH2−
13COOR 13C=O stretch 1675−1705 Sensitive to hydration and 

(νC=O) hydrogen-bonding;
frequencies of hydrated 
or H-bonded groups 
occur toward the lower 
end of the frequency range

(Continued)
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IR spectroscopy. For simplicity, the application of FTIR spectroscopy to the detection and
assignment of lipid phase transitions will be examined from the perspectives of three general
(although not mutually exclusive) groups of lipid phase transitions outlined immediately below.

3.1. Hydrocarbon Chain-Melting Phase Transitions

In principle, the IR absorption bands of virtually all fundamental vibrations of the CH2 group
can be used to detect lipid hydrocarbon chain-melting phase transitions. However, the CH2-
asymmetric and -symmetric stretching bands are the most widely used; these bands occur near
2920 and 2850cm–1, respectively. Regardless of the structural details of the process (or how it
is induced), all hydrocarbon chain-melting phase transitions are accompanied by discontinuous
increases in both the frequency of the absorption maxima and the bandwidth of these two vibra-
tional modes. These changes reflect the increase in hydrocarbon chain conformational disorder
and mobility that occur during hydrocarbon chain-melting phase transitions, and are diagnostic
of the onset of gauche rotamer formation in all-trans polymethylene chains (19).

Although both 2920 and 2850 cm–1 absorption bands can be used to monitor hydrocarbon
chain-melting phase transitions, the 2920cm–1 band is rarely used in practice because it is not a
pure CH2 stretching band. The CH2-asymmetric stretching vibrational mode is a major con-
stituent of IR absorption near 2920cm–1; however, the 2920cm–1 absorption band contains
significant overlapping contributions from methyl groups, and depending on the nature of the
lipid gel phase, the CH2 asymmetric stretching vibrational mode can itself be perturbed by
Fermi resonance interactions with the first overtones of the methylene scissoring vibration. In
contrast, the absorption band near 2850cm–1 is considerably freer of such effects, and under most
circumstances, arises predominantly from the symmetric stretching vibrations of methylene
groups. Thus, as long as lipid hydrocarbon chains are the predominant source of methylene
groups in the sample under observation, the absorption band near 2850cm–1 can be reliably used
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Table 1 (Continued)

Frequency range
Functional group Vibrational mode (cm−1) Comments

R-CONHR Amide I 1610−1680 Sensitive to hydration and 
predominantly hydrogen-bonding;
(νC=O) frequencies of hydrated 

or H-bonded groups occur 
toward the lower end of 
the frequency range

R-CONHR Amide II ~1550 Sensitive to hydration and 
predominantly hydrogen-bonding;
N–H bend H–D exchange causes 

a shift to ~1465/cm–1

RO__P(OR′)OO– asymmetric 1200−1260 Sensitive to hydration and

stretch (as ) hydrogen-bonding;
frequencies of hydrated 
or H-bonded groups occur 
toward the lower end of 
the frequency range
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to detect lipid hydrocarbon chain-melting phase transitions, and to some extent, semiquantita-
tively characterize concomitant changes in hydrocarbon chain conformational disorder. For
these reasons, the CH2 symmetric stretching band is widely used as the main marker band for
the detection of lipid hydrocarbon chain-melting phase transitions in virtually every model and
natural membrane system (for reviews, see refs. 1–3,20–22).

The melting of hydrocarbon chains is usually accompanied by a 1.5–3cm–1 increase in the
frequency of CH2 symmetric stretching band, regardless of the type of hydrocarbon chain-
melting transition under study. However, the magnitude of this change can vary with the
length and chemical structure of the lipid hydrocarbon chains, the structure of the lipid polar
head group, the nature of any additives that might be present, as well as the nature of the
chain-melting phase transition itself (e.g., see refs. 23–25). Consequently, the aforemen-
tioned changes in the frequency and bandwidth of the CH2 symmetric stretching band are
only useful for the detection of lipid hydrocarbon chain-melting events, and cannot be used
to assign the type of chain-melting phase transition under observation.

Lipid hydrocarbon chain-melting phase transitions can also be detected by examining the
CH2 scissoring and rocking bands (~1470cm–1 and ~720cm–1, respectively). With lipid poly-
methylene chains, these vibrational modes each give rise to sharp absorption bands of moderate
intensity when the chains are in an all-trans conformation and the widths of these bands
increase significantly and their integrated intensities decrease substantially on melting. These
changes are also diagnostic of hydrocarbon chain-melting phase transitions, as they reflect
concomitant increases in hydrocarbon chain mobility and gauche rotamer content. However,
CH2 scissoring and rocking bands are particularly useful because their contours in the gel
state are also very sensitive to lateral packing interactions between the all-trans polymethylene
chains (26–27). Consequently, an examination of the contours of these bands at the onset of
the hydrocarbon chain-melting process can provide useful information about the mode of
hydrocarbon chain packing before chain melting; this information can then be used in the
assignment of the type of chain-melting phase transition under observation (see Subheadings
3.2. and 3.3. below).

The wagging vibrations of the hydrocarbon chain methylene groups can also be used to
detect lipid hydrocarbon chain-melting phase transitions (e.g., see refs. 28–31). This
approach is based on the fact that the CH2 wagging vibrations of all-trans polymethylene
chains couple to produce band progressions, the intensities of which depend on the length of
the all-trans polymethylene segments involved. Because the introduction of gauche conform-
ers into all-trans polymethylene chains results in a reduction of the mean lengths of the resid-
ual all-trans polymethylene segments, and significantly weakens the coupling of their CH2
wagging vibrations, the band progressions usually disappear when lipid hydrocarbon chains
melt. However, although the disappearance (or marked diminution in the intensities) of CH2
wagging band progressions can be diagnostic of hydrocarbon chain-melting phase transi-
tions, it should be noted that such changes are not always indicative of a chain-melting phase
transition. This is because CH2 wagging vibrations may also couple to one of the fundamen-
tal vibrations of an attached polar moiety, a fact that makes the intensities of these progres-
sion bands very dependent on the structure and conformation of the polar group to which the
all-trans segment is attached. The sensitivity of the CH2 wagging band progressions to these
parameters is amply illustrated by the observation that CH2 wagging band progressions of
dipalmitoylphosphatidylcholine (DPPC) are considerably more intense than those of 1,2-
dihexadecyl-sn-glycero-3-phosphorylcholine, and the observation is that CH2 wagging band
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progressions arising from the sn-1 fatty acyl chain of DPPC are stronger than those arising
from the sn-2 fatty acyl chain (32).

Clearly, the aforementioned considerations place limits on the overall usefulness of this
particular method for detecting lipid hydrocarbon chain-melting phase transitions. Moreover,
the implementation of this procedure is not as straightforward as those previously described
(see immediately above). Unlike the methylene stretching, scissoring, and rocking vibrations
bands described earlier, CH2 wagging band progressions are intrinsically weak; they are
usually located in the midst of considerably stronger absorptions arising from the solvent
and/or other IR-active groups located on the lipid polar-head group. Consequently, the use of
CH2 wagging band progressions to detect lipid hydrocarbon phase transitions usually
requires the subtraction of appropriately weighted solvent and other reference spectra. It also
requires further postacquisition data-processing procedures, which, although facilitated by
modern computer-assisted procedures, may well make the process too cumbersome for routine
applications. Nevertheless, there are some instances where the special properties of the CH2
wagging band progressions offers some advantages over other IR marker bands that are typ-
ically used to detect and characterize lipid hydrocarbon chain-melting phase transitions. For
example, the disappearance of the CH2 wagging band progressions was used to accurately
define the upper boundaries of the hydrocarbon chain-melting phase transitions of
Acholeplasma laidlawii B membranes (30) and sterol-containing linear saturated phosphatidyl-
choline (PC) bilayers (33,34). In these particular cases, the hydrocarbon chain-melting phase
transitions were very broad and their upper boundaries were too diffused and ill-defined to be
accurately mapped using other IR spectroscopic markers.

3.2. Phase Transitions Involving Crystalline and/or Quasi-Crystalline Lipid Structures

Transitions involving crystalline or quasi-crystalline (Lc) phases of lipids can be detected
by an examination of spectroscopic markers that are sensitive to intermolecular close-contact
interactions between lipid molecules. In crystalline and quasi-crystalline lipid phases, the
rates and amplitudes of molecular motions are generally low, resulting in sharp bands that
reflect short-range interactions between adjacent lipid molecules. Such interactions include
specific modes of hydrocarbon chain packing, specific patterns of interfacial hydration, as well
as distinctive types of headgroup–headgroup and headgroup–solvent interactions. Because of
this, crystalline and quasi-crystalline phases tend to exhibit distinctive patterns of IR absorp-
tion that are generally specific to the structure of the crystalline or quasi-crystalline lipid
phase concerned. Because the distinctive features of the IR spectra of these various lipid
phases are also very sensitive to conformational changes, the detection and assignment of
all phase transitions involving such lipid phases are usually fairly facile. For example, with
short-chain homologs of the n-saturated diacyl PCs and n-saturated β-D-glucosyl diacyl-
glycerols, the conversion of metastable quasi-crystalline phase to the stable forms are
accompanied by a collapse of the correlation field splitting of the CH2 scissoring bands of
these lipids and fairly drastic alterations of the fine structure of their ester carbonyl stretching
bands (35–37).

However, throughout these transformations the general spectroscopic characteristics of
crystalline lipids are maintained, which is consistent with the assignment of the process as 
the conversion of one crystalline form to another. Although the interconversions between differ-
ent crystalline or quasi-crystalline polymorphs of most lipids may not always involve such
drastic spectroscopic changes, the spectroscopic manifestations of such transformations are
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usually sufficiently distinct to enable detection and correct assignment. Similarly, IR spectro-
scopic detection and assignment of phase transitions between the quasi-crystalline and Lβ-type
lipid gel phases, is usually a straightforward process characterized by the appearance/disap-
pearance of the spectroscopic features characteristic of crystalline lipid phases, while retaining
the spectroscopic features characteristic of all-trans hydrocarbon chains. For example, at the
Lc/Lβ phase transitions of longer chain iso-branched diacyl PCs, a 4–5 cm–1 decrease in the
frequency of the CH2 scissoring band (from 1473 to 1468cm-1) and the loss of the fine struc-
ture of the ester carbonyl stretching bands are generally observed (38). However, the frequen-
cies of the symmetric and asymmetric CH2 stretching bands remain unchanged during that
process, and all IR-absorption bands associated with the hydrocarbon chains remain very
sharp, indicating that the hydrocarbon chains are not melted. Because these spectroscopic
features indicate that the quasi-crystalline structure of the Lc phase breaks down before the
melting of the lipid hydrocarbon chains, unambiguous detection and assignment of those
Lc/Lβ lipid phase transitions is possible. However, there are circumstances where some lipids
may exhibit a comparable array of spectroscopic change in the absence of any discernible
phase transition. For example, when the Lβ phases of long-chain  n-saturated diacyl PCs are
cooled to temperatures well below the gel/liquid-crystalline (Lβ/Lα) phase-transition temper-
ature, a pronounced correlation field splitting of the CH2 scissoring band (a feature usually
associated with crystalline or quasi-crystalline lipid phases) does occur in the absence of any
discernible lipid phase transition. Although in this particular case the absence of significant
changes in the carbonyl stretching bands provides a clear indication that a crystal-like lipid
phase is not formed, the situation may not always be so clear. Consequently, some caution
should always be exercised when IR spectroscopy is the sole means available to detect and
assign these types of lipid phase transitions.

Finally, the generally distinctive features of crystalline lipid phases also enable facile
detection of phase transitions between crystalline and melted lipid phases. In such cases, the
disappearance of the spectroscopic features of the crystalline phase as described previously is
also accompanied by spectroscopic features characteristic of the hydrocarbon chain-melting
process (see 3.1. above). However, as stated previously, the IR spectroscopic signatures of the
various melted forms of lipids are not sufficiently distinct to enable reliable differentiation of
these phases. Consequently, IR spectroscopy will enable effective detection of crystalline to
liquid-crystalline phase transitions, but usually cannot single out the type of liquid-crystalline
phase that is being formed.

3.3. Phase Transitions Involving Nonlamellar Lipid Phases

For our purposes, transitions between lamellar and nonlamellar lipid phases will be
broadly grouped into those involving interconversions between lipid lamellae and normal
(type I) micellar structures, and those involving interconversions between lipid lamellae and
inverted (type II) micellar, cubic, or hexagonal phases. At present, the use of IR spectroscopy to
detect and characterize both types of lipid phase transitions is probably the least developed of the
applications discussed here. In part, this can be attributed to the fact that lipid hydrocarbon chain-
melting phase transitions often occur simultaneously with lamellar/nonlamellar-phase transitions.
In addition, spectroscopic changes specific to the conversion from a lamellar to a nonlamellar
phase (and vice versa), are often obscured by the larger and more distinctive spectroscopic
features of the hydrocarbon chain-melting phase transition. Under these circumstances, FTIR
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spectroscopy would detect the melting of the hydrocarbon chains yet would give little or no
indication of whether the melted form of the lipid is lamellar or not. For example, when aque-
ous dispersions of 1-octadecyl 2-acetyl PC (platelet-activating factor) are heated to tempera-
tures near 22°C, a transition from a lamellar phase with fully extended hydrocarbon chains to
a type I micellar phase with conformationally disordered (melted) hydrocarbon chains is
observed (39). Among the FTIR spectroscopic changes observed at this phase transition are
discontinuous increases in the frequency and bandwidth of the CH2 symmetric stretching
band, and a discontinuous decrease in the frequency of the ester carbonyl stretching band
(40). The changes in the methylene symmetric stretching band are diagnostic of an increase
in hydrocarbon chain conformational disorder, whereas the change in the ester carbonyl
stretching band is consistent with an increase in the polarity and/or hydration of the
polar–apolar interfacial region of the lipid assembly (see above). However, such structural
changes are also typical of the Lβ/Lα phase transition that is commonly observed in most fully
hydrated-lipid bilayers, and the magnitudes of the spectroscopic changes observed at Lβ/Lα
phase transitions are usually only slightly smaller than those observed at the lamellar–micellar-
phase transition of platelet-activating factor. Consequently, it is difficult to identify a set of
spectroscopic changes that are uniquely characteristic of the lamellar–micellar-phase transition
of this material. The aforementioned observations underscore the general problem of using
IR spectroscopy to detect different types of lamellar/nonlamellar phase transitions that have
been examined; they are probably the critical reason for the slow pace at which FTIR spec-
troscopy is being applied to this particular aspect of lipid and biomembrane research.

Despite the difficulties exemplified previously, FTIR spectroscopy can be used to detect
and characterize interconversions between the Lα and HII phases of hydrated nonlamellar
phase-forming lipids (41–43). It has been demonstrated that the Lα/HII phase transition of
hydrated phosphatidylethanolamines is accompanied by a small discontinuous increase
(~1cm–1) in the frequency of the CH2symmetric stretching band, a small increase (~4cm–1) in
the frequency of the ester carbonyl stretching band, and a small increase (~3cm–1) in the fre-
quency of the phosphate O–P–O asymmetric stretching band (41). These observations sug-
gest that Lα/HII phase transition of the lipid is accompanied by an increase in hydrocarbon
chain conformational disorder as well as a small decrease in the hydration of the polar–apolar
interfacial and polar head group regions of the lipid assembly. These conclusions are consis-
tent with current ideas about the structural and mechanistic requirements for the conversion of
a lamellar phase to an inverted nonlamellar structure (for a recent review, see ref. 44).

However, the Lα/HII phase transitions observed in the articles cited earlier are fairly coopera-
tive processes (i.e., they occur over a relatively narrow temperature range), and are uncoupled
from the melting of the lipid hydrocarbon chains and/or the reorganization of polymorphic
crystalline forms of the lipid. Thus, although the observed spectroscopic changes are fairly
small and not necessarily unique to the lamellar/nonlamellar phase transitions, a straightforward
correlation between the observed spectroscopic changes and structural events known or
presumed to occur at Lα/HII phase transitions is still feasible. However, it is unlikely that com-
parable correlations can be confidently established under conditions wherein the lamellar/non-
lamellar phase transition is very broad, or wherein coupled to a process involving the melting
of the lipid hydrocarbon chains (e.g., Lβ/HII phase transitions) or the reorganization of crys-
talline polymorphic forms of the lipid (e.g., Lc/HII phase transitions). In principle, it should be
feasible to use similar FTIR spectroscopic approaches to detect and characterize phase transi-
tions involving other inverted nonlamellar structures (e.g., inverted micellar and inverted cubic
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phases), provided that the phase transitions are also fairly cooperative and uncoupled from
major structural changes.

4. Hardware Considerations
The basic hardware required for using transmission FTIR spectroscopy to study phase

transitions in lipids and lipid membranes is a midrange (~400–4000cm–1) interferometer with
an optical resolution of 2cm–1 or better. With this basic hardware, interferograms recorded
with two levels of zero-filling will enable the acquisition of FTIR spectra with a digital encod-
ing of approx 0.5cm–1, which is more than adequate for the majority of the most demanding
applications in this particular field. The instrument should also be equipped with the acces-
sories needed for inducing phase transitions in lipids and lipid membranes. In most applica-
tions, FTIR spectroscopy is used to examine thermotropically induced lipid phase transitions,
which require the capacity for controlled manipulation of sample temperature. However,
FTIR spectroscopy can also be applied to the study of barotropically and lyotropically
induced lipid phase transitions, for which one would require hardware accessories for con-
trolled manipulation of sample pressure and water content, respectively (for examples of such
applications and the hardware, see refs. 45–50). Ideally, these accessories would be under
computer control, so that the user would have the flexibility to automate the process of data
acquisition.

Finally, given the nature of the samples being examined (concentrated aqueous lipid dis-
persions/pastes), it is prudent that the system be equipped with demountable sample cells to
facilitate proper cleaning. These cells should be equipped with appropriate spacers (thickness
≤25 µm), and windows made up of water-insoluble IR-transparent materials with an effective
transmission range between 400 and 4000cm–1. Although windows made up of materials such
as zinc selenide, silver chloride, and silver bromide easily meet these criteria, their routine use
in transmission IR applications is impractical, mainly because they are extremely expensive
and quite prone to deformation and breakage through thermal and mechanical shock. On the
other hand, windows made up of calcium or barium fluoride are less costly  and considerably
more resistant to thermal and mechanical shock, and thus better suited for routine use, despite
their having a narrower effective transmission range (frequency cutoff: ~1000−1100cm–1).
However, this range limitation is not particularly significant because most of the IR absorp-
tion bands routinely used to monitor lipid phase transitions occur at frequencies between
1000 and 3000cm-1 (see Table 1). Thus, windows made up of inexpensive materials such as
BaF2 and CaF2 can be used for routine work, whereas those made up of the more expensive
and fragile materials can be reserved for those specialized applications requiring the extended
transmission ranges of such materials (e.g., see refs. 31,33,34).

5. Sample Preparation
Typically, hydrated lipid samples for FTIR spectroscopy are prepared by forming a

homogenous dispersion of the lipid in an appropriate aqueous buffer, usually by vigorous
mixing at temperatures well above the gel/liquid-crystalline phase transition of the lipid.
Here, the dominant issues involved in preparing such samples all stem from the requirement
that the sample be fully hydrated throughout the experiment, the result of which is that the IR
spectra obtained are usually dominated by strong absorption bands from the dispersal buffer.
Although the intrinsic molar extinction coefficients of the major absorption bands of water
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are not very large (~103–104) (see ref. 51), the sheer quantity of water required to ensure full
hydration is such that the IR spectra of a fully hydrated lipid sample will be dominated by
very strong solvent-derived absorption bands, which make the resolution of the weaker bands
emanating from the sample fairly difficult. Moreover, the latter may be further complicated
because some of the strong solvent-derived bands actually overlap many structurally signifi-
cant sample absorptions. These issues are usually addressed by preparing samples with very
short transmission path lengths (≤25 µm) and by the use of D2O-based media as dispersal
buffers (see two paragraph below). However, because of the short transmission path lengths
required, it is necessary that sample concentrations be quite high (~100 mM) to ensure that
the intensities of sample-derived absorption bands are high enough to be usable. Typically,
for a 25-µm path length sample, this is achieved by dispersing 2–3 mg of lipid in 50 µL of
buffer; the resulting lipid paste is used to form a thin homogenous film squeezed between the
windows of a sample cell equipped with a spacer of appropriate thickness. With zwitterionic
and nonionic lipids, such high concentrations usually do not cause any problems, mainly
because the buffering capacity of the dispersal medium is not normally exceeded by these
lipids. However, this problem should be considered when preparing samples of anionic or
cationic lipids, and it may be necessary to increase the buffering capacity of the dispersal
medium. This usually requires a de facto increase in the ionic strength of the dispersal
medium and, as the thermotropic phase behavior of both cationic and anionic lipids are
strongly influenced by ionic strength (12), it is often the case with charged lipid mem-
branes that phase behavior (in general) and the phase-transition temperature (in particular),
as resolved by FTIR spectroscopy, may differ somewhat from those resolved by techniques
requiring more dilute sample concentrations. There being no practical way of avoiding this
particular problem, the latter possibility should thus be factored into the interpretation of
the data obtained.

Notwithstanding the necessity of preparing relatively high sample concentrations, it is also
important that sample concentrations remain below the threshold at which significant distor-
tion of important IR marker bands will occur. Preserving the fidelity of the fine structure of
IR marker bands is especially important in cases wherein the intent is the extraction of struc-
tural information from the IR spectra. Given the considerable variations in the extinction
coefficients of the IR marker bands commonly examined, achieving the proper balance
between signal intensity and signal fidelity is sometimes quite difficult, and in the extreme
cases this can only be done by trial and error. However, with most D2O-based dispersions of
the common diacylglycerolipids, it is generally found that this can be achieved if sample con-
centrations are such that the total sample absorbance (including background solvent contri-
butions) in the C=O stretching region between 1500 and 1800cm–1 is between 0.5 and 0.6
absorbance units. Typically, this is achieved with lipid concentrations of 80–100 mM lipid.
However, lipid samples of such high concentrations are often fairly surface active, and one
must be quite careful to avoid the incorporation of air bubbles in the sample film and the
problems that may occur because of this (see Subheading 6.).

As noted earlier, most of the lipid and membrane samples prepared for FTIR spectroscopy
are dispersed in D2O-based buffers because the broad O–H stretching and O–H bending
bands of water occur in the same regions of the IR spectrum as the absorption bands from the
C–H stretching vibrations of lipid hydrocarbon chains (2800–3000cm–1) and the C=O stretch-
ing vibrations of ester carbonyl groups (1500–1800cm–1), respectively, which are found in the
lipid polar/apolar interface. The substitution of D2O for H2O circumvents this particular problem
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by shifting the solvent absorptions to lower frequencies, thereby enabling observation of the
underlying sample bands. However, this approach is not entirely free of potential problems
because substituting D2O for H2O shifts the solvent absorption bands to other regions of the
IR spectrum, wherein they may compromise the observation of other absorption bands of
interest. For example, the dispersal of diacyl phospholipids in D2O (instead of H2O) results in
the replacement of the strongly absorbing H–O–H bending band near 1645cm–1 by the com-
parably absorptive D–O–D bending band near 1215cm–1. Thus, whereas substituting D2O for
H2O facilitates the observation of lipid ester carbonyl stretching bands near 1735cm–1, this is
achieved at the expense of decreasing the capacity to observe the head group O–P–O− asym-
metric stretching band near 1230cm–1.

Given the problems mentioned in the previous paragraph, observation of all bands in the
IR spectrum of a hydrated lipid sample can only be achieved by an examination and com-
parison of spectra acquired from samples dispersed in both H2O and D2O. However, substi-
tuting H2O for D2O can pose an even potentially more serious problem, because H/D
exchange of exchangeable sample protons will almost certainly occur under such circum-
stances. Inevitably, H/D exchange will result in loss of the absorption band of the protonated
species and its replacement with the absorption band of the deuterated species. The latter is
observed at a lower frequency than the former and, depending on the band concerned, spec-
troscopic observation may not be feasible or convenient. In sphingomyelin bilayers, for
example, H/D exchange results in the loss of the amide II band near 1550cm–1 and its
replacement with the amide II band near 1465cm–1. However, it may well be inconvenient
to study the latter, because it will occur in the midst of the CH2 scissoring band and other
headgroup absorption bands. Furthermore, if the rates of H/D exchange are fairly slow, the
disappearance of the amide I band can itself be exploited to monitor the rates and extent of
H/D exchange. From such a study, information on the exposure of the exchangeable proton
site to the bulk solvent phase can be obtained. It should also be noted that H/D exchange
might also alter the IR absorption characteristics of potential hydrogen-bonding acceptor
groups. Thus, H/D exchange may shift the frequencies of, for example, hydrogen-bonded
ester carbonyl and amide I absorption bands of phospho- and sphingolipids, and depending
on the extent of H/D exchange, fairly complex spectra can be obtained. However, such
occurrences may not always pose major problems, as long as they are appropriately considered
when the data are interpreted.

6. Data Acquisition
The practical issues of acquiring transmission FTIR spectra suitable for the detection and

characterization of lipid phase transitions are fairly simple. Essentially, the process involves
the equilibration of the sample under a defined set of experiment conditions (i.e., tempera-
ture, pressure, relative humidity, and so on), followed by the acquisition and coaddition of a
number of interferograms suitable for the generation of spectra of acceptable signal-to-noise
quality. This process is repeated while experimental conditions are systematically varied
over a range that is calculated to induce a phase transition in the lipid under study. In most
modern laboratories, this entire process is under computer control and thus can be easily
automated, with the user having the flexibility of designing quite intricate protocols for
manipulating sample conditions before and during the process of recording spectra.

However, in designing such protocols, the user should be aware of the following potential
pitfalls, which might degrade the usefulness to use the data acquired.
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1. Many of the phase transitions that occur in hydrated lipid assemblies are inherently slow
processes. Consequently, data acquisition protocols should allow an appropriate period of time
for sample equilibration.

2. Second, with most transmission IR experiments, the instrument sample compartment  is continually
purged with dry gas; hydrated lipid samples will thus be prone to slow moisture loss and possible
desiccation over the time course of an experiment. This is a potentially serious problem that can
markedly affect the quality and usability of the data obtained. For example, moisture loss may
be severe enough to prevent full sample hydration, in which case data would obviously be unusable.
Also, slow uneven leakage of moisture can also result in the formation of gas bubbles within the
sample film, in which case the data obtained will be severely distorted because of the combined
effect of differences in effective sample thickness and refractive indices of the liquid paste and
the gas bubbles. Such distortions are usually manifest by the appearance of an undulating sinu-
soidal baseline.

3. The slow progressive loss of sample moisture over the course of an experiment, also causes the
relative background contributions from the dispersal solvent and water vapor to the observed
spectra to change over time, further complicating the process whereby the sample spectra can be
corrected for such effects (see below). Given the nature of a hydrated lipid sample, such prob-
lems cannot be avoided completely. In effect, there is a practical limit to the usable lifetime of
such samples, and this fact should be factored in the design of all protocols for data acquisition.
Moreover, the data acquired should always be inspected for evidence of such distortion before
analysis and interpretation.

7. Data Analysis and Interpretation
All protocols for the analysis and interpretation of hydrated lipid IR spectra should initially

include spectral correction for background absorptions from the dispersal buffer and residual
water vapor. This is normally achieved through subtraction of appropriately weighted refer-
ence spectra. However, the process of detecting and characterizing lipid phase transitions by
FTIR spectroscopy usually requires the acquisition of numerous (usually 20–50) spectra as a
function of temperature (or pressure, relative humidity, and so on), and as the contours of the
IR bands of the dispersal buffer and residual water vapor are influenced by the prevailing con-
ditions, such protocols also require the accumulation of vast numbers of solvent and water
vapor reference spectra acquired under the same conditions as those used for the acquisition
of sample spectra. Moreover, because of the considerable variations in the relative contribu-
tions of both solvent and water vapor bands to the observed sample spectra (see above), the
process of spectral subtraction cannot be easily automated and must therefore be performed
manually. For these reasons, strict adherence to such protocols can be a very tedious exercise
that may well be too costly in both instrument and personnel time for routine applications.
Thus, for routine purposes, a more practical approach is the use of uncorrected spectra to deter-
mine the range of temperature (pressure, relative humidity, and so on) over which lipid phase
transitions occur and, subsequently, select a few spectra representative of the various lipid
phases that have been detected. These spectra can then be appropriately corrected for solvent
and water vapor interference before further analysis.

After correcting spectra for background contributions from the solvent and water vapor,
postacquisition processing of FTIR spectra may also involve spectral enhancement proce-
dures designed to facilitate the identification of key features of the substructure of structurally
significant absorption bands. Absorption band envelopes observed in the IR spectra of semi-
solid and liquid-crystalline materials, such as aqueous lipid dispersions, are usually summa-
tions of subcomponents reflecting variations in the structure, conformation, and interactions
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between various subpopulations of vibrating groups whose parameters are usually encoded
in the frequencies, widths, and relative intensities of these components. However, the intrin-
sic widths of these component bands are often quite broad when compared with the differ-
ences between their peak frequencies, and as a result, it is usually quite difficult to resolve
the observed band envelope into its various subcomponents. This problem can be addressed
with the aid of band-narrowing procedures such as Fourier self-deconvolution and Fourier
derivatization (52–55), in which information about the intrinsic widths of the component
bands is sacrificed in order to obtain more accurate information about the component fre-
quencies and relative intensities.

These procedures usually require the user to provide an estimate of the mean bandwidth
of the components, and under ideal conditions, they can generate spectra of enhanced band
resolution without significant distortion or compromise of the information content of the
spectra (52–55). However, given the nature of the hydrated lipid samples used for FTIR spec-
troscopy, the finite noise component embedded in all real spectra and the problems inherent
in the correcting of such spectra for background contributions from the dispersal solvent and
water vapor (see above), the input spectra for such procedures are far from ideal. This fact,
along with the inaccuracies inherent in using a single mean bandwidth (i.e., assuming that all
component bands are of comparable bandwidth), means that, the application of Fourier self-
deconvolution and other band-narrowing procedures to such spectra usually result in signifi-
cant baseline shift and other distortions that may make the band-narrowed spectra unsuitable for
further manipulative processing. Thus, it is better to apply the data processing procedures to the
original input spectra (i.e., those corrected for solvent and water background contributions), and
the spectra obtained by Fourier self-deconvolution or other band-narrowing procedures should
only be used to obtain estimates of the frequencies and the number of resolvable components
in the original absorption band. The frequencies, intensities, and widths of the component bands
should thus be estimated by reconstructing the contours of the original band envelope, using the
results of the band-narrowing analysis as input for peak-fitting procedures.

Further analysis and interpretation of FTIR spectra of lipids may be driven by many objec-
tives, the simplest of which is the detection and identification of lipid phase transitions. Lipid
phase transitions are normally manifest by a discontinuous change in the contours of struc-
turally sensitive IR spectroscopic markers, as a function of temperature, pressure, and so on
(e.g., see Fig. 1). Thus, depending on the lipid and the nature of the phase transition under
investigation, discontinuities are usually observed in the C–H stretching (~2800–3000cm–1),
C=O stretching (1500–1800cm–1), and/or CH2 deformation (1400–1500cm–1), but may also be
observed in other regions of the IR spectrum (for examples of the latter, see ref. 2). In addi-
tion, these phase change-induced discontinuities in the properties of the IR absorption bands may
occur in some or all regions of the IR spectrum, depending on the nature of the phase transi-
tion under investigation. Thus, for example, the Lc/Lβ phase transition of DPPC is usually
accompanied by fairly drastic changes in the C=O stretching and CH2 deformation regions of
the IR spectrum with little or no discernable changes in the C–H stretching region. In contrast,
the Lβ/Lα phase transition is accompanied by discontinuous increases in the frequency and
widths of all bands in the C–H stretching region, and discontinuous broadening of all bands
in the CH2 deformation region, but little discernable change in the contours of the C=O
stretching bands (see refs. 2,4). Given this, and the fact that some lipids may exhibit a com-
parable array of spectroscopic changes in the absence of any discernible phase transition
(see Subheading 3.3. above), due caution must always be exercised when using FTIR
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spectroscopy to assign the nature of lipid phase changes. General guidelines for assigning the
nature of the main IR-detectable lipid phase transitions are summarized above in the
Subheading 3.

The data obtained can also be used to characterize the structural changes occurring at IR
detectable lipid phase changes. Phase transitions involving crystalline or quasi-crystalline lipid
phases are better suited for such studies because the intermolecular distances and relative
orientations between molecules in these phases exhibit patterns of IR absorption that are largely
determined by close-contact, intra- and intermolecular interactions between neighboring
vibrating groups. Moreover, because the overall rates and amplitudes of molecular motions of
lipid molecules within crystal-like lipid phases are relatively low, the environments around
vibrating groups tend to be less heterogeneous than those found in more mobile lipid phases.

222 Lewis and McElhaney

Fig. 1. Stacked plots illustrating FTIR spectroscopic detection of the thermotropic phase transi-
tions exhibited by aqueous (D2O) dispersions of dimyristoylphosphatidylserine. The spectra shown
in each panel were acquired between 6 (top spectrum) and 42°C (bottom spectrum). The panels show
the spectroscopic changes occurring in: (A) the C–H stretching region, (B) the CH2 deformation
region, and (C) the C=O stretching region of the IR spectrum.
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As a result, relatively sharp absorption bands are usually observed. These properties are highly
conducive to the identification of specific patterns of IR absorption from which very detailed
information on the molecular organization of the lipid phase is potentially available if these
patterns are correctly identified and interpreted.

Although detailed structural interpretation of the FTIR spectroscopic data may be too spe-
cialized for routine application (for discussions on applying FTIR spectroscopy to structure
determination studies of lipids and membranes, see refs. 2 and 4 and references therein), suf-
ficient structural information can be obtained from even these simple applications to provide
valuable insight into the structure of the lipid phases examined, and the nature of the structural
changes occurring on conversion to other lipid phases. In the case of diacylglycerolipids, for
example, information about the conformation and hydration about the lipid polar/apolar inter-
facial region is largely encoded in the fine structure of the C=O stretching bands, whereas
information about lateral packing interactions between hydrocarbon chains can be deduced
from both the CH2 deformation and rocking absorption bands. The general guidelines for
structural interpretation of the fine structure of these IR bands are summarized in Table 1 and
in the Subheading 3.

8. Concluding Remarks
It is clear that FTIR spectroscopy is a very powerful, nonperturbing tool for studying phase

transitions in lipids and biological membranes. Indeed, even when fairly basic equipment is
used, one can easily detect, identify, and perform some structural characterization of lipid
phase transitions in both model and biological membranes. In addition, provided judicious
and careful sample preparation is conducted, one can also examine how lipid phase transi-
tions are affected by the presence of sterols, proteins, peptides, and other lipophilic inclusions
(e.g., see ref. 20). Moreover, with appropriate investment in isotopically labeled lipid sam-
ples, these simple techniques can also be used to study the behavior of the components of
lipid mixtures, and how the behavior of each component of a mixture is affected by the pres-
ence of lipophilic inclusions. However, this article has covered only a small aspect of the
applications of FTIR spectroscopy in the field of lipid and biomembrane research, and the sim-
ple techniques discussed here are intended to be introductory in nature. Thus, the reader is
encouraged to use these simple techniques as a foundation for more in depth studies, and to
work toward extending such studies to more specialized applications, which can provide more
detailed information about the structure and organization of lipids and biological membranes.
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15

Optical Dynamometry to Study Phase Transitions 
in Lipid Membranes

R. Dimova and B. Pouligny

Summary
The fluidity of the lipid matrix of cell membranes is crucial for the mobility of various inclusions like proteins.

When the lipid bilayer undergoes phase transition from fluid-to-gel phase, the shear surface viscosity of the mem-
brane diverges, thus hindering the motion of the membrane inclusions. On the other hand, the membrane bending
stiffness drops down, and below the main phase transition, drastically increases with lowering the temperature.
A tool to study the membrane properties when the lipid bilayer crosses the phase transition is provided by optical
trapping and manipulation of microspheres attached to the membrane. Giant unilamellar vesicles are used, which
allow for direct visualization of the membrane response, as model membranes. Following the motion of one or
two particles attached to a vesicle, the microscope can provide evidence for the membrane elasticity and state of
fluidity. As forces acting on the spheres, one can use gravity, thermal noise, or radiation pressure force.

Key Words: Bending stiffness; giant vesicles; model membranes; optical trapping; phase transition; shear
surface viscosity.

1. Introduction
Optical trapping has been extensively exploited for biophysical applications, especially in

recent years, when single molecule manipulation has become of intense interest. The great advan-
tage of the technique of optical trapping consists of the possibility to manipulate objects without
having to establish a direct mechanical contact with them. Instead, the momentum of light from
a laser comes into play to form tiny tweezers for handling microscopic objects. Nowadays, two
main versions of optical trapping are broadly used. One is the conventional (also commercially
available), single-beam tweezers formed by focusing a laser beam in a sample through a high
numerical aperture objective. The latter limits the studies with such a setup to short working
distances. This version of the optical trap is currently applied to trapping of particles up to a few
microns in diameter. The second version (which, as a matter of fact, was historically first)
(see ref. 1) is based on two counter-propagating beams focused by two long-focal-distance
objectives. From the viewpoint of optical architecture and tuning, the single-beam trap is simple;
whereas the double-beam trap is more complex. However the latter offers the advantage of
a much larger working distance, and is better suited to manipulation of large (several microm-
eters) objects and structures. In addition, because the beams are only weakly focused, optical
damage (essentially heating) is in general weak. Basically, the choice of one or the other type of
optical tweezers depends on the application and the studied system. This chapter reports on
experiments involving large particles (up to 10 µm in radius) inside a thick chamber, for which
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the double-beam version of optical trapping was most appropriate. The setup is described in
details elsewhere (2) (see also ref. 3 for additional characteristics).

Latex particles of size between 1 and 20 µm were used to explore the mechanical and rhe-
ological properties of model lipid membranes. These were in the form of giant vesicles (4),
which are closed sacs made of a lipid bilayer in a water environment. Their relatively large
size (several tens of micrometers), compared with conventional vesicles (few hundreds of
nanometer in size), allows for direct microscopy observation.

1.1. Shear Surface Viscosity Measurements

When a latex microsphere is attached to a membrane, it can be used as a probe of the mem-
brane state (see Fig. 1). In spite of the fact that the particle is several orders of magnitude larger
than the lipid membrane (~5 nm in thickness), the particle motion can be affected by the
displacement of the surrounding lipids. Motion of the lipids and of the water that is confined
inside the vesicle increase the particle hydrodynamic drag coefficient (ζ). When the vesicle is
much larger than the particle, ζ can be approximately decomposed according to:

(1)

where ζ0 is the background or Stokes friction of the particle in the bulk solution, ζ0 = 6πηa,
and ζm is the excess friction because of shearing the membrane. η is the viscosity of the
surrounding fluid (the water solution), and a is the particle radius. The problem of a sphere
straddling a membrane has already been theoretically treated in detail (5,6) and the results
experimentally applied (7). The membrane contribution to the friction coefficient was found
to depend almost linearly on the membrane shear surface viscosity (ηS) and only weakly on
the particle radius:

(2)ζ η
η
ηm

0.1

2.93≅




S
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a

ζ = ζ + ζ0 m
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Fig. 1. (A) When a particle moves freely in bulk solution of viscosity η the drag coefficient (ζ0) is
given by the Stokes friction. (B) A particle attached to a membrane of shear surface viscosity ηS expe-
riences an additional friction resulting in ζ = ζ0 + ζm.
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Note that the surface viscosity has units of (bulk viscosity × length), i.e., dyn.s/cm or
surface poises (sp). Using the relation in Eq. 2 one can estimate the membrane viscosity by
measuring the friction coefficient of a small particle attached to the membrane.

Three possible approaches can be used to measure ζm (see Fig. 2). The first is applicable
to small Brownian particles of diameter up to about 2 µm (Fig. 2B). Analyzing the trajectory
in time of such a particle, one can extract the diffusion coefficient (D), which is inversely
proportional to the friction coefficient, according to the Einstein relation. The second
approach can be used with larger (heavier) particles attached to the membrane (Fig. 2C). By
means of the optical trap the particle is brought to the upper part of the vesicle and released
from the trap. Under the influence of its own weight, the particle then starts to sediment
following the surface of the vesicle.

Analysis of the sedimentation trajectory gives the friction experienced by the particle. In
the third method, the particle motion is driven by the radiation pressure force of the trap (FRP)
(see Fig. 2D). The particle is brought to either the top or the bottom of the vesicle, wherein
the membrane is essentially flat and horizontal and the trap is switched on in the direct vicinity
of the particle. This results in a sudden motion of the particle center toward the beam axis.
Knowing the stiffness of the trap, analysis of the particle trajectory provides the value of the
friction coefficient. Finally, the membrane viscosity can be extracted from the friction coef-
ficient using Eqs. 1 and 2 in all three cases. Performing any of these three procedures at

Optical Dynamometry 229

Fig. 2. Three approaches to measure the friction coefficient of a particle moving on a membrane.
(A) Vesicle fixed to a surface with two possible positions of a particle adhered to the vesicle mem-
brane. (B) A Brownian particle experiences a random walk at the bottom (or top) of the vesicle. (C)
A heavy particle sediments toward the vesicle bottom due to gravity. (D) A particle is driven toward
the axis of the trap beam because of the radiation pressure force (FRP). The sketch is exaggerated in
terms of particle-trap distance.
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different temperatures approaching the main phase-transition temperature of the lipid provides
the temperature dependence of the membrane viscosity.

1.2. Measuring the Membrane Bending Stiffness Close 
to the Fluid–Gel Phase Transition

When the temperature is lowered below the main phase-transition temperature of the lipids
in the bilayer, the membrane properties change drastically. The fluid-to-gel transition leads to
divergence in the shear surface viscosity, whereas the membrane acquires a nonzero shear
modulus (in the fluid-state, lipid membranes have zero shear modulus). The membrane elastic
properties also change. Lipid membranes in the fluid state are characterized by a bending
rigidity in the order of 10 kBT (exact values for different lipid bilayers can be found in refs. 8
and 9), where kB is the Boltzmann constant and T is temperature. When the lipid bilayer
undergoes the fluid-to-gel transition, the bending rigidity drops down, and in the gel phase,
it increases by a few orders of magnitudes (10,11) when temperature is decreased. Measuring
the bending stiffness of membranes in the fluid state is a handled task, and a large number of
methods have already been developed. To mention a few, fluctuation spectroscopy (see ref. 12)
is based on the analysis of membrane undulation of giant vesicle membranes; the
micropipet aspiration technique (13) in the low-tension or entropic regime is based on
pulling out membrane fluctuations; analysis of the degree of deformation of giant vesicles
subjected to alternating electric fields can also provide the bending stiffness modulus (14).
All these techniques have been applied to lipid membranes in the fluid state. However, in
the gel phase the bending stiffness increases dramatically and most of the classical meth-
ods cannot be applied. A few new techniques have been recently developed for measuring
the bending stiffness of membranes in the gel phase (10,11,15) and one of them is presented
in this article.

When particles are attached to the membrane and the bilayer is brought to the gel phase,
the particle motion is hindered (i.e., their motion along the membrane becomes frozen). In a
typical experiment, the penetration depth of the particles is usually small, i.e., the contact line
with the membrane is far from the equator of the particle, and the particles are located more
to the outside of the vesicle (see Fig. 3A). Two particles (spaced by a few particle diameters)
can be manipulated simultaneously using two optical tweezers. The latter are characterized by
the trap stiffness, or the trapping constant (kRP). A force (FRP) is applied to displace one of these
particles in the membrane plane by a mobile trap while holding the other in the potential well
of an immobile or fixed trap. For particle configurations as the one shown in Fig. 3A, the main
membrane deformation caused by the particle’s displacement is bending (see Fig. 3C). The
experiment leads to measuring an apparent membrane spring constant, kM (10):

(3)

where xm and xf are the displacements of the beads in the mobile and the fixed trap, respec-
tively, and l0 and l1 are the distances between the particles before and after applying the
forces. The relation between kM and the membrane bending modulus (κ) is given by an
empirical formula (10):

(4)k aM
2≅ 60 κ/

k k x x l lM RP m f 1 0 1= +( ) −( ) − 
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2. Materials
2.1. Lipids for Vesicle Preparation

Any synthetic phosphatidylcholine can be used as long as the main phase-transition tem-
perature is easily accessible in the laboratory environment. 1,2-dimyristoyl-sn-glycero-3-
phosphocholine (DMPC) (Avanti Polar Lipids, Alabaster, AL) (no additional purification of
the lipid is needed) was used. The DMPC membrane undergoes fluid-to-gel transition
around 24°C (16). The lipid is dissolved in chloroform solution and stored at –20°C. At this
temperature, the lipid is stable for up to 3 months.

2.2. Particles for Optical Dynamometry

Both latex (polystyrene) particles and glass beads can be used. In this work mainly latex
spheres (Polyscience, Warrington, PA) will be referred to, with diameters ranging from 2 to
12 µm. The particles are stored at 4°C and are stable for a few years. Right before using,
a droplet of the particle stock solution is diluted in 2 mL pure water (see Note 1).

3. Methods
3.1. Vesicle Preparation, Particle Size Determination, and Trap Calibration

The vesicle formation and the particle dynamometry experiments are performed in the
same chamber. Giant unilamellar vesicles are prepared following the electroformation
method (17–19) in a chamber with the geometry sketched in Fig. 4. During vesicle forma-
tion, the temperature was set to 30°C, which is well above the main phase transition of
DMPC. The preparation steps are the following:

1. A few droplets of the solution of the lipid dissolved in chloroform at concentration approx 2 mg/mL
are deposited on the electrodes (platinum wires of ~1-mm diameter) (see Fig. 4). The electrodes are
left under a nitrogen stream or under vacuum for 2 h, for complete evaporation of the organic solvent.
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Fig. 3. (A) Sketch of two particles adhering to the membrane of a vesicle. (B) (Left) Top view (in
classical transmission microscopy) of two large particles located on top of a vesicle. The particles are
approximately in focus. The image of the vesicle equator, well below the focal plane of the microscope,
appears as a clear faint ring. (Right) Two smaller particles are located at the vesicle equator. The scene
is observed in phase contrast, which provides a dark image of the membrane and bright images of the
particles. (C) Sketch of the out-of-plane deformation of the membrane (side view) induced by pulling
on one of the two particles and keeping the other in the potential well of the fixed trap. The apparent
spring constant of the membrane can be calculated by measuring the relative particle displacement.
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Fig. 4. Sketch of the experimental chamber. (A) Top view. (B) Side view. Vesicles are grown on both
electrodes. The working chamber is surrounded by a cooling water jacket assuring temperature control. 
A thermocouple measures the current temperature in the working chamber. The top microscope objective
(×40, numerical aperture [N.A.] = 0.6) is operated in the phase-contrast mode. The latex particles are
injected through a needle (see panel A). The chamber is mounted on a motorized x-y-z stage.

2. The electrodes are inserted in the chamber. The external compartment (water jacket) is filled
with water and a constant flow is assured from a thermostat. The temperature in the chamber is
adjusted to 30°C. The electrodes are connected to an AC-field generator and a voltage at 10 Hz
and 0.3 V/mm is supplied for 10 min. The working chamber is slowly filled with water (see
Note 2), which is introduced through a needle (the same needle is later used for introducing the
latex particles).

3. After the first 20 min the voltage in the chamber is gradually increased to about 1.2 V/mm in
0.3 V/mm steps every 20 min and the sample is left at these field conditions for another couple of
hours. The vesicles can be found along the electrodes. The procedure is terminated by slowly
decreasing the voltage to 0.5 V/mm and the frequency changed to 5 Hz for about 5 min, which helps
detaching the vesicles from the electrode. The vesicles near the outer boundary of the clusters
formed at the electrodes (see snapshot in Fig. 4A) are most convenient for working (see Note 3).
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4. A few tens of microliter of the latex bead solution are introduced in the working chamber
(a microliter syringe is used). A particle is captured “in flight” by the laser beam at the exit of
the syringe needle (see Note 4).

5. Particle size (a) measurement: if the particle is small, a is determined from the diffusion path
of the particle in water (Dfree). Conversely, the size of a heavy particle is deduced from its
sedimentation velocity (vsed). In the former case, the bead radius is given by the Stokes–Einstein 

relation (see Note 5). In the latter case, the application of Stokes’ law gives

where ∆ρ is the density difference between water and polystyrene

(≈0.05g/cm3) and g is the gravity acceleration (see Note 6).
6. To calibrate the radiation pressure force (FRP), the trapped sphere is submitted to a constant

counter-flow of known velocity (this is done by moving the stage on which the chamber is mounted
with a fixed velocity). The “escape” velocity (vesc) at which the particle leaves the trap is deter-
mined. The corresponding trapping force, which is the maximum of FRP, balances the viscous drag
force (Stokes’ law): The trap spring constant is given by .

7. Finally, the particle is brought in contact to a selected vesicle. In this procedure, the particle is
held fixed in space, while the whole chamber is moved by the motorized stage. When in contact
with the vesicle, the particle spontaneously adheres to the membrane. Once completed, adhesion
is irreversible: it is not possible to detach the particle applying radiation pressure forces (several
tens of pN).

3.2. Shear Surface Viscosity Measurements

The procedure involves measuring ζ at different temperatures, and deducing ηS at each step.
It starts at T = 30°C, and proceeds through successive temperature steps. After each step, the
sample is left at rest until thermal equilibrium is reached (this takes about 15 min). At temper-
atures ≤22°C, the shear viscosity of DMPC membranes is so high that motion of the latex
beads is no longer optically detectable. An example of data obtained from the three procedures
applied to the same vesicle-particle system is given in Fig. 5.

3.2.1. Brownian Motion Dynamics 

1. A small particle (radius <2 µm) adhering to the vesicle membrane is brought to the bottom or
top of the vesicle and the trap is switched off (see Fig. 2B). 

2. The particle trajectory is recorded for a period of time enough to collect about 400 data points
(when the lipid bilayer is in the fluid phase, 100 s of recording at acquisition frequency of approx
6 Hz suffices; however, at temperatures approaching the gel phase, longer acquisition times are
necessary).

3. The mean square displacement of the particle is determined and the diffusion coefficient extracted:

(5)

where t is time.

4. The friction coefficient is then determined from the Stokes–Einstein relation, .

3.2.2. Sedimentation Velocity Measurements

1. A large or heavy particle (for latex particles the size should be above 3 µm in radius) adhered to
the vesicle membrane is brought to the top of the vesicle and the trap is switched off (see Fig. 2C).

2. The trajectory over time of the particle sedimenting toward the vesicle bottom is recorded. As
the observation is from above the moving particle quickly gets out of focus, leading to frequent
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refocusing. The coordinates of the vesicle center are determined from a snapshot taken in the
equatorial plane.

3. The distance between the particle and vesicle centers, r(t), is extracted from the recorded particle
trajectory. It is described by the equation (7):

(6)

where the angle θ0 is defined by 

This equation is used to fit the experimental curve and to extract the bead friction coefficient.

3.2.3. Optical Trapping Dynamics

1. A particle of several micrometers in radius is brought to the top or the bottom of the vesicle and
the trap is switched off. The experimental chamber is displaced in the horizontal plane by a dis-
tance approx 0.6a. The trap is then switched on, and the trajectory of the particle toward the
beam axis is recorded over time (see Fig. 2D).

2. The time dependence of the distance d(t) between the particle center and the trap axis is
extracted from the particle trajectory. The data is fitted to by , pro-
viding the particle friction coefficient.

3.3. Measuring the Membrane Bending Stiffness Close 
to the Fluid–Gel Phase Transition

1. Two particles of similar size and several microns in radius are brought to the top or the bottom
of the vesicle by means of the double optical trap. It is a requirement that both penetration depths
of the particles are small (see Fig. 3C). This condition is in general fulfilled when more than one
particle are brought to adhere to the vesicle membrane.

2. The temperature of the chamber is lowered to 15°C, and the sample is let to equilibrate.
3. The initial distance between the traps (l0) is measured, and the location of the particles centers is

determined. The mobile trap is shifted by approx 0.6a in direction away from its initial position,
away from the fixed trap. The new intertrap distance (l1) is measured, as well as the relative
displacements of the particle in the mobile trap (xm) and the particle in the fixed trap (xf).

4. The membrane spring constant (kM) is determined using Eq. 3. The bending stiffness of the
membrane is deduced from Eq. 4.

d t d t tk( ) = = −( 0) exp( )
RP

ζ

sin ( 0) maxθ0 = =r t r .

r t r a gt r( ) [ ( )]= max
3

maxsin 2arctan exp 4 3 tanπ ρ ζ∆ (( 2)θ0{ }
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Fig. 5. Examples of data collected using the three described procedures with the same vesicle-par-
ticle system. The particle size is a = 3.2 µm, and the vesicle size is 21 µm.
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5. The temperature is increased by a few degrees, and steps 3 and 4 are repeated. Thus, the tem-
perature dependence of the membrane bending stiffness is obtained when the lipid bilayer
approaches its gel-to-fluid phase transition. The work is completed when T = 24°C, and the
membrane is in the fluid state.

4. Notes
1. Unless stated otherwise, all solutions should be prepared in water that has a resistivity of 18.2

MΩ.cm. This standard is referred to as “water” in this text.
2. The water used to fill the working chamber should be degassed before introducing it in the

chamber. This prevents the formation of bubbles during work.
3. At the end of the electroformation procedure, the vesicles are usually interconnected and clus-

tered. Target vesicles are selected at the outer rim of such clusters for experiments wherein vesi-
cles that are unilamellar (as far as one can determine from phase contrast views) and without
obvious internal structures are easily found.

4. It is important to trap a particle “in flight” at the exit of the syringe needle. One might be tempted
to simply catch one of the many particles that have been released and lie on the floor of the
chamber. Experience shows that such particles often do not adhere on the vesicle membranes.
The reason for this is unclear; it is supposed that the surfaces of the particles, when hitting the
walls of the chamber, get contaminated by traces of lipids. Apparently (and fortunately) the bulk
water inside the chamber is free from lipids.

5. When the temperature in the chamber is changed, the bulk water viscosity changes; this has to
be taken into account when performing the calculations for the particle radius and the friction
coefficient; see Eq. 2.

6. The density difference between latex (or particle material) and water can be measured independ-
ently in the following way: the particles are diluted in solutions of glycerol of various densities
(i.e., various concentrations of glycerol in water). The solutions are centrifuged. The density at
which the particles neither sediment to the bottom of the centrifuge tube nor cream to the surface
of the solution is corresponding to the particle material density.
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Fluorescence Assays for Measuring Fatty Acid Binding 
and Transport Through Membranes

Kellen Brunaldi, Jeffrey R. Simard, Frits Kamp, Charu Rewal, Tanong Asawakarn,
Paul O’Shea, and James A. Hamilton

Summary
The authors’ laboratory has applied a series of different fluorescence assays for monitoring the binding and trans-

port of fatty acids (FA) in model and biological membranes. The authors recently expanded their fluorescent assays
for monitoring the adsorption of FA to membranes to a total of three probes that measure different aspects of FA
binding: (1) an acrylodan-labeled FA-binding protein, which measures the partitioning of FA between membranes and
the aqueous buffer; (2) the naturally occurring fluorescent cis-parinaric acid, which specifically measures the insertion
of the FA acyl chain into the hydrophobic core of the phospholipid bilayer, and (3) a fluorescein-labeled phospholipid
(N-fluorescein-5-thiocarbomoyl-1,2,dihexadecanoyl-sn-glycero-3-phosphoethanolamine), which specifically meas-
ures the arrival of the FA carboxyl at the outer leaflet of the membrane. None of these probes allow the transmem-
brane movement of FA to the inner leaflet to be measured. FA translocation (flip–flop) is typically measured
directly, using a pH-sensitive fluorophore such as 8-hydroxypyrene-1.3.6-trisulfonic acid or 2′,7′-bis-(2-car-
boxyethyl)-5-(and-6)- carboxyfluorescein. These probes detect the release of protons from unionized FA that have
diffused through the membrane to the inner leaflet. Because adsorption of FA to the outer leaflet must occur before
flip–flop, these probes measure the effects of the combined steps of adsorption and translocation. 

In this chapter, detailed methods are provided on how to monitor the transport of FA through protein-free
model membranes, and some of the fluorescent artifacts that may arise with the use of these probes are addressed.
Also, experiments designed to investigate such artifacts, and improve the reliability and interpretation of the data
are described.

Key Words: ADIFAB; BCECF; cis-parinaric acid; DHPE fatty acid transport; fatty acids; flip–flop; fluores-
cence; FPE; membranes; pyranine.

1. Introduction
Long-chain fatty acids (FA) are one of the major nutrients in human physiology, serving

as an immediate energy source through β-oxidation or as stored energy in the form of intra-
cellular triglycerides, which can be hydrolyzed to release FA. In contrast to other major nutri-
ents, such as glucose and amino acids, FA interact strongly with both the polar interface and
hydrophobic interior of lipid membranes. In fact, the lipid phase of cell membranes is a
better solvent for FA than the surrounding aqueous phase. The amphipathic structure of
the FA molecule, with its polar carboxyl end and its hydrocarbon chain, presents unique
opportunities for following its transport in membranes.

Figure 1 illustrates fluorescence approaches described in this chapter and also in Chapter 3
of this volume to follow the transport of FA in membranes, beginning with the unbound FA
molecule in the external medium. The overall mechanism involves a minimum of three steps
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that can and should be distinguished: adsorption, transmembrane movement, and desorption
(1–3). Rigorous and quantitative characterization of each step is important for evaluating the
contribution of the lipid phase of membranes in the membrane transport of FA. Such studies
provide a foundation for evaluating potential roles of proteins in transporting FA in mem-
branes or modulating the uptake of FA into cells.

The adsorption step can be measured by several methods. As discussed in Chapter 3 of this
volume, the soluble fluorescent acrylodan-labeled FA-binding protein (ADIFAB) can be added
to the external medium to acquire kinetic and thermodynamic data (partitioning between mem-
brane-bound FA and unbound FA). This approach does not provide information about the
translocation step. The naturally fluorescent FA cis-parinaric acid (PA) provides kinetic data
reflecting insertion of the FA tail into the phospholipid bilayer as the fluorescence of this part
of the FA changes drastically when it moves from the aqueous to the lipid phase. Because the
tail is buried in the same hydrocarbon region in both leaflets of the bilayer, PA fluorescence
does not provide information about transmembrane movement of the FA molecule (Fig. 2). 
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Fig. 1. Fluorescence approaches developed to study the mechanism of FA transport in membranes.
Trapping a pH dye inside a lipid vesicle measures the release of protons as unionized FA arrive at the
inner leaflet. As this cannot occur without FA first binding to the outer leaflet, the pH dye reports the
combined kinetic steps of adsorption and flip–flop. ADIFAB, the fluorescent-labeled FABP, is placed
in the external buffer and is used to monitor the binding of FA to the outer leaflet. ADIFAB provides
quantitative data for calculating the partitioning of FA between aqueous and membrane phases.
However, ADIFAB does not provide information about the transmembrane movement of FA. The nat-
urally fluorescent FA, cis-PA, measures the insertion of the acyl chain into the hydrophobic mem-
brane core. A FPE molecule inserts into the outer leaflet of membranes when added to the external
buffer. FPE is sensitive to the presence of the charged FA carboxyl at the water–lipid interface.
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PA is very slowly metabolized, which can eliminate complications of metabolism in
studies of FA transport into cells (5). 

Incorporation of the polar end of the FA molecule into the membrane can be dete-
cted by interaction of the charged head group of the FA with fluorescein-labeled 
phosphatidylethanolamine (N-fluorescein-5-thiocarbomoyl 1,2,dihexadecanoyl-sn-glycero-3-
phosphoethanolamine [FPE or DHPE]) (Fig. 2). On addition to a suspension of vesicles, FPE
inserts into the outer leaflet of membranes such that the fluorescent group protrudes into
the aqueous solution. In a well-buffered system, it is sensitive to local charge in the vicinity
of phospholipids. The model of FA flip–flop in membranes is based on the ionization properties
of FA in the membrane, which gives rise to both unionized and ionized FA in each membrane
leaflet. This probe will detect the arrival of the FA carboxyl anion at the outer leaflet,
thereby monitoring insertion of the FA head group into the membrane–water interface.

The mechanism of the transmembrane step has been the most difficult to measure and the
most debated (4–7). After the FA becomes incorporated into the lipid bilayer, the ionization
pKa of the carboxyl group increases to approx 7.5 (8). As the energy barrier for transfer of the
uncharged FA across the membrane is expected to be much lower than that of the ionized
species, the hypothesis was tested that unfacilitated FA “flip–flop” across the lipid bilayer of
model membrane vesicles causes measurable changes in internal pH (2). Intravesicular pH can
be measured with a fluorescent pH probe, 8-hydroxypyrene-1.3.6-trisulfonic acid (pyranine), or
2′,7′-bis-(2-carboxyethyl)-5-(and-6)-carboxyfluorescein (BCECF) (Fig. 2). Either dye
responds to the arrival of protons in the aqueous compartment inside the vesicle that have
been transported by unionized FA. Because FA arriving at the inner leaflet must reach ion-
ization equilibrium, approx 50% of the FA that flip release a proton. When FA is added to
the external buffer, pH probes measure the combined steps of adsorption and translocation;
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Fig. 2. Structures of fluorescence probes used to study FA transport in membranes. Pyranine and
BCECF acid are water-soluble pH probes that are trapped inside lipid vesicles. FPE and cis-PA are
membrane probes used to detect the arrival of the FA carboxyl and the insertion of hydrocarbon chain
into the membrane, respectively. All probes are available from Molecular Probes (Eugene, OR).
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it is predicted that for every four FA molecules that bind to the external leaflet of a vesicle, one
H+ is delivered into the inner volume of the vesicle. It is important to note that only the pro-
ton and not the FA molecule must desorb from the membrane in order to give this pH change.

An advantage of all the fluorescence methods considered above is that, real time measure-
ments can be made without separation procedures. Fluorescent probes that detect adsorption
can be combined with the pH assay to monitor binding and transmembrane movement simul-
taneously, as shown in initial studies with cells (9,10).

2. Materials
2.1. Stock Solution of FA—K+ Salt

1. 99% pure FA in the form of powder (saturated) or oil (mono- and polyunsaturated) (Sigma,
St. Louis, MO). Store at room temperature (saturated) or at −20°C (mono- and polyunsaturated).

2. Reagent grade chloroform. 
3. 0.1 N potassium hydroxide solution. 
4. Briefly, approx 250 mg of pure FA (see Note 1) is placed inside a glass of scintillation vial and

dissolved to a concentration of 20–30 mg/mL with chloroform. Determine the dry weight of the
dissolved FA in order to calculate the exact concentration of FA (Chapter 3, section 3.1).

5. The FA dissolved in chloroform is dried completely under a stream of N2 gas and lyophilized for
1 hour to remove all chloroform. The dried FA is dissolved to a concentration of 10 mM with 0.1 mM
KOH. The pH of the FA stock is then adjusted to more than 10 to ensure complete dissolution of
the FA into micelles (see Note 2). FA stock solutions can also be prepared to a concentration of
200 mM by dissolving FA in either ethanol or dimethyl sulfoxide (DMSO). 

2.2. Stock Solution of FA Complexed to Bovine Serum Albumin

1. Bovine serum albumin (BSA). Essentially, FA-free, lyophilized power (Sigma). Store at 4°C.
2. 99% pure FA in the form of powder (saturated) or oil (mono- and polyunsaturated) (Sigma).

Store at room temperature (saturated) or at −20°C (mono- and polyunsaturated).
3. Supor® Acrodisc® 0.2 µm (Gelman Sciences, Ann Arbor, MI).
4. Briefly, BSA is dissolved to a concentration of approx 3 mM in water (see Note 3) and filtered

using a 0.2-µm Acrodisk. A 20-µL aliquot of BSA stock is then diluted to a total volume of 2 mL
using deionized water (1:100 dilution) and absorbance is measured at 279 and 350 nm to deter-
mine the exact concentration of the BSA stock solution (see Note 4).

5. FA–BSA complex is made by diluting 50 µL of BSA stock solution to a total volume of 500 µL
with water (1:10 dilution) and then adding a desired volume of 200 mM FA stock solution (in
ethanol or DMSO) to the diluted BSA solution (see Note 5).

2.3. Stock Solution of cis-PA

1. cis-PA (Molecular Probes, Eugene, OR) is dissolved to 40 mM in DMSO (Fig. 2). Store at −20°C.

2.4. Preparation of Small Unilamellar Vesicles Containing a pH Probe

1. Phosphatidylcholine isolated from chicken egg (eggPC) (Avanti Polar Lipids, Alabaster, AL) and
dissolved in chloroform to 20 mg/mL. Tightly seal the cover of the bottle and store at −20°C (see
Note 6).

2. 50-mL glass round-bottom flasks and 3-mm glass beads.
3. HEPES/KOH buffer: 50 mM HEPES titrated with KOH, pH 7.4 (see Note 7). Buffer is stable at

4°C for up to 3 wk. Warm to working temperature of 25°C before fluorescence experiments.
4. Pyranine (trisodium salt) (Fig. 2) (Molecular Probes) is dissolved in water to 10 mM. Store 

at −20°C (see Note 8).
5. Sephadex G-25 (Amersham Biosciences/GE Healthcare, Piscataway, NJ).

240 Brunaldi et al.

16_Hamilton  6/29/07  2:13 PM  Page 240



6. 50-mL size-exclusion column with a stopcock to regulate the flow of eluate.
7. Open-ended UltraClearTM centrifuge tubes (1⁄2 × 21⁄2 in2. or 13 × 64 mm2) (Beckman, Fullerton, CA).
8. Sonicator (Sonifier® Cell Disruptor 350, Branson Sonic Power Co., Danbury, CT).

2.5. Preparation of Small Unilamellar Vesicles Containing the Surface pH Probe FPE

1. Materials as described in steps 1–3, see Subheading 2.4.
2. Fluorescein FPE (thiethylammonium salt) (Molecular Probes) is dissolved to 2.143 mg/mL in a

5:1 (v/v) chloroform:methanol solution (Fig. 2). Store at −20°C.

2.6. Nigericin pH Calibration of Small Unilamellar Vesicles

1. Materials: as described in Subheading 2.4., for preparing small unilamellar vesicles (SUV) con-
taining a pH probe.

2. Nigericin (Sigma) is dissolved to 1.4 mg/mL in absolute ethanol. Store at 4°C.
3. 8 M Potassium hydroxide solution.
4. 8 M Sulfuric acid solution.

2.7. Fluorescence Measurements

1. Polystyrene cuvets with four clear sides and spinbars (spectral cell stir bars) (Fisher Scientific,
Pittsburgh, PA).

2. Gel-loading pipet tips (1–200 µL) (VWR Scientific, Bridgeport, NJ).
3. Stopped-flow apparatus equipped with pressure-driven pneumatic drive unit and two glass

syringes (2 mL volume capacity; total sample mixing volume of 400 µL) (Hi-Tech Scientific,
Salisbury, UK).

3. Methods
The laboratory has applied a series of novel fluorescence assays to monitor directly the

movement of FA through model and biological membranes (Table 1). These assays use a
variety of fluorescent probes to discriminate between the adsorption and transbilayer
movement of FA in membranes (1,2,4–7,11,12). The structures of these probes are shown
in Fig. 2 and in Chapter 3 of this volume, Fig. 1 (ADIFAB). ADIFAB, PA, and FPE can be
used to measure partitioning or binding of FA to the outer membrane leaflet (adsorption).
The pH-sensitive fluorophores, pyranine, and BCECF acid, both detect protons released by
unionized FA as they diffuse through the membrane (transmembrane movement) (2).
Studies performed with this assay suggest that FA can diffuse rapidly across model lipid
membranes (1,2,5–7,12,13) and across the plasma membranes of isolated rat adipocytes
(11,14), undifferentiated and differentiated 3T3-L1 adipocytes (unpublished; J.A.
Hamilton), and HepG2 cells (15,16). These studies also reveal that FA diffusion into 

Measuring Fatty Acid Diffusion Through Membranes 241

Table 1
Fluorescence Probes Used to Study FA Transport in Membranes

Steps monitored in a system 
Fluorescence probe Location in the vesicle where free FA is added to vesicles

Pyranine/BCECF acid Internal buffer Adsorption and flip–flop
FPE Outer leaflet Adsorption
cis-PA Outer and inner leaflet Adsorption
ADIFAB External buffer Adsorption 

Internal buffer Adsorption, flip–flop, and desorption
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isolated rat adipocytes is rapid enough to supply the intracellular metabolism of FA into tri-
acylglycerol (14).

However, in order to accurately interpret the data from these studies, it is important to
find the caveats and define the limitations of each fluorescence approach. The pH assay has
been widely used in model systems and in cells to establish the kinetics of FA flip–flop
across membranes. Some potential artifacts have been described, but these did not alter the
overall conclusions (17,18). The use of PA fluorescence to monitor FA binding to mem-
branes predates the pH assay. Recently, it was reported that the PA assay, when used in con-
junction with other molecules, can be subject to artifacts that do alter conclusions (16). The
more recent FPE assay for FA binding has not yet been described, as to its usefulness or its
limitations. Here, typical experiments involving each of these probes are presented. Also
investigated are (1) the effect of the proposed inhibitor of FA transport, phloretin, on the effi-
cacy of PA for FA binding to protein-free model membranes and (2) the report that external
untrapped pyranine produces artifacts in the pH assay of FA flip–flop (17).

3.1. Preparation of SUV Containing a pH Probe

1. Place 50 mg of eggPC in chloroform (20 mg/ml) into a 50-mL round-bottom flask and dry under
a vacuum in a rotary evaporator (see Note 9).

2. Place the dried lipid film in a lyophilizer for 1 h to remove all traces of chloroform.
3. Prepare a 0.1 mM pyranine solution by diluting 20 µL of the 10 mM pyranine stock solution to

a total volume of 2 mL with HEPES/KOH buffer (see Note 10).
4. Remove the lipids from the lyophilizer and place 5–10 glass beads and 2 mL of HEPES/KOH

buffer containing 0.1 mM pyranine into the round-bottom flask. Gently swirl the mixture by
hand until all lipids have been removed from the sides of the flask. The lipid mixture will appear
green and opaque. Purge the flask with N2 and seal it with parafilm (see Note 6).

5. Allow the lipids to hydrate either overnight at 4°C or for 1 h at room temperature (see Note 11).
6. Weigh out 4.3 g of Sephadex 25 and place it inside a 50-mL conical tube with 40–50 mL of

HEPES/KOH buffer. Cover the tube and shake it gently until all of the gel is mixed with the
buffer. Allow the gel to hydrate using conditions similar to those used to hydrate the lipids in
step 5 (see Note 12).

7. Transfer the hydrated lipids to an open-ended polypropylene centrifuge tube. Place the tip of the
sonicator into the lipid mixture and center it approx 1 mm from the bottom of the tube (see Note
13). Deliver a light flow of N2 gas into the centrifuge tube through a small rubber tube connected
to a pressurized gas tank (see Note 6). The rubber tubing is held in place by a piece of Teflon
tape that is stretched around the sonicator tip and covers the tube (see Note 14).

8. With the sample tube partially submerged in an ice-water bath, pulse-sonicate for 1 h (output
control 3, 30% duty cycle), or until the suspension changes from highly turbid to nearly clear in
appearance (see Note 15). Following sonication, SUV are formed when the lipid mixture has
become completely translucent.

9. Centrifuge the SUV suspension for 30 min at approx 5000g (see Note 16).
10. Add the hydrated Sephadex gel to a 50-mL size-exclusion column and allow the gel to settle into

the column. Allow the buffer to elute from the column until it reaches the top of the packed gel.
11. Add the centrifuged SUV suspension to the column and allow it to sink completely into the gel.

Add approx 1 mm of pure sand to the column (see Note 17). Fill the remainder of the column
with HEPES/KOH buffer.

12. Collect the eluting SUV suspension into a 15-mL conical tube (see Note 18). Generally, 1.5 mL
of SUV suspension is obtained for each 1 mL of SUV suspension added to the column.

13. Estimate the final eggPC concentration in SUV based on the quantity of eggPC dried and the
volume of SUV collected (see Note 19).
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3.2. Preparation of SUV Containing the Surface Probe FPE on the Outer Leaflet 
of the Vesicle

1. Dry the lipids by performing steps 1 and 2, see Subheading 3.1.
2. Remove the lipids from the lyophilizer and place 5–10 glass beads and 2 mL of HEPES/KOH

buffer (pyranine-free) into the round-bottom flask (see Note 20). Gently swirl the mixture by
hand until all lipids have been removed from the sides of the flask. The lipid mixture will appear
white and opaque. Purge the flask with N2 and seal it with parafilm (see Note 6).

3. Allow the lipids to hydrate either overnight at 4°C or for 1 h at room temperature (see Note 11).
4. Sonicate and centrifuge the lipids as described in steps 7–9, see Subheading 3.1. (see Note 21).
5. Dry an aliquot of the FPE stock solution under a steady stream of N2 gas (see Note 22).
6. Resuspend the dried FPE in an equivalent volume of 100% ethanol or DMSO, add it to the SUV

suspension (i.e., if 70 µL was dried, resuspend in 70 µL ethanol or DMSO), gently vortex and
incubate for 1 h in the dark at room temperature (see Note 23).

7. Estimate the final eggPC concentration in SUV as described in step 13, see Subheading 3.1.

3.3. Nigericin pH Calibration of SUV

1. Prepare SUV entrapped with a pH probe as described in Subheading 3.1.
2. Add a desired volume of the SUV suspension to a Fisher polystyrene cuvet containing a spinbar

and bring to a total volume of 3 mL with HEPES/KOH buffer. Turn on the magnetic stir plate of
the fluorimeter to rapidly stir the sample.

3. Add 1 µL of nigericin stock solution to the cuvet (see Note 24).
4. Open the fluorescence software program Datamax for Windows (Jobin Yvon, Edison, NJ) and

select the fluorescence protocol for measuring the emission of the pH probe.
5. Measure the fluorescence until a stable baseline is established. Add 1–2 µL aliquots of 8 M sul-

furic acid solution to the cuvet to reduce the pH in a step-wise fashion. Measure the fluorescence
after the change in pH until a new stable baseline is achieved.

6. Using a fresh suspension of SUV and nigericin, repeat measurements using the step-wise addi-
tion of 8 M potassium hydroxide stock solution. After the change in pH, measure the fluores-
cence until a new stable baseline is achieved.

7. Plot a pH calibration curve (pH vs fluorescence) as shown in Fig. 3.

3.4. Measurement of FA Binding and Diffusion Through Membranes 
by Online Fluorescence Spectroscopy—Single Probe

3.4.1. pH Probe—Pyranine
1. Prepare SUV containing entrapped pyranine as described in Subheading 3.1.
2. Add the desired amount of SUV suspension to a polystyrene cuvet containing a spinbar and 3 mL

of HEPES/KOH buffer.
3. Turn on the magnetic stir plate of the fluorimeter to rapidly stir the sample and open the excita-

tion and emission slits to 3 nm.
4. Place a cuvet into the fluorimeter, open a fluorescence software program and select the

desired fluorescence protocol for measuring pyranine fluorescence (excitation: 455 nm and
emission: 509 nm).

5. When a stable fluorescence baseline is established, add a desired volume of a K+-oleate stock
solution using a micropipet equipped with a gel-loading tip (or a Hamilton syringe [Hamilton
Company, Reno, NV]). After the pH change, measure the fluorescence until a new stable base-
line is achieved (see Note 25). Figure 4A illustrates typical data from this assay.

6. Repeat step 4 with various concentrations of FA to demonstrate the sensitivity and dose-dependant
response of pyranine to FA (Fig. 4B).
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3.4.2. Surface Membrane Potential Probe for Detecting the Binding of the FA
Carboxyl at the Membrane–Water Interface—FPE

1. Prepare SUV labeled with FPE as described in Subheading 3.2.
2. Add the desired amount of SUV suspension to a polystyrene cuvet containing a spinbar and 3 mL

of HEPES/KOH buffer.
3. Turn on the magnetic stir plate of the fluorimeter to rapidly stir the sample and open the excita-

tion and emission slits to 3 nm.
4. Place a cuvet into the fluorimeter, open a fluorescence software program and select the desired flu-

orescence protocol for measuring FPE fluorescence (excitation: 490 nm and emission: 520 nm).
5. When a stable fluorescence baseline is established, deliver different concentrations of K+-oleate

to the cuvet, as described in step 5, see Subheading 3.4.1. (see Note 26). Typical data from this
assay are shown in Fig. 5.

3.4.3. Probe for Measuring Insertion of the FA Hydrocarbon Chain—cis-PA

1. Prepare SUV as described in Subheading 3.1., with or without the entrapped pH probe.
2. Add the desired amount of SUV suspension to a polystyrene cuvet containing a spinbar and 3 mL

of HEPES/KOH buffer.
3. Turn on the magnetic stir plate of the fluorimeter to rapidly stir the sample and open the excita-

tion and emission slits to 3 nm.
4. Place a cuvet into the fluorimeter, open a fluorescence software program, and select the desired

fluorescence protocol for measuring cis-PA fluorescence (excitation 303 nm and emission 416 nm)
(see Note 27).

5. When a stable fluorescence baseline is established, deliver the desired concentrations of cis-PA
to the cuvet as described in step 5, see Subheading 3.4.1. (see Note 28). Typical data from this
assay are shown in Fig. 6.
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Fig. 3. Calibration of BCECF and pyranine fluorescence with pH. Both probes titrate similarly
when placed in 50 mM HEPES/KOH buffer (closed symbols) or trapped within SUV that have been
permeablized to protons by nigericin (open symbols). The pKa of pyranine (triangles) and BCECF
(circles) are 7.5 and 7.2, respectively. These curves demonstrate that each probe is not affected by the
environment in which the probe is placed during the experiment.
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3.4.4. Probe for Measuring the Binding and Partitioning of FA Into Membranes—ADIFAB

1. Refer to Chapter 3 for a complete overview of the uses of ADIFAB for measuring FA binding
and partitioning into lipid membranes.

3.5. Online Fluorescence Spectroscopy–Multiple Probes

1. As described in Subheading 3.1., prepare two SUV suspensions: one containing pyranine and
other containing BCECF.

2. Add FPE to the SUV suspension with pyranine as described in steps 5 and 6, see Subheading 3.2.
3. Add the desired amount of the suspension of SUV containing FPE and pyranine to a polystyrene

cuvette containing a spinbar and 3.0 ml of Hepes/KOH Buffer. 
4. Turn on the magnetic stir plate of the fluorimeter to rapidly stir the sample and open the excita-

tion and emission slits to 3 nm. Select the desired fluorescence protocol for measuring dual-
fluorescence emissions of FPE and pyranine. 

5. When a stable fluorescence baseline is established, add a single (or multiple) dose of K+-oleate
to the cuvette (Fig. 7A-B).

6. Repeat steps 3 and 4 using the suspension of SUV containing BCECF.  Select the desired fluo-
rescence protocol for measuring dual-fluorescence emissions of BCECF and cis-parinaric acid.

7. When a stable fluorescence baseline is established, add various concentrations of cis-PA to the
cuvette (Fig. 7C-D).
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Fig. 4. The pyranine assay detects the arrival of FA at the inner membrane leaflet. (A) a classical
result is presented; addition of K+-oleate (20 µM) to a suspension of SUV (~700 µM eggPC) contain-
ing pyranine (0.1 mM) produces a rapid decrease in pyranine fluorescence (<2 s), or pH drop. This
drop is followed by a gradual increase in pyranine fluorescence as protons slowly leak out of SUV down
their concentration gradient and the pH inside the SUV slowly increases. Addition of BSA (6.6 µM)
extracts all of the oleate from the SUV (3 high affinity FA sites per albumin molecule) and rapidly
(<2 s) restores the internal pH and pyranine fluorescence to their original levels. (B) Changes in pyra-
nine fluorescence are dose-dependant with respect to the amount of FA added (0.5, 1, and 3 µM of
K+-oleate) to the SUV suspension (100 µM eggPC; 0.5 mM entrapped pyranine). Using this assay, it has
been possible to detect flip–flop of oleate at concentrations well below its solubility at pH 7.4 (as low as
~0.5 µM), and show that the pH drops seen at higher oleic acid concentrations are not artifacts. A pH
calibration with nigericin was used to relate changes in pyranine fluorescence to the intravesicular
acidification that occurs on addition of FA to a vesicle suspension.
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3.6. Stopped-Flow Fluorescence Spectroscopy

3.6.1. Measurement of the Transmembrane Movement of FA Delivered Unbound 
or Complexed to a Donor (Vesicles or BSA)

1. As described in Subheading 3.1., prepare two SUV suspensions: one containing entrapped pyra-
nine, the other without pyranine.

2. Add a desired amount of K+-oleate to the suspension of SUV without pyranine and incubate
overnight at 4°C (see Note 30).

3. Prepare a solution of K+-oleate complexed to BSA, as described in Subheading 2.2.
4. Prepare diluted suspensions of SUV (complexed with oleate) and SUV-containing pyranine

(containing no FA) by combining the desired amount of vesicle stock and HEPES/KOH buffer
in a 50-mL conical tube (see Note 31).

5. Prepare a diluted suspension of BSA (complexed with oleate) by combining the desired amount
of the BSA complex and HEPES/KOH buffer in a 50-mL conical tube.
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Fig. 5. The FPE assay detects the binding of FA to membranes, specifically the arrival of the FA
carboxyl at the aqueous interface. Addition of K+-oleate (5, 10, 15, 20, and 25 µM) to a suspension
of FPE-labeled SUV (~700 µM eggPC, 0.2 mol% FPE) produces dose-dependant and rapid decreases
in FPE fluorescence (<2 s). In this assay, changes in FPE fluorescence reflect the event of FA adsorp-
tion as this probe is situated in the outer membrane leaflet. However, the equilibrium fluorescence of
FPE, reached within the time resolution of the experiments (1–2 s), reports the net-negative charge in
the outer leaflet, which is expected to change with flip–flop, according to the model. Although the probe
does not reveal direct information about the transmembrane movement of FA, the results indicate that
flip–flop is fast; otherwise, a slow component would be observed following the initial binding step.
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6. Prepare a diluted solution of oleate (uncomplexed) by combining the desired amount of K+-oleate
stock and HEPES/KOH buffer in a 15-mL conical tube (see Note 32).

7. Load the suspension of SUV containing pyranine into one of the two stopped-flow syringes and
the uncomplexed FA solution into the other syringe.

8. Open a fluorescence software program and select the desired fluorescence protocol for measuring
pyranine fluorescence by stopped-flow (see Note 33). Open the excitation slits to at least 5 nm and
emission slits to at least 10 nm (see Note 34).

9. Rapidly mix the two suspensions together under high pressure five to six times to wash the sample
through the stopped-flow apparatus and into the closed cuvet inside the fluorimeter (see Note 35).

10. Mix the suspensions from each syringe while monitoring pyranine fluorescence. Repeat this
measurement at least five times and average the spectra to further improve signal-to-noise.

11. Repeat steps 7–10 for oleate complexed to SUV and BSA, washing before measurements are
made for FA bound to different donor vehicles. Typical pyranine data obtained by stopped-flow
spectroscopy for oleate delivered to SUV complexed to different vehicles is shown in Fig. 8.

3.6.2. Measurement of FA Binding and Transmembrane Movement with FPE 
and Pyranine in the Same Vesicle

1. Prepare two SUV suspensions: one labeled with FPE and containing entrapped pyranine (both
probes in same preparation), and other without any fluorescence probe, as described in
Subheadings 3.1. and 3.2.

2. Add a desired amount of K+-oleate to the suspension of SUV without any fluorescence probe.
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Fig. 6. The cis-PA assay detects the binding and insertion of the FA hydrocarbon tail into the lipid
bilayer. Addition of PA (12, 16, 20, 24, 28, 32, and 36 µM) to a suspension of SUV (~700 µM eggPC)
produces dose-dependant and rapid increases in PA fluorescence. Equilibrium fluorescence values are
reached within 2 s. In this assay, changes in PA fluorescence reflect only the event of FA adsorption.
This probe does not reveal any information about the transmembrane movement of FA. Note that
fluorescence level reaches an apparent saturation; this effect is not owing to limited binding capacity
of the egg PC for the PA, but to self-quenching of the PA in the membrane (16).
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3. Prepare diluted suspensions of SUV with FPE and pyranine, as described in step 4, see
Subheading 3.6.1.

4. Load the diluted suspension of SUV with FPE and pyranine in one of the two syringes and the
other SUV suspension witout any probe into the other syringe of the stopped-flow apparatus.

5. Open a fluorescence software program to measure pyranine fluorescence by stopped-flow, wash
the sample through the stopped-flow apparatus, and then mix suspensions form each syringe
while monitoring pyranine fluorescence as described in steps 8, 9 and 10, see Subheading 3.6.1.

6. Repeat step 5 while measuring FPE fluorescence (see Notes 36 and 37). Typical data obtained by
stopped-flow spectroscopy for the binding and diffusion of oleate into SUV are shown in Fig. 9A,B.
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Fig. 7. Dual-fluoresJ254cence assays utilize two probes to monitor simultaneously the distinct
processes of FA adsorption to, and diffusion across, a phospholipid bilayer. Addition of K+-oleate
(20 µM) to a suspension of FPE-labeled SUV (~700 µM eggPC; 1 mol% FPE) containing entrapped
pyranine (0.1 mM) produces simultaneous and rapid decreases (<2 s) in the fluorescence of FPE (A) and
pyranine (B). The simultaneous fluorescence change for both external and internal probes suggests that
FA rapidly diffuse through membranes after binding to the outer leaflet. Similar results are obtained using
cis-parinaric and BCECF. Addition of PA (3 × 25 µM doses) to a suspension of SUV (~700 µM eggPC)
containing entrapped BCECF (0.5 mM) produces a dose-dependant, simultaneous, and rapid change (<2 s)
in the fluorescence of BCECF (C) and PA (D). Again, this assay suggests that FA diffusion through mem-
branes is extremely fast. The y-axis show changes in fluorescence (units not shown). Pyranine and
BCECF can both be used as a pH probe, as the figure illustrates the sensitivity of pyranine is higher.
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4. Notes
1. Density must be used to calculate the amount of pure mono- and polyunsaturated FA because

these FA are liquid at room temperature.
2. To produce a 10 mM FA stock solution in ethanol or DMSO, simply dissolve the lyophilized FA

in either solvent.
3. To prevent the generation of foam, do not vortex the BSA solution.
4. The exact BSA concentration (in milligram per milliliter) is calculated according to the follow-

ing equation:

BSA = (A279 − A350/0.667 mg/mL) × 100

A279 and A350 are the absorbance of BSA measured at 279 and 350 nm, respectively; 0.667 mg/mL
is the extinction coefficient of BSA; and 100 is the correction for dilution.

5. Do not add more than 10 µL of FA dissolved in either ethanol or DMSO to the BSA solution to
avoid any unknown effects that these solvents may have on BSA. More advanced protocols for
creating FA/albumin complexes have also been reported elsewhere (16).

6. To help prevent oxidation of unsaturated lipid chains, trap either N2 or Ar gas inside the bottle
of eggPC and store at −20°C.
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Fig. 8. Stopped-flow fluorescence assay for measuring the transfer of K+-oleate to SUV from dif-
ferent donors. Solutions containing uncomplexed oleate (6 µM) (bottom trace), oleate complexed to
donor SUV (6 mol% FA; 100 µM eggPC) (middle trace), and oleate complexed to BSA (8:1 FA/BSA
ratio; 25 µM BSA) (upper trace) were rapidly mixed with a suspension of acceptor vesicles (100 µM
eggPC) containing pyranine (0.1 mM). In these assays, changes in pyranine fluorescence reflect the
steps of FA desorption from the donor (SUV or BSA), binding to the membrane, and diffusion to the
inner leaflet. In each case, oleate produces rapid decreases in pyranine fluorescence. The t1/2 of pyra-
nine fluorescence change was <10, ~100, and ~205 ms for uncomplexed K+-oleate, oleate/SUV com-
plexes, and oleate/BSA complexes, respectively. In the case of uncomplexed oleic acid, most of the
fluorescence decrease occurred within the dead time/mixing time of the instrument. The kinetics of
oleate transfer depends on the donor used to deliver the oleate to the acceptor SUV. These results sug-
gest that FA flip–flop is extremely fast and that desorption is the slowest step of the transfer process.
Mixing dead time was 10 ms. All fluorescence traces are the average of four to eight measurements.

16_Hamilton  6/29/07  2:13 PM  Page 249



7. HEPES concentration can range between 20 and 100 mM. Modify the buffer concentration to
optimize signal-to-noise when measuring changes in pH. Avoid using buffer with Cl− anions,
which may make lipid vesicles more permeable to protons. However, Cl− anions are required in
experiments involving ADIFAB (see Chapter 3).

8. If the pH probe BCECF (Molecular Probes) (Fig. 2) is used in these experiments, prepare a stock
solution of 1 mM BCECF acid in HEPES/KOH buffer (use same buffer concentration that is
used for the SUV preparation). Store at −20°C.

9. During this time, the round-bottom flask containing the lipids is spun over a heated water bath
to facilitate evaporation of the chloroform and create a thin film of dried eggPC.

10. Pyranine concentration should range from 0.1 to 0.5 mM. Better signal-to-noise is observed with
higher pyranine concentrations, which is particularly useful for insensitive techniques such as
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Fig. 9. Stopped-flow fluorescence assay for measuring the transfer of oleate between SUV using
acceptor SUV with both FPE and pyranine. The transfer of oleate from donor SUV to acceptor SUV
can be monitored by rapidly mixing SUV (100 µM eggPC) loaded with variable amounts of oleate
(6, 12, and 18 mol%) and FPE-labeled SUV (100 µM eggPC; 1 mol% FPE), as well as trapped pyra-
nine (0.1 mM). A dose-dependent and rapid decrease in FPE (A) and pyranine (B) fluorescence is
observed with similar kinetics (t1/2 ~ 100 msec), The change in the FPE reflects arrival of FA that have
desorbed from the donor SUV; the change in pH requires the additional step of transmembrane move-
ment of the FA. Thus, flip–flop occurs as soon as the FA binds to the outer leaflet of the SUV (with
this time resolution), and FA desorption is slower than the combined steps of adsorption and
flip–flop. HEPES/KOH buffer (free of FA/SUV complex) was used as a mixing control. Mixing dead
time was 10 ms. All fluorescence traces are the average of four to eight measurements.
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stopped-flow fluorescence (see Subheading 3.6.). In typical online fluorescence experiments, high
pyranine concentrations tend to increase fluorescence drift. If the pH probe BCECF acid is used,
a 0.5 mM BCECF solution is typically prepared by mixing 1 mL of 1 mM BCECF acid stock solu-
tion with 1 mL of HEPES/KOH buffer. The signal-to-noise is typically much poorer with BCECF.
However, BCECF can be used in cellular systems by incubating cells with BCECF-acetoxymethyl
ester (Molecular Probes), whereas pyranine cannot be introduced into intact cells.

11. The lipid hydration has to be carried out above the gel–liquid crystal transition temperature (Tm)
of the lipid. The Tm of eggPC is approx 0°C.

12. To save time, this step should be carried out simultaneously with the lipid hydration step.
13. It has been found that this placement of the sonicator tip maximizes the dispersal of energy

throughout the entire sample, whereas minimizing the loss of sample through splashing.
14. Care must be taken not to wrap the Teflon tape around the sonicator tip too tightly so that the N2

gas can escape.
15. The sonication has to be carried out above the Tm of the lipid. The ice-water bath prevents

overheating the sample, and consequently, the breakdown of lipid acyl chains with generation
of free FA.

16. Centrifugation removes any metal particulates released from the sonicator tip during the sonica-
tion step.

17. The layer of sand is used to protect the top of the gel from becoming perturbed when HEPES/KOH
buffer is added to the column.

18. The gel filtration eliminates nearly all of the pyranine remaining in the external buffer. It has
been proposed that some pyranine may remain tightly adsorbed to the outer leaflet of the vesi-
cles, which may lead to fluorescent artifacts when monitoring changes in the pH inside vesicles
(17). The data shown in Fig. 10 do not support this idea. Small volumes of FA stock (pH >10.0) added
to SUV suspended in 20–100 mM HEPES/KOH buffer do not change the pH outside of the vesicle.
In fact, the presence of only 50 µM pyranine in the external buffer can mask the detection of pH
changes inside SUV containing 500 µM pyranine. Although in this example, the concentration of
pyranine outside the SUV is 10-fold lower, the volume in which pyranine is dissolved is quite
large compared with the small internal volume of SUV. Thus, there are far more molecules of
pyranine outside the SUV than inside, and it is the signal from external pyranine that is detected
by the fluorimeter. The authors contend that if pyranine were in fact present outside of the SUV,
it would reduce the sensitivity of the measurements rather than enhance or create fluorescence
changes that are artifacts.

19. The exact eggPC concentration is determined by assaying total phosphorus content (20).
20. For dual fluorescence measurements using FPE and a pH probe in the same vesicle, add the pH

probe in this step as described in steps 3 and 4, see Subheading 3.1.
21. For dual fluorescence measurements using FPE and a pH probe, perform the gel filtration as

described in steps 10–12, see Subheading 3.1.
22. Typically, 73 µL of the FPE stock is dried per 50 mg of eggPC used to make SUV. The final con-

centration of FPE in the SUV suspension is 0.2 mol% of total lipid, but the authors have suc-
cessfully used up to 1 mol% FPE.

23. The FPE incorporation to vesicles has to be carried out above the gel–liquid crystal transition
temperature (Tm) of the lipid. There is no need to perform gel filtration as FPE has a high solu-
bility in lipids, and consequently, all FPE added binds to the external leaflet of the vesicles. FPE
is located only in the outer membrane leaflet. Diffusion of FPE to the internal leaflet is extremely
slow (≥1 wk) (3).

24. To completely permeabilize vesicles to protons, typically 1 µg of nigericin/mg of eggPC is used.
25. The signal-to-noise in pyranine fluorescence traces can be increased by: (1) reducing the buffer

concentration to allow for more robust pH changes inside the vesicle and (2) opening the emis-
sion and excitation slits.

26. The signal-to-noise in FPE fluorescence traces can be increased by: (1) increasing the mol% of
FPE in the outer membrane leaflet and (2) opening the emission and excitation slits.
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Fig. 10. The effect of external pyranine on measurements of FA diffusion through membranes. (A)
The addition of K+-oleate (10 µM) to a solution of 50 µM pyranine in 100 mM HEPES/KOH buffer
(pH 7.4) without vesicles does not produce a change in pyranine fluorescence. This demonstrates the
strong buffering capacity of the buffer against small volumes of 0.1 mM KOH that are typically added
when delivering uncomplexed oleate to a suspension of SUV. (B) The addition of K+-oleate (10 µM)
to a suspension of SUV (500 µM eggPC) containing 0.5 mM internally trapped pyranine in 100 mM
HEPES/KOH buffer together with 50 µM external pyranine also fails to cause a significant change in
pyranine fluorescence. (C) Alternatively, the addition of K+-oleate (10 µM) to a suspension of SUV
(500 µM eggPC) containing 0.5 mM internally trapped pyranine in 100 mM HEPES/KOH buffer in the
absence of external pyranine resulted in large rapid decrease in pyranine fluorescence (<2 s). Note that the
100-fold lower pyranine emission intensity in this sample is due to the absence of external pyranine. The
data in panels B,C suggest that an excess of external pyranine molecules could mask the detection of
intravesicular pH changes produced by FA diffusion through membranes, and that the decrease in pyra-
nine fluorescence that is normally observed in our an assays cannot be ascribed to the presence of contam-
inating pyranine in the external buffer. In addition, should the FA result in disruption of the bilayer and
increased permeability of the membrane to pyranine, pyranine would diffuse into the external buffer, and
a decrease in fluorescence would not be seen.

27. The signal-to-noise in cis-PA fluorescence traces can also be increased by opening the emis-
sion and excitation slits. Increasing the quantity of cis- PA that is added to vesicles can also
increase the signal-to-noise. However, it is important to note that cis-PA self-quenches at high
concentrations when it is in a membrane (16). Evidence has also been found that cis-PA should
not be used in conjunction with phloretin, a proposed inhibitor of FA transport into cells, which
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quenches cis-PA. One study (20) suggested that cis-PA is taken up into cells by a protein-mediated
transport mechanism, which is inhibited by phloretin (i.e., decreased cis-PA fluorescence in the
presence of phloretin). However, it has been shown that phloretin quenches cis-PA fluorescence in
model membranes (Fig. 11). Phloretin has been shown to permeate the lipid bilayer and interca-
late into the membrane lipids (5). Therefore, in the study with cells (20) the decrease in cis-PA
fluorescence in the presence of phloretin is most likely because of fluorescence quenching rather
than inhibition of the protein-mediated uptake of cis-PA into cells.

28. Because of its higher solubility, higher amounts of cis-PA are typically added when compared
with those of oleate.

29. Some combinations of probes should be avoided because fluorescent artifacts will disturb the
accuracy of the measurements (FPE and BCECF; cis-PA and ADIFAB).

30. Addition of free FA to a suspension of vesicles has been shown to decrease the pH inside the
vesicle (2). Large pH gradients can reduce the net diffusion of FA across the membrane (12).
Incubation overnight will allow this pH gradient to dissipate.

31. As stopped-flow spectroscopy involves the rapid mixing of two solutions that are equal in vol-
ume, the concentration of SUV in suspension should be doubled to achieve the desired concen-
tration after mixing.

32. At pH 7.4, the solubility limit of oleate has been estimated at approx 5–6 µM by ADIFAB meas-
urements (22). Higher concentrations of oleate will lead to the aggregation of the FA in aqueous
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Fig. 11. Phloretin quenches the fluorescence of cis-PA in membranes. Cis-PA (40 µM) was added
to a suspension of SUV (~700 µM eggPC) in the presence of increasing concentrations of phloretin
(0, 50, 75, 100, 150, 200, and 300 µM). The fluorescence of cis-PA normally increases rapidly on
binding to membranes (Fig. 6). For Fig. 11, the magnitude of this fluorescence increase was meas-
ured in the presence of phloretin and plotted against the concentration of phloretin. As observed with
HepG2 cells (13), the fluorescence of cis-PA in the presence of 300 µM phloretin, was completely
quenched. In this example, there are no proteins present that could serve as transporters; thus, the
effects of phloretin occur in the lipid bilayer, and are independent of proteins. The data were fitted
with a firs order exponential function.
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solution and could potentially complicate the results. Using an upper limit of 6 µM oleate, only
a maximum of 3 µM oleate can be achieved on mixing.

33. The total time of these measurements is 2 s. The dead time, or time required to measure the first
data point, is 10 ms.

34. The slits should be increased in stopped-flow experiments in order to increase the fluores-
cence signal detected by the fluorimeter from the small volumes of sample used for each
measurement. If the slits are not opened sufficiently, the experiment will suffer from poor 
signal-to-noise.

35. This must be done to ensure that enough volume of the current sample is used to flush the pre-
vious sample out of the tubing running between the syringes and the cuvet wherein fluorescence
measurements are recorded.

36. The time-resolution of stopped-flow fluorescence does not allow the emission of two probes to be
monitored simultaneously, requiring separate experiments with each probe. In order to record the
fluorescence of two probes using stopped-flow, each probe must be monitored separately while rap-
idly mixing the same suspensions. Because the concentration and lipid composition of donor and
acceptor SUV are equal, the FA will equilibrate, such that approx 50% will transfer to the acceptor.

37. In performing the similar experiments of in which FA are transfered from FPE-labeled “donor”
SUV to “acceptor” SUV containing pyranine; some problems have been experienced resulting
from a 10–20% overlap in the excitation spectra of each probe. As FA desorb from the FPE-
labeled SUV, FPE fluorescence will increase. As FA bind to SUV containing pyranine and
flip–flop across the bilayer, pyranine fluorescence decreases. Thus, the fluorescence emission of
each probe changes in different directions. For this particular experiment the authors sometimes
observe a slight “canceling” effect of one probe on the sensitivity of the other, which hampers
kinetic analysis of the fluorescence changes. This effect was minimized by adjusting the slit
widths of the fluorescence instrumentation or by making slight modifications to the excitation
wavelengths used to monitor each probe or by using filters.
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Measurement of Lateral Diffusion Rates in Membranes 
by Pulsed Magnetic Field Gradient, Magic Angle Spinning-Proton
Nuclear Magnetic Resonance

Klaus Gawrisch and Holly C. Gaede

Summary
Membrane organization, including the presence of domains, can be characterized by measuring lateral diffusion

rates of lipids and membrane-bound substances. Magic angle spinning (MAS) yields well-resolved proton nuclear
magnetic resonance (NMR) of lipids in biomembranes. When combined with pulsed-field gradient NMR (render-
ing what is called “pulsed magnetic field gradients-MAS-NMR”), it permits precise diffusion measurements on the
micrometer lengths scale for any substance with reasonably well-resolved proton MAS-NMR resonances, without
the need of preparing oriented samples. Sample preparation procedures, the technical requirements for the NMR
equipment, and spectrometer settings are described. Additionally, equations for analysis of diffusion data obtained
from unoriented samples, and a method for correcting the data for liposome curvature are provided.

Key Words: Solid state NMR; pulsed magnetic field gradient; magic angle spinning; lateral diffusion;
membranes; lipids.

1. Introduction
Magic angle spinning (MAS)-nuclear magnetic resonance (NMR) is a desirable approach for

obtaining solution-like proton spectra of biomembranes. MAS-NMR reduces the linewidth
of lipid resonances to the range of 10–30 Hz (1). A resolution of 3 Hz has been achieved for
signals from polyunsaturated hydrocarbon chains like docosahexaenoic acid (2). Linewidth is
equivalent to or better than the resolution of resonances of very small unilamellar liposomes that
tumble rapidly enough to eliminate anisotropic interactions. MAS frequencies up to 10 kHz
have negligible influence on lipid packing in bilayers. Experiments can be conducted at any
level of hydration, provided that the lipids are in the biologically relevant liquid-crystalline
lamellar phase. The investigation of natural biological membranes that contain lipids and pro-
teins is feasible as well. Spectra on milligram quantities of lipid can be obtained within seconds.
With a longer acquisition time, experiments on micrograms of membranes are feasible.

If MAS-NMR is combined with the application of pulsed magnetic field gradients (PFG),
diffusion rates of all substances with resolved proton resonances can be measured. The
approach does not require preparation of oriented samples. However, the technical require-
ments of the NMR equipment are rather stringent, and the useable range of gradient strength
may be limited, which prevents the study of very low lateral diffusion rates. In recent years,
several studies reported the use of this approach to successfully study rates of lateral diffusion
of lipids (3–7), membrane bound drugs (3,4,8), peptides (9), water (3,6), and even the forma-
tion of domains in liposomes (10).
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2. Materials
1. Lipids, cell suspensions, or tissue samples.
2. Ideally, water for 1H PFG-MAS-NMR experiments should be 98% deuterated.
3. For cell suspensions or tissue samples, ultracentrifuge capable of spinning samples with a volume

of 1–5 mL at 100,000g or higher.
4. Desktop centrifuge with swinging buckets capable of spinning samples with a volume of 15 mL

at 2000g (optional).
5. Solid state NMR spectrometer equipped with a high-resolution 1H MAS probe, a coil for applica-

tion of PFG oriented along the magic angle (54.7°) to the magnetic field, and a gradient amplifier.
The achievable-pulsed field gradient strength should be at least 0.3 T/m. The proton resonance
frequency of the instrument is of secondary importance. However, higher resonance frequencies
yield better-resolved spectra and higher sensitivity. The probe must have provisions to control
sample temperature to ±1°C or better. The instrument must permit the shimming of the proton
resonances to a width of 0.1 ppm or better at half height and 0.5 ppm or better at 5% intensity.
Most commercial 1H MAS-NMR probes easily exceed these specifications.

6. MAS rotors with Kel-F inserts for work with liquid samples (e.g., Bruker Biospin Inc., Billerica,
MA; Doty Scientific, Columbia, SC). Inserts with a small (10–20 µL) spherical sample volume
improve* resolution of resonances.

3. Methods
3.1. Preparation of Samples

Preparation procedures must ensure that the radii of curvature of membranes are larger
than 1 µm. Samples with smaller radii of curvature require application of PFG that are much
stronger than 0.3 T/m.

1. Dry lipids are hydrated by direct addition of D2O or of buffer solutions prepared with D2O
(see Note 1). Lipids dissolved in organic solvent are dried in a stream of nitrogen gas or argon.
It is advantageous to spin the vials during drying to generate a thin layer of lipid on the glass
surface. Residual quantities of solvent are removed by application of vacuum. Sample prepara-
tion with polyunsaturated lipids must be conducted in a glove box filled with an oxygen-free
atmosphere. Addition of an antioxidant like butylated hydroxytoluene at a lipid/butylated
hydroxytoluene molar ratio of 200/1 is recommended. The complete removal of solvent is eas-
ily tested by recording 1H MAS-NMR spectra of the sample. An appropriate amount of buffer
(e.g., 50 wt%) is added to the dry lipid and the sample is homogenized by centrifugation, anneal-
ing, and/or freeze–thaw cycles. Addition of smaller quantities of water favors formation of larger
liposomes. Most biophysical properties of bilayers are independent of water concentration down
to 20 water molecules per lipid or even less.

2. Cell membranes are concentrated by ultracentrifugation. It is desirable to replace most of the
H2O with D2O. This is conveniently achieved by discarding the supernatant after centrifugation
and subsequent addition of a buffer prepared with D2O.

3. The membrane pellet is transferred to a MAS rotor equipped with an insert for liquid samples.
The efficient transfer of small samples is conveniently achieved by centrifugation at low g-force
using a swinging bucket rotor. For the transfer, the container with the sample is inserted into the
wider end of a plastic pipet tip of appropriate size. The thin end of the tip is cut such that it fits
snugly into the end of an MAS rotor. This assembly is placed into a tube that fits into a swing-
ing bucket, and the membrane pellet is transferred to the MAS rotor by centrifugation. Please
note that the sample must be in a liquid crystalline phase for efficient transfer.

3.2. NMR Acquisition and Processing Parameters

1. The NMR instrument is set up for acquisition of a 1H NMR signal. The spectral bandwidth must
cover all resonances of the MAS spinning centerband. The backfolding of spinning sidebands
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into the spectral centerband is suppressed by selecting a proper filter width. Insert the MAS rotor
into the probe and spin the sample. Most lipid samples yield good resolution at spinning frequen-
cies as low as 2 kHz. However, the resonances of hydrocarbon chains and the glycerol protons
in particular will have significant intensity in the spinning sidebands at such low frequencies.
Also, resolution of resonances from cholesterol-containing samples may benefit greatly from
spinning at higher frequencies (see Note 2). It is very important that the sample spins without
movement along the MAS axis (see Note 3).

2. The free induction decay is acquired with a stimulated echo sequence using shaped bipolar gra-
dient pulses (11) (see Fig. 1) (see Note 4). Bipolar pulses enable registration of resonance signals
with minimal baseline distortions. Typical acquisition parameters or guidance in determining
them are listed next.

● Spectral width 10 ppm or higher.
● Delay time between data acquisitions equal to three to five times the longest spin-lattice

relaxation time of any resonance that will be used for data analysis.
● Determine the length of the π/2- and π-pulses on the proton channel.
● Adjust maximal gradient strength, gradient length, and diffusion time to achieve a significant

reduction of signal intensity at highest gradient strength (see Note 5).
● Adjust the length of the delay time T (Fig. 1) to minimize spectral perturbations (phase shifts,

baseline roll) from the PFG. Field recovery times on the order of a few milliseconds are typical.

3. The spectra are acquired as a function of gradient strength (e.g., in 16 increments that are equally
spaced from 2 to 95% of maximal strength) (see Note 6). It is strongly recommended to acquire
the spectra by interleaving the high and low gradient strengths; i.e., the highest gradient strength
first, followed by the lowest gradient strength, the second highest gradient strength, the second
lowest gradient strength, and so on. Following this method it is possible to establish, whether the
results are tainted by a continuous drift of spectrometer parameters during the time-course of
data acquisition.

4. Experiments are conducted at three to five different diffusion times to determine liposome size
(see Subheading 3.3.2.).

5. Amplitudes of resonances are measured after careful phase- and base plane correction.

Lateral Diffusion by PFG-MAS-NMR 259

Fig. 1. Schematic presentation of the stimulated echo sequence using shaped bipolar gradient
pulses. The magnetization of protons is spatially encoded by the first pair of bipolar gradients. At the
end of this period, magnetization is oriented parallel to the magnetic field B0. Residual magnetization
in the xy-plane is dephased by a spoil pulse. Molecules change location by diffusive motions during
the diffusion time (∆). The second pair of bipolar gradients has opposite polarity and reverses spatial
encoding. Magnetization is turned back to being parallel to B0 and xy-magnetization dephased with a
second spoil pulse. The purpose of the period T is to give the main magnetic field time to recover
from perturbations resulting from application of gradient pulses. At the end of this period, magneti-
zation is turned to the xy-plane for detection of the free induction decay.
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Fig. 2. (A) Logarithm of signal attenuation of water in a spinning MAS rotor as a function of the
square of gradient strength (variable k). Please note that water diffusion is isotropic and yields a linear
decay. The effective gradient strength was 0.3875 T/m achieved at a gradient amplifier current of 10 A.
(B) Logarithmic plot of signal attenuation of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
(POPC) (upper) and ibuprofen (lower) as a function of increasing k for different temperatures. Please
note that the decay is nonexponential, as expected for lipid bilayers that are oriented at random. The data
were fit to Eq. 3 to obtain diffusion constants. Only points for which kD < 5 were included in the fit.

3.3. Interpretation of Results

3.3.1. Signal Attenuation in Powder Samples

The diffusional motions of lipids and interlamellar water in multilamellar liposomes are
confined to layers that are randomly oriented with respect to the applied PFG. For such ran-
domly oriented bilayers, a logarithmic plot of signal attenuation as a function of the square
of gradient strength yields a nonlinear dependence (see Fig. 2). The squared gradient strength
is typically expressed as a variable k. A sine-shaped gradient pulse yields:

(1)k g
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where γ is the gyromagnetic ratio of protons, g is the gradient strength, δ is the gradient pulse
length, and d2 is the time between the gradient pulses sandwiching the π-pulses (12). The formula
for square-shaped pulses is slightly different:

(2)

It was reported earlier (3,4) that for kD ≤ 5, where k is the diffusion constant, the signal
attenuation, I/Io, can be approximated as:

(3)

This formula is valid down to a signal intensity of 10%, which is sufficient for most appli-
cations. The first term of Eq. 3 contains the familiar factor of 2/3 that has been cited in pre-
vious work as a first order correction for powder samples (13,14). An example of signal
attenuation that was fitted by Eq. 3 is shown in Fig. 2B. Although the data for the lipid POPC
appear to be linear, the second term of Eq. 3 is required for an adequate fit to the data. A
linear fit underestimates the slope systematically with increasing diffusion time because of
the increase in barely* perceptible curvature of the data.

3.3.2. Correction for Bilayer Curvature

Owing to the finite curvature of liposomes, diffusion rates are underestimated. It has been
shown previously that true diffusion constants of substances in bilayers are obtained by ana-
lyzing the apparent diffusion rate (Dapp) as a function of diffusion time (∆) according to (3,4):

(4)

where D is the true diffusion constant, and r the effective radius of liposome curvature. Fitting
the measured diffusion values Dapp to Eq. 4 gives a radius of curvature and the true diffusion
constant D (see Fig. 3). For sufficiently small values of ∆, Dapp is equal to the value of D in
good approximation. If liposomes have diameters of a few micrometers, this is achieved at dif-
fusion times on the order of 25 ms. Therefore, at sufficiently short diffusion times the correction
for finite liposome size may not be required.

4. Notes
1. There is a systematic difference between pH readings taken with a glass electrode in H2O and

pD readings in D2O. The approximate conversion is pD ≈ pH + 0.4. Small quantities of deuter-
ated buffers are conveniently prepared by lyophylization of the proper quantity of protonated
buffer with subsequent addition of D2O to the lyophilized residue.

2. The control of sample temperature at high MAS spinning frequencies is more difficult. For a
rotor with an outer diameter of 4 mm, spinning at frequencies up to 5 kHz yields a sample temper-
ature that is a few degrees lower than the temperature of the bearing gas, owing to the
Joule–Thompson effect of the expanding gas. At higher spinning frequencies sample temperature
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is increased because of frictional heating at the bearings. Highly conductive samples may also heat
because of induction of eddy currents in the sample. However, the latter is rarely noticed at physio-
logical concentrations of saline. At a spinning frequency of 10 kHz, frictional heating typically raises
sample temperature by a few degrees above the set temperature. The magnitude of temperature
increase depends on the type of MAS stator and the rotor material. At spinning frequencies of 15 kHz,
sample temperature is on the order of 20°C higher than the temperature of the bearing gas.

Furthermore, significant temperature gradients over the sample are to be expected. Changes
of sample temperature are conveniently followed by recording the chemical shift of the water
resonance. Please note that the chemical shift of the water depends also on lipid hydration.
Lower water concentrations shift the resonance to a higher magnetic field strength. Absolute val-
ues of temperature inside the spinning rotor are determined by recording the spectra of lipid
bilayers with known gel–fluid phase transition temperatures. The transition to the gel phase is
easily detected by the broadening of hydrocarbon chain resonances.

Sample spinning results in moderate dehydration of lipids because of the centrifugal force in
the fast spinning rotor. The level of sample dehydration depends on the rotor diameter, the spin-
ning frequency, and the density difference between membranes and water (15). Dehydration of
membranes is prevented by matching the water density to the membrane density, for example,
by mixing H2O and D2O at a proper ratio.

3. The requirements for stable spinning of the MAS rotor are very stringent. Any movement of the
rotor along the MAS axis (which is also the orientation of the axis of PFG) during the diffusion
time will result in signal attenuation. Requirements for spinning stability increase with increas-
ing gradient strength. If the gradient coils are attached to the MAS stator, the application of gra-
dient pulses also exerts a force on the stator that may result in mechanical vibrations that disturb
NMR signal acquisition. Therefore, not all MAS equipment with gradient coils may be suitable
for diffusion measurements. Indications for spinning instability and mechanical vibrations are:
(1) modulations of the probe resonance curve that are visible while tuning and matching the
resonance circuits, (2) imperfections in signal reproducibility between consecutively acquired
spectra, and (3) instability of spinning frequency.

4. Sine-shaped gradient pulses yield low-field perturbation but the effective gradient strength is sig-
nificantly reduced. Application of square gradient pulses yields highest effective gradient
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Fig. 3. Plot of apparent diffusion constants of water and POPC as a function of diffusion time (∆)
at 322 K. The sample contained 15 water molecules per lipid. Please note that the dependence of Dapp
on diffusion time is stronger for higher diffusion rates, as in the case of water. The fit to Eq. 4 yields an
average radius of curvature of 21 µm, and the true lateral diffusion rates of water, Dwater = (4.7 ± 0.1) ×
10−10 m2/s, and the lipid POPC, DPOPC = (8.6 ± 0.2) × 10−12 m2/s.
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Fig. 4. 1H NMR spectra of POPC:H2O 1:8.2 (mol/mol) (lower) and POPC:ibuprofen:D2O
1:0.56:15 (mol/mol/mol) (upper) with resonance assignments as indicated in the POPC and ibupro-
fen structures shown above the spectra. Please note the excellent resolution that can be achieved in
experiments on fluid lipid membranes. Most resonances are 10–30 Hz wide.
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strength, but also strong field perturbations. Trapezoidal-shaped gradient pulses with short raise
and decay times that yielded almost the same effective gradient strength as square pulses were
successfully used, but without significant signal perturbation. The optimal gradient shape is
equipment-dependent.

5. Ideally, signal intensity at highest gradient strength should be in the range from 1 to 10% com-
pared with signal intensity at very low gradient strength. However, in practice the available max-
imum gradient strength may be insufficient to achieve such strong attenuation. The amplitude
and length of the bipolar gradient pulses is limited by the equipment and cannot be set higher
than the values recommended by the manufacturer without risking damage to the NMR probe.
A gradient pulse length on the order of few milliseconds is a typical limit. The length of the
diffusion time is limited by several factors: (1) average liposome size (see Subheading 3.3.2.),
(2) cross-relaxation between protons, and (3) spin-lattice relaxation times. The diffusion time
must be selected such that lipids cover, on average, distances that are a fraction of liposome size.
In most cases, this limits diffusion times to 200 ms. Magnetization is flipped back to the B0 field
axis during the diffusion time, which may result in magnetization exchange between dipolar
coupled protons through the nuclear overhauser effect (16).

As a result, the apparent diffusion rates between membrane components may equalize with
increasing diffusion time. For most lipid membranes, diffusion times of 200 ms or less yield
insignificant magnetization transfer through nuclear overhauser effect cross-relaxation. If the
water is not deuterated, cross-relaxation with water resonances may contribute as well. The latter
is particularly critical for resonances from the lipid water interface, like choline. Spin-lattice relax-
ation is usually the least stringent restriction to the length of diffusion time. Some of the resonances
may have relaxation times of up to several seconds. However, relaxation times in the 500 ms range
are most typical. Because of differences in spin-lattice relaxation times, the relative signal inten-
sities at longer diffusion times may be very different compared with spectra that are recorded
with a single π/2 hard pulse (compare signal intensities in Fig. 4 vs Fig. 5).

6. Gradient strength and linearity are determined by measurement of water diffusion using the
same NMR equipment, MAS rotors, and rotor inserts for liquid samples as for diffusion meas-
urements on membranes. The diffusion rate of water in H2O and of residual protonated water in
D2O as a function of temperature were reported by R. Mills (17) (see also Fig. 2).
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Fig. 5. Signal attenuation in spectra of POPC:ibuprofen:D2O (1:0.56:15, mol/mol/mol) at 309 K
as a function of increasing gradient strength in a stimulated echo diffusion sequence using sine-
shaped bipolar gradient pulses of 5 ms duration. Diffusion measurements were conducted at sixteen
different values of gradient strength varying from 0.01 to 0.37 T/m. A longitudinal eddy current delay
of T = 5 ms was used and the diffusion time ∆ = 200 ms. At every gradient strength eight scans were
acquired with a recycle delay of 4 s.
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Using Fluorescence Recovery After Photobleaching 
to Measure Lipid Diffusion in Membranes

Conrad W. Mullineaux and Helmut Kirchhoff

Summary
The lateral diffusion of lipids is crucial to the biogenesis and function of biological membranes. In this chapter,

approaches for observing the lateral diffusion of lipids using fluorescence recovery after photobleaching are
described. The procedures described can be carried out with a standard laser-scanning confocal microscope. The
membrane of interest is stained with a lipophilic fluorophore or fluorescent lipid analog. The confocal laser spot
is then used to photobleach fluorescence in a small region of the sample. Subsequent spread and recovery of the
bleach, reports on the diffusion of the fluorophore. The results provide a measure of membrane fluidity, and the
extent to which lipid diffusion in the membrane might be constrained. Fluorescence recovery after photobleach-
ing measurements may be carried out in vivo, in systems ranging from bacteria to mammalian cells, or in vitro in
isolated membrane fragments. Procedures for preparing the biological sample, performing the measurement, and
quantitative data analysis are explained.

Key Words: Biological membranes; confocal microscopy; fluorescence recovery after photobleaching; lipid
diffusion; membrane fluidity; lipophilic fluorophore.

1. Introduction
Fluorescence recovery after photobleaching (FRAP) provides a relatively simple and

direct method for measuring large-scale lateral diffusion of lipids in membranes (1,2). FRAP
reports only on the averaged behavior of many thousands of molecules. More sophisticated
methods are needed to track the diffusion of individual lipid molecules (3,4). Because of the
limited spatial resolution of FRAP, measurements will miss some important aspects of bio-
logical membranes such as microdomains (5). However, advantages of FRAP are: (1) it is
rather straightforward and noninvasive and (2) measurements can readily be carried out in
vivo. FRAP measurements of lipid diffusion give an overview of the fluidity of the mem-
brane; for example, they can be used to show changes in fluidity owing to phase transition
and lipid composition (1,2). Comparison of the diffusion coefficient of a lipophilic fluo-
rophore in different biological membranes reveals considerable variability in lipid diffusion
rates, probably depending mainly on the membrane lipid composition and lipid–protein inter-
action. The information has direct biological relevance, because long-range lipid diffusion is
vital to many membrane processes, including membrane biogenesis, signal transduction, and
electron transport mediated by quinones.

The approaches described in this chapter can all be carried out using a standard laser-scanning
confocal microscope. The principle of the method is that the membrane of choice is stained

From: Methods in Molecular Biology, vol. 400: Methods in Membrane Lipids
Edited by: A. M. Dopico © Humana Press Inc., Totowa, NJ

267

18_Conrad  6/28/07  9:49 PM  Page 267



with a lipophilic fluorophore or fluorescent lipid analog (1,2). The confocal microscope is
used to image the membrane, visualizing fluorescence from the fluorophore. The laser power
is increased and the confocal spot is scanned over a small, localized region of the membrane,
bleaching the fluorophore in this area. The laser power is then decreased to prevent further
bleaching, and the sample is scanned to acquire a series of images at different time-points
after the bleach (6,7). Diffusion of the fluorophore results in a characteristic “blurring” of the
bleached area (6,7). The bleach is initially deep and very localized: diffusion causes spread
of the bleach and recovery of fluorescence at the center of the bleached area, so the bleach
becomes broader and shallower. Quantitative data can be extracted from the images and ana-
lyzed to obtain the diffusion coefficient of the fluorophore (6,7).

Traditional FRAP measurements were carried out without laser scanning, simply using a sta-
tionary laser spot to bleach and then record fluorescence recovery in one place. Imaging the sam-
ple by laser scanning reduces time resolution but makes the measurement very much more robust
(7). Imaging the sample allows the visualization of diffusion barriers, and makes it easy to spot
experimental problems such as movement of the sample, loss of focus, or the initial bleach being
broader than expected. This chapter describes the use of laser-scanning confocal microscopy for
FRAP measurements of lipid diffusion. Approaches will be described to measuring lipid diffu-
sion in vivo, and in isolated membranes in vitro. In the case of smaller samples, such as bacter-
ial cells and small membrane fragments, a significant problem is preventing any movement of
the sample during measurements. This chapter describes approaches for solving this problem.

2. Materials
2.1. The Fluorescent Probe

The best choice of lipophilic fluorescent probe depends on the wavelengths available in the
confocal microscope. The favorite is 4,4-difluoro-5,7-dimethyl-4-bora-3a,4a-diaza-s-indacene-
3-dodecanoic acid (BODIPY FL C12), which combines a green fluorophore with a 12-carbon
saturated hydrocarbon tail. It can be efficiently excited with the 488-nm line of an argon laser
(Spectra-Physics, Mountain View, CA), and has a peak fluorescence emission at about 512 nm.
It is supplied by the Molecular Probes division of Invitrogen (http://probes.invitrogen.com/).
Molecular Probes also supply the same fluorophore linked to some specific biologically impor-
tant lipids. Prepare a 10 mM stock solution of BODIPY FL C12 in dimethylsulfoxide, and store
at –20°C.

2.2. Immobilizing the Sample—In Vivo Measurements on Bacteria and so on

1. A suitable growth medium for the bacteria being studied.
2. Difco bacto-agar (BD Biosciences, Franklin Lakes, NJ).
3. Glass cover slips (0.1 mm thickness) (VWR International Ltd., West Chester, PA).
4. Cell division inhibitor. For Escherichia coli use cephalexin (Sigma-Aldrich, St. Louis, MO): pre-

pare a 10 mg/mL stock solution in water and filter sterilize.
5. Temperature-controlled microscope sample holder, with well to accommodate a small block of

agar, with a cover slip on top. The author’s is laboratory-built. VWR supply disposable slides
with wells, but these do not have temperature control.

6. Silicone vacuum grease (VWR International Ltd.).

2.3. Immobilizing the Sample—In Vivo Measurements on Cultured Mammalian Cells

1. Suitable growth medium (e.g., Dulbecco’s Modified Eagles Medium) (VWR International Ltd.).
2. Glass cover slips (0.1 mm thickness).
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3. Presterilized culture vessel with chambers for cover slips (VWR International Ltd.).
4. Temperature-controlled microscope sample holder as in Subheading 2.2.
5. Silicone vacuum grease (VWR International Ltd.).

2.4. Immobilizing the Sample—In Vitro Measurements 
on Isolated Membrane Fragments or Vesicles

1. Egg yolk phosphatidyl choline (Sigma-Aldrich) made into a 10-mM solution in 2,2,2-trifluo-
roethanol (TFE) (Sigma-Aldrich).

2. Glucose (Sigma-Aldrich).
3. Glucose oxidase (Sigma-Aldrich).
4. Catalase (Sigma-Aldrich).
5. Glass microscope slides (VWR International Ltd.).
6. Glass cover slips (0.1 mm thickness) (VWR International Ltd.).

2.5. Performing the FRAP Measurement

This requires a laser-scanning confocal microscope. The authors use a Nikon PCM2000
(Nikon Instech Co., Kanagawa, Japan) equipped with a 100-mW argon laser (Spectra-
Physics). For BODIPY FL C12 they use the 488-nm line from the argon laser, selected by an
interference band-pass filter. Fluorescence is selected by a 505-nm dichroic mirror and a
band-pass filter transmitting at approx 500–527 nm. The measurements require suitable
acquisition software for switching between XY and X-scanning modes, and recording a
series of images at defined time intervals. The authors’ use the EZ2000 software (Nikon)
supplied with the PCM2000 microscope. It must be possible to rapidly change the light output
from the laser (e.g., with neutral density filters).

2.6. Data Analysis

1. Suitable software for extracting quantitative data from images, for example, Image-Pro Plus 5.1
(MediaCybernetics, Silver Spring, MD).

2. Suitable software for data analysis and curve fitting. SigmaPlot 9.0 (Systat, Point Richmond,
CA) is suitable for most of the applications described here.

3. Methods
3.1. Staining the Sample With a Lipophilic Fluorophore

For BODIPY FL C12, add enough stock solution to the incubation medium to give a final
concentration of 1–10 µM. Incubate with the cells or membranes for about 30 min and then,
if possible, wash in dye-free growth medium or buffer to remove unincorporated dye (2).

3.2. Immobilizing the Sample—In Vivo Measurements on Bacteria and so on

1. Grow a cell culture in liquid medium. For example, for E. coli grow a culture overnight at 37°C
in Luria–Bertani medium.

2. FRAP measurements are very much easier to perform on bacterial cells that have been elongated
by growth in the presence of cell division inhibitors. In E. coli this can be achieved by growth
for 3 h in the presence of 30 µg/mL cephalexin before the measurement (8).

3. Take the cell suspension and check the cell concentration by measuring apparent absorbance at
750 nm in a spectrophotometer. The optimal cell concentration must be determined by trial and
error. For E. coli an overnight culture diluted 10-fold is about right.

4. Stain with the lipophilic fluorophore as described in Subheading 3.1.
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5. Take a Petri dish with 1.5% bacto-agar made up in growth medium. Put drops of the diluted cell
culture onto the agar surface, and allow to dry down. This can be achieved in about 15 min by
placing the open Petri dish in a laminar flow hood.

6. When all the liquid has been adsorbed, use a scalpel to cut out a small block of agar with cells
adsorbed to the surface. Place in the well of the sample holder.

7. Smear a thin layer of vacuum grease around the rim of the well, and use this to stick down a
glass cover slip, so that the cover slip is gently pressing onto the agar surface.

8. Place on the microscope stage.

3.3. Immobilizing the Sample—In Vivo Measurements 
on Cultured Mammalian Cells and so on

1. Culture the cells in wells containing cover slips.
2. Rinse cover slip in growth medium to remove unattached cells.
3. Examine in a phase-contrast microscope to check for adhesion of cells to the cover slip.
4. Stain with the lipophilic fluorophore as described in Subheading 3.1.
5. Invert the cover slip and use vacuum grease to seal it over a microscope sample holder, with a

well containing growth medium.
6. Place on the microscope stage.

3.4. Immobilizing the Sample—In Vitro Measurements 
on Isolated Membrane Fragments or Vesicles

A significant problem with isolated membrane fragments is keeping the membrane frag-
ment immobile while simultaneously minimizing interactions between the membrane and a
solid support, which might perturb the mobility of membrane components. Following proce-
dure is recommended in which the membrane fragments are spread on a glass slide coated
with an artificial phosphatidyl choline bilayer (Fig. 1). The lipids within the phosphatidyl
choline bilayer are fully mobile (as judged from FRAP on lipophilic fluorophores), and thus,
are unlikely to prevent the mobility of the isolated membrane fragment components that rest
on them. Ideally, the phosphatidyl choline support should also be stained with a lipophilic flu-
orophore to allow it to be visualized separately from the biological membrane of interest.
This makes it possible to check whether the membrane fragment of interest is sitting on the
lipid support (Fig. 1). The choice of fluorophore will depend on the excitation and emission
wavelengths available in the confocal microscope.

1. Take 100 µL of phosphatidyl choline (10 mM solution in TFE). Add a lipophilic fluorophore if
desired. Spot 20 µL onto a glass slide. TFE has a very-low surface tension, which allows it to
spread efficiently on glass.

2. Evaporate the TFE and dry the lipid film under a stream of nitrogen for 1 h.
3. Warm the dried lipid film to 40°C for 1 min (the temperature must be more than the phase-tran-

sition temperature of the lipid).
4. Keeping the slide at 40°C, add 30 µL of buffer (the same buffer used to suspend the membrane

fragments). Incubate for 2 min at 40°C. Stacks of phosphatidyl choline bilayer are formed dur-
ing this time (Fig. 1).

5. Take membrane fragments in a suitable buffer, stained with the lipophilic fluorophore as described
in Subheading 3.1.

6. It may help to use anaerobic conditions. Under anaerobic conditions photobleaching is generally
impeded. This makes it easier to image the sample, although it also means that more laser power
must be used to do the bleach. Anaerobic conditions can be achieved by adding to the membrane
fragment suspension glucose (20 mM), glucose oxidase (48 U/mL), and catalase (800 U/mL).

7. Add 30 µL of the membrane suspension to the bilayer stack.
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8. Incubate for 15–30 min.
9. Seal the sample with a cover slip.

10. Place on the microscope stage.

3.5. Performing the FRAP Measurement

1. Focus the microscope on the sample. This is usually most easily done in simple transmission or epi-
fluorescence mode. The authors use a ×60 oil-immersion objective lens (numerical aperture 1.4).

2. Switch to laser-scanning confocal mode and image fluorescence from the lipophilic fluorophore.
Trial-and-error must be used to establish conditions under which the fluorescence can be imaged
without significantly bleaching the fluorophore (see Notes 1 and 2). Record a series of succes-
sive images, and see whether the fluorescence intensity decreases from image to image. If it
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Fig. 1. Use of a phosphatidyl choline bilayer to support and immobilize a small membrane fragment
for FRAP. In this case the membrane fragments were diluted granal membranes from spinach chloroplasts.
The phosphatidyl choline bilayer was stained with BODIPY and the granal membrane was visualized
using chlorophyll autofluorescence. (Top) XY-scan showing a granal membrane fragment (highlighted by
the square) on the phosphatidyl choline support. The inset gives a smaller-scale view of the phosphatidyl
choline bilayer stacks (bottom) Z-projections showing green fluorescence from the phosphatidyl choline
support, and red fluorescence from the membrane fragment. The green and red images have been sepa-
rated for clarity in a monochrome image. The membranes appear very much thicker than they really are,
because of the limited Z-resolution. However, the higher “center of gravity” of the red fluorescence indi-
cates that the granal membrane fragment is on top of the phosphatidyl choline support.
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does, it will be necessary to decrease the laser intensity. Routinely a 100-mW argon laser with
intensity decreased by a factor of 32 with neutral density filters is used.

3. Select a suitable cell or membrane fragment of interest (see Note 3). In the case of elongated
bacterial cells (2,8–10), select a long cell aligned roughly in the Y-direction (Fig. 2). In the case
of isolated membrane fragments, select a good-sized fragment that is securely superimposed on
the phosphatidyl choline support (Fig. 1).

4. Zoom in so that the cell or membrane fragment chosen fills most of the field of view. Record a
prebleach image of the sample. Check that the sample can still be imaged without bleaching,
because scanning the laser over a smaller area increases the sample exposure.

5. Bleach fluorescence from a small area of the sample. The way the bleach is done depends on
the geometry of the sample, but when possible, the bleach should always be done away from
the edges of the sample, in the center of a homogeneous area of membrane (see Note 4).
Usually, it is much more convenient to bleach a line rather than a spot (see Note 5). To do this,
switch the confocal microscope from XY-scanning mode to X-scanning mode, so that the line
of the X-scan passes through the center of the sample. If possible, start the X-scan increasing
the laser power at the same time. Generally, the laser power by a factor of 32 is increased by
briefly removing neutral density filters. After about a second, the fluorescence signal should be
significantly decreased (see Note 6). It is not necessary or desirable to bleach away all the
fluorescence in the center of the bleached zone. Generally, something between 50 and 90%
bleaching is ideal.

6. Quickly replace the neutral density filters, switch back to XY scanning mode, and record a series
of images at set time intervals. The best time intervals depend on the lipid-diffusion rate and the
size of the sample. In general, it is sufficient to record a series of about 10 images at intervals
of 1–3 s. One longer time-point is useful to check whether recovery is complete (recovery will
be incomplete if there is an immobile population of the fluorophore). In a successful FRAP
measurement the initial bleach will appear as a clearly defined dark zone in the fluorescence
image (see Note 7). With time, the dark zone will spread and fill in, as the bleached fluorophore
diffuses away and unbleached fluorophore diffuses into the bleached area (see Note 8).
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Fig. 2. FRAP image sequence showing diffusion of BODIPY in the membranes of an elongated
bacterial cell (in this case the cyanobacterium Synechococcus 7942). The arrow indicates where a line
was bleached across the cell. (Data were reproduced with permission from ref. 2.)
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3.6. Data Analysis

A prerequisite for quantitative data analysis is that the topography of the membrane must
be simple and predictable. Examples include elongated bacterial cells, wherein the plasma
membrane can be approximated as a long cylinder (2,8,10); many cultured mammalian cells,
wherein the plasma membrane can be approximated as an extended flat sheet (7); and isolated
flat membrane fragments. Quantitative data analysis is invariably based on the assumption that
the membrane environment is uniform over the measured area. If the membrane geometry is
simple and the sample size is large relative to the bleach, it is usually straightforward to use an
analytical solution relating the evolution in the bleaching profile to the diffusion coefficient
(see Note 9). The following procedure relates to the estimation of the diffusion coefficient
from an elongated sample, such as the plasma membrane of an elongated bacterial cell. In this
case, a line is bleached across the cell (Fig. 2) and diffusion is observed in one dimension (1D)
along the long axis of the cell (10) (see Note 10).

1. Import the images into Image ProPlus or similar software.
2. Use the software to extract a 1D fluorescence profile along the long axis of the cell, summing

the fluorescence values across the width of the cell. This is done by setting a sampling line width
greater than the width of the cell, then drawing the line down the long axis of the cell, and
extracting the data (Fig. 3).

3. Repeat for each time-point in the sequence, including the prebleach image.
4. Import the fluorescence profiles into SigmaPlot (Systat Software Inc., Richmond, CA) or simi-

lar software. Subtract each postbleach profile from the prebleach profile to generate a series of
difference profiles, which should be approximately Gaussian in shape.

5. Use SigmaPlot to fit the profiles to Gaussian curves, noting the parameters C (the peak height
of the Gaussian curve) and R (the 1/e2 radius of the Gaussian curve) (Fig. 3). If the changes
observed are because of diffusion, then C should decrease with time and R should increase with
time, but the area under the Gaussian curve should remain constant.

6. In this 1D case, C is related to the diffusion coefficient D as follows: C = C0 R0 (R0
2 + 8 Dt)−0.5, where

t is time and C0 and R0 are the values for C and R extracted from the first postbleach image (10).
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Fig. 3. 1D fluorescence profiles extracted from images of an elongated bacterial cell before and after
bleaching a line. (A) Prebleach profile (gray line) and postbleach profile (black line). (B) Difference
profile obtained by subtracting the postbleach profile from the prebleach profile. The fitted Gaussian
curve and the parameters C (depth of the bleach) and R (1/e2 radius of the bleach), which are required
for calculation of the diffusion coefficient, are also shown. (Reproduced with permission from ref. 12.)
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D can be obtained by plotting 1/C2 vs time. The plot should give a straight line. The gradient
can be obtained by linear regression and is equal to 8D/C0

2R0
2 (see Note 11). C0 and R0 are

known, so D can be calculated (see Note 12). If t is in seconds and R0 is in micrometers, then
D is in µm2/s.

4. Notes
1. Photobleaching is increased by high laser power, low scanning speeds, and a small scanning area

(field of view). The use of the highest possible scanning speeds is recommended, because
this also increases the time-resolution of the measurement. In general, high Z-resolution is not
required for FRAP measurements, so it is best to use a larger confocal pinhole, which gives a
higher signal-to-noise ratio. This in turn allows images to be obtained at lower laser intensity,
which minimizes the problem of photobleaching during imaging.

2. The use of anaerobic conditions, as described in Subheading 3.4., generally minimizes the prob-
lem of photobleaching during imaging. However, anaerobiosis makes it harder to perform the
FRAP bleach.

3. The larger the sample, the easier the measurement will be. Data analysis is easier and more
robust if you have a tightly localized bleach in the middle of a large sample (it gets difficult when
the bleach removes a large proportion of the total fluorescence). A larger sample makes it much
easier to follow rapid diffusion. With a small sample and rapid diffusion, the bleach might re-
equilibrate over the whole sample before you have time to record any images (see also Note 7).

4. It is not always possible to the bleach in the center of the sample. When a small sample is used,
it may be necessary to bleach at one edge to prevent the whole sample from being bleached
away. This is feasible, but it makes the data analysis more difficult (11).

5. Some confocal microscopes are not well equipped to bleach spots, because when the laser spot
is stationary it is automatically diverted away from the sample. In any case, a line bleach makes
it easier to hit the sample.

6. The filters are lifted by hand. This can be done very quickly with practice. Shutters would allow
shorter exposure times, but in the authors’ experience very short exposure times do not give suf-
ficient bleaching, in any case. With manual control you can watch the fluorescence signal
decreasing and drop the filters when the bleach is deep enough. It is not necessary to time the
bleach accurately, as long as the postbleach image sequence is timed accurately. The first post-
bleach image provides the first time-point for the data analysis.

7. The minimum diameter of the bleach could theoretically be about half the wavelength of the
laser light. In practice, the width of the bleach is generally increased by light scattering by the
sample and diffusion occurring during the bleach and before the first image is recorded. A com-
mon problem with small samples and rapid diffusion is that the bleach spreads over the whole
sample before the first image can be recorded. Then the first postbleach image shows decreased
fluorescence overall, but a similar fluorescence distribution to the prebleach image. This prob-
lem can be tackled in various ways:
a. Do the bleach more quickly. This may require more laser power.
b. Record the images quicker. This can often be achieved by reducing the pixel resolution of

the images.
c. Try to find a sample with a larger membrane area.

8. It is best to use a simple control to check that fluorescence recovery is because of diffusion,
rather than reversible fluorescence quenching of the fluorophore. Try bleaching out an entire
small cell or membrane fragment, and check that fluorescence does not recover.

9. Analytical solutions depend on simplifying assumptions, and the easiest assumption to make is that
the membrane area is large compared with the bleach. If it is not, then you have to factor in the
exact dimensions of the membrane, and the width, depth, and position of the bleach. Under these
conditions, analytical solutions often are not worthwhile. As a more practical approach, measuring
the fluorescence profile after the bleach is recommended; then, use an iterative computer routine
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to predict how it will evolve with time, assuming simple random diffusion. Comparison of the sim-
ulation with the experimental data allows estimation of the diffusion coefficient.

10. In the case of a spot bleach in the center of a flat membrane, diffusion is observed in 2D. Data
extraction and analysis are somewhat more complicated than in the 1D case described. See ref. 7
for an example.

11. Take care to weight the linear regression accurately (weight each point according to the recipro-
cal of the estimated variance). In a plot of 1/C2 vs time the variance increases sharply as C
decreases.

12. Individual measurements of D can be very accurate if obtained with care. But real biological
samples often show variations: every cell or membrane fragment is different. Always do enough
replicates to check that the result is representative.
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Single-Molecule Fluorescence Microscopy to Determine
Phospholipid Lateral Diffusion

Michael J. Murcia, Sumit Garg, and Christoph A. Naumann

Summary
The single-molecule detection (SMD) of individual fluorophores represents a powerful experimental tech-

nique that allows for the observation of individual membrane molecules in their different dynamic states without
having to average over a large number of molecules. Spatial resolution in ensemble-averaging techniques such as
fluorescence recovery after photobleaching, is limited by the diffraction limit of light (~250 nm). In contrast, SMD
(as well as single-molecule tracking of gold-labeled biomolecules through Nanovid microscopy) provides a track-
ing accuracy of approx 10–30 nm (dependent on experimental conditions). This level of accuracy makes single-
molecule tracking techniques much better suited to detect nanometer-size heterogeneous structures in membranes.
SMD can be easily applied to model and cellular membranes using a variety of fluorescent labels including
organic dyes, quantum dots, and dye/quantum dots-doped nanoparticles. 

The main focus of this chapter is to outline the SMD methodology to study lateral diffusion of lipids in model
membranes. Subheading 1. provides an overview about the development of single-molecule tracking techniques,
and explains the basic concept of single-molecule tracking. Subheading 2. lists all relevant chemicals necessary
to successfully conduct lipid lateral diffusion studies on model membranes. Subheading 3. describes a typical
experimental setup for SMD using wide-field illumination; thus, this setup can be utilized to track single-lipid
tracers in solid-supported phospholipid bilayers and phospholipid monolayers at the air–water interface. Furthermore,
some general considerations are included about different fluorescent labels for lipid-tracking studies. In addition
a description of sample preparation procedures for the design of solid-supported phospholipid bilayers and
Langmuir monolayers of phospholipids are described. Finally, Subheading 4. lists additional relevant informa-
tion helpful for conducting SMD experiments on lipid membranes.

Key Words: Fluorescence; lateral diffusion; optical microscopy; phospholipid monolayer; single-molecule
tracking; solid-supported phospholipid bilayer.

1. Introduction
1.1. Background

Many important biological functions of biomembranes are dependent on the fluidity of the
membrane. The membrane fluidity, which facilitates the translational and rotational move-
ments of lipid and membrane proteins along the sheet of the bilayer, is caused by very weak
intermolecular forces among membrane constituents. Because of its enormous biological
relevance, lateral and rotational diffusion processes of lipids and proteins have been studied
in cellular and model membranes for quite some time (ref. 1, and references therein). One of
the hallmarks in modern cell biology and biophysics is that biomembranes are not just homo-
geneous mixtures of proteins and lipids, but instead are made up of rapidly changing arrange-
ments of widely differing patches called domains (2–5). Furthermore, the cytoskeleton
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linkages to the membrane were found to compartmentalize the plasma membrane, thus affecting
the lateral diffusion of lipids and membrane proteins (6,7). This current perspective is largely the
result of experimental techniques, such as nanovid microscopy and single-molecule fluorescence
microscopy, which are able to: (1) detect the movement of individual tracer molecules,
(2) probe the heterogeneity of membranes with a spatial resolution better than the diffraction
limit of light, and (3) detect individual biomolecules in their different dynamic states (ref. 8,
and references therein).

The first successful single-molecule detection (SMD) experiments on individual fluoro-
phores were performed using low-temperature spectroscopy on solids (9,10). There are mul-
tiple experimental strategies that allow the imaging of individual fluorescent probes,
including near-field scanning optical microscopy (11–15), confocal-scanning microscopy
(16–19), and wide-field single-molecule fluorescence microscopy (20–28). A very important
goal in single-molecule fluorescence imaging experiments is to maximize the signal-to-back-
ground and signal-to-noise ratios. This goal is best achieved by using a confocal imaging
setup. However, mobile probes, such as diffusing lipids, are much better investigated using a
wide-field imaging configuration wherein multiple probes are monitored at the same time
over an area of about 10 × 10 µm2. Importantly, SMD-based diffusion studies can be con-
ducted on model membranes and cellular membranes (see Note 1).

Tracking experiments on individual lipid molecules were first reported using 30-nm size
colloidal gold probes conjugated to lipids imaged through Nanovid microscopy (29). Lipid
lateral diffusion experiments based on SMD were first successfully applied by tracking individual
tetra-methylrhodamine (TMR)-labeled phospholipids in a solid-supported phospholipid bilayer
(30). Using SMD, lipid-tracking studies have also been reported on free-standing planar lipid
bilayers and cell surfaces (31,32). The authors first applied this technique to track lipids in a lipid
monolayer at the air–water interface (33). More recently, they also reported on the obstructed
diffusion of phospholipids in a polymer-tethered phospholipid bilayer using SMD (34).

1.2. Concept of Single-Molecule Tracking

The goal of single-molecule tracking techniques is to monitor the trajectories of individ-
ual probe molecules over time and to analyze these trajectories on the basis of diffusion
theory (8,35). Trajectories can be made visible using specific labels covalently linked to the
diffusing biomolecules of interest. The lateral diffusion of such tracer molecules along a
flat membrane sheet is of a two-dimensional (2D) nature. As illustrated in Fig. 1, the posi-
tion of a tracer molecule at a given time (time lag) is measured in terms of characteristic x- and
y-coordinates. Trajectory data can be obtained by successively determining the displace-
ment rn for different time lags τn = n τ0 over n jumps (τ0: time lag between two successive
observations and n: number of tracer jumps at rn). Herein, rn is simply related to the x- and
y-data by:

(1)

with x0, y0 being the coordinates of the original position of the tracer, and xn, yn being the
coordinates after n jumps. With respect to lipid diffusion studies, two different cases need to
be distinguished: (1) tracer diffusion in a homogeneous membrane environment and (2) tracer
diffusion in a heterogeneous membrane environment. In the following, the basic concepts of
single-molecule tracking are explained for these two cases.

r x x y yn n n nτ = − + −( ) ( ) ( )0
2

0
2
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1.2.1. Tracer Diffusion in a Homogeneous Membrane Environment

Individual lipid tracer molecules in a homogeneous environment of a planar fluid lipid
bilayer (e.g., one-component lipid bilayer) show 2D-Brownian motion. As aforementioned,
this process is well described by a 2D-random walk. The stochastic nature of the Brownian
motion is depicted in Fig. 2 in the form of a representative r2-histogram (Fig. 2A) and a
cumulative distribution function (CDF) (Fig. 2B), which show the distribution of r2 of a lipid
tracer molecule in a planar solid-supported phospholipid bilayer at a constant time lag τc.
Here the CDF can be expressed by: (see ref. 36)

(2)

where r2(τc) and 〈r2(τc)〉 are the square displacements and the mean-square displacement at a
characteristic τn, which indicates Brownian motion. In the limits of long random walks or
large number of tracer molecules, the laws of thermodynamics tell us that the information of
microscopic random walks of individual molecules can be translated into a long-range lat-
eral diffusion coefficient (D), which represents a macroscopic thermodynamic parameter.
Thus, to determine D using a single-molecule tracking technique, the motion of several tracers
is typically monitored over time. In the case of Brownian motion, D can be determined from
individual tracks through:

(3)

where D is the lateral diffusion coefficient. Alternatively, D can be obtained by analyzing the
r2(τc) distribution from multiple tracks based on one time lag τc. If the r2(τc) distribution can
be expressed by Eq. 2, D can be calculated through D = 〈r2(τc)〉 /4τc. The linear relationship
between mean-square displacement and time lag in Eq. 3 implies that the diffusion coefficient
D is independent of the observation time. If the tracer diffusion occurs in a membrane envi-
ronment characterized by flow (e.g., lipid diffusion in a monolayer at the air–water interface),
〈r2(τc)〉 is defined as the superposition of Brownian diffusion and membrane flow
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Fig. 1. Schematic of a 2D-track consisting of eight individual steps. The progression of the track,
which starts at the coordinates x0, y0, is described by the coordinates xn, yn and the displacements
relative to the origin of the track rn.
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(4)

where V is the velocity. This case does not show the linear relationship between 〈r2(τn)〉 and τn.
To determine the self-diffusion of molecules in a membrane system characterized by flow, the
relative movement of multiple tracers (multiple particle tracking) should be analyzed.

1.2.2. Tracer Diffusion in a Heterogeneous Membrane Environment

In heterogeneous membrane environments, such as domain-forming mixtures of lipids,
diffusion processes can show non-Brownian behavior. Common non-Brownian processes

r D V2 2
4τ = τ + τn n n( ) ( )
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Fig. 2. Representative square-displacement r2 histogram (A) and CDF (B) of the r2 from a lipid
tracer tracking experiment in a planar supported bilayer. The data show the distribution of r2 after a
specific time lag τc. The CDF illustrates that the tracer diffusion shows Brownian diffusion at τc
because the tracking data are well described by the fitting curve based on Eq. 2.
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observed include anomalous and corralled diffusion where 〈r2 (τn)〉 is described by the following
relationships (8)

anomalous: (α < 1) (5)

corralled: (6)

Here, α is the anomalous diffusion exponent, 〈r 2
c 〉 is the average size of the coral, and 

A and B are geometry parameters. Anomalous diffusion, which results in the distributional
broadening of jump times or jump lengths (in comparison with Brownian diffusion), can
be observed in membranes if the diffusion is affected by obstacles and traps influencing
the distribution of binding energies and escape times (1,8). For example, SMD lipid-tracking
studies in polymer-tethered phospholipid bilayers showed that Brownian diffusion can be
observed at low tethering concentration, whereas anomalous diffusion was detected at higher
tethering (34). 

Coralled diffusion can be found if tracer molecules diffuse within a domain without being
able to leave the domain. This situation occurs when tracer molecules have a very high affin-
ity for one particular domain type. An important consequence of the nonlinear relationship
between 〈r2(τn)〉 and τn in heterogeneous membrane environments is that the tracking results
are typically dependent on the length scale of the experiment relative to the average size of
membrane heterogeneities. The concept of this length scale dependence is depicted in Fig. 3.
The problem can be treated as a Brownian diffusion inside the domain if the average jump
distance of tracers between successive observations is small in comparison with the average

r r A BDt r2 1τ = − −4 /n c
2

c
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Fig. 3. Schematic of two types of tracking experiments on the same heterogeneous membrane
sample. In the first case (inset on the left side), the time resolution is high enough so that the tracer
does not experience the boundary region of the domain; thus, probing a homogeneous membrane
environment. In the second case (right side), the jump distance is of similar length as the average
domain size, because time resolution is much lower. Here the tracer probes the heterogeneous
membrane environment.
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size of the heterogeneities. If this is not the case, the tracer molecule may diffuse over an area
bigger than an individual domain, thus probing the domain boundary and the heterogeneous
membrane environment, respectively. Note that different diffusion coefficients between both
cases in Fig. 3 are only measurable if the domain boundary acts as a diffusion barrier or if
each domain region exhibits different tracer diffusion.

1.3. Lipid Lateral Diffusion: SMD vs Fluorescence Recovery After Photobleaching

There is still some confusion within the scientific community about the main differences
between an ensemble-averaging technique like fluorescence recovery after photobleaching
(FRAP) and a single-molecule tracking technique like SMD if membrane diffusion processes
are studied. SMD and FRAP not only differ because one technique detects single molecules,
whereas the other probes large ensembles of molecules; they also show different spatial res-
olutions. Whereas the spatial resolution of FRAP is given by the size of the diffraction spot
of approx 250 nm, the position of individual tracer molecules can be measured with an accu-
racy of up to 10 nm (37).

Based on these differences, the cases of lipid diffusion in homogeneous and heterogeneous
membrane environments are considered. The case of lipid diffusion in a homogeneous mem-
brane region is described by Eq. 3. This equation implies that there is a linear relationship
between mean-square displacement and time, and that the diffusion coefficient is independent
of the length of individual tracks and the spatial resolution of the technique used. Under this
condition, FRAP and SMD should provide identical values of D. In contrast, single-molecule-
based techniques outperform ensemble-averaging techniques when diffusion studies are
conducted on heterogeneous membrane systems, in which anomalous and corralled diffusion
may occur. Here, the diffusion properties depend on the length scale of the diffusion process. In
particular, SMD is advantageous if the average size of the membrane heterogeneities is smaller
than the spatial resolution of FRAP, but bigger than that of SMD (which is often the case).

2. Materials
2.1. Preparation Through Vesicle Fusion

Chloroform (high-performance liquid chromatography [HPLC] grade) is utilized to pre-
pare lipid mixtures of labeled and nonlabeled lipids. Milli-Q water (pH = 5.5, 18 MΩ resis-
tivity) or buffered salt solutions (e.g., 5 mM Tris, pH 8.0; 50 mM NaCl) can be used. The
choice of the solution depends on the lipid composition. A large variety of purified phospho-
lipids is commercially available (e.g., from Avanti Polar Lipids, Alabaster, AL). Dye-labeled
phospholipids, such as N-(6-tetramethylrhodaminethiocarbamoyl)-1,2-dihexadecanoyl-sn-
glycerophos TMR-DHPE (Invitrogen/Molecular Probes, Eugene, OR) can be purchased as
well (e.g., www.invitrogen.com).

2.2. Preparation Through Film Deposition Techniques

Butyl acetate and ethanol are used to clean the Teflon trough. Chloroform (Fisher
Scientific, Pittsburgh, PA) (HPLC grade) is used to prepare lipid-containing spreading solu-
tions. Milli-Q (Millipore, Billerica, MA) water (pH = 5.5, 18 MΩ resistivity) or buffer is used
as a subphase material. Again, the choice of the subphase material depends on the lipid system
studied. The following glass cleaning solutions are utilized to prepare the glass substrates
before formation of solid-supported bilayers: (1) 1% sodium dodecyl sulfate (SDS), (2)
methanol saturated with NaOH, and (3) 1% HCl.
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2.3. Monolayer at the Air–Water Interface

Butyl acetate and ethanol are used to clean the Teflon trough. Chloroform (HPLC grade)
is utilized to prepare lipid-containing spreading solutions. Milli-Q water (pH = 5.5, 18 MΩ
resistivity) or buffer is used as a subphase material. Again, 1% SDS, methanol saturated with
NaOH, and 1% HCl are used as glass cleaning solutions.

3. Methods
3.1. Wide-Field Single-Molecule Fluorescence Microscopy: Experimental Setup

To explore the lateral diffusion of membrane constituents in model membranes and cellular
membranes, SMD is usually used using either regular wide-field or total internal reflection
illuminations (see Note 2). Next, a wide-field single-molecule fluorescence microscopy setup
is described, as it is used in the laboratory to study the lateral diffusion of phospholipids in
model membranes, including solid-supported phospholipid bilayers and phospholipid mono-
layers at the air–water interface (33,34).

Figure 4 shows the schematic of the experimental setup. A 100-mW frequency-doubled
Neodymium-doped yttrium aluminium garnet (Nd:YAG) laser at a wavelength of 532 nm
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Fig. 4. Schematic of a wide-field single-molecule fluorescence microscopy setup as utilized to
track the lateral diffusion of individual fluorophore-labeled lipid molecules in model and cell mem-
branes. The insets depict two common sample cells for the imaging of solid-supported phospholipid
bilayer. One sample cell shows a solid-supported bilayer in an open cuvet (A). The other shows a bilayer
sandwiched between a cover slip and a welled microscopy slide (B).
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(Crystalaser, Reno, Nevada) is used as a continuous excitation light source. The laser should
be mounted appropriately to ensure the proper alignment of the laser beam (parallel to the
surface of the optical bench). The laser intensity is regulated by a circular, continuously vari-
able neutral density filter ND. The laser beam is expanded and collimated using lenses O1
and O2 and spatially filtered using a diaphragm D1 to obtain a clean Gaussian intensity pro-
file. A quarter wave plate (λ/4) is inserted into the beam path to convert the linear polarized
laser light into a circular polarized one. The use of circular polarized light prevents elonga-
tion artifacts induced by the interaction of the electric field of the laser light with transition
dipoles of individual fluorophores, thus enhancing the tracking accuracy. The beam is then
delivered to the epifluorescence microscopy (EPI) port of an inverted optical microscope
(Zeiss Axiovert S100, Carl Zeiss Optical, Chester, VA) (see Note 3) by mirrors M1 and M2
and the dichroic mirror DM (Omega XF1051, Omega Optical Inc., Brattleboro, VE), and
focused onto the sample by lens O3 and a high magnification (40 × 100), high numerical
aperture (1.1–1.45) objective O4 to achieve a spot size of about 20 Êm in diameter (see Note 4).
Here, the position of O3 is adjustable to vary the spot size at the sample. 

To guide the laser beam correctly into the microscope, mirrors M1 and M2 need to be
mounted onto adjustable mirror mounts, thus allowing for small adjustments of the beam
alignment. The fluorescent light from the sample is guided through the dichroic (Omega
XF1051) and a Raman edge filter (Omega XR3002 540AELP), and is focused through lens
O5 to an intensified CCD camera (iPentaMAX 512EFT, Princeton Instruments, Roper
Scientific, Trenton, NJ), which acts as a position-sensitive detector with ultrahigh light sen-
sitivity (see Note 5). This filter combination ensures the passage of fluorescent light from
individual fluorescent probes centered at 566-nm (optimized for TMR-labeled lipids) with
optically high signal-to-noise ratio.

The exposure time and the time lag are controlled by one external, mechanical shutter of
3-mm opening aperture (Uniblitz, VMM-D1, Uniblitz, Rochester, NY) and the electronic
camera shutter, which both are operated in a synchronized manner. Single, fluorescently
labeled lipids are usually imaged with exposure times of 8–10 ms, and time lags between suc-
cessive exposures of τ0 ≥ 25 ms. Shutter control, image recording, and single-molecule track-
ing are achieved using ISee imaging software (ISee Imaging Systems, Raleigh, NC) operated
on a Dell PC Dell, Round Rock, Texas (2.4 Ghz/512 KB cache, 1 GB RAM, Pentium 4) run-
ning on a Linux platform. To achieve high tracking accuracy, the optical setup is mounted on
a regular vibration isolation table. It has been previously reported that a similar setup equipped
without quarter wave plate but with a Wollaston prism (Zeta Optics, NJ) polarizer positioned
between the dichroic and CCD detector can be used to measure the rotational diffusion of dye-
labeled lipids in a phospholipid bilayer (38).

The insets of Fig. 4 show two typical sample geometries for the study of the lateral diffu-
sion of phospholipids in a phospholipid bilayer supported on a glass substrate. One geometry
wherein the bilayer is located on top of a glass slide (thickness of a cover slip) at the bottom
of a cuvet (Fig. 4A), is well suited to study solid-supported bilayers created through vesicle
fusion (VF) (see also Subheading 3.3.). The other geometry, wherein the bilayer is sand-
wiched between a cover slip and a microscopy slide with a well, is used to investigate bilay-
ers formed layer by layer using Langmuir–Blodgett (LB) and Schaefer film deposition
techniques. Solid-supported phospholipid bilayers are typically imaged using a Zeiss 100×
Plan Neofluar (Carl Zeiss, Inc., Thornwood, NY) oil-immersion objective (NA 1.3, WD 0.07 mm).
Figure 5 shows a schematic (side and top views) of a custom-built Langmuir trough for
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the study of lipid lateral diffusion in Langmuir monolayers at the air–water interface, as used
in the laboratory. The trough is built from Teflon. To allow imaging using an inverted micro-
scope, the bottom of the trough has an opening at the center, which is sealed by an optically
transparent microscopy cover slip (dimension: 45 × 50 mm2). To suppress the surface flow of
the monolayer and to match the 0.25-mm working distance of the 40× water-immersion
objective (Olympus UAPO 40× (Olympus, Center Valley, PA) water immersion, NA 1.15)
that is used, the thickness of the water layer above the cover glass has to be maintained at
approx 200 µm. The center of the trough is surrounded by a notably deeper well region to
allow for the immersion of a stand-alone pressure detector NIMA Technology, Coventry,
England (NIMA) and enable the thin water layer in the central area despite of the contact
angle between water and Teflon. To avoid water leakage, the cover glass is slightly pressed
against an O-ring using four to six clamps (see Note 6).

3.2. Fluorescent Labels

The choice of the right label represents a very important aspect in single-molecule fluores-
cence imaging applications. Most importantly, the label should not compromise the properties
(e.g., lateral diffusion) of the molecule labeled. The choice of the best label is usually determined
by both location to be studied and information being sought after. The perfect fluorescence-based
single-molecule tracking label should show: (1) small size in comparison with the labeled mol-
ecule, (2) high-quantum yield, (3) large extinction coefficients, (4) excellent photostability, and
(5) no on–off blinking (typically linked to long residency times in the triplet state).
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Fig. 5. Schematic of a custom-built mini Langmuir trough for SMD showing side (above) and top
(below) views.
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Currently, dye-labeled phospholipids like TMR-DHPE represent the only lipid tracers for
SMD studies, which are commercially available (Invitrogen). SMD lipid-tracking experi-
ments are mostly conducted using lipid tracer molecules labeled through covalently attached
fluorescent dyes like the cyanine dye Cy3 and TMR (21,31,34). Fluorescent dyes have the
advantage of being very small (~1 nm). In addition, imaging of single-lipid molecules is guar-
anteed because each dye molecule is only bound to one lipid molecule.

The major drawback of dye-labeled lipids in single-molecule imaging applications is their
poor photostability and the occurrence of on–off blinking, thus preventing the observation of
long tracks from individual tracer molecules. Traditionally, gold-conjugated phospholipids
have been used to obtain long tracks (29). However, in this case, the intensity of the scattered
signal is dependent on the particle size, which makes gold probes of less than 50 nm size
difficult to detect. Quantum dots (QDs) are very promising imaging probes because they
combine a relatively small size of less than 10 nm with high photostability and enhanced
brightness. Our group has been successful in developing QD-conjugated phospholipids,
which show identical diffusion properties as TMR-labeled ones (39). To illustrate the differ-
ent photostability of TMR-labeled lipids vs QD-labeled lipids, Fig. 6 shows representative
tracks of both lipid probes in planar solid-supported bilayer systems of identical lipid com-
position. However, it should be noted that individual QDs (like individual dyes), exhibit
on–off blinking, thus complicating the tracking of molecules. To overcome on–off blinking,
dye- or QD-doped nanoparticles represent an interesting alternative. Although being of larger
size (≥20 nm) than dyes and QDs, these probes are attractive because their brightness can be
enhanced by increasing the average number of fluorophores per nanoparticle. Here, the max-
imum loading concentration is only limited by self-quenching. However, extreme care should
be taken if nanoparticles are conjugated to lipids to ensure that each nanoparticle is not linked
to more than one lipid and that no nanoparticle cross-linking occurs. In addition, these
nanoparticles should have bioinert surface properties, thus preventing any nonspecific inter-
action with their environment (40).
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Fig. 6. Representative tracks of dye- and QD-labeled tracer molecules in the same type of planar
solid-supported phospholipid bilayer. The longer tracks observed from the QD-conjugated lipid tracers
illustrate the enhanced photostability of QDs.
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3.3. Sample Preparation

3.3.1. Solid-Supported Phospholipid Bilayer

Most commonly, planar solid-supported phospholipid bilayers are prepared using established
procedures based on VF on glass substrates or lipid monolayers formed through LB film depo-
sition, and successive LB and Schaefer (S) film deposition steps (41–44). Whereas VF on a glass
slide represents the simplest method to create bilayers of symmetric nonlabeled and labeled lipid
compositions, LB/VF and LB/S are used to build asymmetric bilayers with respect to lipids and
tracer molecules, respectively. For example, the latter two approaches have been utilized to build
polymer-supported phospholipid bilayers (34,45,46). Representative approaches of these two
bilayer preparation procedures are described in sections 3.3.1.1. and 3.3.1.2.

3.3.1.1. PREPARATION THROUGH VF

First, separate chloroform stock solutions of labeled and nonlabeled phospholipids are pre-
pared. Then, a lipid mixture of appropriate molar ratio (~10−8 mol% labeled lipid) from these
stock solutions is formed. To evaporate chloroform, place the sample solutions under nitrogen
gas. Once the sample is completely dried, Milli-Q (pH = 5.5, 18 MΩ/cm resistivity) or buffer
should be added to obtain a lipid concentration of approx 8–10 mg/mL (see Note 7). To form
multilamellar vesicles, the sample needs to be vortexed using a table-top vortexer. Because
multilamellar vesicles are not fusogenic, they need to be transferred into small unilamellar
vesicles (SUVs) of ≤100 nm size using a rod sonifier (e.g., Branson Model 450 (Branson
Ultrasonics, Danbury, CT) or a hand extruder (see Note 8). If sonication is used, the titanium
dust needs to be removed from the vesicle solution by centrifugation at approx 925g for 5 min
using a table-top centrifuge. In addition, it is beneficial to separate smaller SUVs from bigger
ones by adding a higher-speed centrifugation step (42). The assembly of the solid-supported
bilayer is illustrated in Fig. 7. If the cuvet geometry is utilized, the solid-supported bilayer is
formed by simply adding the SUV solution into the cuvet (Fig. 7A). SUVs are allowed to fuse
for about 30–45 min (Fig. 7B). Finally, excess (nonfused) vesicles are removed by exchanging
the solution several times (Fig. 7C). After all SUVs are removed, the solid-supported bilayer is
ready for imaging (Fig. 7D).
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Fig. 7. Scheme of the preparation of a solid-supported phospholipid bilayer through fusion of
SUVs. The scheme shows the following steps: (A) injection of SUVs, (B) VF, (C) removal of excess
SUVs, and (D) solid-supported bilayer ready for imaging experiments. The procedure leads to sym-
metric compositions of nonlabeled and labeled lipids.
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3.3.1.2. PREPARATION THROUGH FILM DEPOSITION TECHNIQUES

To prepare phospholipid bilayers of asymmetric lipid composition or to only label one
leaflet of the bilayer, LB and Schaefer film deposition procedures should be applied. During
the LB film deposition procedure, lipids are transferred from the air–water interface to a glass
substrate, thus forming a solid-supported monolayer (Fig. 8, left side). Here, the glass sub-
strate is mounted onto a computer-controlled dipper of a film-balance system (Labcon,
Labcon, Darlington, UK), which positions the substrate vertical to the air–water interface.
Before use, the Teflon trough needs to be cleaned using butyl acetate- or ethanol-soaked
kimwipes followed by extensive rinsing with Milli-Q water. After the trough is filled with
Milli-Q or buffer, the lipids are dissolved in a spreading solvent such as chloroform and
spread onto the subphase using a microsyringe. Some phospholipids do not dissolve very well
in pure chloroform. In these cases, add a small amount of methanol. After the spreading sol-
vent is evaporated, the phospholipids self-assemble into a monolayer at the air–water inter-
face. The computer-controlled moveable barrier of the trough compresses the film to the
desired surface pressure of 30–35 mN/m (area per molecule) and maintains the pressure dur-
ing dipping. The surface tension is measured using a partially submerged Wilhelmy plate (part
of the Labcon trough system). A dipper with the solid substrate (glass cover slide) attached is
lowered into the water before the film is spread onto the subphase. Once the film is spread and
compressed to the desired surface pressure, the dipper can be pulled at a set speed out of the
water transferring the monolayer from the air–water interface to the substrate.

Note that best film transfer results are achieved if the glass cover slides show very
hydrophilic surface properties (see Note 9). Constant pressure can be maintained during
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Fig. 8. Preparation of the solid-supported bilayer using Langmuir (left) and Schaefer (right) film
transfer steps. This approach is used to achieve asymmetric bilayer composition or label only one
leaflet of the bilayer.
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film transfer by a computer-controlled feedback system between the electrobalance meas-
uring the surface pressure and the barrier-moving mechanism. The surface pressure should
remain constant to maintain a constant area per molecule Alipid ~65 Å2 because this area
corresponds to typical values found for lipids in bilayers. A constant area per molecule is
important because the lateral diffusion of phospholipids is described by a free area model,
which predicts a change in diffusion coefficient (D) for different values of Alipid (47,48).

There are several parameters that affect what type of LB film is produced: the nature of the
spread film, the subphase composition and temperature, the surface pressure during the dep-
osition and the deposition speed, the type and nature of the solid substrate, and the time the
solid substrate is stored in air or in the subphase between the deposition cycles. The quality
of the transfer can be monitored by the transfer ratio, which is the ratio of the decrease in
monolayer area during deposition and the area of the substrate (ideally the ratio would be
one). Once the monolayer is transferred onto a solid substrate the lipid molecules are essen-
tially immobile. Importantly, the LB film retains the structural aspects of the monolayer before
deposition. The solid-supported bilayer is completed by transferring a lipid monolayer at an
average area per lipid of approx 65 Å2 from the air–water interface to the LB-monolayer using
the Schaefer dipping technique (Fig. 8, right side). The glass substrate should be kept
slightly tilted during the dipping process to avoid the entrapment of air bubbles. The com-
pleted solid-supported bilayer needs to be stored in an aqueous environment.

3.3.2. Phospholipid Monolayer (Air–Water Interface)

Before use, the Teflon trough is cleaned using butyl acetate and extensively rinsed with
Milli-Q. As mentioned, the cover glasses used for sealing the trough (Fig. 5) need to be very
hydrophilic (see Note 9). A cleaned cover glass is mounted onto the trough using four to six
clamps (see Note 6). Herein, proper sealing can be achieved by an O-ring. Before spreading,
the trough needs to be filled to obtain a water layer of approx 5 mm above the cover glass
(see Note 10). Then, the monolayer is spread onto the subphase. After spreading, the thick-
ness of the water layer is reduced to approx 200 µm to match the working distance of the ×40
objective used. To reduce the perturbation of the monolayer by airflow before imaging, the
trough needs to be covered and sufficient equilibration time should be considered before
imaging can start.

3.4. Tracking Analysis

As illustrated in Fig. 1, the goal of single-molecule tracking techniques is to determine the
position of tracer molecules over time. Figure 9 shows a typical particle tracking software
approach, as it is used in the laboratory. Two frames are defined here: tracking and search
frame. The former, based on n pixels, contains the signal from the tracer molecule of interest
and its direct surrounding. The search frame defines the distance from the tracer molecule
whereby the tracer molecule is searched in the following image. Herein, the screening is executed
by correlating the intensity pattern of the pixels with those of the tracking frame (see Note 11).

Importantly, this tracking method allows the identification of the proper tracer molecule
out of an ensemble of tracers characterized by different shapes and intensity levels. Using this
tracking procedure, the xn, yn positions of tracer molecules can be determined as a function
of τn. If the individual tracks are long enough (e.g., in the case of QD-conjugated
lipids), 〈r2(τn)〉 the value can be simply determined by analyzing the r2(τn) of multiple
tracks (~150–200) as a function of τn and by comparing the data with the different diffusion
models shown in Eqs. 3–6. When photobleaching limits the length of the tracks, SMD
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data are best analyzed in terms of CDFs. In this case, the information about particular
diffusion processes can be derived by comparing the CDF data with theoretical models
describing Brownian diffusion (Eq. 2), two-component diffusion (Eq. 7) (36), and anom-
alous diffusion (Eq. 8) (34):

(7)

(8)

with 〈rI
2(τ0)〉 and 〈rII

2(τ0)〉 being the mean-square displacements of the two populations and
γ(a,br c) and Γ(a) being incomplete and complete Γ-functions.

The data can also be analyzed in terms of the probability density function P(r, τ) (49).
However, CDF are advantageous because there is no need to impose bin sizes, and the summa-
tion integrates out much of the noise (34). The aforementioned tracking procedures are well suited
to analyze diffusion data on solid-supported lipid bilayers. When single lipids are tracked in a
fluid lipid monolayer at the air–water interface, single-molecule tracking as described earlier
becomes very challenging. This is because the surface flow and vibrations of the setup amplified
by the approx 200-µm thick water layer between cover slip and monolayer are difficult to sup-
press. In this situation, it is often necessary to analyze the relative motion of multiple tracers to
obtain information about their lateral diffusion properties. For example, multiple-particle tracking
analysis has been applied to study the microrheology of inhomogeneous soft materials, and also
to correlate microstructure and rheology of a bundled and cross-linked F-actin network (50–52).

To track dye-labeled lipids in a phospholipid monolayer, the best approach is to determine
the relative square displacements (δrn)

2 of an ensemble of tracers at one time lag. The result-
ing distribution of (δrn)

2 can be analyzed in terms of the CDF, wherein the data can be fitted
with respect to the different diffusion models (Eqs. 2,7,8). In addition, 〈(∆rm)2〉 and D can be
determined as well.
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Fig. 9. Process of single-molecule tracking based on tracking and search frames. The tracking
frame defines the intensity profile of the tracer and its surrounding area. The search frame defines the
area in the next image where to search for the intensity profile defined by the tracking frame. If the
tracer is found, its position becomes the new center position of the search frame for the next following
image. This process is repeated until the tracer molecule cannot be identified within the search frame. 
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4. Notes
1. If cells are studied, care should be taken that the lateral diffusion of tracer molecules is of 2D nature.

Cell surface tracking experiments are best performed using cells that can be easily immobilized on
a cover glass and show flat membrane areas. If curved membranes are studied, out-of-plane diffu-
sion will occur, which is detected as an anomalous diffusion process by the imaging system.

2. Wide-field single-molecule fluorescence microscopy applied to diffusion studies on individual
fluorescently labeled lipids can be operated through EPI illumination or total internal reflection
fluorescence (TIRF). SMD through EPI illumination (illustrated in Fig. 4) represents the least
demanding strategy. However, the optical background in EPI illumination is relatively high in
comparison with TIRF, where a thin layer of approx 100-nm thickness is excited. The excitation
through an evanescent field that is required in TIRF can be generated either through an objec-
tive of high magnification and very-high numerical aperture (>1.3) or through a prism (53,54).
TIRF is particularly valuable for tracking experiments on cells wherein autofluorescence is a
serious issue. However, EPI- and TIRF-based SMD are of similar quality when applied to model
membranes, as EPI can bring more light to the sample than TIRF, thus maintaining a compara-
ble signal-to-background ratio with respect to the evanescent field approach.

3. Because SMD is a very low light-level application, it is important to keep the optical beam path
as short as possible. For that reason, an inverted optical microscope with a TV port is often used,
whereby the CCD camera is mounted underneath the microscope.

4. Solid-supported bilayers are typically imaged using a Zeiss 100× oil-immersion Plan Neofluar
objective (NA: 1.3, WD: 0.07 mm), whereas Langmuir monolayers are studied using an
Olympus ×40 water-immersion objective (NA: 1.15, WD: 0.25 mm). In both cases, an additional
magnification lens can be used (e.g., Optovar ×1.6 or 2.5, Carl Zeiss Inc., Thornwood, NY).

5. A back-illuminated CCD camera of very high quantum yield represents an alternative that is less
expensive yet also provides lower frame rates.

6. Care should be taken by tightening the clamps because bending or even breakage of the cover
glass might occur. 

7. The choice of the pI and pH depends on the composition of the bilayer. For example, it was
found that SUV fusion depends on the net charge (charge density) of the bilayer. SUV fusion
will improve with decreasing pH and increasing pI if the bilayer is partially negatively charged,
but will not be negatively affected if the bilayer is neutral or positively charged (44).

8. SUVs are only stable if the lipids remain in the fluid-phase state.
9. To obtain a very hydrophilic-glass surface, bake the glass cover slides (2 × 3.5 cm2) at 515°C in

a kiln for 3 h. Sonicate the glass slides in 1% SDS, followed by methanol saturated with NaOH
and 1% HCl for 30 min each. After each sonication step, rinse the slides extensively with Milli-Q.
Store the glass slides in Milli-Q, to be used within a week (34).

10. The spreading of the lipid-containing chloroform solution onto the air–water interface may dis-
rupt the water film above the glass substrate if the water layer is too thin.

11. Care should be taken to assure that the tracer molecule remains in the tracking frame through-
out the whole track. Otherwise, noise will be tracked. In the latter case, the measured lateral dif-
fusion increases with increasing size of the search frame. Also, make sure that the concentration
of tracer molecules is not too high because this could cause the jumping of the tracking frame
from one tracer to another within each track.
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Modeling 2D and 3D Diffusion

Michael J. Saxton

Summary
Modeling obstructed diffusion is essential to the understanding of diffusion-mediated processes in the crowded

cellular environment. Simple Monte Carlo techniques for modeling obstructed random walks are explained and
related to Brownian dynamics and more complicated Monte Carlo methods. Random number generation is
reviewed in the context of random walk simulations. Programming techniques and event-driven algorithms are
discussed as ways to speed simulations.

Key Words: Brownian dynamics; diffusion; event-driven algorithm; Monte Carlo; n-fold way; random number
generation; random walk.

1. Introduction
Diffusion in a cell—whether two-dimensional (2D) diffusion in a membrane or 3D diffu-

sion in the nucleus or the cytoplasm—occurs at a high concentration of obstacles. To model
a diffusion-mediated process, it is necessary to account for the effects of mobile and immo-
bile obstacles. The biophysics of lateral diffusion in membranes is reviewed elsewhere (1).
High concentrations of nonreactants also have a major effect on reaction equilibria and rates,
as studied extensively by Minton and colleagues (2). One major application is in the modeling
of kinetics. Another is in the analysis of single-particle tracking experiments, in which the
motion of individual lipids, proteins, or vesicles is followed (3). Simulations are essential
here. First, a pure random walk is the null hypothesis for any claim of anomalous, directed,
or confined motion, so one must compare the observed trajectory to random ones. Second,
any treatment applied to the experimental data must also be applied to simulated data with a
similar number of time points and noise, as a control. Third, simulations can be used to fill
in gaps in the experimental argument. This chapter discusses how to model diffusion in 2D
and 3D, mostly from the standpoint of writing a program. Much of this is essential to under-
stand even when using a packaged program. The chapter is an introduction; a full treatment
would be of book length (4–6). Before writing a diffusion program, one should also read the
methods sections from a variety of publications in the area of interest.

2. Principles of Diffusion
The basic quantity characterizing motion in diffusion simulations is the mean-square

displacement (MSD) 〈r2〉 as a function of time t. Table 1 lists the main types of motion. In
normal diffusion, the MSD is proportional to time and the diffusion coefficient is constant.
In hindered normal diffusion, the diffusion coefficient is reduced but the time dependence of the
MSD is unchanged. In anomalous subdiffusion, however, the form of the time dependence is
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changed and the MSD is proportional to some power of time less than one. Diffusion is hin-
dered and the diffusion coefficient is time-dependent,

, (1)

decreasing to zero at large times (7). Anomalous subdiffusion is the result of deviations from
the central limit theorem, such as strong correlations in diffusive motion or a wide distribu-
tion of trapping times (8). Here a wide distribution is one for which no mean value exists,
such as the continuous-time-random walk (CTRW) of Eq. 11. Anomalous subdiffusion due
to obstacles (9) and traps (10) is discussed elsewhere. Confined diffusion is normal at short
times but at long times the MSD approaches a constant proportional to the size of the domain
confining the particle. For simplicity the time dependence is shown as a single exponential in
Table 1. The full functions are infinite series of exponentials, although they are often well
approximated by the constant plus first exponential terms. The full functions are available for
square (11) and circular (12) corrals. Programs to calculate the Bessel functions needed for
the circular case are in (13) and in Mathematica (Wolfram Research, Champaign, IL,
www.wolfram.com). Figure 1 shows the MSD as a function of time in linear and log–log plots.

The basic mathematical description of diffusion is the propagator or Green’s function
P(r,t |r0,t0)dV, giving the probability that if a particle is at position r0 at time t0, it is in an ele-
ment of volume dV at r at time t. For simplicity, take r0 = 0, t0 = 0 and write the propagator as
P(r,t). For pure diffusion in a d-dimensional medium,

(2)

where D is the diffusion coefficient. The MSD is

(3)

and the standard deviation σ of the MSD is proportional to the MSD
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Table 1
Types of Motion in d Dimensions

Type of motion MSD Examples

Normal Dilute membrane or solution

Hindered normal Mobile obstacles: rod outer segment,
mitochondria, chloroplasts

Anomalous CTRW, traps, percolation cluster

Directed Diffusion in flowing membrane or cytoplasm

Confined Trapping in domains or cytoskeletal corralr r t2 2

0
1� [ exp( )]− − τ

r dD t v t2 2 22 0= +
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For details see the Appendix. In 2D, the propagator can be rewritten as

(5)

but the corresponding formulas in 1D and 3D are less convenient. In the simplest approx-
imation (7), a propagator for anomalous subdiffusion can be obtained from Eq. 2 by
replacing D with D(t) from Eq. 1. This approximation was sufficient to model anomalous
fluorescence photobleaching recovery (14). The next simplest approximation is dis-
cussed elsewhere (15); Metzler and Klafter (16) provide an excellent review of anomalous
diffusion. The propagator for confined diffusion is given in (12) for an impermeable
circular corral; forms for other geometries are given by Carslaw and Jaeger (17); and the
propagator for a grid of penetrable squares is given in (18), as used by the Kusumi group
(19) to analyze single-particle tracking data in terms of their membrane skeleton fence
model.

P r t V r r r t r r t( , )d 2 d ( ) exp ( )2 2 2=    −
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Fig. 1. Mean-square displacement 〈r2〉 as a function of time in (a) linear and (b) log–log plots for
normal diffusion, anomalous subdiffusion, directed motion, and confined motion. The anomalous
subdiffusion exponent α = 0.695 is the value for diffusion on a percolation cluster.
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The propagator (Fig. 2) is the probability distribution function (PDF) for displacements, and
single-particle tracking experiments can be analyzed by fitting the PDF to histograms of meas-
ured square displacements r2 for prescribed times (12,20). Alternatively, one can integrate the
PDF to give a cumulative distribution function (CDF) and use this in the analysis (15,21).
PDFs have the advantage that they are easy to visualize; everyone knows what a Gaussian PDF
looks like and can recognize deviations. CDFs are harder to visualize in detail but they inte-
grate out much of the experimental noise, and one can apply the Kolmogorov–Smirnov test
(22) to test whether two CDFs are from the same distribution.

3. Simulation of Diffusion
The programming of diffusion simulations for a dense fluid on the continuum is beyond

the scope of this chapter and is well discussed elsewhere (4–6). The complication is in the
force calculations. For a small number of particles N, one can find the N(N – 1)/2 distances
between all the pairs of particles and calculate the forces. But this becomes prohibitively
expensive for large N, so one must make a list of the neighbors of each particle and update
the list appropriately. These neighbor or Verlet lists are discussed in (4–6).

The fluid and colloid literature includes much work on 2D and 3D diffusion simulations,
including diffusion of particles interacting by various potentials and particles at high concen-
trations. The results, the comparisons with experiment, and the computational techniques are
all of interest. Single-particle tracking has become a major experimental tool here (23–26),
based on the idea that a colloidal suspension is analogous to a liquid but at a scale observable
by light microscopy (27,28). Charge-stabilized microspheres interact by a screened Coulomb
(Yukawa) potential and sterically stabilized microspheres interact by a hard sphere potential.
Diffusion coefficients have been obtained from simulations for hard-particle interactions
(29–31) and a screened Coulomb potential (32). Modeling related to protein crystallization is
an important intersection of biophysics with this area of colloid science (33,34).

298 Saxton

Fig. 2. Propagators P(r,t) dV for normal diffusion in 2D (solid line) and for anomalous subdiffu-
sion (dashed line) for the indicated times. The normal propagator is from Eq. 2 and the anomalous
propagator is the approximation used in ref. 15, with the exponents given there for a random walk on
a percolation cluster. As time increases, the hindrance to diffusion becomes more apparent.
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3.1. Approaches to Calculation

Several approaches may be taken to diffusion calculations: molecular dynamics, Brownian
dynamics, Monte Carlo calculations, and dissipative particle dynamics. The problem of eval-
uating forces or energies is similar in all; the difference is in the type of potential and how
the move is generated.

In the simplest sort of Monte Carlo calculations on a lattice, a diffusing particle is moved
randomly to an adjacent unblocked lattice site. On the continuum the particle is moved ran-
domly to an unblocked position according to the propagator Eq. 2.

In molecular dynamics, the diffusing species are represented as an atomic-level structure or
nearly so, and the motion of the atoms obtained from Newtonian mechanics. This is a practi-
cal mean of calculating diffusion of simple fluids, as shown in Rahman’s (35) pioneering paper
on 864 atoms of liquid argon. Note the difference in time scales between argon and phospho-
lipid dynamics. The time for an atom in liquid argon to diffuse its Lennard–Jones radius is of
the order of 10 ps. For a phospholipid, trans-gauche isomerization in the hydrocarbon chains
takes 50–100 ps; molecular rotation, 1–2 ns; and lateral diffusion, >100 ns (36). Molecular
dynamics calculations can also be done for proteins or colloidal particles represented as struc-
tureless particles interacting by a prescribed potential.

In Brownian dynamics (37–39), each move includes a deterministic displacement based on
the total force on a particle, plus a random displacement representing Brownian motion. For
the jth particle,

(6)

where is the position of the jth particle, D = Dtrans is the translational diffusion coefficient,
kT is the thermal energy,

(7)

is the force on the jth particle, Vij is the potential energy, and R is the random displacement,
defined by 〈R〉 = 0, 〈R2〉 = 2D∆tδij, where δij is the Kronecker delta, so that 〈x2〉 = 〈y2〉 = 〈z2〉 =
2D∆t and the cross-terms are uncorrelated, 〈xy〉 = 〈xz〉 = 〈yz〉 = 0. A similar equation is used
for rotational diffusion,

(8)

where is a vector of orientational angles of the jth particle, is the torque on the jth 

particle, Drot is the rotational diffusion coefficient, and is the random angular displacement,
defined by 〈W〉 = 0, 〈W 2〉 = 2Drot∆t δij. These equations neglect hydrodynamic interactions; in the
full form the diffusion coefficient is a tensor and the random displacement includes correlations
(37,40). If V(r) = 0, Brownian dynamics reduces to the simple Monte Carlo scheme first discussed.

In the basic Brownian dynamics algorithm, the force (r) is calculated at the current posi-
tion and used to generate the move. Higher-order algorithms similar to the Runge–Kutta algo-
rithm can be used to permit a larger time step (41). Here the first-order position is found 
from ( ), ( ) is calculated, and the final position is found from the average force
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In Brownian dynamics the time step must be much greater than the momentum relaxation
time, ∆t >> mD/kT, where m is mass. It is often said that the time step must be small enough
that the forces are effectively constant over a time step, but in the author’s view this is
unduly restrictive. Consider a particle near the minimum in a Lennard–Jones potential. The
force is close to zero, and almost any move will increase the force by a large factor. But a
tripling of the force, say, is insignificant here. A better requirement might be that the
absolute value of the change in the force be much less than the mean absolute value of the
random force. Brownian dynamics simulations ought to include a test of the sensitivity of
the results to ∆t.

The standard Metropolis Monte Carlo algorithm allows moves as follows. Calculate the
energy change ∆E for a move. If ∆E ≤ 0, accept the move. If ∆E > 0, generate a random num-
ber RAND uniformly distributed on (0,1); and move according to a Boltzmann factor: accept the
move if RAND ≤ exp(–∆E/kT) and reject it otherwise. The simple Monte Carlo scheme is a
special case of this for hard particles. If the particles overlap, ∆E is infinite and the move is
always rejected; if they do not, ∆E is zero and the move is always accepted. The Metropolis
algorithm satisfies the condition of detailed balance, so the algorithm leads to the Boltzmann
equilibrium distribution. For details of Monte Carlo techniques see refs. 4,5,42,43.

A general Monte Carlo algorithm may allow complicated or nonphysical moves, see
pp. 38–52 of ref. 5. In a simulation involving phase separation, each Monte Carlo step could
attempt to translate each particle locally, rotate each particle, exchange positions of a pre-
scribed number of pairs of random particles, and adjust the size of the system to maintain con-
stant tension (44). The advantage of such a complicated set of moves is that the system
equilibrates quickly, and the disadvantage is that there is no physical time scale associated with
such a set of moves. If the moves were just translation and rotation, the probabilities could be
chosen according to the known ratio of Drot to Dtrans, but for more complicated moves there is
no time scale. As a result one can calculate equilibrium structures but not dynamics. Of course
one could use this sort of algorithm to equilibrate the system and then switch to purely phys-
ical moves for a diffusion measurement. The Weinberg group (45,46) has done key work on
time dependence in Monte Carlo calculations. These references discuss surface rate processes
such as adsorption, desorption, and diffusion, and include the effect of activation barriers.

Of particular interest to membrane researchers is a discussion of Monte Carlo calculations
of a minimal model of lipid–sterol mixtures (47). This was an off-lattice calculation with
three species: ordered lipid chains, disordered lipid chains, and a sterol, either cholesterol or
lanosterol. Highly simplified pair interaction potentials were used. A variety of moves were
used but were combined randomly; the author argued that their diffusion simulations give
meaningful relative diffusion coefficients.

Dissipative particle dynamics is often used in simulations in which long physical times
must be simulated and hydrodynamic interactions included. This technique is a molecular
dynamics simulation of particle motion in which the particles represent collections of atoms,
say a few water molecules or a few methylene groups of a lipid hydrocarbon chain. The par-
ticles are assumed to be soft spheres, with a potential proportional to (1 – r/rc)

2, where r is
the radius, rc is the cutoff radius, and the potential is zero for r > rc. The softness of the
potential allows long time steps. Also included are a random force and a dissipative force
that reduces the velocity difference between two particles. These forces provide a thermo-
stat for the system. Particles may be joined by springs or rigid rods to form amphiphiles or
polymers (48–50).
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3.2. Geometry

Three cases are considered, 2D diffusion “in the plane of the membrane,” 3D diffusion as
in the cytoplasm, and diffusion in a 2D surface with a 3D shape, such as diffusion in an
organelle membrane, or the reorientation of a spin label or transition moment of a lipid analog
diffusing in a spherical vesicle.

Diffusion calculations can be done on a lattice or the continuum. From the computational
point of view, the advantage of the lattice is in treating obstructions. One can trivially test
whether the destination point is occupied or not, and accept or reject the move accordingly. For
continuum diffusion, one has to keep track of all the neighboring particles of each mobile
particle. The disadvantage of the lattice is its lattice structure, especially at short distances. The
distribution of parameters describing the random walk—such as the asymmetry parameter
obtained from the moment of inertia tensor (12)—show spikes, which are real for a lattice and
do not disappear on averaging. Another disadvantage is that the percolation thresholds of a
lattice and a continuum are different. The physical limitations of approximating a continuum
by a lattice are summarized in ref. 51 and discussed in more detail in refs. 52 and 53.

3.3. Periodic Boundary Conditions

Periodic boundary conditions are used to reduce edge effects. Consider a random walk in a
square. The original square is surrounded by an infinite array of copies, each with the same con-
figuration of obstacles or traps as the original. Each tracer then has two x-coordinates, one, X,
representing its position in the original square and the other, integer IX, representing which
square of the array it is in. If the tracer moves out of the right side of the square, it reenters
the square at the corresponding point on the left side, but IX is changed to record the cross-
ing. For a square with boundaries [0,L], the new position X is

IF (X < 0) THEN IF (X > L) THEN
X = X + L X = X – L
IX = IX − 1 IX = IX + 1

END IF END IF

The absolute position of the particle X(abs) = X + L * IX is used to find 〈r2〉.

3.4. Diffusive Steps for Normal Diffusion

For the square lattice, moves are simply steps of one lattice constant in the +x, –x, +y, or –y
direction, each with probability 1/4, and similarly for the cubic lattice. After each step, peri-
odic boundary conditions are applied. For speed one can apply only those tests required for
the particular move made. For an L × L lattice with lattice constant l,

(9)

For the corresponding triangular lattice, unit vectors â and b̂ (Fig. 3), the moves are ±a, ±b,

and ±c = ±(a – b), so in Cartesian coordinates (unit vectors î, ĵ ), â = î, b̂ = î +

ĵ, and ĉ = î – ĵ. If the absolute position is Aâ + Bb̂, then  
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For the continuum, the simplest choice of moves is to take ∆x, ∆y, and ∆z from a Gaussian
distribution with mean zero and variance 2D∆t.

For diffusion on a curved 2D surface, the moves are more complicated. If the surface is
defined mathematically—a sphere, an ellipsoid, or a 3D periodic surface—one can move the par-
ticle randomly in the tangent plane to the surface and then project the end point back onto the
surface (54), but see also ref. 55. If the surface is irregular—say a mitochondrial membrane—
one could represent it by a triangulation and carry out a random walk on the lattice defined
by the triangulation. Sbalzarini et al. (56) discuss how to model 3D diffusion in a region with
highly complex boundaries, emphasizing methods faster than random walks.

3.5. Simulating the Types of Diffusion

Normal diffusion can be simulated easily on a lattice or the continuum, and diffusion with
directed motion is equally easy on the continuum. Obstructed diffusion is trivial to simulate
on a lattice but more difficult to program on the continuum. In the simplest simulation of con-
fined diffusion, the boundary is simply a line, and a move across the boundary succeeds with
a prescribed probability p. The corresponding analytical solution to the diffusion equation in
a circular corral uses the boundary condition C/ r = hC on the corral wall. Here C is concen-
tration, and the parameter h is the logarithmic derivative of the concentration at the boundary.
If the wall is perfectly impermeable, h = 0 and if the wall is perfectly permeable, h → ∞. A
simple relation between p and h is discussed elsewhere (57). A better approach is to do a
Brownian dynamics calculation in which confinement is by a potential energy barrier of some
assumed width, height, and shape.

Some types of anomalous subdiffusion are easy to simulate. In the CTRW, the tracer carries
out an ordinary lattice or continuum random walk, but at each time step the waiting time is a
random number generated from the distribution

(11)

β > 0, which gives 〈r2〉 ~ tβ for large t. The waiting time at a given point in space varies randomly
from visit to visit (58). Diffusion on an infinite percolation cluster is anomalous on all time scales
(9) with 〈r2〉 ~ t0.695. But implementing fractional Brownian motion is more of a research prob-
lem than a recipe. The problem is reviewed briefly in the methods section of ref. 14. The key

P t t( ) = /(1 + )1+β β ,

∂∂
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point is that published algorithms vary enormously in quality, and one must read the review
articles before choosing an algorithm. In addition to the review articles cited there, see ref.
59. Different algorithms may give the same exponent for the time dependence of 〈r2〉 at large
times but the behavior at short times and the behavior of higher moments may differ consid-
erably (14).

3.6. Particles

To introduce obstructions or tracers, a loop is used: Choose a random position for the particle;
test for occupancy or overlap; continue until the required number of obstacles has been
added. If nonpoint tracers are symmetric enough, say hexagons on the triangular lattice or cir-
cles on the continuum, the finite size of the tracers can be taken into account by enlarging the
obstacles by the tracer radius and reducing the tracer to a point (51). 

If one tries to fill a finite area with a high area fraction of random nonoverlapping nonpoint
particles, one will rediscover the so-called random parking limit, well studied in the physics
literature on random sequential adsorption (60,61). There is a well-defined average maximum
area fraction of random particles that can be placed in a finite area. The limit depends on the
particle shape and size, and is well short of complete filling. For circles on the continuum (62)
the parking limit is 0.547 and for hexagons of unit radius on the triangular lattice (Saxton,
unpublished), 0.670. To fill above the parking limit, fill the area as uniformly as possible with
nonoverlapping particles, randomly choose and remove the excess particles, and randomize the
configuration by running a random walk in which all particles are mobile. Randomization is
measured by the radial distribution function. After randomization one can begin to record data.

In a system with multiple mobile particles, the unit of time is one Monte Carlo step per par-
ticle, that is, one attempt to move each mobile particle. It is bad practice to number the parti-
cles in lattice order and then move them in numerical order; this introduces unnecessary
correlations. Minimally, one can introduce the particles randomly as above, number them in
order of filling, and then move them in numerical order. Better practice is to move them in ran-
dom order. Then for N particles, one Monte Carlo step is N moves of randomly chosen parti-
cles, and in any particular Monte Carlo step some particles might not be moved and some might
be moved more than once. Another reasonable approach is to generate a random permuta-
tion of N at every Monte Carlo step and move each particle once according to that permuta-
tion. For a discussion of the same principle in lattice updates in the Ising model see ref. 63.

For a random walk on an obstructed lattice, two definitions are possible, the “blind ant” and
“myopic ant” algorithms (64). (“Ant” is from de Gennes’ image of diffusion on a percolation
cluster as an ant walking in a labyrinth.) At each time step, the blind ant can move to each near-
est neighbor point with equal probability. If the new point is blocked, the ant remains at the
old point and the clock is incremented. The myopic ant can move to each unblocked nearest
neighbor point with equal probability, and necessarily moves at every time step. As t → ∞, the
blind ant is uniformly distributed but the myopic ant is not. The position of the myopic ant can
oscillate in a way that the position of the blind ant cannot, see p. 92 in ref. 65. The two algo-
rithms yield the same asymptotic behavior but the blind ant converges faster, see p. 264 in 
ref. 66. Tobochnik et al. (67) argue that the myopic ant algorithm is in fact incorrect.

3.7. Potentials and Traps

In simulations of hard particles on the continuum, any overlap leads to an infinite energy and
an infinite force. In Monte Carlo equilibration, this is no problem because the move is summarily
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rejected. But in Brownian dynamics and molecular dynamics, precautions must be taken. The
problem in molecular dynamics is discussed in section 3.61 in ref. 4 and Chapter 14 in ref. 6. In
Brownian dynamics, the overlapping particles may be backed off (30), or a move giving overlap
may be rejected as in Monte Carlo calculations but then the results must be extrapolated to zero
time step (68). Alternatively, in either molecular or Brownian dynamics the infinite force may be
replaced by a large but finite force from a steep repulsive potential (68) such as 1/r36.

A random configuration of interacting particles is a highly nonequilibrium state, and two
methods of generating a thermally equilibrated state are useful. First, one can start with a ran-
dom or an ordered state, and do an annealing run before beginning to collect data, monitoring
the energy and radial distribution function during the annealing run to test for equilibration.
Second, for a system of traps one can produce an equilibrium state directly from the
Boltzmann distribution (10).

Certain interactions require specialized approaches: for electrostatic interactions in general,
see section 5.5. in ref. 4 and Chapter 13 in ref. 6; for protein electrostatics in electrolyte solu-
tion, (70–73); for hydrodynamic interactions in membranes, (74); and for 3D hydrodynamic
interactions in solution, (37,38,40,69,75). For membrane proteins, one must also take into
account lipid-mediated protein–protein interactions (76–80).

3.8. Data Collection and Analysis

For runs with many time points, it is convenient to record data at varying intervals, as shown
in Table 2. With this scheme, for a run of 128K time points, 3584 points are recorded and for
128M time points, 7424 points are recorded. The amount of averaging changes from interval to
interval, so the noise level in 〈r2〉 changes abruptly as well, a useful test of the alertness of
reviewers. This sampling scheme makes it difficult to calculate an autocorrelation function
using the entire data set, although one could calculate the autocorrelation for lag 1 using the first
interval, lag 4 using the second interval, and so on, in the spirit of a multitau correlator.

Diffusion simulations have the advantage that noise can be reduced by averaging over
many repetitions. Single-particle tracking experiments do not provide that luxury. The usual
practice is to calculate the MSD using all pairs of points with the appropriate lags. For N time
points, the nth average is

(12)

In this way all points are weighted as equally as possible, and all the information is extracted.
Note, however, that the terms in the average are highly dependent. For example, in 〈r2(4)〉 the
averages are for times 0,1,2,3, and 1,2,3,4, and 2,3,4,5, and so on. As a result the averaging
smooths the data only slightly more than averaging over independent segments 0,1,2,3 and 4,5,6,7,
and so on would. Calculation of the MSD is discussed in detail in the appendix of ref. 81. Given
that the standard deviation of 〈r2〉 is proportional to 〈r2〉, in single-particle tracking it is neces-
sary to cut off the data at, say, one-quarter of the total number of time steps.

For the practical aspects of evaluating percolation thresholds, see the methods section of
ref. 51 and references to the physics literature there. As shown there, if the tracer has a
nonzero radius, percolation depends on the excluded area, not simply the area of the obsta-
cles. The threshold is therefore very sensitive to tracer size, and this sensitivity is a useful
experimental test to identify percolation.
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4. Random Number Generators
A true random number generator (RNG) must be based on a random physical process such

as radioactive decay, so pseudo-RNGs are normally used instead. Given a specified seed num-
ber as input, these algorithms generate a deterministic sequence that looks enough like a true
random sequence for the purposes of the simulation. More precisely, the pseudorandom
sequence cannot have correlations that distort the simulation. The general requirements for an
RNG are that it must have a long period; it must be efficient (high speed and low memory use);
it must be repeatable and portable; and the random numbers (RNs) must be uniform and inde-
pendent (82). Random number generation is an active area of research and space does not per-
mit a full review. This section will provide an introduction to the use of RNGs and their
problems, with references to some recent authoritative reviews. Knuth’s book (83) has been
a fundamental reference in the field since its first edition.

4.1. Types of RNGs

For purposes of a brief review, a useful way to classify RNGs is by the number of points
in the recursion:

1. One-point: linear congruential: xn+1 = a * xn + c (mod m).
2. Two-point: linear recursion: xn+1 = xn–p ⊗ xn–q (mod m).
3. Multipoint: xn+1 = xn–p ⊗ xn–q1 ⊗ xn–q2 … (mod m).
4. Combined: typically, two or three of the recursions above.

Here xn are the RNs; x0 is the seed; a and c are constants; ⊗ represents addition, subtraction,
multiplication, or exclusive or (XOR); and x (mod m) is the remainder when x is divided by m.
The actual algorithms are often complicated because they must break up arithmetic opera-
tions involving large integers so that the operations can be done without overflow. XOR does
not have this problem.

The linear congruential generator simply cycles through the integers without repetition until
it reaches its original value and begins to repeat. A different seed just starts the sequence some-
where else in the loop. For a 32-bit computer, the linear congruential generator yields a
sequence of 231 – 1 ∼– 2.2 × 109 random integers, which could easily be used up in a single
simulation. Another limitation is the lattice structure of the RNs. In a famous article entitled
“Random numbers fall mainly in the planes,” Marsaglia (84) showed that the RANDU RNG
then standard on IBM computers produced RNs that taken in pairs, triplets, and so on were
localized to a few planes. If one generates RNs uniform on the interval (0,1) and plots succes-
sive pairs on an expanded scale, say the square [0.4995, 0.5005]2, one will see lattice structure.
Linear recursion generators remove some of these shortcomings. Multipoint and combined

Modeling 2D and 3D Diffusion 305

Table 2
Time Sampling

Time range Interval Number of points

1–1024 1 1024
1028–4096 4 768
4112–16384 16 768
16448–65536 64 768
65792–131072 256 256
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generators eliminate some of the correlations inherent in linear recursion generators. For
example, in one multipoint generator, three XORs shuffle the bits more effectively than a sin-
gle XOR would (85). Multipoint and combined generators may have extremely long periods.

4.2. Which RNG to Use?

Using the system RNG is not acceptable unless the algorithm is stated in detail and has
been tested in the literature. Personal computer RNGs may be suitable for computer games
but not for research (82,86,87). For several default RNGs in Pentium software, plots of very 

long random walks show dramatic periodicity and symmetries, and a plot of vs log t 

is linear at first but shows artifactual structure after only 105 time steps (88). Periodicity is
unavoidable but one can choose an algorithm with a periodicity much greater than the run
length. The default RNG problem is not limited to personal computers. The IBM RANDU
RNG is infamous (13) and one test of RNGs in a physics simulation led the author to con-
clude that “one lesson from these results is not to trust random number generators provided
by computer vendors” (89). Furthermore, do not (90) use the RNGs from the first edition of
Numerical Recipes (91). They have been greatly improved in later versions (13,92). Whatever
RNG is used, in any Monte Carlo or Brownian dynamics publication one must specify the
algorithm used. A reviewer would be justified in rejecting a paper if authors could not specify
the RNG, on grounds that the work could not be reproduced independently. Merely stating
that one used the system RNG on a particular computer is not sufficient; others should not
have to buy a new computer to test a result.

Among the RNGs that seem appropriate for further consideration are the Ziff 4-tap (85,93),
the Mersenne twister (94), the combined generator mzran (95), RANLUX at a luxury level of 2
or above (96), and ran2 (13). The so-called “minimal standard” 32-bit linear congruential gener-
ator (97) does well for its type but has major limitations on account of the short period. It would
be worth testing a 64-bit version. In Ising model tests, a 32-bit linear congruential generator
failed but two 48-bit ones passed (89). The consensus negative control seems to be R250

(13)

Recommended reviews and test results are (63,82,96,98–103). Code for many RNGs is
available on the Web. NETLIB has many RNGs and test programs in Fortran and in C
(www.netlib.org). The GNU Scientific Library has C versions of many RNGs (www.gnu.org/
software/gsl), and Matpack has C++ versions (http://www.matpack.de/). Other highly useful
starting points are the websites of Luc Devroye (http://cgm.cs.mcgill.ca/~luc/rng.html) and
Peter Hellekalek (http://random.mat.sbg.ac.at).

4.3. Tests

Systematic testing of RNGs is essential. The tests probe for “some property that a truly
random sequence should not possess” (100). As L’Ecuyer puts it, “bad RNGs are those that
fail simple tests, whereas good RNGs fail only complicated tests that are hard to find and run”
(103). Before an RNG is used in applications, it ought to be tested by its author and in an
independent comparative study. Standard general tests for good statistics include Diehard
(George Marsaglia, stat.fsu.edu/pub/diehard), the NIST Statistical Test Suite (104), SPRNG =
Scalable Parallel RN Generators (105), and TestU0l (L’Ecuyer and Simard. www.iro.umontreal.
ca/~simardr/testu01/tu01.html).

x x x mn n n+1 250 103= XOR (mod ).− −

log r 2
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An RNG that passes general statistical tests still needs to be tested in applications (98–100,
106). Ideally, it would be tested in applications in which exact answers are known, but com-
parisons with other RNGs, good and bad, are also useful. The comparisons ought to include
RNGs of totally different types (82). Tests on simulations of phase transitions, often some
form of the Ising model, showed the limitations of RNGs that had been previously consid-
ered satisfactory (63,89,98,107,108). Other physical simulations that have proved useful in
testing include the structure of crystal lattices (109,110), bond percolation (85), and self-
avoiding walks (93,111).

Of particular interest here are tests based on random walks. Vattulainen et al. (98) ran
n-step random walks starting at the origin, recorded the final position by quadrant, and
applied a χ2 test for uniformity. Some tests used a fixed value of n = 1000 and others varied
n to show that the range of correlations in the RNG was approximately the maximum offset
p in the RNG. Another approach was to examine the average of blocks of n successive num-
bers, again varying n to identify the range of correlations. The PDF of the final position of
2D random walks was also tested (100). Two of the RNGs gave very similar PDFs as shown
in a difference plot, but another RNG showed clear systematic error, although comparison
with the analytical expression might be better. Tretiakov et al. (110) tested the smoothness of
the distribution of RNs by generating 1010 RNs between 0 and 1 and binning them into 106

bins. A histogram of the counts per bin was expected to be a narrow Gaussian centered on
104. Two generators gave this result but the Press ran2 (13) gave two peaks, both displaced
from 104. Gammel (112) tested RNGs using rescaled range analysis, a method used to char-
acterize fractional Brownian motion. Vattulainen (106) examined the intersections of inde-
pendent random walks as a test of RNGs for parallel computation.

4.4. Correlations in RNGs

RNGs fail these tests on account of correlations among RNs. All pseudo-RNGs have corre-
lations. The recursion relation is one correlation; substituting the recursion relation into itself
implies another correlation, and so forth (113). Errors arise in simulations when there is, so to
speak, “constructive interference” between the correlations in the simulated system and the
correlations in the RNG (114). Errors can arise from correlations between nearby RNs in the
sequence and from correlations having a range close to a dimension of the system, particularly
in phase transition simulations on a lattice. A completely avoidable source of correlations is
using an RNG with a short period. The RNG ought to have a period much greater than is
needed in the run (see section 4.2.5 in ref. 102). A common recommendation is that the number
of RNs used be no greater than the square root of the period of the RNG (101).

In a given simulation, a key test for errors resulting from correlations is to see whether the
results are changed significantly when a different RNG based on a distinct algorithm is used.
In addition, correlations can be broken by decimating the RN sequence, that is, using say only
every third RN in the sequence, or by periodically (or randomly) generating and discarding a
(random) number of RNs (115). Decimation has been shown to fix RNGs in physics simula-
tions (107,116). The RANLUX RNG has various “luxury levels” setting the fraction of RNs
discarded (96). As the fraction discarded increased, this RNG shifted from failing certain tests
to barely passing them to passing them (106).

One could argue by analogy with molecular dynamics calculations (109) that obstruction
by random obstacles decorrelates a random walk after a few collisions, and so the choice of
RNG is not critical here. But Holian et al. (109) present molecular dynamics results in which
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the initial state is not forgotten quickly. Furthermore, an application-specific test of an RNG
requires a comparison of the results of various RNGs with exact results, and few exact results
are available for obstructed diffusion. Many results are known for percolation problems
involving diffusion, but they involve finite-size corrections so it is hard to tell whether an observed
discrepancy is the result of problems in the RNG or in the scaling correction. The best test
might use a 2D continuum random walk in regular arrays of cylinders or spheres, for which
high-quality approximations are available, see p. 414 in ref. 117.

4.5. Transformations of RNs

Typically, RNs uniform on (0,1) are generated and transformed to other distributions if nec-
essary. Commonly used transformations are discussed in several sources (13,118–120) and
Devroye treats the question comprehensively (121). The most important transformation for
diffusion modeling is to produce Gaussian RNs. One method that has been used is to sum N
uniform RNs on (0,1) and subtract N/2, often with N = 12. By the central limit theorem this
is close to Gaussian. But the method is slow, it is not exact, and it has a systematic error in
the tails because the largest step size possible is N/2. Bratley et al. (119) describe the method
as “not very quick and unnecessarily dirty.” A much better approach is the Box-Muller trans-
formation, which converts a pair of uniform RNs to a pair of Gaussian RNs. An efficient pro-
gram to do this without trigonometric functions is in ref. 13. A warning: Unless the RNG
producing the uniform RNs is of high quality, lattice structure in the pairs of uniform RNs pro-
duces beautiful but unwanted spiral structure in the pairs of Gaussian RNs, see pp. 161–162
and pp. 223–224 in ref. 119, Chapter 3 in ref. 118, and pp. 88–89 in ref. 120. Another high-
quality approach is the so-called ziggurat method (122) but see also ref. 123.

The transformation or inverse CDF method can be useful for some distributions (see sec-
tion 7.2. in ref. 13 and section 2.1. in ref. 120). For a 2D continuum random walk, one can
use this method to generate r from Eq. 2, and then find ∆x = r cos θ and ∆y = r sin θ, where
θ is a random number uniformly distributed on [0,2π). This method is slower than the
Box–Muller transformation; both require two RNs, a logarithm and a square root, and this
method also requires two trigonometric functions. The transformation method can also be
used with Eq. 11 to generate waiting times for a CTRW.

4.6. Seeds

What is the best way to generate the seed? The system clock is too regular to use unless
one has access at the nanosecond level. Better practice is to generate a list of random seeds
from a different RNG with an arbitrary seed. It may be convenient to use the Mathematica
RNG, which by default uses as its seed the system time when the program is first started on
the machine. One must save the seed to be able to repeat a sequence of moves for debug-
ging. A major advantage of a pseudo-RNG over a true RNG is that the sequence from the
pseudo-RNG is reproducible and the sequence from the true RNG is not.

5. Programming and Computational Speed
The first principle in programming is cleanliness of structure, cleanliness of notation, and

uniformity of notation. This will help both correctness and speed. Like cockroaches, com-
puter bugs hide in clutter and thrive in messes.

One should think about speed in terms of the inner loop of the program, the part of the pro-
gram that is executed the most often. In the pseudocode obstructed diffusion program of Fig. 4,
the inner loop is the loop over time steps. This is where improvements in programming will
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have the most effect. There are likely to be many parts of the program, such as data analysis or
insertion of obstacles, where reducing the run times to zero would have little effect. The use of
a code profiler is recommended to find out where the program is in fact spending its time.

Some useful principles are discussed in the literature of high-performance computing,
though some of the optimizations given there are better left to compilers (124,125). The dis-
cussion of the programming strategy for the GROMACS 3.0 molecular simulation package
is instructive (126). One important point is that CPU speeds have increased much more than
memory chip speeds, so that the limiting factor in a program can be memory access, not CPU
speed. There is a hierarchy of memory and access times: access times for registers and level 1
cache, nanoseconds; level 2 cache, tens of nanoseconds; memory, hundreds of nanoseconds;
and disk, milliseconds, see p. 35 in ref. 124 and p. 49 in ref. 125.

Another consideration is that instructions may be pipelined in the CPU, that is, the CPU may
at the same time execute instruction 1, fetch the operands for instruction 2, decode instruction 3,
and fetch instruction 4 from memory. Branching may force the pipeline to be cleared and
reloaded. Some branching is unavoidable, such as in choosing moves on a lattice, but unneces-
sary branching slows execution. 

Locality of reference is important to speed. Accessing adjacent locations in memory is
faster than accessing disjointed locations. So when operating on an array A(I,J) in a pair of
loops one should make the inner loop over adjacent memory locations (I in Fortran and J in
C). For the same reason, beware of linked lists. These are elegant structures, excellent for
saving memory (6), but with poor locality of reference.

For speed, programs may need to be organized differently for nonparallel and parallel
processors. For nonparallel processors, one should do expensive computations only if neces-
sary. In a force calculation for interacting particles on the continuum, one divides the system
into cells and tests only the particles in the same cell as the particle in question, or in an adja-
cent cell. One then calculates the square distance between pairs of particles and compares that
with the square of the cutoff distance for the potential. (In practice this is done periodically
as a neighbor list, as mentioned at the beginning of Section 3.) One takes the square root to
find the distance only if it is needed. On the other hand, in a parallel program one tries to
maximize the amount of computation done in parallel so it may be faster to do necessary and
unnecessary calculations uniformly. 
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The RNG is used at every move, so improving its efficiency may be important. First,
although a few RNGs inherently produce real numbers, most first produce random integers.
If the RNG produces random integers NRAND in (0,N) and then normalizes them as RAND =
FLOAT(NRAND)/FLOAT(N), one can sometimes avoid the multiplication by 1/FLOAT(N) by
using the unnormalized form. Here FLOAT represents conversion from integer to floating point.
For a square lattice, the move

IF(RAND < 3/4)THEN
MOVE = +X

ELSE IF (RAND < 1/2)THEN
MOVE = – X... 

can be replaced by

IF(NRAND < 3N/4)THEN
MOVE = +X 

ELSE IF (NRAND < N/2)THEN
MOVE = –X...

where the constants 3N/4, N/2... are precomputed. Second, RNG subroutines sometimes have
different procedures to initialize the RNG and to generate the RNs. Some subroutines (13) do
this by a switch. This is inefficient, because every move requires an unnecessary IF statement
and a branch. Better practice is to separate the operations and isolate the RNG initialization
in the initialization subroutine of the program. Third, if the RNG is a subroutine, it introduces
the overhead of a subroutine call into the inner loop. This ought to be avoided by inline cod-
ing, either by copying the code into every place it is used, or setting the compiler optimiza-
tion to do this automatically.

6. Special Methods
Some diffusion simulations can be speeded considerably by changing the fundamental

algorithm instead of tweaking details of the programming.

6.1. The n-Fold Way

The approach known as the n-fold way or an event-driven algorithm has appeared independ-
ently in various parts of the physics, chemistry, and simulation literature (127). The essentials
of this approach can be seen in the problem of escape of a tracer from a binding site. Let the
escape probability from the binding site per time step be p. There are three ways to set up the
escape algorithm. First, at each time step one can generate a random number RAND uniformly
distributed in (0,1). If RAND < p, the particle escapes. This method is simple because all
events—escape, random walk, and so on—are on the same clock. It correctly takes into
account the statistical fluctuations in the escape time, but it is highly inefficient. Second, one
can use a mean-field approach in which the particle stays in the trap for a time of exactly 1/p
and then escapes. This approach is fast and simple but it eliminates fluctuations in the escape
time (which can be considered an advantage or a disadvantage). And one has to carry forward
the position of the particle for 1/p time steps. Third, one can generate the escape time as a ran-
dom number from the probability distribution of escape times p(n) = (1 – p)n–1 p. This
approach is fast and includes the statistical fluctuations correctly, although again one has to
carry forward the position. The second and third methods are examples of the n-fold way.
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The n-fold way originated as an improved Monte Carlo algorithm for the Ising model. The
algorithm “accounts for the a priori probability of changing spins before, rather than after,
choosing the spin or spins to change” so it can efficiently handle situations in which the prob-
ability of a spin flip is small (128). The term “n-fold” refers to a system in which there is a
finite number n of possible events, so that the required probabilities and time increments can
be calculated. A lucid discussion of the n-fold way and kinetic Monte Carlo calculations is in
ref. 129. Event-driven algorithms were essential in the work on random sequential adsorption
described in Section 3.6. Here the difficulty is that when the coverage is nearly complete, the
number of random attempts needed to find an available region is prohibitively large. The event-
driven algorithm attempts adsorption only in available regions and increments the clock by an
amount that accounts for the elimination of unavailable regions (62,130).

6.2. First Passage Time Method

The first passage time method is a special case of the n-fold way. Consider continuum dif-
fusion of a point tracer in the presence of circular obstacles. In the usual algorithm, the tracer
makes small steps ∆r with a time increment ∆t, and the tracer spends most of its time mov-
ing between obstacles. In the improved algorithm, at each time step one constructs the largest
circle that is centered on the tracer but does not intersect any obstacles. One then chooses a
random angle in [0,2π), moves the tracer to the corresponding point on the circumference of
the circle, and increments the clock by a random number chosen from the first passage time dis-
tribution for a circle of that radius. This approach was applied to diffusion-controlled reaction
rates (131) and to the conductivity and the diffusion coefficient (67,132). In a modification
of this method, the time increment was chosen to be the mean first passage time (133). For
further developments of the first passage time method by the Torquato group, see ref. 134.
Another variant of the method, the “walk on spheres” algorithm and its extension the Green’s
function first passage method, has given highly efficient calculations of reaction rates of a dif-
fusing particle with spherical traps, and conductivity in composites (equivalent to obstructed
diffusion) (135). The Green’s function reaction dynamics method uses an event-driven algo-
rithm to simulate chemical reactions using the propagator for the Smoluchowski problem of
reactive collisions of spheres (136).

A complication in the event-driven method is that in a system with many particles one
must determine which pair of particles will be the next to collide or react. For an approach to
this problem in a well-mixed reacting system, see ref. 137. Methods for collisions in a hard-
sphere fluid are discussed on pp. 391–417 in ref. 6. A disadvantage of the event-driven algo-
rithm is the irregularity of the time coordinate.

7. Packaged Programs
This chapter emphasizes how to write a diffusion program, but diffusion can also be sim-

ulated using high-quality packaged programs for modeling molecular interactions and cellular
processes. Programs for cellular modeling are reviewed by Slepchenko et al. (138) and pro-
grams for molecular modeling are reviewed by Baker (73) and in a special issue of the
Journal of Computational Chemistry (139). An excellent review by Takahashi et al. (140)
compares a variety of algorithms and programs in the context of modeling intracellular
crowding. The molecular modeling programs use molecular dynamics, Brownian dynamics,
or both. The cellular modeling programs may be able to include realistic cellular geometry in
the simulations. For example, Dix et al. (141) used GROMACS in a comprehensive model of
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biophysical fluorescence correlation spectroscopy experiments, taking into account photo-
physics as well as diffusion. Effects of crowding and system geometry can also be included.
Coggan et al. (142) used MCell to model neurotransmission at a synapse. Atomic-level mod-
eling of protein–protein diffusion and association is reviewed by Gabdoulline and Wade (75).

8. References on the Physics of Diffusion
In biophysics, the usual first reference on diffusion is Berg’s book (143). The standard

references on diffusion and equivalently heat conduction are Carslaw and Jaeger (17) and
Crank (144). Hughes (145) provides an encyclopedic treatment of random walks from a
mathematician’s point of view but written at the level of abstraction of the physics literature.
Torquato’s book (117) on random heterogeneous materials is highly helpful. Some useful
books discuss random walks (66,146,147), percolation (148), and fractals (149–151) from the
standpoint of contemporary physics. For general numerical methods, an essential reference
is Numerical Recipes (13), available in Fortran, C, and C++. For criticisms see
http://www.lysator.liu.se/c/ num-recipes-in-c.html and for replies see http://www.nr.com/. For
inspiration on how to approach nonstandard problems in diffusion simulation, it is useful to go
outside the literature of Monte Carlo simulations. See textbooks on algorithms (152,153), com-
putational geometry (154), and computer graphics, where it is necessary to calculate many
intersections of lines and surfaces quickly (155). For references to formulas on the diffusion
coefficient as a function of obstacle concentration, and the percolation threshold of ellipses see
Section III-B in ref. 1 and for percolation thresholds for ellipsoids, see ref. 156.

9. General Comments
Modeling an entire organelle or cell is becoming popular. How useful is this? It depends

on the information available. For example, Tremmel et al. (157) modeled the diffusion of
plastoquinol in thylakoid membranes. The simulation used realistic concentrations and pro-
tein shapes. The effect of the shapes was found to be small but this was not known a priori.
Later work (158) examined the effect of short-range interactions on protein–protein associa-
tion. Another model (80) of the thylakoid membrane assumed cylindrical proteins but treated
the interactions in more detail, including a screened Coulomb repulsion, a van der Waals
attraction, and lipid-mediated interactions. This work focused on the interactions required for
segregation of photosystems I and II. Elcock (159) modeled removal of a protein from a chap-
eronin cage as a function of the concentration of inert polysaccharides. Coggan et al. (142)
modeled neurotransmission at a synapse using 3D geometry from serial-section electron
tomography, and experimental values of reactant distributions and rate constants.

The first problem in such modeling is that one needs the concentrations and shapes of the
major components. These are known for chloroplasts and synapses, but not for an entire cell.
Even finding the total area fraction of membrane proteins in the plasma membrane is problem-
atic (1). For each component, one needs the translational and rotational diffusion coefficient in
a dilute solution. This could be estimated from size and asymmetry using the Saffman–Delbrück
equations for a 2D membrane (160), or the Stokes–Einstein equations for spheres, or numeri-
cally for more complex 3D shapes (161). A serious problem is characterizing the interactions,
both protein–protein and protein–organelle. The interaction of mobile species with immobile
species is particularly important because it can lead to transient anomalous subdiffusion (10).

Given these difficulties, whole-cytoplasm simulations are good ways to capture the imag-
ination of audiences but are hard to prove or disprove. For example, Bicout and Field (162)
modeled Escherichia coli cytoplasm—the best-characterized example—as a mixture of
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spherical particles representing proteins, ribosomes, and tRNA interacting by Lennard-Jones
and electrostatic potentials. Testability is the key factor. One useful approach would be the
simulation of model systems, such as the actin/Ficoll mixtures used as a model of cytoplasm
in diffusion experiments (163,164). Entangled F-actin filaments represented the cytoskeletal
network, and Ficoll represented the high concentration of mobile species in the cytoplasm.
For a more abstract approach, one could model diffusion of interacting particles with various
distributions of interactions, comparing uniform interactions with normal, lognormal, and
singular distributions of interaction parameters.
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Appendix: Properties of the Diffusion Propagator in d Dimensions
The simplest approach to verifying the normalization of the propagator and finding its

moments is to solve the general case for even moments in d dimensions. The formulas are not con-
veniently accessible in the literature. For free diffusion in d dimensions, the propagator is (165)

(A1)

The volume of a d-dimensional sphere is (166)

(A2)

so that the volume element is

(A3)

Here Γ is the gamma function, defined by (167)

(A4)

The 2nth moment of r is defined as

(A5)

Substitute Eqs. A1 and A3 into A5, and use the definition of the gamma function to obtain
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verifying the normalization of P(r,t). The MSD is

(A8)

and

(A9)

so that the variance in the MSD is

(A10)

and the standard deviation of the MSD is proportional to the MSD in all dimensions

(A11)
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54. Holyst, R., Plewczyński, D., Aksimentiev, A., and Burdzy, K. (1999) Diffusion on curved, peri-
odic surfaces. Phys. Rev. E 60, 302–307.

55. Christensen, M. (2004) How to simulate anisotropic diffusion processes on curved surfaces. J.
Comput. Phys. 201, 421–438.

56. Sbalzarini, I. F., Mezzacasa, A., Helenius, A., and Koumoutsakos, P. (2005) Effects of organelle
shape on fluorescence recovery after photobleaching. Biophys. J. 89, 1482–1492.

57. Saxton, M. J. (1995) Single-particle tracking: Effect of corrals. Biophys. J. 69, 389–398.
58. Nagle, J. F. (1992) Long tail kinetics in biophysics? Biophys. J. 63, 366–370.
59. Coeurjolly, J. -F. (2000) Simulation and identification of the fractional Brownian motion: a bib-

liographical and comparative study. J. Stat. Software 5, Issue 7 (www.jstatsoft.org).
60. Evans, J. W. (1993) Random and cooperative sequential adsorption. Revs. Mod. Phys. 65,

1281–1329.
61. Talbot, J., Tarjus, G., Van Tassel, P. R., and Viot, P. (2000) From car parking to protein adsorp-

tion: an overview of sequential adsorption processes. Colloids Surf. A 165, 287–324.

316 Saxton

20_Saxton  6/28/07  9:50 PM  Page 316

www.jstatsoft.org


62. Wang, J. S. (1994) A fast algorithm for random sequential adsorption of disks. Int. J. Mod. Phys.
C5, 707–715.

63. Ossola, G. and Sokal, A. D. (2004) Systematic errors due to linear congruential random-number
generators with the Swendsen–Wang algorithm: A warning. Phys. Rev. E 70, 027701.

64. Havlin, S. and Ben-Avraham, D. (1987) Diffusion in disordered media. Adv. Phys. 36, 695–798.
65. Stauffer, D. (1985) Introduction to Percolation Theory. Taylor & Francis, London.
66. ben-Avraham, D. and Havlin, S. (2000) Diffusion and Reactions in Fractals and Disordered

Systems. Cambridge University Press, Cambridge.
67. Tobochnik, J., Laing, D., and Wilson, G. (1990) Random-walk calculation of conductivity in

continuum percolation. Phys. Rev. A 41, 3052–3058.
68. Cichocki, B. and Hinsen, K. (1990) Dynamic computer simulation of concentrated hard sphere

suspensions. I. Simulation technique and mean square displacement data. Physica A 166, 473–491.
69. Heyes, D. M. and Branka, A. C. (1994) Molecular and Brownian dynamics simulations of self-

diffusion in inverse power fluids. Phys. Chem. Liq. 28, 95–115.
70. Gabdoulline, R. R. and Wade, R. C. (1998) Brownian dynamics simulation of protein-protein

diffusional encounter. Methods 14, 329–341.
71. Elcock, A. H. (2002) Modeling supramolecular assemblages. Curr. Opin. Struct. Biol. 12, 154–160.
72. Baker, N. A. and McCammon, J. A. (2003) Electrostatic interactions. Meth. Biochem. Anal. 44,

427–440.
73. Baker, N. A. (2004) Poisson-Boltzmann methods for biomolecular electrostatics. Methods Enzymol.

383, 94–118.
74. Dodd, T. L., Hammer, D. A., Sangani, A. S., and Koch, D. L. (1995) Numerical simulations of

the effect of hydrodynamic interactions on diffusivities of integral membrane proteins. J. Fluid
Mech. 293, 147–180.

75. Gabdoulline, R. R. and Wade, R. C. (2002) Biomolecular diffusional association. Curr. Opin.
Struct. Biol. 12, 204–213.

76. Marcelja, S. (1999) Toward a realistic theory of the interaction of membrane inclusions. Biophys.
J. 76, 593–594.

77. Kim, K. S., Neu, J., and Oster, G. (2000) Effect of protein shape on multibody interactions
between membrane inclusions. Phys. Rev. E 61, 4281–4285.

78. Lagüe, P., Zuckermann, M. J., and Roux, B. (2001) Lipid-mediated interactions between intrinsic
membrane proteins: Dependence on protein size and lipid composition. Biophys. J. 81, 276–284.

79. Bohinc, K., Kralj-Iglic, V., and May, S. (2003) Interaction between two cylindrical inclusions in
a symmetric lipid bilayer. J. Chem. Phys. 119, 7435–7444.

80. Borodich, A., Rojdestvenski, L., and Cottam, M. (2003) Lateral heterogeneity of photosystems
in thylakoid membranes studied by Brownian dynamics simulations. Biophys. J. 85, 774–789.

81. Saxton, M. J. (1997) Single-particle tracking: The distribution of diffusion coefficients. Biophys.
J. 72, 1744–1753.

82. L’Ecuyer, P. (2001) Software for uniform random number generation: distinguishing the good
and the bad. Proceedings of the 2001 Winter Simulation Conference (Peters, B. A., Smith, J. S.,
Medeiros, D. J., and Rohrer, M. W., eds.) Association for Computing Machinery, New York,
Vol. 1, pp. 95–105.

83. Knuth, D. E. (1997) The Art of Computer Programming. Seminumerical Algorithms, vol. 2, 3rd
ed., Addison-Wesley, Reading, Mass.

84. Marsaglia, G. (1968) Random numbers fall mainly in the planes. Proc. Natl. Acad. Sci. USA 61,
25–28.

85. Ziff, R. M. (1996) Effective boundary extrapolation length to account for finite-size effects in the
percolation crossing function. Phys. Rev. E. 54, 2547–2554.

86. Knüsel, L. (2005) On the accuracy of statistical distributions in Microsoft Excel 2003. Comput.
Statist. Data Anal. 48, 445–449.

Modeling 2D and 3D Diffusion 317

20_Saxton  6/28/07  9:50 PM  Page 317



87. McCullough, B. D. and Wilson, B. (2005) On the accuracy of statistical procedures in Microsoft
Excel. Comput. Statist. Data Anal. 49, 1244–1252.

88. Nogués, J., Costa-Krämer, J. L., and Rao, K. V. (1998) Are random walks random? Physica A
250, 327–334.

89. Coddington, P. D. (1996) Tests of random number generators using Ising model simulations.
Int. J. Mod. Phys. C 7, 295–303.

90. Press, W. H. and Teukolsky, S. A. (1992) Portable random number generators. Comput. Phys. 6,
522–524.

91. Press, W. H., Flannery, B. P., Teukolsky, S. A., and Vetterling, W. T. (1986) Numerical Recipes:
The Art of Scientific Computing. Cambridge University Press, Cambridge.

92. Press, W. H., Teukolsky, S. A., Vetterling, W. T., and Flannery, B. P. (1996) Numerical Recipes in
Fortran 90: The Art of Parallel Scientific Computing. Cambridge University Press, Cambridge.

93. Ziff, R. M. (1998) Four-tap shift-register-sequence random-number generators. Comput. Phys.
12, 385–392.

94. Matsumoto, M. and Nishimura, T. (1998) Mersenne twister: a 623-dimensionally equidistributed
uniform pseudo-random number generator. ACM Trans. Modeling Comput. Simul. 8, 3–30.
Available in various languages at www.math.sci.hiroshima-u.ac.jp/~m-mat/MT/eindex.html.

95. Marsaglia, G. and Zaman, A. (1994) Some portable very-long-period random number genera-
tors. Comput. Phys. 8, 117–121.

96. Hamilton, K. G. and James, F. (1997) Acceleration of RANLUX. Comput. Phys. Comm. 101,
241–248. Has a Fortran version.

97. Park, S. K. and Miller, K. W. (1988) Random number generators—good ones are hard to find.
Commun. ACM 31, 1192–1201.

98. Vattulainen, I., Ala-Nissila, T., and Kankaala, K. (1995) Physical models as tests of randomness.
Phys. Rev. E. 52, 3205–3214.

99. Vattulainen, I., Kankaala, K., Saarinen, J., and Ala-Nissila, T. (1995) A comparative study of
some pseudorandom number generators. Comput. Phys. Comm. 86, 209–226.

100. Vattulainen, I. and Ala-Nissila, T. (1995) Mission impossible: find a random pseudorandom
number generator. Comput. Phys. 9, 500–504.

101. Hellekalek, P. (1998) Good random number generators are (not so) easy to find. Math. Comput.
Simulation 46, 485–505.

102. L’Ecuyer, P. (1998) Random number generation, in Handbook on Simulation: Principles,
Methodology, Advances, Applications, and Practice. Wiley, New York, pp. 93–137.

103. L’Ecuyer, P. (2006) Random number generation, in Simulation (Henderson, S. G. and Nelson, B. L.,
eds.), Elsevier, Amsterdam, pp. 55–81.

104. Rukhin, A., Soto, J., Nechvatal, J., et al. (2001) A statistical test suite for random and pseudo-
random number generators for cryptographic applications. National Institute of Standards
and Technology (NIST) Special Publication 800-22 (with revisions May 15, 2001). Available
at csrc.nist.gov/publications/nistpubs/ along with Unix and PC forms of the NIST Statistical
Test Suite.

105. Mascagni, M. and Srinivasan, A. (2000) SPRNG: a scalable library for pseudorandom number
generation. ACM Trans. Math. Software 26, 436–461.

106. Vattulainen, I. (1999) Framework for testing random numbers in parallel calculations. Phys. Rev.
E 59, 7200–7204.

107. Ferrenberg, A. M., Landau, D. P., and Wong, Y. J. (1992) Monte Carlo simulations: Hidden errors
from “good” random number generators. Phys. Rev. Lett. 69, 3382–3384.

108. Schmid, F. and Wilding, N. B. (1995) Errors in Monte Carlo simulations using shift register ran-
dom number generators. Int. J. Mod. Phys. C6, 781–787.

109. Holian, B. L., Percus, O. E., Warnock, T. T., and Whitlock, P. A. (1994) Pseudorandom number
generator for massively parallel molecular-dynamics simulations. Phys. Rev. E 50, 1607–1615.

318 Saxton

20_Saxton  6/28/07  9:50 PM  Page 318

www.math.sci.hiroshima-u.ac.jp/~m-mat/MT/eindex.html


110. Tretiakov, K. V. and Wojciechowski, K. W. (1999) Efficient Monte Carlo simulations using a
shuffled nested Weyl sequence random number generator. Phys. Rev. E60, 7626–7628.

111. Grassberger, P. (1993) On correlations in “good” random number generators. Phys. Lett. A
181, 43–46.

112. Gammel, B. M. (1998) Hurst’s rescaled range statistical analysis for pseudorandom number gen-
erators used in physical simulations. Phys. Rev. E58, 2586–2597.

113. Shchur, L. N., Heringa, J. R., and Blöte, H. W. J. (1997) Simulation of a directed random-walk
model. The effect of pseudo-random-number correlations. Physica A 241, 579–592.

114. Compagner, A. (1995) Operational conditions for random-number generation. Phys. Rev. E52,
5634–5645.

115. Shchur, L. N. (1999) On the quality of random number generators with taps. Comput. Phys.
Comm. 121–122, 83–85.

116. Filk, T., Marcu, M., and Fredenhagen, K. (1985) Long range correlations in random number gen-
erators and their influence on Monte Carlo simulations. Phys. Lett. B 165, 125–130.

117. Torquato, S. (2002) Random Heterogeneous Materials: Microstructure and Macroscopic
Properties. Springer, New York.

118. Ripley, B. D. (1987) Stochastic Simulation. Wiley, New York. Has Fortran listings.
119. Bratley, P., Fox, B. L., and Schrag, L. E. (1987) A Guide to Simulation, 2nd ed., Springer-Verlag,

New York.
120. Gentle, J. E. (1998) Random Number Generation and Monte Carlo Methods. Springer-Verlag,

New York.
121. Devroye, L. (1986) Non-Uniform Random Variate Generation. Springer-Verlag, New York.
122. Marsaglia, G. and Tsang, W. W. (2000) The ziggurat method for generating random variables.

J. Stat. Software 5, Issue 8 (www.jstatsoft.org). Has a C listing.
123. Leong, P. H. W., Zhang, G., Lee, D. -U., Luk, W., and Villasenor, J. D. (2005) A comment on the

implementation of the ziggurat method. J. Stat. Software 12, Issue 7 (www.jstatsoft.org).
124. Dowd, K. and Severance, C. R. (1998) High Performance Computing, 2nd ed., O’Reilly &

Associates, Sebastopol, CA.
125. Wadleigh, K. R. and Crawford, I. L. (2000) Software Optimization for High Performance

Computing. Prentice Hall PTR, Upper Saddle River, NJ.
126. Lindahl, E., Hess, B., and van der Spoel, D. (2001) GROMACS 3.0: a package for molecular

simulation and trajectory analysis. J. Mol. Model. 7, 306–317.
127. Novotny, M. A. (1995) A new approach to an old algorithm for the simulation of Ising-like systems.

Comput. Phys. 9, 46–52.
128. Bortz, A. B., Kalos, M. H., and Lebowitz, J. L. (1975) New algorithm for Monte Carlo simula-

tion of Ising spin systems. J. Comput. Phys. 17, 10–18.
129. Battaile, C. C., Srolovitz, D. J., and Butler, J. E. (1997) A kinetic Monte Carlo method for the

atomic-scale simulation of chemical vapor deposition: Application to diamond. J. Appl. Phys. 82,
6293–6300.

130. Brosilow, B. J., Ziff, R. M., and Vigil, R. D. (1991) Random sequential adsorption of parallel
squares. Phys. Rev. E 43, 631–638.

131. Zheng, L. H. and Chiew, Y. C. (1989) Computer simulation of diffusion-controlled reactions in
dispersions of spherical sinks. J. Chem. Phys. 90, 322–327.

132. Tobochnik, J. (1990) Efficient random walk algorithm for computing conductivity in continuum
percolation systems. Comput. Phys. 4, 181–184.

133. Torquato, S. and Kim, I. C. (1989) Efficient simulation technique to compute effective proper-
ties of heterogeneous media. Appl. Phys. Lett. 55, 1847–1849.

134. Torquato, S., Kim, I. C., and Cule, D. (1999) Effective conductivity, dielectric constant, and dif-
fusion coefficient of digitized composite media via first-passage-time equations. J. Appl. Phys.
85, 1560–1571.

Modeling 2D and 3D Diffusion 319

20_Saxton  6/28/07  9:50 PM  Page 319

www.jstatsoft.org
www.jstatsoft.org


135. Hwang, C. O., Given, J. A., and Mascagni, M. (2001) The simulation-tabulation method for clas-
sical diffusion Monte Carlo. J. Comput. Phys. 174, 925–946.

136. van Zon, J. S. and ten Wolde, P. R. (2005) Simulating biochemical networks at the particle level
and in time and space: Green’s function reaction dynamics. Phys. Rev. Lett. 94, 128103.

137. Gillespie, D. T. (1977) Exact stochastic simulation of coupled chemical reactions. J. Phys. Chem.
81, 2340–2361.

138. Slepchenko, B. M., Schaff, J. C., Carson, J. H., and Loew, L. M. (2002) Computational cell biology:
Spatiotemporal simulation of cellular events. Annu. Rev. Biophys. Biomol. Struct. 31, 423–441.

139. Brooks, C. L. (2005) Special issue: Modern tools for macromolecular simulation and modeling.
J. Comput. Chem. 26, 1667.

140. Takahashi, K., Arjunan, S. N. V., and Tomita, M. (2005) Space in systems biology of signaling
pathways—towards intracellular molecular crowding in silico. FEBS Lett. 579, 1783–1788.

141. Dix, J. A., Hom, E. F. Y., and Verkman, A. S. (2006) Fluorescence correlation spectroscopy
simulation of photophysical phenomena and molecular interactions: A molecular dynamics/
Monte Carlo approach. J. Phys. Chem. B 110, 1896–1906.

142. Coggan, J. S., Bartol, T. M., Esquenazi, E., et al. (2005) Evidence for ectopic neurotransmission
at a neuronal synapse. Science 309, 446–451.

143. Berg, H. C. (1993) Random Walks in Biology, 2nd ed., Princeton University Press, Princeton, NJ.
144. Crank, J. (1975) The Mathematics of Diffusion, 2nd ed., Oxford University Press, Oxford.
145. Hughes, B. D. (1995, 1996) Random Walks and Random Environments, 2 vols. Oxford University

Press, Oxford.
146. Redner, S. (2001) A Guide to First-Passage Processes. Cambridge University Press, Cambridge.
147. Rudnick, J. and Gaspari, G. (2004) Elements of the Random Walk: An Introduction for Advanced

Students and Researchers. Cambridge University Press, Cambridge.
148. Stauffer, D. and Aharony, A. (1992) Introduction to Percolation Theory, 2nd ed., Taylor &

Francis, London.
149. Bassingthwaighte, J. B., Liebovitch, L. S., and West, B. J. (1994) Fractal Physiology. Oxford

University Press, Oxford.
150. Dewey, T. G. (1997) Fractals in Molecular Biophysics. Oxford University Press, Oxford.
151. Liebovitch, L. S. (1998) Fractals and Chaos Simplified for the Life Sciences. Oxford University

Press, New York.
152. Sedgewick, R. (1988) Algorithms. Addison-Wesley, Reading, MA.
153. Skiena, S. S. (1998) The Algorithm Design Manual. Springer TELOS-The Electronic Library of

Science, Santa Clara, CA.
154. O’Rourke, J. (1994) Computational Geometry in C. Cambridge University Press, Cambridge.
155. Glassner, A. S. (1990) Graphics Gems. Academic Press, Boston. There are now 5 volumes in the

series, with various editors.
156. Yi, Y. -B. and Sastry, A. M. (2004) Analytical approximation of the percolation threshold for

overlapping ellipsoids of revolution. Proc. R. Soc. Lond. A 460, 2353–2380.
157. Tremmel, I. G., Kirchhoff, H., Weis, E., and Farquhar, G. D. (2003) Dependence of plastoquinol

diffusion on the shape, size, and density of integral thylakoid proteins. Biochim. Biophys. Acta
1607, 97–109.

158. Tremmel, I. G., Weis, E., and Farquhar, G. D. (2005) The influence of protein-protein interac-
tions on the organization of proteins within thylakoid membranes. Biophys. J. 88, 2650–2660.

159. Elcock, A. H. (2003) Atomic-level observation of macromolecular crowding effects: Escape of
a protein from the GroEL cage. Proc. Natl. Acad. Sci. USA 100, 2340–2344.

160. Saffman, P. G. and Delbrück, M. (1975) Brownian motion in biological membranes. Proc. Natl.
Acad. Sci. USA 72, 3111–3113.

161. Garcia de la Torre, J., Huertas, M. L., and Carrasco, B. (2000) Calculation of hydrodynamic
properties of globular proteins from their atomic-level structure. Biophys. J. 78, 719–730.

320 Saxton

20_Saxton  6/28/07  9:50 PM  Page 320



162. Bicout, D. J. and Field, M. J. (1996) Stochastic dynamics simulations of macromolecular diffu-
sion in a model of the cytoplasm of Escherichia coli. J. Phys. Chem. 100, 2489–2497.

163. Hou, L., Luby-Phelps, K., and Lanni, F. (1990) Brownian motion of inert tracer macromolecules in
polymerized and spontaneously bundled mixtures of actin and filamin. J. Cell Biol. 110, 1645–1654.

164. Hou, L., Lanni, F., and Luby-Phelps, K. (1990) Tracer diffusion in F actin and Ficoll mixtures.
Toward a model for cytoplasm. Biophys. J. 58, 31–44.

165. Weiss, G. H. and Rubin, R. J. (1983) Random walks: Theory and selected applications. Adv.
Chem. Phys. 52, 363–505, Eq. 2.156.

166. Gradshteyn, I. S. and Ryzhik, I. M. (2000) Table of Integrals, Series, and Products, 6th ed.,
Academic Press, San Diego, p. 609, Eq. 4.632.2.

167. Abramowitz, M. and Stegun, I. A. (1972) Handbook of Mathematical Functions. U. S. Government
Printing Office, Washington, DC, p. 255, Eq. 6.1.1.

Modeling 2D and 3D Diffusion 321

20_Saxton  6/28/07  9:50 PM  Page 321



20_Saxton  6/28/07  9:50 PM  Page 322



From: Methods in Molecular Biology, vol. 400: Methods in Membrane Lipids
Edited by: A. M. Dopico © Humana Press Inc., Totowa, NJ

323

21

Measurement of Water and Solute Permeability 
by Stopped-Flow Fluorimetry

John C. Mathai and Mark L. Zeidel

Summary
Osmotic water permeability and solute permeability coefficient are measured using stopped-flow fluorimetry.

In a vesicle that behaves as a perfect osmometer, water flux is directly proportional to imposed osmotic pressure,
and solute flux is proportional to the chemical gradient across the vesicle. The flux of water and solute leads to a
change in vesicle volume. This change in volume is measured by fluorescence quenching of entrapped carboxy-
fluorescein in the vesicle. Equations relating volume change of the vesicle to flux of water or solute from the vesicle
are given to enable computation of water and solute permeability coefficients.

Key Words: Diffusion; fluorescence quenching; membrane; liposomes; osmotic water permeability; solute
permeability.

1. Introduction
Small molecules (e.g., water, urea, glycerol, and so on) permeate most lipid membranes at

an appreciable rate through a nonspecific mechanism in the absence of transporters. The mech-
anism of water and solute permeability across lipid membranes is not entirely defined.
Finkelstein’s book (1) provides an excellent introduction to water permeation, as well as access
to early work in this field. Water permeability is measured most often by osmotic methods
whereby an osmotic gradient is applied to a cell or vesicle and the resulting volume change
owing to water flux, is measured. The osmotic method is widely used to measure permeabili-
ties of liposomes, black lipid membranes, erythrocytes, oocytes, and cells cultures (2–8).
Passive or diffusional water permeability is traditionally measured by using tritiated water (9).
Recently, diffusion weighted nuclear magnetic resonance methods have been used to measure
permeability in erythrocytes and oocytes (10,11). Fluorescence methods based on enhanced
quantum yield of fluorophore amino napthaline sulphonic acid (ANTS) in D2O have been used
in liposomes and red-cell ghosts to measure diffusional D2O permeability (12,13).

Diffusional water permeability is difficult to measure because the diffusion of water across
membranes is so rapid that diffusion across the unstirred layers adjacent to the lipid bilayer
might occur more slowly than diffusion across the lipid bilayer, which leads to underestima-
tion of water permeability. By contrast, solute permeabilities across bilayers are much slower
than those of water, so that unstirred layers rarely present a problem. On this basis, solute per-
meabilities are usually measured as fluxes of radio-labeled solute molecules. These methods
are technically straightforward and because solute permeabilities are relatively low, the lack
of time resolution of tracer methods does not affect the measurement. However, in some
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cases, stopped-flow methods for measuring solute permeability have been used in liposomes
and erythrocytes (14,15). This chapter will focus on measurement of osmotic water perme-
ability (Pf) and solute permeability across membrane vesicles using stopped-flow methods.

1.1. Osmotic Water Permeability

Abrupt exposure of vesicles to an inwardly directed osmotic gradient will result in water
efflux from the vesicles and a concomitant reduction of vesicle volume until a new osmotic
equilibrium is reached (Fig. 1A). The rate of volume change of the vesicle is directly related
to the rate at which water leaves the vesicle. The volume change can be reliably measured by
entrapping self-quenching concentrations of a fluorescent dye, 5,6-carboxyfluorescein (CF),
in the vesicle. Light scattering can also be used to measure volume changes. However, cau-
tion should be exercised because of potential problems arising from mixing artifacts, vesicle
size heterogeneity, and shape changes, leading to anomalous scattering signals. The rate of
volume change is related to osmotic water permeability by the following equation:

dV(t)/dt = (Pf)(SAV)(MVW)(Cin/Vt − Cout) (1)

where, Vt, is the relative volume of the vesicle at time t, (i.e., volume at time t, divided by the
initial volume), Pf (cm/s) is the osmotic water permeability coefficient (Ps), and SAV is the
surface area to volume ratio, MVW is the molar volume of water (18 cm3/mol), Cin and Cout

324 Mathai and Zeidel

Fig. 1. Schematic of water and solute flux from vesicle: (A) water efflux from the vesicle because
of a higher external osmotic gradient created after a 1:1 mixing of HB and isotonic solutions (IB). (B)
Solute permeability measurement in absence of osmotic gradient. The total osmolarity of internal and
external solutions remain constant, whereas a gradient for permeate solute is formed on 1:1 mixing
of solutions S1 and NP. This leads to exit of permeate solute from the vesicle, and thus, to a reduction
in vesicle volume, which is measured in the stopped-flow device.

21_Mathai  6/28/07  9:51 PM  Page 324



are initial solute concentrations inside and outside the vesicle. As the external solute volume
is very large compared with internal vesicle volume, the Cout is assumed to be constant.
Equation 1 can be simplified to a first-order process, and as t → 0, the data can be fitted to
a single exponential curve (16). Using mathematical modeling software such as MathCad
(Parametric technology corp., Needham, MA), Eq. 1 can be simulated and Pf can be calcu-
lated as shown in Note 1.

1.2. Solute Permeability Measurements

Solute permeability measurements are performed under iso-osmotic conditions to avoid
any volume changes resulting from osmotic pressure differences. Vesicles are loaded with the
solute whose permeability is to be determined, and the external solute conditions are adjusted
such that there is no osmotic gradient but only a gradient of the permeating solute between
vesicle and external solution at the time of mixing. This results in solute efflux, followed by
water, and a concomitant change in volume of the vesicle. Because the vesicles are loaded
with quenching concentrations of the fluorophore (CF), the vesicle volume can be monitored
as a function of time. The rate of volume change is directly proportional to the rate of solute
efflux from the vesicle. Figure 1B shows an example of experimental conditions used for
urea permeability. Solute flux from the vesicle is governed by the general equation (17):

Js = ds/dt = (Ps)(SA)(∆C) (2)

where Js is the flux of the permeanting solute s, Ps (cm/s) the permeability of the solute, SA
is the surface area of the vesicle, and ∆C is the concentration difference of the solute(s)
between inside and outside of the vesicle. As the measured parameter is volume, it has to be
related to solute flux. The equations necessary for calculation of solute permeability are given
in Note 2. The parameters of the single exponential that fit to the experimental data can be
used to compute the solute permeability (see Note 3).

2. Materials
CF (cat: C1904 Molecular Probes Invitrogen, Carlsbad, CA), antifluorescein antibody

(Molecular probes, rabbit IgG fraction; cat. no. A889), Escherichia coli lipids (Avanti Polar
Lipids, Alabaster, AL), Avanti mini-extruder device for making liposomes, 100–200 nm
nucleopore membrane, PD-10 Sephadex column (Amersham Biosciences, Piscataway, NJ),
fluorimeter Aminco Bowman Series 2, Urabana, IL, osmometer Osmette A, Precision
systems, Natick, MA, stopped-flow spectrophotometer (SF 17. MV Applied photophysics,
Leatherhead, UK), particle sizer DynaPro LSR, Wyatt technology corp., Santa Barbara, CA,
and MathCad software.

2.1. Solutions for Water Permeability Determination

1. Entrapment buffer (EB): 100 mM NaCl, 10 mM HEPES buffer, pH 7.4, 20 mM CF. Make a 50 mM
stock solution of CF in water. Addition of small aliquots of 1 M NaOH will be required to com-
pletely dissolve CF. Then, CF is dissolved and the pH is adjusted back to 7.0 with HCl.

2. Isotonic buffer (IB): measure the osmolarity of the EB and make the above buffer (EB) without
CF. Adjust the osmolarity of the solution to that of the EB by adding additional NaCl.

3. Hypertonic buffer (HB): weight sucrose equivalent to twice the osmolarity of the isotonic solu-
tion and add it directly to IB (osmolarities of several solutions are given in the CRC Hand-Book
of Chemistry and Physics 64th Edition, Ed R. C. Weast, CRC Press Inc., Boca Raton, FL.). The
idea is to get a doubling of external osmolarity of the solution on 1:1 mixing of IB and HB solu-
tion in the stopped-flow device (Fig. 2).

Membrane Permeability 325

21_Mathai  6/28/07  9:51 PM  Page 325



2.2. Solutions for Solute Permeability Measurements

1. Solute EB (S1): 275 mM sucrose, 10 mM HEPES, pH 7.4, 20 mM CF.
2. Permeate buffer (PB): 275 mM of test solute (urea) in the S1 buffer.
3. Non-PB (NP): 550 mM sucrose with 10 mM HEPES, pH 7.4.
4. Wash buffer (WB): measure the osmolarity of S1 buffer and make S1 buffer without CF, but

adjust the osmolarity of the solution to that of S1 using additional sucrose.

3. Methods
3.1. Preparation of Liposomes or Lipid Vesicles

1. Dissolve 10 mg of E. coli lipids in 2:1 chloroform:methanol mixture and evaporate the organic
solvent under a stream of nitrogen at room temperature.

2. Place the dried lipids under vacuum for 4–5 h to remove any residual organic solvent.
3. Rehydrate the lipids using 1 mL of EB (for water permeability) or S1 (for solute permeability),

and vortex the preparation until all the lipids in solution get multilamellar liposomes.
4. To obtain unilamellar vesicles, extrude the multilamellar solution 25 times through a 100 or 200-nm

nucleopore membrane using an extrusion device such as Avanti mini-extruder. This is performed
at room temperature or above the phase-transition temperature of the lipid. Depending on the
lipids a brief bath sonication of 20–40 s will help in initial dispersion of the lipids making them
easier to extrude.

5. Monitor the size of the vesicles during the procedure to obtain consistent vesicle size distribu-
tion from one experiment to another.

6. To remove unentrapped CF from the vesicles, equilibrate a PD-10 Sephadex column with five
column volumes of IB or WB for solute and pass the vesicle solution over the column. Vesicles will
come out in the void volume and can be used directly for transport studies. Alternatively, the vesi-
cles can be spun at 100,000g for 45 min, and the pellet washed two to three times in WB until
all the external CF is removed.

3.2. To Check Integrity and Osmotic Response of the Vesicle

1. Aliquot 20–30 µL of the vesicles in 2 mL of IB into a fluorescence cuvet. Use WB if the vesicles
were made in S1 buffer.

2. Set excitation and emission wavelengths of the fluorimeter to 490 and 520 nm, respectively.
3. Add antifluorescence antibody in 2 µL increments to the cuvet, until addition of antibody does not

result in decrease of fluorescence. This ratio of vesicles to antibody is used for all further studies
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Fig. 2. Schematic of the stopped-flow device. The syringes are filled with appropriate solution, and
on trigger, the syringe pistons are pushed. Thus, the solutions are mixed in the mixer within a mil-
lisecond. The solution then flows into the cuvet and finally into the stop syringe whereby flow stops;
fluorescence is monitored from that point.
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using these vesicles. If more than 20–30 µL of antifluorescence antibody is required for quenching
all external fluorescence, then either there is an excess of external CF or the vesicles are leaky.

4. Next, add 200 µL of 2 M sucrose to the cuvet to make the solution hypertonic and note the
decrease in fluorescence.

5. To check whether the decrease in fluorescence is not owing to dilution of vesicles, add 200 µL
of IB and note the decrease in fluorescence. If the fluorescence decrease on addition of sucrose
is much more than that caused by addition of 200 µL of IB or WB, then the vesicles are osmotically
responsive, and thus, can be used for further transport studies.

3.3. Water Permeability Measurements

1. Set the excitation wavelength of the stopped-flow device to 490 nm, and use a 515 nm long pass
cutoff filter for emission.

2. Aliquot 20–30 µL of vesicles into 2 mL of IB with appropriate amount of antibody determined
from antibody titration step (see Subheading 3.2.).

3. Load the vesicle solution into one of the drive syringes of the stopped-flow device and load the
other syringe loaded with HB.

4. Trigger the stopped-flow device and collect the data.
5. To enhance the signal-to-noise ratio make 8–16 measurements and average them.
6. Fit the averaged time trace to a single exponential.
7. The rate obtained from the fit is used to calculate the osmotic permeability coefficient by using

Eq. 1, which can be solved in MathCad software as shown in Note 1.

3.4. Solute Permeability Measurements

1. Load the vesicles with the solute of interest by incubating the vesicles (urea was used here) in 2
mL of PB buffer (see Subheading 2.1.) for 30 min.

2. Load the above vesicle solution into one of the drive syringes and load the other syringe with
NP solution (see Subheading 2.1.).

3. Trigger the stopped-flow device to fire and collect the data. On mixing (Fig. 2), an iso-osmotic
urea gradient is formed, which causes urea efflux, and thus, volume change.

4. Average 8–10 traces and fit the averaged data to a single exponential curve.
5. Input the rate obtained from the fit into solute permeability Eq. n15 (Note 2), and solve it using

MathCad (see Note 3) to get the permeability coefficient (Fig. 3).

4. Notes
1. Calculation of osmotic water permeability using MathCad: a doubling of external osmolarity

will result in decrease of relative volume from 1 to 0.5, the equations have been set for this con-
dition and hence input only rate, diameter of the vesicle, and internal and external osmolarity.

Amplitude a a = 2.17 End point c = −0.858
Rate constant b = 1C
Diameter of vesicle (nm) vd = 100

Radius of the vesicle (cm)

Surface area to volume ratio

SAV = 6 × 105SAV  =  
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Molar volume of water MVW = 18
Initial solute concentration Cin = 292 × 10−6

Solute concentration outside vesicle Cout = 821 × 10−6

Time range of exp t = 0, 0.01,. . . 0.5
Equation
Determination of relative fluorescence as a function of time, t

Normalization of fluorescence and calculation of relative volume from 1 to 0.5.

k1 = (a + c) − c

k1 = 2.17

F t a cb t( ) e= ( )· ·− +
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Fig. 3. Time trace of water and solute efflux from the vesicles. Top figure shows changes in rela-
tive volume as a function of time as water moves out of the vesicle. The solid line is the single expo-
nential fit to the data. The bottom figure shows the efflux of urea down its concentration gradient as
a function of time. Urea takes longer than water to cross the membrane.
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N = 0.23

xx = 0.5 −N⋅c

xx = 0.698

V(t) = N⋅F(t) + xx

V(0.l) = 0.684

F(0.l) = −0.06

Initial guess of z z = 0.000
Given

p(t) = Find(z) p(0) = 8.752 × 10−4

Pf of water (cm/s) p(0) = 8.752 × 10−4

2. Derivation of equation for calculation of solute permeability: the general solute flux equation is

Jurea = ds/dt = Purea (SAV) (∆C)

where SAV is the surface area to volume ratio and ∆C is the difference in concentration of urea,
inside to that of outside.

Because volume is the measured parameter, all variables (Jurea and ∆C) need to be expressed
in terms of volume.

Initial conditions and assumptions: V0 is the initial volume, X is the osmoles of urea inside,
X2 is the osmoles of sucrose inside, and s is the osmoles of urea that effluxes (see Fig. 1B).

Vrel = V/V0 n1

(X + X2)/V = 550 n2

Substituting Eq. n1 into Eq. n2 results in

(X + X2) = 550V0Vrel n3

(X + S) = 275V0 n4

X2 = 275V0 n5

To define Js or ds/dt in terms of relative volume as a function of time, subtract Eq. n3
from Eq. n4

X + X2 − (X + S) = 550V0Vrel − 275V0 n6

Rearranging equation Eq. n6 and substituting Eq. n5

S = 550V0 − 550V0 n7

and ds/dt = −550V0(dVrel/dt) n8

∆C needs to be expressed in terms of measured quantity (i.e., volume) with the assumption that
external urea concentration does not change, as the external volume is large compared with the
internal volume.

d

d
in

out
t
V t z

C

V t
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= −·SAV·MVW ·( )
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∆C = Curea in − Curea out n9

∆C = [(X −S )/V] − 137.5 n10

∆C = [(X − S)/V0Vrel] − 137.5 n11

Express X and S in terms of V0 and Vrel
Subtracting Eq. n3 from Eq. n5 results in

X = 550V0Vrel − 275V0 n12

Substituting Eq. n7 and Eq. n12 into Eq. n11 results in

∆C = ([(550V0Vrel − 275V0 − 550V0 + 550V0Vrel)/V0Vrel] − 137.5 n13

∆C = 962.5 − (825/Vrel) n14

Substituting Eq. n8 and Eq. n14 into general equation

Js = ds/dt = Ps (SA) (∆C)

− 550V0 d Vrel/dt = Ps (SA) (∆C) n15

dVrel/dt = Ps (SA/V0) (l/550) [(825/Vrel) − 962.5]

As this equation can be simplified as a first-order process and as t → 0, a single exponential
equation can be used to fit the data. This equation can be solved in MathCad to get Ps.

Using these guidelines permeability equations can be derived to compute the permeability of
any solute under variant conditions.

3. Solving solute permeability equation using MathCad: this equation only holds when the condi-
tions of the solute flux experiment are as follows: Concentration of permeable solute inside vesi-
cles is 275 mM and outside the vesicle after mixing is 137.5 mM. For other conditions use Note 2
to derive the permeability equation and solve it as shown below.

F(t) defines the relationship between relative fluorescence (fluorescence at time t divided by
fluorescence at time zero) and t or time. V(t) defines the relationship between relative volume
(volume at time t divided by volume at time zero) and F(t). This relationship is determined
empirically and may be linear or quadratic. d/dt V(t) defines the relationship between relative vol-
ume and the permeability coefficient (s), as derived in Note 2. Parameters of single exponential
fit from stopped-flow data.
a. Input only rate b obtained from fitting of the experimental curve

Amplitude a = 2.376
Rate constant b = 0.15
End point c = 2.44
Diameter of vesicle (nm) vd = 250
Radius of the vesicle (cm)

Surface area to volume
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SAV = 6 × 105

Time range of experiment (s) t = 0,1, … 7.
Initial guess for solute Pf, permeability coefficient s = 0.00005.

b. Equations
Single exponential of fluorescence as a function of time, t:

Converting relative volume as a function of relative fluorescence:
Under conditions used, the initial relative volume is 1, and the maximal relative volume change

expected is 0.25:

k1 = a = 2.376

N = 0.105

h = 0.75 − N·c h = 0.493

V(t): = N·F(t) + h

V(0.1) = 0.996 F(0.00) = 4.816

V(7) = 0.837 F(7) = 3.271

Solving the solute permeability Eq. n15 derived in Note 2.
Given

p(t) = Find (s)

p(0.0) = 6.25 × 10−7 cm/s is the solute permeability coefficient.
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Fluorescence Microscopy to Study Pressure Between Lipids 
in Giant Unilamellar Vesicles

Anna Celli, Claudia Y. C. Lee, and Enrico Gratton

Summary
The authors developed a technique to apply high hydrostatic pressure to giant unilamellar vesicles and to

directly observe the consequent structural changes with two-photon fluorescence microscopy imaging using high
numerical aperture oil-immersion objectives. The data demonstrate that high pressure has a dramatic effect on the
shape of the vesicles, and both fluidity and homogeneity of the membrane.

Key Words: Microscopy; pressure; vesicles.

1. Introduction
Lipid membranes are the envelopes that separate the interior of the cell and its organelles

from external media. Extensive research in the past two decades has shown that the lipids
forming the matrix of the cell membranes do not merely play a structural role but have a cru-
cial function in regulating many vital processes (1,2). Recently, much attention has been paid
to the dynamics of lipid interaction and organization in the membrane. In particular, the lipid
phase determines the fluidity of the membrane, and thus, regulates the diffusion of membrane
proteins. Many studies have pointed out that microdomains of different fluidity and lipid
organization (rafts) exist under physiological conditions in biomembranes. For this reason,
the direct visualization of membrane heterogeneity has received particular attention in the
past few years. Fluorescence microscopy has proved to be a powerful tool to directly study
biological membranes noninvasively under physiological conditions.

Among different artificial membranes, giant unilamellar vesicles (GUV) are particularly
good models of cell membranes because of their similarity to cells in terms of their dimen-
sions (10–100 µm), radius of curvature, and lamellarity. Moreover, GUV can be visualized
individually under the microscope, allowing researchers to study the local properties of the
membrane. The study of the physics involved in lipid–lipid interactions requires perturbation
of the system and the eventual observation of how the system reacts to the perturbation. In
this chapter, a technique is presented that allows to visualize the local changes in GUV mem-
branes caused by high-pressure perturbation.

The response of biomembranes to pressure has been studied for a variety of reasons: from
the need to understand the adaptation of deep-sea organisms to high pressures (up to a 1 Kbar)
to the effects of pressure on anesthesia (3–5). Moreover, pressure offers a very powerful
means to perturb the biophysical conditions of the membranes, and therefore, can be used to
investigate the physics of the interactions of biomolecules contained in the bilayer. Many
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studies have been performed to study the response of lipid vesicles to pressure (6–8).
However, to the knowledge of the authors no high-pressure study has been conducted on indi-
vidual vesicles.

As a general observation, membranes in the liquid-crystalline state transform to the gel
phase under pressure. Chong et al. put forward the idea of some compensation existing
between temperature and pressure effects. As temperature increases, lipid–lipid interac-
tions tend to decrease. On the other hand, high hydrostatic pressure tends to put the lipids
closer together, which results in compensation between increasing the temperature and
increasing the pressure. In the gel phase, the total volume and surface area occupied by lipids
in the membrane is reduced, and water is expelled from the membrane. However, in the case
of vesicles a change in the surface area will cause a change in the volume of the entire vesi-
cle. However, unless the internal vesicle volume can adapt to the reduced surface area by
expelling the internal water, the membrane will be under stress. Although water will slowly
permeate across the membrane, rapid changes in volume cannot be rapidly compensated, and
changes in shape are needed to account for the difference in volume-surface area caused by
the change in pressure.

An interesting observation is that if the initial pressure is high and the pressure is decreased
up to values in which the gel-like membrane becomes fluid, the surface area increases. If the
internal volume remains the same, then the shape of the vesicle must change, breaking the
spherical symmetry of the vesicle. This departure from the spherical shape will produce regions
of different curvature. These regions would have particular properties and determine the local
phase state of the membrane. However, these phenomena are transient, because water will
eventually leak through the membrane. Therefore, a cycle of increasing–decreasing pressure
will show different behavior depending on whether the pressure is increased or decreased. In
this chapter a technique is presented that couples high pressure with two-photon fluorescence
microscopy. In the setup, hydrostatic pressure is applied to GUVs in aqueous solution con-
tained in a thin-fused silica capillary. The capillary is filled with the GUVs in buffer, sealed
and connected to a high-pressure pump. The vesicles inside the capillary can be visualized
with high numerical aperture immersion objectives under the microscope. This microscopy
method allows the study of local membrane heterogeneities caused by pressure.

2. Materials
1. The experiments reported in this contribution were performed using palmitoyl-oleoyl-3-glycerol-

phosphoatidilcholine GUVs, labeled with LAURDAN.
2. Palmitoyl-oleoyl-3-glycerol-phosphatidilcholine (both in powder and in chloroform, 99% pure)

was purchased from Avanti Polar Lipids (Alabaster, AL).
3. LAURDAN was purchased from Molecular Probes (Eugene, OR).
4. The pressure is applied by means of a high-pressure pump connected to a cylindrical fused silica

capillary with an outer diameter of 360 µm and an inner diameter of 50 µm, as described in ref. 9.
The thickness of the wall of the capillary (155 µm) enables the use of high numerical aperture oil-
immersion objectives. The capillary was purchased from Polymicro technologies (Phoenix, AX).

3. Methods
1. The spectral behavior of LAURDAN at lipid interfaces has been extensively described (see ref. 10

for a review). LAURDAN emission spectrum is sensitive to the degree of water penetration in
the membrane, and therefore, to the degree of lipid packing in the membrane. In the gel phase,
the spectrum emission maximum is at 440 nm. In the liquid-crystalline phase, the spectrum
shifts to approx 490–500 nm.
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2. To quantify the spectral shift of LAURDAN, and thus, the lipid phase, the GP function has been
introduced (11), which is defined as:

where Ib and Ir are the intensities at 440 and 490 nm, respectively. High values of GP corre-
spond to highly ordered lipids (gel phase), whereas low values correspond to the disordered,
liquid-crystalline phase.

3. GUVs are grown at room temperature following the electroformation method previously described
by Angelova et al. (12). The chamber used for the GUV formation was previously described by
Bagatolli et al. LAURDAN in dimethyl sulfoxide is added to the lipids dissolved in chloroform in
a ratio of 4:100 molar dye:lipid. The mixture is then dried to remove the solvent, and dissolved again
in chloroform to a concentration of 0.2 mg/mL. On each of two (2-cm long) platinum electrodes
6 µL of lipid solution is spread. To the chamber 300 µL of nanopure water is added. An AC field with
a frequency of 10 Hz and amplitude of 3 V field is applied to the electrodes for 40 min.

4. The vesicles are then detached from the electrodes by gradually decreasing the frequency and
increasing the amplitude of the applied field to 0.1 Hz and 8 V. The vesicle solution is then trans-
ferred to an Eppendorf tube using a pipet. The capillary is filled up with the vesicle solution
applying suction with a syringe. One end of the capillary is sealed using a blow torch. The cap-
illary is then connected to the pressure pump, and secured to a custom-made stage on the micro-
scope. The experimental setup is schematically shown in Fig. 1.

5. A home-built, two-photon, two-channel fluorescence microscope is used to image the GUVs in
the capillary. Two-photon microscopy allows high-spatial resolution, whereas minimizing out-
of-focus photo damage. The design was described in ref. 13. A Ti:Sapphire (Mira 900, Coherent
Palo, Alto, CA) optically pumped by a Nd:Vanadate laser (Verdi; Coherent) is used as the light
source. An excitation wavelength of 780 nm is used. The laser is driven into the microscope by
a couple of galvanometric mirrors (Cambridge Technology, Watertown, MA), which allow the
scanning of the beam in the x and y directions. A 63X Zeiss objective (PLAN-apochromat) is
used to image the vesicles in the capillary.

6. The fluorescence light is detected by two photomultipliers (Hamamatsu R-5600, Hamamatsu
city, Japan). A dichroic filter in the emission path reflects the light with a wavelength smaller
than 470 nm and transmits the rest. Two additional interference filters centered about 440 and
490 nm, before the two detectors minimize cross talk and detection of scatter.

7. Intensity images are acquired for both the blue and the green channels. Then, they are processed
point by point during data acquisition to yield the GP image. The obtained images are analyzed
with the same acquisition software. The background is subtracted, and the average GP for each
vesicle in the image is calculated together with the standard deviation.

8. Once a GUV is localized in the capillary, the pressure is increased and images of the GUV at
constant pressure intervals are acquired. With this setup, the same vesicle can be imaged as a
function of pressure throughout the whole experiment. The GUV does not move significantly
during the acquisition of each image; however, in a sequence of images changes in shape and
dimension of the GUV can be seen clearly.

4. Notes
1. The data shown were acquired every 200 bars. Figure 2 shows the series of images taken from

a GUV at an atmospheric pressure up to 2500 bars. The top part of the image shows the inten-
sity images in one channel, whereas the bottom part shows the changes in GP. As the pressure is
increased, an increase in the average GP value and a decrease in the diameter of the vesicle can
be clearly observed, whereas the vesicle maintains its spherical shape. A volume reduction of
about 40% was estimated.
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2. Figure 3 shows the effects of decompression on the vesicle. It was noticed that GUV looses its
spherical shape around 1500 bars. This is consistent with the observation of shape changes in
temperature-driven phase transitions reported in ref. 14. As the pressure is further released, it
was observed that the vesicle abruptly looses its tension and becomes flabby at a pressure of
about 1500 bars.

3. The GP is not homogeneous throughout the whole vesicle. In particular, it can be seen in Fig. 4
that parts of the membrane with high curvature radius tend to have a higher value of GP.
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Fig. 1. Experimental setup.

Fig. 2. Effects of compression on the GUV. The top series of images show the intensity in the green
channel. It is evident that the vesicle shrinks drastically when pressure increases. On the bottom part
the GP images are shown. Notice how the GP average value increases with pressure.
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Fig. 3. Effects of decompression on the GUV. The most striking effect of decompression is the loss of
membrane tension and spherical shape of the vesicle. As the pressure is released, the GUV starts wob-
bling and becomes very dim. Another interesting observation is that the GP is not homogeneous
throughout the vesicle.

Fig. 4. Inhomogeneity of the GP. At high pressure, the vesicle GP appears to be homogeneous; the
variations in intensity are because of the nonperfect circular polarization of the excitation light. The
arrow in the intensity images indicates the direction of the polarization of the light. Notice that the high
GP regions are not in the direction of the polarization of light for the vesicle at 9000 psi during the
decompression cycle. Moreover, it is interesting that the high GP regions appear to be flat. This shows
that the technique can be useful to study the correlation between the morphology of the membrane
and the degree of lipid hydration and fluidity.

4. A graph of changes in the vesicle GP as a function of pressure clearly shows a transition at a
pressure of about 1300 bars (see Fig. 5). The curve relative to the decompression of the vesicle
is very noisy, which reflects the shape hysteresis that the vesicle undergoes and the inhomogeneity
of GP values across the membrane.

5. In the experiments, a drastic reduction in the volume of the vesicle was observed. The change in
volume of the vesicle is more than the change in volume of water because of the compression of
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water (the change of volume for water is of ~5% at 1000 bar). From this, it is concluded that
water is expelled from the GUV during the compression.

6. The increase in the GP value clearly indicates a reduction in the degree of water penetration in
the membrane, and therefore, a tighter packing membrane lipids.

7. When the pressure is released, the vesicle starts to “crack” as the packing of the lipids
becomes less tight. As the pressure is further released, the lipid surface area increases, and the
membrane regain its fluidity. However, the vesicle cannot absorb the amount of water that is
ejected during the compression cycle, and therefore, the membrane of the GUV appears to
have lost its tension.

5. Conclusions
1. The microscope setup here described allows researchers to directly observe the effect of high

pressure on the structure and fluidity of model membranes. The ability to visualize individual
vesicles during the compression and decompression cycles enabled the study of the changes in
structure and fluidity of the membrane on a local scale. This type of information is lost in steady-
state bulk measurements, which is the result of averaging over many vesicles.

2. By observing the GP value locally, the curvature of the membrane can be related with its fluid-
ity. Moreover, the setup here presented allows also the use of other techniques, such as fluores-
cence correlation spectroscopy, which can give the information about the diffusion of particles
in the membrane as a function of pressure.

3. Using the setup here described the authors intend to study the dynamics of phase transition on
single lipid membranes as well as on membranes made of lipids mixtures displaying phase sep-
aration at given temperatures. This method can also be used to study the behavior of membrane
proteins under pressure, and finally, that of live cells.
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Fig. 5. GP graph. In this graph, the GP value calculated for each pressure is shown. The hystere-
sis in the curve indicates that the process is not reversible.
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X-Ray Scattering and Solid-State Deuterium Nuclear Magnetic
Resonance Probes of Structural Fluctuations in Lipid Membranes

Horia I. Petrache and Michael F. Brown

Summary
Molecular fluctuations are a dominant feature of biomembranes. Cellular functions might rely on these prop-

erties in ways yet to be determined. This expectation is suggested by the fact that membrane deformation and
rigidity, which govern molecular fluctuations, have been implicated in a number of cellular functions. However,
fluctuations are more challenging to measure than average structures, which partially explain the small number of
dedicated studies. Here, it is shown that two accessible laboratory methods, small-angle X-ray scattering and
solid-state deuterium nuclear magnetic resonance (NMR), can be used as complementary probes of structural fluc-
tuations in lipid membranes. In the case of X-ray scattering, membrane undulations give rise to logarithmically
varying positional correlations that generate scattering peaks with long (power-law) tails. In the case of 2H NMR
spectroscopy, fluctuations in the magnetic-coupling energies resulting from molecular motions cause relaxation
among the various spin energy levels, and yield a powerful probe of orientational fluctuations of the lipid mole-
cules. A unified interpretation of the combined scattering and 2H NMR data is provided by a liquid-crystalline
membrane deformation model. The importance of this approach is that it is possible to utilize a microscopic model
for positional and orientational observables to calculate bulk material properties of liquid-crystalline systems.

Key Words: Bending rigidity; liquid crystals; membranes; molecular dynamics; order parameters; relaxation.

1. Introduction
1.1. Molecular Fluctuations in Biology

Under physiological conditions, biological processes necessarily involve molecular rearrange-
ment, fluctuations, and disorder. Most biological processes occur in solution and must obey
laws of either equilibrium or nonequilibrium thermodynamics. For example, the activation of
receptor molecules by chemical or mechanical stimulants occurs against the inherent tendency
of fluid solutions to maximize their entropy (disorder). Whereas the average molecular struc-
ture, be it that of a protein or of a lipid bilayer, is of immediate and obvious relevance, fluctua-
tions around these averages can be at least equally important. Structural changes undergone by
membrane receptors are typically measured on the order of thermal (kBT) units.

By definition of thermal units, energies associated with spontaneous molecular fluctuations
are on the same energy scale. How biological systems use fluctuations is still an outstanding
question, but there is only one way to find out: measure them. In this chapter, an overview of
two complementary experimental methods is provided for studying the kinds of molecular
fluctuations that are accessible through measurement of either positional or orientational
order: small-angle X-ray scattering (1) and solid-state 2H nuclear magnetic resonance (NMR)
spectroscopy (2).
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1.2. Fluctuation–Dissipation Theorem and Ergodicity

Scattering and spectroscopic methods are typically used to measure structural parameters,
and also reveal that fluctuations around these averages are significant at physiological
temperatures. How important is measuring these fluctuations? According to the fluctuation–
dissipation theorem, a direct relationship exists between spontaneous thermal fluctuations
and the macroscopic response of the system (here the membrane) to external perturbation.
Typically, the mechanical (elastic) properties of the membrane material are measured by the
structural deformations upon external stress. This external stress can be imposed by osmotic
pressure or mechanical pressure (3). As an attractive alternative, material properties can be
obtained from measurements of spontaneous thermal fluctuations, a direct consequence of
the fluctuation–dissipation theorem and ergodicity (4).

According to the ergodic hypothesis of statistical mechanics, the configurations sampled
by a single molecule over a sufficiently long time correspond to those of the entire system at
any given instant. This correspondence provides a link between 2H NMR and X-ray observ-
ables. As mentioned above, it is expected that fluctuations and membrane deformation per se
are involved in biological function (5), further motivating the development of techniques
capable of measuring thermal fluctuations of lipid membranes.

1.3. Molecular Motions in Biomembranes

As shown in Fig. 1, large amplitudes of molecular motions within biomembranes give rise
to broad spatial distributions (6,7). A hierarchy of molecular motions exists, from local uncor-
related fluctuations to collective concerted motions (1,8). The collective molecular motions
are related to material (elastic) parameters describing physical quantities, such as compress-
ibilities and bending rigidities (9). Because lipid bilayers combine properties of solids and
fluids, the appropriate theoretical framework is the physics of liquid crystals (10). A key issue
is the length scale at which the material properties begin to emerge (the so-called mesoscopic
regime). Is it more fruitful to consider an all-atom molecular dynamics simulation, as in Fig. 1,
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Fig. 1. Molecular fluctuations can be simulated by computer modeling. (Left) A snapshot is shown
of a DMPC bilayer containing a glycophorin A helix dimer. (Right) Spatial distributions are indicated
for various molecular components sampled over a 5-ns trajectory (see ref. 6).
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and focus on extension to larger length scales? Or rather is it more appropriate to begin with
the macroscopic bilayer, and extrapolate down to the mesoscale approaching the bilayer and
even molecular dimensions? This question will be addressed later.

2. Fluctuations and Correlations
2.1. Liquid-Crystalline Membranes are Described by Characteristic 
Intermolecular Correlation Functions

In multilamellar lipid suspensions, molecular correlations extend beyond individual mem-
branes. Because of the van der Waals attraction between membranes, lipids form multilamellar
vesicles. The average spacing between lamellae is measurable by X-ray scattering (Fig. 2).
The scattering rings shown in Fig. 2 are characteristic of unoriented multilayers, for which
scattering domains are uniformly distributed relative to an incoming X-ray beam. Scattering
rings appear at angles satisfying the Bragg law:

(1)

where D is the interlamellar repeat spacing, λ is the X-ray wavelength, and h is an integer
index. Although multilamellar vesicles are aqueous suspensions, this scattering is called “powder
scattering” by analogy with the random orientation obtained from powder crystallites (as in

2D hsinθ λ=

X-Ray and 2H NMR of Lipid Fluctuations 343

Fig. 2. Self-assembled lipid multilayers diffract incident X-rays to generate characteristic Bragg
rings. Diffraction angles θ satisfy the relationship 2Dsin θ = hλ, where D is the interlamellar repeat
spacing, λ is the X-ray wavelength, and h is an integer index. (In X-ray scattering θ is defined relative
to the detector and is the glancing angle to the lamellar surface.) Unlike a typical crystalline material,
fully hydrated DMPC at 35°C produces only two Bragg rings. Higher order rings (h > 2) vanish
because of membrane thermal fluctuations.
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the Debye–Scherrer method). However, the lipid multilayers are imperfect crystals. As shown
in Fig. 3 lipid multilayers can be regarded as a one-dimensional (1D) array of fluid mem-
branes (8,9). However, because of thermally driven deformations (Fig. 3), correlations along
the membrane stack decay rather quickly (11–13).

The Caillé-de Gennes model considers the local displacement of membrane patches as
shown in Fig. 4A to calculate how intermembrane correlations behave along the membrane
stack (i.e., the variation of pairwise relative displacement from nearest neighbors to the
middle of the stack). Because periodic boundaries are used in the calculation, the system is
symmetric about the middle of the stack (k = N/2). By letting N go to infinity, the asymptotic
limit of interneighbor displacement fluctuations shown in Fig. 4B can be determined.
Membranes further apart are progressively less correlated; however, this decoupling diverges
only logarithmically.

2.2. Intermembrane Correlations are Measured by X-Ray Diffraction

The kind of collective motions considered previously generate X-ray scattering peaks with
long tails, as shown in Fig. 5. The numerical exponent of the power-law decay (η1) is in fact a
(dis)order parameter that describes the collective (smectic) disorder of the membrane stack. The
larger the value the more flexible (more disordered) the membrane. A simple relationship exists
between this measurable parameter and two material parameters that describe membrane elastic-
ity, namely, the bending rigidity (KC) and the stacking compression parameter (B). KC measures
the energy needed to bend membranes locally, whereas B measures the harmonic term of inter-
bilayer interactions (for mathematical relationships, see Subheading 4). It is possible then to use
X-ray diffraction to determine the effect of lipid composition on membrane elasticity (11–14).

2.3. Lipid Dynamics are Probed by Deuterium NMR Spectroscopy

Correlated lipid motions are also measured by solid-state 2H NMR spectroscopy of deuterium-
labeled acyl chains (15–17). However, as opposed to X-ray scattering, which measures positional
correlations between lipid domains, NMR measures orientational correlations relative to the
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Fig. 3. Lipids exhibit anisotropic properties. (Left) A stack of lipid membranes in the fluid state
can be described as a 1D array of 2D fluids. Thermal undulations lead to loss of positional correla-
tions of the stacked membranes. (Right) At shorter length scales, the finite thickness of each mem-
brane involves additional splay, twist, and bend deformations. The order/disorder properties are
described by positional and/or orientational correlation functions. (Figure on right by T. Huber.)
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externally applied magnetic field (2,18). Moreover, one can expect the fluctuations measured
with 2H NMR to correspond with the quasi-3D limit over short wavelengths on the order of the
bilayer thickness (19,20), as shown in Fig. 6. Coupling of the 2H-nuclear electric quadrupole
moment to the electric field gradient of the C–2H bond gives an orientation-dependent 
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Fig. 4. Caillé-de Gennes smectic liquid crystal model used to analyze experimental X-ray data. (A) Local
deformation of membrane n at point (x,y) is described by the field un(x,y). (B) Mean-square fluctuations
between membranes n and n + k increase logarithmically with k, as shown by the (normalized) relative dis-
placement function Σ(k) on the right. Collective undulatory motions in liquid crystals generate X-ray scat-
tering peaks with long tails, as compared with Gaussians in the case of crystals.

Fig. 5. (A,B) Multilamellar DMPC samples give sharp scattering peaks. (C) High-resolution X-ray
scattering reveals long, power-law tails characteristic of smectic liquid crystals (1). The power-law
exponent depends on the (Caillé) order parameter η1, with a harmonic scaling for high-order scattering
peaks, i.e., η2 = 4η1. (D) Theoretical scattering profiles in log–log plots show this scaling (1).
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perturbation of the magnetic Zeeman Hamiltonian . The two energy gaps shown in 
Fig. 6A then differ by a certain amount (∆νQ), which is measurable by 2H NMR. Because the
dynamics of C–2H bonds vary along the acyl chain (owing to the bilayer depth), the measured
∆νQ values differ. A profile of ∆νQ values as a function of segment index is thus generated (21).

Molecular motions affect the 2H NMR measurement in two ways. This is because there are
two kinds of observables: order parameters, indicative of equilibrium properties, and relax-
ation parameters, which characterize the molecular dynamics. As shown below (Subheading
2.4), the relationship between these quantities tells us about the types of molecular motions
within the bilayer. For fluid bilayers, the dynamics of the lipids may encompass significant
contributions from collective motions of the bilayer aggregate, in addition to the local
motions. The observed NMR relaxation rates are then determined by the composite or result-
ant (effective) motions of the lipids. Relaxation spectra for 1,2-dimyristoyl-sn-glycero-3-
phosphocholine (DMPC) are shown in Fig. 7. Within a continuum description of lipid
bilayers, the contribution of collective motions to relaxation depends on material properties
of lipid bilayers; for example, bilayer softness or membrane deformability over relatively

( ˆ )HZ( ˆ )HQ
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Fig. 6. (A) Energy levels and resonance lines showing perturbation of 2H-nuclear Zeeman energy 
levels by quadrupolar interaction in solid-state 2H NMR spectroscopy. The Zeeman Hamiltonian 
is perturbed by the quadrupolar Hamiltonian giving an unequal spacing of the nuclear spin
energy levels, indicated by |m�| where m = 0, ±1. The residual quadrupolar coupling (RQC) is des-
ignated by ∆vQ; it represents the difference in frequencies of the single quantum transitions owing to
interaction of the 2H-nuclear quadrupole moment with the electric field gradient of the C–2H bond. (B)
Illustration of the types of fluctuations in the lipids that give rise to NMR relaxation (see ref. 15 for
an explanation of coordinate systems). (C) Representative 2H NMR spectra of unoriented powder
samples of polyunsaturated DHA phospholipid bilayers having perdeuterated sn-1 acyl chains.
Powder-type spectra of randomly oriented mutilamellar dispersions (right) were numerically inverted
(de-Paked) (left) to yield spectra corresponding to the θ = 0° orientation. (In NMR θ is defined
with respect to the normal to the lamellar surface, which differs from X-ray scattering.) Note that a
distribution of RQCs is evident, corresponding to contributions from the various C2H2 and C2H3
groups. The quadrupolar splittings differ for C–2H bonds along the lipid acyl chain because of variations
in orientational potential for the different C2H2 groups and C2H3 groups (21).
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ĤZ
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short length scales (8,22). According to this view, bulk bilayer properties may be emergent
on length scales approaching the bilayer thickness, and even less.

Square-law plots of relaxation rates and order parameters constitute a model-free relation between
the structural and dynamical 2H NMR observables. The slope of this relationship is predicted the-
oretically and found experimentally to be inversely related to the softness of the membrane
bilayer. When evaluated at the same amplitude of motion as in Fig. 8, 2H NMR relaxation parame-
ters provide a naturally calibrated scale for comparison of lipid bilayers. Reference data are provided
by benchmark DMPC and its mixtures with cholesterol and a nonionic detergent, whose
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Fig. 7. Partially relaxed 2H NMR spectra of randomly oriented DMPC-d54 mutilamellar dispersion in
the liquid-crystalline (Lα) state at T = 44°C. (A) Experimental 2H NMR spectra. (B) Numerically inverted
(de-Paked) 2H NMR spectra (θ = 0°). Data were obtained at 76.8 MHz (magnetic field strength of 11.7T )
using an inversion-recovery pulse sequence, with the variable delay τ ranging from 5 ms to 3 s (22).

Fig. 8. Dependence of relaxation rate and order parameter profiles for various phospholipids
in the liquid-crystalline (Lα) state. Data for randomly oriented (powder-type) samples were acquired at
76.8 MHz (magnetic field strength of 11.7 T ) and numerically inverted (de-Paked). (A) Logarithmic
plots are shown, wherein data are compared with the slope of n = 2 predicted for order fluctuations.
(B) Square-law functional dependence of corresponding relaxation and order profiles. The square-law
plots of NMR observables indicate differences in membrane rigidities, wherein a steeper slope
reflects a softer, more deformable bilayer (23).
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viscoelastic properties are known. When a detergent is present as cosurfactant, an increase in
slope is found (20). In contrast, a bilayer-stiffening agent such as cholesterol or lanosterol
leads to a dramatic reduction in the square-law slope (22).

By this method, as an interesting example, significant differences have been found in the
viscoelasticity of the ω-3 and ω-6 bilayers, a possibly biologically relevant property that dis-
tinguishes between the two fatty acid types (23). One interesting possibility is that an
increased deformability of bilayers containing arachidonic (22:4, ω-6) lipids might be
related to the fatty acid selectivity of phospholipase A2 enzymes. It would be interesting to
see whether X-ray scattering measurements confirm these results.

2.4. Motional Models Describe Collective Excitations of Lipid Bilayers

By considering combinations of deformation modes as shown in Fig. 3, one can in princi-
ple derive a number of motional models, ranging from molecular models with local correla-
tions to full 3D models that consider both membrane displacement and thickness deformation
(16). Continuum models represent bulk bilayer properties, where the length scale of the emer-
gence of bulk properties may be more transparent than in molecular dynamics simulations. The
weakness is that molecular detail is relinquished. One can consider a membrane deformation
model, which assumes two types of motions for the relaxation mechanism. The segmental
motions are fast when compared with the resonance frequency, and the ordering repre-
sents a small correction. In contrast, the slow motions are owing to collective fluctuations
of the lipids, which modulate the residual quadrupolar coupling (RQC) left over from the
fast motions, and depend on the square of the local-order parameter. If relatively slow
motions are the major contribution to relaxation, an approximately linear dependence of the 
spin-lattice relaxation rate vs along the chain (index i) is expected (18), as observed 
for disaturated lipids (Fig. 8). See Subheading 4, for further details of the mathematical
description of NMR relaxation in terms of membrane elasticity.

Further insight into the types of bilayer fluctuations is obtained from the frequency
dependence of the relaxation. Motional models can be distinguished based on the frequency
dependence of the nuclear spin relaxation, which corresponds to the fluctuating part of the
electric quadrupolar coupling (2). Figure 9 presents spin-lattice relaxation rates for DMPC
obtained at a series of different magnetic field strengths, each corresponding to a different
resonance frequency. The relaxation is distinctly nonexponential, with very long relaxation
tails being observed in the time domain. In this regard, the data are quite analogous to the
case of X-ray scattering. It is plausible that the origin of long relaxation tails in both cases is
similar, namely that they originate from membrane motions owing to collective interactions
among the bilayer lipids with each other and with water.

Basically, a model involving only molecular motions is doubtful as an explanation of the
relaxation data. A 2D flexible surface model, which is shown by X-ray diffraction to be appli-
cable to longer wavelength fluctuations, predicts a ω−1 frequency-dependence and fails to
account for the 2H R1Z relaxation dispersion. However, such a frequency-dependence explains
the relaxation dispersion obtained at appreciably lower frequencies in Carr–Purcell–Meiboom–Gill
experiments (24), which may correspond to longer wavelength undulations as seen in X-ray
scattering experiments (see Subheading 2.2). For the higher frequency end of the relaxation
dispersion (in the MHz regime), a 3D membrane deformation model predicts a ω−1/2 frequency
law for the R1Z measurements, and explains the experimental data in Fig. 9.
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3. Conclusions
As complementary methods, X-ray scattering and 2H NMR of multilamellar lipid vesicles

reveal a unified view of the hierarchy of molecular motions within biomembranes. Spontaneous
thermal fluctuations as well as intermolecular correlation functions can be measured and
analyzed in terms of material parameters relevant to membrane function. For example, an
antagonistic effect of cholesterol and polyunsaturated lipids on membrane bending rigidity is
found by both X-ray scattering and NMR spectroscopy. A dual analysis by X-ray and NMR
methods explains the molecular origin of these effects. Continuum analysis of X-ray and 2H
NMR data is complementary to all-atom molecular dynamics simulations and both
approaches have much to offer. Although line shape analysis of either X-ray or NMR meas-
urements are not yet common, considerations of motional models (possibly inspired by
computer simulations) are promising approaches for a full description of biomembrane
function and interactions.

4. Notes
4.1. Membrane Deformation and Elasticity–Positional Fluctuations

Scattering methods provide information about molecular positions as in the case of X-ray
(1,25) and neutron (14,26,27) diffraction studies of membrane bilayers. To calculate posi-
tional correlations owing to spontaneous membrane fluctuations, the Caillé-de Gennes model
considers the energies associated with 2D membrane deformations. In the fluid state, lipid
membranes can bend locally with an energy cost proportional to the square of the local mem-
brane curvature and KC (28). Interactions between nearest-neighbor membranes are accounted
for by a harmonic compressibility term depending on the material parameter B and the relative
membrane displacement. The interaction per unit area between neighboring membranes of
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Fig. 9. Frequency-dependence of relaxation for different motional models. Experimental 2H R1Z
relaxation rates are plotted as a function of frequency for vesicles of DMPC deuterated at the C3 acyl
segment in the liquid crystalline state at T = 30°C. Data at 12 different resonance frequencies (magnetic
field strengths) are shown, together with theoretical fits to various motional models that are described
in the text. Quasi-elastic lipid motions give long relaxation tails, and govern relaxation mechanisms
measurable by solid-state 2H NMR spectroscopy. The results allow one to distinguish among various lim-
iting relaxation laws (16).
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size L × L is represented as an integral of the deformation terms plus a bare interaction term,
V(DW), where DW represents the interlamellar water spacing. This bare interaction term represents
the intermembrane interaction in the absence of fluctuations (1):

(2)

Using statistical mechanics, the mean-square fluctuation of the interbilayer separation can
be calculated in relation to the material parameters KC and B:

(3)

Moreover, correlations between neighboring membranes n and n + k, for k = 1, 2, 3, ... N can
be calculated to determine the scattering correlation function which is given by:

(4)

Here, Σ(k) (shown in Fig. 4B) represents the normalized mean-square fluctuations of the rel-
ative displacement between membranes n and n + k, and the Caillé order parameter η1 is a
function of KC and B:

(5)

The Caillé parameter η1 containing information on Kc and B is obtained experimentally by
fitting X-ray data using the correlation function in Eq. (4).

4.2. Membrane Deformation and Elasticity–Angular Fluctuations

Solid-state 2H NMR spectroscopy detects angular fluctuations of the 2H-labeled molecules and
is complementary to scattering methods. 2H NMR data are obtained at an atomically specific level
and correspond to a membrane ensemble. Temporal fluctuations of the molecules are described
by a liquid-crystalline membrane-deformation model. The bilayer is approximated as a continu-
ous material, and the relaxation is assumed to be owing to a distribution of overdamped modes.

In 2H NMR, membrane fluctuations are described by spectral densities, which are the Fourier
transform of correlation functions that depend on changes in the orientation of the C–2H bonds of
the labeled lipid molecules. The symbols Jm(ω) denote the spectral densities of motion (m = 0, ±1,
and ±2), which correspond to the different irreducible components of the second-rank quadrupo-
lar-coupling tensor in the laboratory frame. For liquid-crystalline lipids, a composite model for
membrane fluctuations is considered (16). Collective bilayer excitations are superimposed with
collective axial rotations of the flexible phospholipid molecules, giving for the spectral densities:

(6)

Spectral densities and correspond to collective fluctuations and molecular 
rotations, respectively, and is a geometrical cross-term.Jm
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For collective fluctuations, the spectral densities Jm
col(ω) are given by:

(7)

Here, is a viscoelastic constant that includes the elastic 

constant (K), viscosity (η), temperature (T), and the order parameter for collective slow
motions; d is the dimensionality of the bilayer thermal excitations. Euler angles ΩPD trans-
form from the frame of the C–2H bond to the director frame (D); they are time-dependent and
correspond to the fast order parameter . Angles ΩDL are fixed and transform from the

bilayer director to the laboratory axis (L). Formulas for the spectral densities for molecular

motions and the cross-term are given elsewhere (16).
Moreover, for distances approaching the bilayer thickness, the dimensionality of the fluc-

tuations comes into play, for example, for 3D vs 2D membranes. According to the above for-
mula, collective order fluctuations in 2D are described by a flexible-surface model, wherein
the finite thickness of the membrane bilayer is neglected (d = 2). This gives an ω−1 frequency-
dependence, and effectively corresponds to the Caillé-de Gennes model. Alternatively, 3D
order fluctuations are described by a collective membrane-deformation model (d = 3), which
predicts an ω−1/2 frequency-dependence of the spectral densities , in analogy with a
Pincus-de Gennes liquid-crystal model. KC may also differ in the two limits because of a pos-
sible length scale dependence. In either case, depends on the square of the observed 

order parameter, . The slope of a square-law plot of against (where 

i is the chain index) is inversely related to the softness of the membrane.

The C–2H bond segmental order parameters, , are obtained as experimental observ-
ables in 2H NMR spectroscopy. They are evaluated from the RQCs (∆νQ) using the relation:

(8)

Here, χQ = e2qQ/h is the static quadrupolar coupling constant (=167 kHz), P2 is the second
Legendre polynomial, and θ is the angle between the bilayer normal and the static magnetic
field. 2H NMR spectra in the Lα phase are numerically deconvoluted with the de-Pakeing
algorithm (29–31) to obtain subspectra corresponding to the θ = 0° orientation of the bilayer
normal to the main magnetic field.

Finally, information on membrane motions is accessible through measurement of various
2H NMR relaxation rates. To compute the relaxation curve, spin-lattice (Zeeman) relaxation
times (T1Z) corresponding to each of the resolved splittings are obtained by fitting the data to
a three-parameter decaying exponential function:

(9)

where R1Z = 1/T1Z is the spin-lattice relaxation rate and τ is a variable delay. R1Z is related to the
spectral densities Jm(ω) of the membrane motions by:
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where ω0 is the deuteron resonance (Larmor) frequency. For membrane lipids, the relaxation
data are described by a simple law of the form:

(11)

where τf is the correlation time for segmental fast motions of the lipids, and a and b are held
constant. A model for collective bilayer fluctuations explains the combined angular and fre-
quency dependencies of the NMR relaxation for lipid bilayers in the fluid phase (16).
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Determination of Lipid Spontaneous Curvature 
From X-Ray Examinations of Inverted Hexagonal Phases

Michael M. Kozlov

Summary
Structure of a lipid monolayer can be characterized by its spontaneous shape corresponding to a stress-free

state. In the chapter, the rigorous description of monolayer shape in terms of curvature of a Gibbs dividing sur-
face is reviewed, and the notions of the neutral and pivotal surfaces are discussed. Further, the effective and exact
method of finding the position of the pivotal surface and the corresponding monolayer spontaneous curvature of
cylindrically curved monolayers based on the results of the X-ray scattering experiments are presented. Briefly,
some limitations of this method are discussed.

Key Words: Elasticity; inverted hexagonal phase; lipid monolayer; neutral surface; spontaneous curvature;
X-ray scattering.

1. Introduction
Amphiphilic molecules (or amphiphiles) are characterized by dual hydrophobic–hydrophilic

properties. Phospholipids are biological amphiphiles, whose molecules consist of hydrophilic
polar heads, and in most cases, two hydrophobic hydrocarbon tails (1). Phospholipids (referred
in the following as lipids, for simplicity) of different types differ in the chemical structure of
their polar heads as well as in length and degree of saturation of their hydrocarbon chains. In
spite of that, all lipids exhibit a similar behavior in aqueous surrounding. Driven by the
hydrophobic effect (2), lipids self-organize into assemblies referred to as mesophases, which
are characterized by a common feature—the hydrophobic moieties of the lipid molecules are
shielded from water by layers of polar heads. If the amount of water is limited or in special
stabilizing conditions, the lipid mesophases have properties of lyotropic liquid crystal phases
(see refs. 3–7). In excess water, the mesophases can be seen as isotropic solutions of
amphiphilic aggregates.

Building blocks of mesophases are lipid monolayers, which are monomolecular layers
wherein all the lipid molecules are oriented similarly: the polar heads toward the one and the
hydrocarbon chains toward the other side of the layer. As a result, one monolayer side is cov-
ered by polar heads, whereas the opposite side is hydrophobic. The monolayer thickness (δ),
determined by the lipid molecular length, equals approx 2 nm. The structures of lipid mole-
cules and interactions between them determine the preferable shapes of monolayers. The
monolayer shape serves for characterization and classification of lipid mesophases. In turn,
lipids can be classified according to shapes of monolayers and the corresponding types of
mesophases they are forming in aqueous solutions (for review, see refs. 8,9). Whereas a large
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number of lipid mesophases has been described (for review, see ref. 10), just some characteri-
zed by the simplest and most common shapes of their constituting monolayers will be
addressed herein.

The most familiar type of lipid assembly is a planar bilayer consisting of two monolayers,
contacting each other along the hydrophobic planes and whose hydrophilic surfaces cover the
inner and outer bilayer planes. The propensity of lipids to self-assemble into planar bilayers
underlies formation of cell membranes (the universal biological wrappers), which form
boundaries of cells and intracellular organelles. A biological membrane is, basically, a mul-
ticomponent lipid bilayer with numerous proteins inserted into the lipid matrix or bound to
the bilayer surface (11). Because of the powerful hydrophobic interactions, the bilayer lipid
matrix provides the cell boundary with mechanical stability. The lyotropic liquid crystal
phase formed by planar lipid bilayers is called the lamellar phase (4). It consists of a stack of
bilayers separated by a few nanometer-thick water layers. Lipids such as lecithins forming the
lamellar phases are often referred to as “lamellar” lipids.

Other type of lipid assembly consists of strongly curved lipid monolayers, whose shape
can be seen within a good approximation as a narrow cylinder with few nanometer radius
(Fig. 1A). The lipid polar heads of such monolayer are oriented toward the internal space of
the cylinder, which is filled with water, whereas the external surface of the cylindrical mono-
layer is hydrophobic. Within the mesophase, multiple lipid cylinders are oriented in parallel
and contact each other along the hydrophobic surfaces. This leads to a most compact packing
of the monolayers so that the mesophase cross-section perpendicular to the cylinder axes reveals
a hexagonal lattice of cross-sections of the individual cylinders (Fig. 1A). This mesophase is
called the inverted hexagonal (HII) phase, and the corresponding lipids are referred to as the
“hexagonal” ones. A typical example of a “hexagonal” lipid is dioleoyl-phosphatidyl-
ethanolamine (see ref. 7).

356 Kozlov

Fig. 1. Inverted hexagonal (HII) phase: schematic illustration and notations. (A) The HII phase con-
sists of infinite prisms packed parallel to each other. The prism cross-sections form a 2D hexagonal
lattice. The first-order Bragg parameter (dhex) is measured by X-ray scattering; (B) cross-section of
one prism of the HII phase. The Luzzati dividing surface is located in the polar head region. It is char-
acterized by radius RW and the area per lipid molecule AW. Two arbitrary dividing surfaces separated
by distance z are denoted by indices 1 and 2.
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The HII phase will be the focus of the present review. At the same time, few other
mesophases should be briefly mentioned in order to illustrate the wide spectrum of possible
shapes of lipid monolayers and the corresponding diversity of the lipid-phase behavior (for a
review see ref. 10 and references therein). Molecules of lysolipids having only one hydrocar-
bon tail tend to form monolayers, which are strongly curved in the direction opposite to that
of the “hexagonal” lipids. The resulting assemblies are represented by cylindrical or spheri-
cal micelles with internal volumes filled by the hydrocarbon chains. In a limited amount of
water the cylindrical micelles pack into hexagonal phases, which in contrast to the inverted
hexagonal phases, are denoted as HI phases. Finally, there are lipids and lipid mixtures forming
bicontinuous cubic phases whose monolayers have shapes of saddles organized into periodic
three-dimensional surfaces.

This short phenomenological consideration aims to illustrate the diversity of shapes
adopted spontaneously by lipid monolayers and the degree of monolayer spontaneous curv-
ing, which varies from zero in the case of “lamellar” lipids to high values for the “hexago-
nal,” “micellar,” and “cubic” lipids. In the following, we will discuss how the spontaneous
shapes of lipid monolayers can be addressed based on X-ray studies of HII phases. First, we
introduce a rigorous description of monolayer shapes in terms of Gibbs dividing surface, and
define the notion of monolayer spontaneous curvature. Further, we introduce the notion of
monolayer elasticity apply it to the cylindrical monolayers of HII phases, and define the neutral
surface. Based on these definitions, we present protocol for measuring the position of neutral
surface and its spontaneous curvature using the X-ray data.

2. Description of Monolayer Shape—Spontaneous Curvature
2.1. Dividing Surface

A few nanometer thickness of a lipid monolayer is, for most membrane structures, few
orders of magnitude smaller than the dimension measured along the monolayer plane.
Therefore, it seems straightforward to describe lipid monolayers as thickness-less surfaces.
Whereas such approach did prove to be productive, there is a delicate issue of definition
of the surface with which the monolayer is identified. This issue becomes especially
important for strongly curved monolayers, such as those forming the inverted hexagonal
or micellar phases, whose radii of curvature are of the same order of magnitude as the
monolayer thickness.

The problem of dealing with layers of small but finite thickness is not specific for lipid
monolayers but rather originated from attempts to treat transition regions between immisci-
ble liquids. Herein the Gibbs method will be used (12), which has been developed for descrip-
tion of the liquid–liquid interfaces, but has a general character and can be applied to any type
of thin layers including lipid monolayers. According to the Gibbs approach, one has to choose
within the lipid monolayer a geometrical surface (called the dividing surface) that lies parallel
to the plane of the polar heads. The monolayer shape is identified with that of the dividing
surface and the monolayer thermodynamic properties are assigned to the dividing surface. To
this end, a reference system is considered where bulk phases are extended with their
unchanged properties up to the dividing surface. The thermodynamic values of the dividing
surface are, by definition, the excess values (e.g., excess entropy [Ss], energy [Us], and masses
of components [ms]) determined as differences between the thermodynamic values of the real
system and those of the reference system.
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The exact position of the dividing surface along the monolayer thickness can be chosen
arbitrarily. However, it is important to realize that both the geometrical and most of the ther-
modynamic characteristics (except the total free energy) of the system depend on the choice
of the dividing surface, so that once the dividing surface is chosen within the monolayer, the
following description has to be performed consequently for this specific dividing surface (see
ref. 13). Whereas the Gibbs method places no limitations on the choice of the dividing surface,
there are physical reasons for selection of particular dividing surfaces such as Gibbs surface
of tension (12) and neutral surface, which simplify the treatment of monolayer properties and
thermodynamic behavior. The neutral surface is a center of the following discussion.

2.2. Spontaneous Cuvature

Once the dividing surface is chosen the monolayer shape can be characterized at each point
by the curvatures of the dividing surface. According to the differential geometry of surfaces
(see refs. 14,15), the local shape is determined by two principal curvatures, c1 and c2, or
equivalently, by the total curvature, J = c1 + c2, and the Gaussian curvature, K = c1 ⋅ c2. The
two latter values represent the two independent invariants of the curvature tensor (14,15) and
are convenient for description of lipid monolayers having properties of two-dimensional (2D)
fluids (16). (Note that in the mathematical literature the notion of the mean curvature H = J/2
rather than the total curvature J is commonly used.) To determine the signs of the curvatures,
the orientation of the normal vector of the dividing surface has to be chosen. It is convenient
and common to define the normal vector to be oriented from the hydrocarbon chains toward
the polar heads. The principal curvatures are defined as positive if the monolayer bulges in
the direction of polar heads and negative in the case of bulging toward the hydrophobic tails.

Herein the monolayer spontaneous curvature (Js) is defined, as the total curvature the
monolayer adopts on spontaneous self-assembly. Note that this definition differs from the
original one, which has been given by Helfrich (16) to quantify the tendency of a flat mono-
layer to bend spontaneously. The Helfrich spontaneous curvature represents, practically, a
bending stress existing within a monolayer when the latter has a flat shape (indeed, the bend-
ing stress equals the Helfrich spontaneous curvature multiplied by the bending modulus).
According to the present definition, the spontaneous curvature is a geometrical characteristic
of a stress-free state of a monolayer.

Whereas the spontaneous curvature is an essentially macroscopic, rather than molecular,
characteristic of a lipid monolayer, the notion of spontaneous curvature of individual lipid mol-
ecules is frequently used in the literature. The molecular spontaneous curvature has to be under-
stood as the spontaneous curvature of a monolayer consisting of molecules of a given kind. In
addition to the spontaneous curvature, the stress-free state of a monolayer can be characterized
by a spontaneous area per given macroscopic number of lipid molecules. This area has to be
determined at the dividing surface, and it’s meaning is the area of the monolayer cross-section
by the dividing surface. Commonly, one considers a spontaneous molecular area (As), which is
an effective value equal to the total spontaneous area divided by the number of lipid molecules.

3. Monolayer Elasticity—Neutral Surface
3.1. Elastic Stresses and Energy

To advance toward consideration of the experimental procedure used to determine sponta-
neous curvatures of individual lipids, a step beyond the spontaneous state of the monolayer has
to made and the monolayer deformations have to be considered. The considerations will be
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limited to cylindrical monolayers of HII phases because this is the system in which the most
productive X-ray measurements have been performed (7,17–25). Geometrical description of a
cylindrical surface is simplified because its Gaussian curvature equals zero, K = 0, and the
absolute value of the mean curvature equals the cylinder radius, |J | = 1/R. There are two types
of deformations (strains) of a cylindrical monolayer: deformation of stretching leading to devi-
ation of the molecular area (A) from its spontaneous value (As), and bending deformation
resulting in difference between the total curvature J and the spontaneous curvature Js.

In the following, for simplicity, positive value 1/R and 1/Rs will be used to characterize the
deformed and spontaneous states of the HII phase monolayers. But it has to be kept in mind
that, according to the earlier convention on curvature sign, the corresponding curvatures are
negative, J = –1/R and Js = –1/Rs. Deformations give rise to elastic stresses and the elastic
energy. A complete consideration of membrane strains, stresses, and relationships among
them is given in ref. 26. Here, instead, a simplified case of cylindrical monolayers is sketched
(27,28). The elastic stresses corresponding to the stretching and bending strains are the lateral
tension (γ) and bending moment (τ), respectively. In the limit of small deformations,

and (1)

the stresses depend linearly on the strains according to:

(2)

and
(3)

The coefficients Γ and κ are the monolayer stretching modulus and bending modulus,
respectively. The coefficient E determines coupling between the deformations of stretching
and bending.

The elastic energy of deformation per unit area of the dividing surface is

(4)

Note that in case of vanishing spontaneous curvature: or, equivalently, ;

validation of the expression (Eq. 3) for the bending moment and of the curvature-dependent
contributions to the energy (Eq. 4) requires, instead of the condition (Eq. 1), fulfillment of
inequality , where δ = 2 nm is the monolayer thickness.

3.2. Elastic Moduli for Different Dividing Surfaces

All elastic and structural characteristics of a monolayer (κ, Γ, E, As, and Rs) depend on the
position of the dividing surface. Consider an arbitrary dividing surface whose characteristics
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will be indicated by subscript 1, and another dividing surface, indicated by superscript 2,
which is shifted by z with respect to the first toward the external surface of the cylindrical
monolayer (Fig. 1B). The relationships between the radii of spontaneous curvatures and
spontaneous molecular areas corresponding to the two dividing surfaces are given by

Rs2 = Rs1 + z (5)

(6)

A thorough analysis of relationships between the elastic moduli related to different divid-
ing surfaces is given in refs. 24,27,28. Here, only simplified equations are presented. For the
case of vanishing spontaneous curvature (Js = 0), the set of elastic moduli (κ1, Γ1, and E1) is
related to the corresponding set (κ2, Γ2, and E2), by

(7)

(8)

(9)

3.3. Neutral Surface

Analysis of the elastic moduli dependences on the position of the dividing surface shows that
the bending and stretching moduli adopt only positive values. Along with the spontaneous geo-
metrical characteristics As and Rs, they describe macroscopically the monolayer structure and
elasticity, and represent material properties of membrane monolayers, which within the approx-
imation (Eq. 1), do not depend on deformations. At the same time, the coupling modulus E can
adopt positive or negative values depending on the position of the dividing surface. For a spe-
cial dividing surface, called the neutral surface, this coefficient vanishes: E = 0 (26–28), and the
whole description of the membrane elastic properties (2–4) simplifies. Specifically, for the neu-
tral surface the lateral tension γN does not depend on the bending deformation J–Js, and the
bending moment τN is independent of the deformation of stretching A–As.

It is instructive to present (Eqs. 2 and 3) in the form that determines the membrane

deformations and , which result from stresses γ and τ applied to the membrane

by external sources:

(10)

(11)

Following from Eqs. 10 and 11, a special property of the neutral surface (E = 0) is that its
molecular area (AN) does not change and remains equal to the spontaneous value (AsN) if only
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a bending moment τ is applied to the monolayer. Deviation of AN from AsN requires application
of tension γ. Analogously, the curvature of the neutral surface ( ) is independent of γ and
changes only on application of τ.

The neutral surface is the most convenient to treat the elastic behavior of lipid monolayers.
On the other hand, the position of the neutral surface within a monolayer depends on the
monolayer structure and is usually unknown. The Eq. 9 provides a key for finding the neutral
surface. Assume that there is a way to measure the whole set of the elastic moduli (κ1, Γ1, E1)
for a certain dividing surface with a known position. The distance zN between this dividing

surface and the neutral surface is given, according to (Eq. 9) by . Hence, measurement

of the elastic moduli for one of the dividing surfaces gives enough information for determina-
tion of the location of the neutral surface, and calculation of the corresponding elastic moduli
according to the relationships (Eqs. 7–9) or the more general ones presented in refs. 26–28. In
the following, a specific protocol for finding the dividing surface and the related elastic and
structural characteristics of a monolayer based on X-ray studies of the inverted hexagonal (HII)
phases is presented.

4. Structural Studies of HII Phases
4.1. Directly Measurable Characteristics

An HII phase can be seen as a 2D hexagonal lattice formed by axes of infinitely long and par-
allel regular prisms (Fig. 1A). The water core of each prism is lined with the lipid polar groups,
and the rest of the prism volume is filled with the hydrocarbon chains. The essence of the exper-
imental approach that is being described in this review is variation of the water content of HII
phase at fixed and known lipid content, and measurement of the related changes in the struc-
tural parameters of the HII prisms. The measurements are performed by X-ray diffraction.

There are two methods used to change the water content (see refs. 7,24,29–31 and refer-
ences therein for detailed descriptions). According to the first, referred to as the gravimetric
method, dry lipid samples are hydrated in water vapor atmosphere to different degrees quan-
tified by the weight fraction of water within the samples. The volume fraction of water in the
sample (φw) is then calculated using specific molecular volumes of water, lipids, and lipid
polar groups. In the second approach, called the osmotic pressure method, a lipid sample is
placed in an excess amount of aqueous polyethylene glycol solution of known osmotic pres-
sure (Π). The amount of water within HII phase is then controlled by the value of Π.

The structural dimension of the HII phase that is measured in X-ray diffraction experiments,
is the first order Bragg-spacing dhex illustrated in Fig. 1A. Usually, an HII phase is characterized

by at least three X-ray spacings bearing ratios to dhex, of 1, and so on.
These measurements yield dhex with an accuracy of ±0.01 nm. The direct outcome of the
gravimetric studies is the dependence of dhex on the volume fraction of water in the HII-phase.
The osmotic pressure studies give dhex as a function of Π. The two experimental functions,
dhex (φw) and dhex (Π), contain sufficient information for determining the structural-elastic
parameters κ, Γ, E, as, and Rs of the HII phase monolayers.

4.2. Luzzati Plane

The cross-section of each prism of HII phase is hexagonal at the hydrocarbon chain bound-
ary. The cross-section of the prism-water core is represented by a hexagon with smoothened
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vertexes (7,32–34). Analysis shows that, as far as determination of spontaneous curvature,
bending and stretching moduli is concerned, the water core can be approximated by a circular
cylinder. According to the method introduced by Luzzati (35), a prism can be subdivided into
lipid and water compartments. The boundary between the two compartments is represented by
the Gibbs dividing surface of zero excess of water, which means that it encloses a volume equal
to the total volume of water within the prism. This dividing surface (referred to as the Luzzati
surface) lies within the region of polar heads, and by convention, has a cylindrical shape.

The characteristics of the cylindrical Luzzati plane are its radius (RW) and the area (AW)
per lipid molecule (Fig. 1B). Both of them can be determined from the measured values of
dhex and φW using the relationships (see ref. 24)

(12)

(13)

where Vl is the volume of a lipid molecule. It is assumed that the value of dhex determines
unambiguously the values of RW and aW independently of whether the gravimetric or osmotic
pressure method is applied. This allows one to determine, based on combination of the gravi-
metric and osmotic data, the characteristics of the Luzzati plane as functions of the osmotic
pressure, RW (∏) and AW (∏) (29,30). The determination is performed by analyzing the
monolayer mechanical equilibrium on pressure ∏, and using the relationships between the
elastic and structural characteristics of different dividing surfaces (see above). Description of
this procedure in full detail and its application to specific experimental data are described in
refs. 27,28. Although such treatment is feasible in principle, the attempts to perform it have
demonstrated that the accuracy of experimental determination of variations in AW is not suf-
ficiently high to guarantee reliable estimation of the whole set of parameters characterizing
the neutral surface. Below, determination of the elastic parameters of a so-called pivotal plane
is described, which only approximately describes the neutral surface but allows for a more
exact characterization based on the HII phase dehydration experiments.

4.3. Pivotal Plane as Approximation for the Neutral Surface—Determination 
of Spontaneous Geometrical Characteristics

The pivotal dividing surface is defined as the dividing surface for which the molecular area
A does not change in the course of deformation (ref. 24 and references therein). As aforemen-
tioned, when the monolayer deformation is solely generated by application of τ, the neutral sur-
face keeps its molecular area, and therefore, represents the pivotal plane. In the dehydration
experiments, both a bending moment and a compressing lateral stress are applied to the cylin-
drical monolayers. Hence, the neutral surface must decrease its area and deviate from the
pivotal plane. The pivotal plane is a dividing surface for which the area changes related to bend-
ing and compression mutually compensate. However, a thorough analysis shows that deviation
of the pivotal plane from the neutral surface is relatively small (24), and differences between the
structural characteristics related to the neutral and the pivotal surfaces are of the order of param-
eter . The values of this parameter are: , and hence, the pivotal plane

describes the neutral surface with an accuracy higher than 10%.

γ ≈ 0.03− 0.1γ κ
Γ

=
⋅ Rs

2

A
V

RW
w l

w W

=
⋅ ⋅

( ) ⋅
2 φ

1− φ

R dW hex
w= ⋅

⋅2 φ

π 3

362 Kozlov

24_Kozlov  6/28/07  9:52 PM  Page 362



Verification of the existence of the pivotal plane and determination of its position with
respect to the Luzzati plane can be done based on the pure geometrical relationships. The
molecular A and the radius of curvature R at any cylindrical dividing surface, which is sepa-
rated from the Luzzati plane by a volume V per lipid molecule, are given by

(14)

(15)

The relationship (Eq. 14) can be rewritten in the form

(16)

A plot vs can serve to make a “diagnosis,” i.e., to find out whether the pivotal plane

exists. Indeed, this plot is linear if A does not change with dehydration, which means that the
corresponding dividing surface is a pivotal plane. The intercept of this linear plot gives the
square value of the molecular area at the pivotal surface (Ap), whereas the slope determines
the molecular volume (Vp) between the Luzzati and the pivotal planes.

Finding the values of RW and AW for the Luzzati plane at full hydration (according to Eqs. 12
and 13), determining the position of the pivotal plane by means of the diagnostic plot (16), and
finally, calculating Rp and Ap for the pivotal plane using expressions (Eqs. 15 and 16), is the way
to determine the corresponding spontaneous curvature , and molecular area Asp = Ap.

4.4. Determination of the Bending Modulus

Once the pivotal plane is found, osmotic pressure measurements allow for determination
of the monolayer bending modulus κ. Based on the expression (Eq. 2), taking into account
constancy of the area of the pivotal plane, and considering the mechanical equilibrium of a
monolayer under pressure, the relationship between the osmotic pressure Π and the radius of
the pivotal plane Rp is found (30,31):

(17)

From the intercept and the slope of the plot Π⋅Rp vs one obtains the spontaneous  

curvature and the κp related to the pivotal plane.

4.5. Discussions and Conclusions

The described protocol for analysis of the X-ray diffraction data has been used during the last
decade in studies of HII phases formed by mixtures of dioleoyl-phosphatidyl-ethanolamine with
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numerous lipids (5,7,17–22,24,25,28–31,34). The major goal was to determine the spontaneous
curvatures of physiologically relevant lipids. This could be done because of the fact that the
spontaneous curvatures of different lipid species are additive. It has been shown experimentally
(17,20–22,24,25) and predicted theoretically (36) that, in many cases, the total spontaneous cur-
vature of a mixed monolayer is a weighted average of the spontaneous curvatures of the indi-
vidual lipid components. A table collecting the values of the lipid spontaneous curvature
measured to date can be found in ref. 8.

Spontaneous curvatures of different lipids vary in a broad range depending on the lipid
molecular structure. At the same time, positions of the pivotal planes, and hence, of the neutral
surfaces of lipid monolayers proved to be fairly similar for different lipid species and their mix-
tures. The pivotal surfaces have been always found close to the plane of glycerol backbones of
lipid molecules (see refs. 17,20,21,24). This result can be explained by considering the internal
monolayer factors that determine the position of the neutral and pivotal planes. The two planes
have to be located in the most rigid region within the monolayer. The narrower this region is,
the closer the two surfaces are to each other. Most probably, the local rigidities are distributed
nonhomogeneously through the monolayer thickness, and the region of the glycerol backbones
is the most rigid one, independently of the monolayer composition. This would determine the
locations of the neutral and pivotal surfaces next to each other and to the glycerol backbone.

In conclusion, it has to be mentioned that whereas the described protocol proves to be pro-
ductive in determining the radii of spontaneous curvatures of lipids, the results obtained for
the bending modulus are, in many cases, not accurate enough to find the contributions of indi-
vidual lipids. Moreover, attempts to determine the values of the stretching modulus give only
order of magnitude estimations rather than exact values. Reaching a better quality of the elastic
moduli determination requires improved accuracy in the X-ray diffraction measurements.
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Shape Analysis of Giant Vesicles With Fluid Phase Coexistence 
by Laser Scanning Microscopy to Determine Curvature, 
Bending Elasticity, and Line Tension

Samuel T. Hess, Manasa V. Gudheti, Michael Mlodzianoski, and Tobias Baumgart

Summary
Membrane shape parameters such as curvature, bending elasticity, and lateral tension, are relevant to the lateral

organization and function of biomembranes, and may critically influence the formation of lateral clustering pat-
terns observed in living cells. Fluorescence laser-scanning microscopy can be used to image vesicles and cell
membranes, and from shape analysis of these images mechanical membrane parameters can be quantified.
Methods to analyze images of equatorial sections obtained by confocal or multiphoton microscopy are detailed,
in order to estimate curvature, lateral tension, line tension, relative differences in mean curvature and Gaussian
curvature bending moduli, and fluorescence dye intensity profiles, typically within coexisting liquid-ordered and
liquid-disordered membrane domains. A variety of shape tracing and shape fitting methods are compared.

Key Words: Bending modulus; cholesterol; curvature; domains; energy minimization; fluorescence imaging;
force balance; line tension; lipid phases; rafts; sphingomyelin.

1. Introduction
The mechanisms of lateral and spatial membrane organization and their interdependence

remain poorly understood (1). A number of models (1–6) attempt to describe the interactions
between proteins and lipids to form functional biological structures (rafts) in cell membranes (7),
yet consensus is not found on the size, shape, lifetime, and composition of these structures.
Despite the tremendous importance and relevance of biological membranes to health and disease
(8–11), quantitative descriptions of the mechanics and physical chemistry that govern domain
formation in model membranes and living cells demand further attention.

Herein, methods to study these phenomena are described. The effects of pressure differ-
ences, membrane curvature, bending elasticity, lateral tension, and phase boundary line ten-
sion can be measured, compared with theoretical estimates (12–14) and related to membrane
lipid composition, phase behavior, and lateral organization. In particular, the interest is in
fluid-lipid phases that are proposed to exist in living cell membranes: the liquid-ordered (Lo)
and liquid-disordered (Ld) phases (15). In the Lo phase, acyl chains are relatively densely
packed, and thus, conformationally constrained. This results in reduced area per head group,
increased bilayer thickness (12,16), and increased bending rigidity (17,18) but still allows con-
siderable lateral and rotational mobility (19–21). On the other hand, in the Ld phase, acyl chains
are less constrained, and thus, have higher area per head group, resulting in a thinner bilayer,
less orientational order, decreased bending rigidity, and high lateral mobility. The lateral
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patterns and out-of-plane morphologies that form in the coexistence of these two phases show
a wide range of conformations (17–19,22–25), which reveal mechanics of lipid–lipid (and in
more complex systems, lipid–protein and protein–protein) interactions. Thus, studies of such
structures and determination of physical shape parameters can be of considerable relevance
to the understanding of biological membranes.

2. Biomembrane Models: Giant Unilamellar Vesicles
Giant unilamellar vesicles (GUVs) offer a means to study the forces that control the shapes

of membrane bilayers as well as their lateral organization (17,18,22–24,26–29). GUVs do not
suffer from the complications introduced by interfacial interactions in solid-supported bilayers
and monolayers at the air–water interface, are conveniently prepared (30), and can be easily
visualized by light microscopy because of their significantly large size (up to ~100 µm) compared
with large and small unilamellar vesicles.

Unilamellar vesicles, in comparison with multilamellar vesicles, are advantageous because
the interaction between membrane domains of different phases can be studied. In particular,
three-component (ternary) mixtures of a saturated lipid, an unsaturated lipid, and cholesterol
(Chol) often exhibit extended regions within the phase diagram of fluid–fluid (Lo–Ld) phase
coexistence under a variety of compositions and temperatures. Although this increased num-
ber of constituents leads to increased complexity (e.g., compared with two-component mix-
tures), such three component mixtures are arguably more realistic models of cellular membranes
than binary mixtures, and exhibit a surprising number of biologically relevant phenomena and
structures even in the absence of protein (17,18,22). Figure 1 shows an example of a confocal
image of a GUV made with a composition (molar ratios) of 1:1:1 sphingomyelin (Spm):cis-
dioleoylphosphatidylcholine (DOPC):Chol, labeled with fluorescent lipid analogs Bodipy-FL-
C12-sphingomyelin and lissamine–rhodamine-B-dioleoylphosphatidylethanolamine (LR-DOPE).

3. Visualization by Laser-Scanning Fluorescence Microscopy
Qualitative characterization of membrane shapes can provide insights into phase behavior

and membrane structure, but quantitative analysis is necessary for testing and rejection of some
of the contending membrane models. Because of their sensitivity, specificity, and access to a
wide range of time-scales (~10−11 to >103 s) with multiple simultaneous labels, fluorescence
methods are well suited to studies of membrane structure. Furthermore, confocal and multipho-
ton microscopy provide an image, which (under well-chosen conditions) is linearly proportional
to the concentration of fluorophore within the sample. Therefore, probe partitioning may also
be studied using such linear methods wherein ratios of intensities, corrected for difference in
probe brightness, correspond to ratios of concentrations to ratios of concentrations.

Fluorescence microscopy methods, of course, depend on the use of fluorescent probes. Key
criteria for such probes include: (1) differential partitioning into specific membrane phases,
(2) high brightness (photons per fluorophore per second), (3) minimal perturbation of mem-
brane phase behavior, (4) resistance to photobleaching, (5) excitation spectra easily accessible by
common lasers, and (6) nonoverlapping emission spectra to minimize channel overlap (bleed-
through). Fluorescence microscopy methods are also usually limited by the optical resolution
(equal to a fraction of a wavelength, typically approx 250 nm).

Fluorescence microscopy permits acquisition of images over a wide range of time-scales
(from ~10−3 s to days). Multiple fluorophores can be used simultaneously (two to four is
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common), allowing colocalization of lipids and proteins to be quantified. However, fluores-
cence probes must be carefully chosen. The partitioning of fluorescently labeled lipid analogs
often differs significantly from that of the unlabeled original lipid. Spm labeled with a large
fluorophore attached to the head group, for example, does not partition in the same way as
unlabeled Spm, and changes in the head group strongly affect partitioning. For example,
Bodipy-FL-C12-sphingomyelin has been shown to partition into both Lo and Ld phases in
GUVs made up of 1:1:1 Chol:DOPC:Egg Spm, whereas Bodipy-TR-C12-sphingomyelin
under identical conditions partitions almost exclusively into the Ld phase. Furthermore,
probe-partitioning behavior appears to be strongly environment dependent. Perylene, for
example, in some regions of the Chol:DOPC:Spm phase diagram partitions preferentially
into the Lo phase, but in other regions (e.g., wherein the mole fraction of Spm is lower),
does not show a strong preference for either phase. Thus, experiments using perylene can be
useful in conjunction with another probe, such as LR-DOPE, which partitions strongly into
the Ld phase.

The environment-dependence of probe partitioning is a strong indication that lipids and mem-
brane proteins themselves must have strong environment-dependent partitioning. This depend-
ence is very likely to have significant biological consequences. For example, the introduction
of a population of signaling lipid molecules such as phosphatidylinositol 4, 5-bis-phosphate
into the membrane, could result in change in the local partitioning of proteins with PH

Fluorescence Microscopy and Membrane Shape Parameters 369

Fig. 1. Confocal z-stack projection of GUVs made with a mixture of egg sphingomyelin, DOPC,
and cholesterol, with fluid–fluid (Lo–Ld) phase coexistence at room temperature, labeled with lissamine-
rhodamine B-DOPE (LR-DOPE) and Bodipy-FL-C12-sphingomyelin (BFL-Spm). These GUVs were
made with a ratio of 1:1:1 Spm: DOPC: Chol by electroformation in 100 mM sucrose and imaged with
a Leica TCS-4D confocal microscope using a 60 × 1.35 NA oil objective, fluorescin emission
(515–545 nm) and rhodamine emission (590–660 nm) filters, and excitation with 488 and 568 nm lines
from a Krypton-Argon laser.
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domains near the site of phosphatidylinositol 4, 5-bis-phosphate localization. This change in
local partitioning could then increase the local concentration to a level wherein the rate of
cross-phosphorylation of key proteins becomes significant, leading to a downstream cascade.
Evidence for environment-dependent partitioning also suggests that cells could produce and ben-
efit from a variety of local membrane environments regulated to have specific lipid compositions.
The following sections discuss experimental methods to obtain membrane traces that can be
analyzed in terms of probe-partitioning behavior and membrane geometry.

4. Shape Tracing and Analysis of Equatorial Sections
Equatorial membrane sections may be traced using a variety of algorithms to determine mechanical

membrane properties as well as extract information on phase coexistence. For the analysis of a
confocal or multiphoton fluorescence image of the equatorial plane of a GUV, two such algorithms
(the maximum brightness [MB], and the least squares [LSQ] methods) will be discussed.

Shape analysis of membrane equatorial sections relies fundamentally on determination of
the position and angle (orientation) of the membrane obtained by analysis of images, typi-
cally from a confocal equatorial slice through the vesicle. From this slice, which is rotated to
orient the symmetry (Z) axis in the vertical direction, the R-Z coordinates of the membrane
as a function of arc length are determined (see Fig. 2). The angle of the membrane path ψ
(measured from the horizontal) and its derivative ψ′ as a function of arc length S are then used
for numerical analysis of physical shape parameters.

4.1. Tracing in the Direction of Maximum Brightness (MB Method)

The MB algorithm involves following the direction of maximum brightness along the curve
of the membrane shape. The algorithm is initiated by manually positioning an marker at some

370 Hess et al.

Fig. 2. Equatorial section of an axially symmetric phase-separated GUV. The quantity S is the arc
length and ψ is the angle between a tangent to the arc length and the horizontal. Note that the phase
boundary and vesicle neck do not necessarily coincide. Differences in Gaussian bending modulus
between Lo and Ld phases, or other conditions, can cause the phase boundary to be shifted toward one
phase relative to the neck position (17).
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point along the membrane shape. Then the intensity profile as a function of angle is deter-
mined at several fixed distances from the marker, as shown in Fig. 3. The shape is traced by
fitting the sum of the intensity profiles at the various radii as a function of angle and deter-
mining the direction of maximum intensity turning toward that direction, and then taking a
small step. The process is repeated, recording the x- and y-coordinates, the pixel intensity, the
arc length, and the direction angle measured from the x-axis. The following section discusses
the accuracy of this tracing algorithm.

4.1.1. Estimation of the Uncertainty in Membrane Angles and Curvature Determined
by Image Tracing of Equatorial Sections; Determination of Uncertainty 
by Tracing Ideal Images

Figure 4 shows an example of an ideal image generated from a rasterized circle (repre-
senting a membrane 8 pixels wide to avoid pixelization artifacts) blurred by convolution with
a Gaussian of width 8 pixels, to which a constant background of pixel value 30 is added. Shot
noise is then added to the image assuming a Poisson distribution with the brightest pixel value
(i.e., 255) corresponding to n = φ·255 photons, where φ is equal to the number of photons per
pixel intensity value. The total number of photons N is then equal to

where ni is the number of photons in the i-th pixel and pi is the pixel value in the i-th pixel.
Note the decrease in noise of ψ(S) and dψ/dS in Fig. 5 as the value of φ is increased. Thompson

n p
i i

i i∑ ∑= φ
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Fig. 3. MB Angular Tracing Algorithm. Shape tracing is accomplished by an automated MATLAB
script. A marker (gray circle with white center) is initialized manually to a location on the shape
(start). Then, the intensity as a function of angle with increasing radius (curves A,B) is determined
from the pixel values in the image summed up for several radii up to the maximum radius at a given
angle (curve C). The direction with the maximum intensity (white arrow) is then chosen for a small
stepwise motion of the marker (and the location and direction recorded). From the new marker location,
the process is repeated to trace the entire shape.
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et al. (31) calculate the maximum localization precision σx for objects smaller than the
diffraction-limited resolution, localized in one dimension by fluorescence microscopy:

(1)

where r0 is the standard deviation of the point spread function, N is the number of photons
collected, q is the width of the pixel in the image, and b is the background noise. Using σx,
the error value associated with the angle (σψ) is estimated from the error in the positions of
two points ( ) if and the arc length ∆S between the two points in the limit 

of small is .

(2)

where ρ is defined as . From the uncertainty σx in the position x,

the uncertainty σψ in the angle ψ is estimated (for small angles) as
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Fig. 4. Theoretical image of a GUV. This image was created using a Matlab program to simulate an
image of a spherical GUV with the same visual properties as an image recorded with a confocal micro-
scope. The initial circle has been blurred by convolution with a Gaussian of 1/e2 width R0 ~8 pixels,
had background added, and then shot noise applied. (A) The image has a photon per pixel intensity
value of φ ~4.7, or approx 25-fold more total photons compared with (B), which has φ ~0.19.
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Fig. 5. Effect of image noise on the uncertainty in angles from vesicle traces. (A) The resulting
angle ψ is shown as a function of arc length S, from a trace of a simulated confocal image of a spher-
ical GUV, for different values of photons per pixel value φ = 0.20 and φ = 2.35. Because the simu-
lated vesicle in this case is circular, the expected result for ψ vs arc length is a straight line. Deviations
from this expected behavior are shown by arrows designating (1) an example of noise, which
decreased when the φ increased, as expected for shot noise, and (2,3) noise owing to the finite pixel size,
which does not decrease with increasing φ. (B) The resulting curvature (ψ′ = dψ/dS) for both traces, cor-
responding to the same φ as in A.
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From the values of ψ one can calculate numerically the derivative dψ/dS, or ψ′, which
is approximately equal to ∆ψ/∆S for small step size ∆S. Figures 5 and 6 show the ψ and ψ′
determined from the trace of a vesicle identical to that shown in Fig. 4 except with φ
= 0.20 and φ = 2.35. For a given value of ∆S, this will result in an estimated 

uncertainty in of

(4)

Note that this expression is expected to decrease monotonically as a function of N for all
finite N and fixed b. However, in the situation where β = b/N is constant (the ratio of back-
ground b to total photons N), the expression will approach a limiting value as N becomes
large. Such a situation could occur, for example, when the number of emitted signal and back-
ground photons is constant but the detection efficiency is changed.

Figure 7 shows the mean squared uncertainty in the curvature σψ as determined from
traces of a simulated circular vesicle with varying (inverse) numbers of photons. The value
of σψ′ does not appear to continue to decrease indefinitely with increasing N, but instead 

approaches a limiting value of at large N (i.e., large φ), which is consistent

with predictions by the model of Thompson et al., but may also include other sources of
uncertainties such as from the algorithm itself and differences owing to the one-dimension
geometry of the membrane (compared with 2D localization of a spot). Clearly, localization
precision will improve as the number of collected signal photons increase, but will only help
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Fig. 6. The effect of smoothing on ψ′ as a function of arc length is to reduce noise, in particular
noise owing to finite pixel size, which is hard to eliminate for a finite-sized image even with large
numbers of line or frame averages. Shown are four complete successive traces of the same circular
simulated vesicle whose trace is also shown in Fig. 5. Repeated tracing of the same shape provides a
measure of reproducibility (uncertainty) of the tracing algorithm. However, smoothing also reduces
the information content of ψ′(S), particularly at high spatial frequencies such as occur at the neck of
a sharply pinched shape. Unsmoothed ψ′(S) (medium gray), and smoothed curves with box size 20
(black) and 100 (light gray).
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improve the precision in curvature determination (using this algorithm) up to a point that is
ultimately limited by signal-to-background ratio. A decrease in the number of microns per
pixel (q) will also be necessary to achieve optimal tracing, but this will have the counterpro-
ductive effect of spreading the acquired photons out over a larger number of pixels, increas-
ing the fractional uncertainty in the intensity in each pixel. Additionally, smoothing of the
measured ψ′ can improve the signal-to-noise ratio, whereas adversely affecting the upper
limit of resolvable curvature. Figure 6 shows various boxcar smoothing of the profile of ψ′
obtained from Fig. 4.

4.2. LSQ Algorithm

Comparison of the MB algorithm and the LSQ algorithm described below, shows that the
MB algorithm is particularly sensitive to photon noise and background noise in the image. Thus,
acquisition of images that have been averaged over a significant number of frames is necessary
to obtain as smooth an image as possible. Figure 8 explains the LSQ method and shows an
example trace for the same simulated spherical vesicle image traced using the MB algorithm
discussed previously. The basis of the LSQ algorithm is to use each pixel in the image as a data
point, weighted by its uncertainty (estimated as the square root of the number of photons in that
pixel), and then fitted by a polynomial (typically of second order) through the data points.
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Fig. 7. Effect of number of photons on image tracing accuracy. (A) The value of equal to the 1/e2

width squared of the distribution of curvature values obtained from simulated images, is plotted vs the
inverse of N, where N is total number of photons within the region used to estimate that curvature. (B) The 

obtained from simulated images was well described by the model of Thompson et al. (see ref. 31) for
2D localization extended here to membrane tracing. The straight line was generated using the actual ratio
of background pixel value (b = 10) to total photons N (β = b/N = 4.5 × 10−4), the pixel size (a = 1), the effec-
tive arc length per step (∆S = 4), the total number of photons N, and a value for the resolution (r0 = 6.4
pixels) close to but different from the ideal resolution (8 pixels). For increasing values of N, there is signif-
icant improvement in the precision of curvature values determined by the MB algorithm, up to a limiting
value (given by the nonzero intercept as 1/N goes to zero). For higher values of N (smaller values of 1/N),

decreases (and the precision in the curvature increases) less rapidly with N, because of the increased rel-
ative contribution of background in these images, which have a constant signal-to-background ratio.
σ ψ′

2

σ ψ′
2

σ ψ′
2
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Fig. 8. LSQ vesicle tracing algorithm. The image of an equatorial section of the vesicle is traced by
treating the image points as data points, which can be fitted locally with a function y(x). (A) Example
of a simulated confocal equatorial section of a spherical vesicle with radius 300 pixels, approx 50
photons detected in the brightest pixels, realistic background, and shot noise applied appropriate to
the number of photons. The trace (gray line) shown up to the current point (P, black spot with white
edge) is calculated by fitting the pixels in the image locally around the point (those within the gray
box), each pixel weighted according to the square root of its intensity; (B) zoom of image region
being fitted. Next, the image within the box is rotated such that the direction along the membrane at P
is horizontal (X) and the direction perpendicular to the membrane at P is vertical (Y). The rotated X and
Y coordinates for the image shown in the box in A and B are shown (dark gray points), with LSQ sec-
ond-order polynomial fit (white line) y = αx2 + βx + γ in C. Note that the size of each point is equal to
the number of photons at the corresponding pixel in the image. The fit is then used to calculate the
direction of a step along the membrane, and the value of –2α is equal to the meridional curvature of
the membrane at P, shown in D. Results from several repeated traces around the vesicle are shown in
D to demonstrate the reproducibility of the method.
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From the fit, the position and curvature of the membrane can be estimated (for further
detail, see Fig. 8). Figure 8 also shows that the LSQ algorithm is able to extract the local
curvature with improved certainty compared with the MB algorithm: the uncertainties in
curvatures in Fig. 8 (LSQ algorithm, unsmoothed) are much smaller for the same image
than those shown in Fig. 5 (MB algorithm), even those which were boxcar smoothed shown
in Fig. 6 (black and lightgray). Thus, because of the sensitivity of the MB algorithm to typical
levels of image noise, particularly on short-length scales, the LSQ algorithm is better suited
to portions of the vesicle shape with high curvature, or wherein greater precision in curvature
is needed.

4.3. Determination of Area Fractions of Lo and Ld Phases for an Equatorial Section
of a Phase-Separated GUV

Area fractions of Lo and Ld phases can be determined directly from an equatorial section
of an axially symmetric phase-separated GUV. First, the RGB image (shown in Fig. 9A) is
converted to a grayscale image. This grayscale image is traced by the LSQ method using a
program written in MATLAB (TheMathworks, Inc. Natick, MA). The starting pixel values for
the tracing routine are chosen manually by selecting a coordinate on the vesicle wherein
the membrane path is horizontal (ψ = 0). Some of the parameters that can be controlled in
MATLAB to optimize the trace (Fig. 9B) are the threshold value, the step size, and the max-
imum turn rate. The output of the shape tracing routine provides x- and y-coordinates, mem-
brane path angles, and pixel intensities (for each channel). The output from the MATLAB
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Fig. 9. (A) Example of a GUV made up of egg Spm, DOPC, and cholesterol in the mixture 1:(0.5, 0.5):1
Spm:(trans-DOPC: cis-DOPC):Chol, created by incubation at 60°C in aqueous 100 mM sucrose, and
the fluorescent labels LR-DOPE and bodipy-FL-Spm. This 256 × 256 pixel image is the line-average
of 32 successive frames imaged on a Leica TCS-4D confocal microscope a using 60 × 1.35 NA oil
objective, fluorescin emission (515–545 nm) and rhodamine emission (590–660 nm) filters, and exci-
tation with 488 and 568 nm lines from a Krypton-Argon laser. The total image size was 50.3 × 50.3
µm2 and imaged at 25°C (stage temperature). (B) Rotation and transformation of vesicle trace to cen-
ter and align the equatorial section of the vesicle with the longitudinal axis of symmetry (in this case
the y-axis). Intersection of the trace with the y-axis should be at a 90° angle.
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tracing routine is compiled in Microsoft Excel and the transformations below are performed
to align the shape to be symmetric with the y-axis:

(5A)

(5B)

where x1 and y1 are the transformed x- and y-coordinates, α and β are x and y stretch factors,
x0 and y0 are x and y offsets, and θ is the rotation angle. The transformation results in a rotated
translated shape, shown in Fig. 9B. After these transformations, the equatorial section should
resemble Fig. 2. Each side of the symmetric section is analyzed separately. The equations
listed below are used for computing the area fractions. The differential arc length (∆si) 

for the i-th step is determined using where ∆xi and ∆yi are the dis-
placements in x- and y-coordinates, respectively. Thus, the differential area (∆Ai) for the i-th
step in the trace is computed using , and summed over the entire surface to 

yield the total area . Then, the location of the phase boundary is determined by

analysis of the intensity as a function of arc length (see above), or by manual estimation
using image processing software. The area of phase 1 (A1) is calculated by summing
up to the phase boundary and the area of phase 2 (A2) is obtained from A2 = At – A1, namely,
the difference between the total area At and the area of the first phase A1,

where , where b is the location of the phase boundary.

4.4. Analysis of Dye Partitioning in GUVs by Quantification 
of Fluorescence Intensity

As equatorial sections are traced, the fluorescence intensity can be quantified either at each
pixel of the trace or averaged for all pixels within a region centered on the given pixel of the
trace. The intensity in both channels is quantified separately and plotted as a function of arc
length. Figure 10 shows the results of an intensity trace of the same GUV image from Fig. 9.

The spatial profile of the two dye intensities across the phase boundary can be analyzed
for several pieces of information. First, the ratio well inside the phases (after background sub-
traction) is related to the partition coefficient of the two dyes in the two phases: the LR-DOPE
showed 43 ± 27-fold higher fluorescence in the Ld phase, whereas Bodipy-FL-Spm showed
1.9 ± 0.6-fold ratio of Ld/Lo fluorescence. Knowing the relative brightness of the probes in
these environments, the partition coefficient can be determined. Fluorescence correlation
spectroscopy (FCS) is one method, which can in principle be used to determine such concen-
tration and brightness ratios simultaneously. Second, one can extract the position S50, the
value of the arc length wherein the dye intensity is halfway between its value well inside the
Lo and its value well inside the Ld phase. Differences in S50 for different probes may result
from an extended phase boundary, differences in dye partitioning behavior, and proximity to
a critical point. Third, resolution permitting, in some cases it is possible to determine the pro-
file of the fluorescence intensity across the phase boundary. In many cases the phase bound-
ary will be too sharp to resolve such a profile by light microscopy, because the (spatially
narrow) profile will be convolved with a much broader optical point spread function.
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5. Shape Analysis of Vesicle Traces
5.1. Shape Fitting Using First Integral of Shape Equations

The analysis is based on determination of the properties that minimize the free energy of
the membrane shape. The total free energy of the membrane can be expressed as a sum of
contributions (32) from bending energy, inner–outer pressure difference (P), lateral tension
(Σ), and phase boundary line tension (σ):

(6)

summed over each domain i and each phase boundary j, where V is the total vesicle volume,
A(i) is the area of the i-th domain, and l(j) is the perimeter of the j-th phase boundary. The
bending energy terms can be formulated as an integral over the vesicle area:

(7)

and combined with the other terms to yield

(8)

where C1 and C2 are the local radii of curvature of the vesicle around the principal and meridional
axes, respectively, κ(i) is the mean curvature bending modulus, is the Gaussian curvature
bending modulus, and is the spontaneous curvature, for the i-th domain, respectively.

Now shapes with cylindrical (axial) symmetry are considered, which allow to parameterize
the vesicle shape in its equatorial plane, along the coordinates of the cylindrical axis Z and
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Fig. 10. Plot of fluorescence intensity as a function of arc length S for the GUV shown in Fig. 9.
The red channel (LR-DOPE, a Ld probe) is shown as black circles. The position (as a function of arc
length S) at which the fluorescence intensity drops to halfway between the mean in the one phase and
the mean in the other phase is defined as S50, in this case S = 8.43 ± 0.04 µm.
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radial axis R, the arc length S along the shape in the equatorial plane, and the angle ψ of the
path of the shape as measured from the R axis (see Fig. 2). Within this parameterization,
Jülicher and Lipowsky (32) show that the total energy can be written for a vesicle with cylin-
drical symmetry and two-phase domains as

(9)

where the value of F (other than the boundary energy terms Fboundary) is calculated by integrat-
ing the Lagrangian-like quantity L as a function of t, where t is the independent variable with
respect to which R, S, and ψ have been parameterized. At the boundary between phases 1 and 2,
R12 and ψ12 are the radius and angle of the path of the shape, respectively. The parameter γ is a 

Lagrange multiplier introduced to force the constraint that , which is a direct 

consequence of geometry.
The problem can now be solved by variational methods. The free energy has been written

as an integral over the shape plus two terms evaluated at the phase boundary, which must be
minimized. In classical mechanics, the action or the integral of the Lagrangian (L) over time,
is minimized, and typically, a number of relationships between derivatives of L with respect to
time and spatial coordinates are obtained. Here, derivatives of F with respect to the coordinates

directly follow as a result of , where X is any one of the three coordinates 

R, ψ, or S, and denotes the derivative of X with respect to t. These derivatives lead to a set
of coupled ordinary differential equations, which can be solved simultaneously to calculate
membrane shapes given a known set of shape parameters (i.e., given known values for the
bending moduli, the line tension, the pressure difference, and lateral tension). However, in
order to extract these same parameters from a vesicle of known shape, one can exploit another
important consequence of the minimization of the action-like quantity F. As in classical
mechanics the Hamiltonian (kinetic plus potential energy) of a closed system in an inertial
frame is a conserved quantity, in this system the analogous quantity

(10)

is conserved. In fact, because H is constant at every point along the equatorial vesicle path, it
can be evaluated at the poles together with γ to show that H(t) = H(1) = H (2) = 0 and that γ = 0
at both the north and south poles of the shape. Elsewhere, resulting from derivatives of F with
respect to γ, Jülicher and Lipowsky find that
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Additionally, the following phase boundary jump condition

(12)

can be used directly to determine the line tension, given γ(S). These results allow to deter-
mine the membrane parameters that give the minimum shape energy. Specifically, the set of
parameters that results in H = 0 (or as near to zero as possible) at all points along the shape
are the parameters that yield the lowest shape energy.

Vesicles are imaged by laser-scanning microscopy, and then the image of the equatorial
section of the vesicle is traced to find R, ψ, and S. Because H contains only the quantity
γ that must be obtained by integration of γ′, and because γ′ depends only on the shape and
the shape parameters, one can iteratively guess a set of parameters, calculate γ′, and inte-
grate with respect to S to get γ. Then, determine H, and test whether that set of parame-
ters gives the smallest possible value (value closest to zero) for H everywhere along the
path. The parameters are thus adjusted, so that the sum of summed over each
point in the vesicle is minimized. The parameters, which can in principle be considered are
κ(i), , Σ(i), P, , and σ, but the overall energy is arbitrary within a multiplicative constant
equal to one of the bending moduli. Therefore, shapes are fitted with the value of κ(1) fixed
to unity, and values of fitting parameters relative to one bending modulus are quoted (typi-
cally the bending modulus of the Ld phase, which has been estimated experimentally for a
few pure lipidic systems).

As primarily bilayers made up of phospholipids and Chol are being considered, and the rate of
Chol flip–flop is high, effects because of differences in number densities of lipids in the opposing
monolayer leaflets can be neglected (32,33); spontaneous curvatures are also typically neglected,
although in principle may be included. This procedure is accomplished using a computer program
written in MATLAB. Column vectors containing S, R, ψ, and dψ/dS are determined from shape trac-
ing algorithms (see above), and used as inputs to the program along with initial guesses at the shape
parameters and the location of the phase boundary. The routine then searches using the fminsearch
function for the minimum sum of evaluated at all points along the equatorial section. This
method has the advantage that it starts with the experimentally observed shape, which by definition
incorporates the constraints on the total area, area fraction, and total volume for the shape.

5.2. Shape Fitting Through Full Integration of Differential Shape Equations

It was shown in the previous section that line tension estimates, lateral tension, normal
pressure difference, and the relative bending stiffness in vesicles with fluid phase coexistence
can be obtained from adjusting fit parameters in a conserved zero value Hamiltonian-like func-
tion of the experimentally obtained vesicle geometry, in terms of radius R, tangent angle ψ,
and derivative of tangent angle with respect to arclength ψ′. An advantage of this approach is
that a complete integration of differential shape equations to yield a fitted vesicle shape is not
necessary, which minimizes computational efforts. A disadvantage of the Hamiltonian fit
method is the high uncertainty of fit parameters that appear only in the jump conditions of
the shape equations at the phase boundary (but not in the bulk differential shape equations).
These parameters include the relative mean curvature bending stiffness, as well as the rela-
tive Gauss curvature stiffness difference.

The comparison of fully integrated theoretical vesicle shapes with experimentally obtained
vesicle shapes can yield estimates for both mean curvature and Gauss curvature differences
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between fluid-ordered and -disordered phases (17). This finding follows from the observation
that differing mean and Gauss curvature moduli have characteristically differing effects on
experimental vesicle shapes. Figure 11A shows a vesicle with equal area fraction and
Gaussian bending stiffness, but a much higher mean curvature modulus in the gray membrane
phase versus the black phase. The membrane phase with the higher bending stiffness forms
a droplet or pear shape, whereas the phase with smaller bending stiffness shows the shape of
a truncated sphere. In contrast to differing mean curvature moduli, a difference in Gaussian
bending stiffness leads to a vesicle deformation that is localized to the phase boundary.

Figure 11 indicates that the phase with the smaller resistance toward Gauss curvature forms
the high curvature neck, i.e., the phase boundary is shifted out of the neck. This phenomenon was
theoretically described by Jülicher et al. (34). Furthermore, increasing line tension leads to
increase of curvature at the phase boundary of a phase separated vesicle, as indicated in Fig. 12,
wherein a vesicle with fixed reduced volume of 0.76 is successively deformed by increasing line
tension. Deformation leads to a limit shape that is described by truncated spheres with constant
curvature, connected at the phase boundary.

382 Hess et al.

Fig. 11. Vesicles with fixed line tension, deformed by differing mechanical effects. All vesicles
have the same volume of 76% of the volume of a sphere. Furthermore, all vesicles have the area of a
sphere with unit radius. (A) The mean curvature stiffness of the gray phase is a factor of 100 higher
compared with the black phase, but there is no difference in Gaussian bending stiffness. (B) The
Gaussian bending stiffness of the black phase is higher [ = 3] than the gray 
phase, but the two phases have equal mean curvature stiffness. (C) Inset of the right phase boundary
(vesicle neck) of the vesicle shown in B.
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The following section describes, from a mechanical point of view, the terminology and shape
equations that allow comparison between experimental and theoretical vesicle shapes. The shape
equations obtained from balancing forces and moments in membrane area elements are equiva-
lent to the shape equations described previously, which are derived from minimizing the global
mechanical energy. The out-of-plane bulk force balance equation can be expressed as (35–37)

(13)

where Q is the transverse (i.e., along the surface normal) shear per unit length acting on an
edge along the parallels, a prime indicates a derivative with respect to arclength, Tm and Tp
are lateral stress components along the meridian and parallels, respectively, and p is a pressure
difference across the membrane acting along the inward surface normal direction (i.e., p is an
outer excess pressure). The in-plane balance of forces can be written as

(14)

The jump conditions originally derived by Jülicher and Lipowsky (32) can be expressed as (17)
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Fig. 12. Vesicles with the same bending stiffness (equal mean and Gauss curvature moduli), equal
volume, and an area equal to a unit sphere, but increasing line tension. From A–D the line tension
increases with values of 0, 2, 50, and 500, respectively. In all cases, the vesicle volume had a constant
value of 76% from the volume of a sphere with the area of a unit sphere.
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for the jump in lateral stress, where Ld indicates the value before and Lo the value after the
phase jump (in the direction away from the north pole of the vesicle), respectively, in a vesi-
cle with Lo phase oriented toward the north pole. The jump condition for transverse shear is

(16)

Accordingly, the jump in lateral stress is equal to line tension multiplied by the geodesic cur-
vature (cos ψ/R) along the boundary, whereas the jump in transverse shear is the line tension
multiplied by the principal curvature along the boundary. It can be shown that tensions Tm and
Tp and transverse shear Q are related to curvature, mean curvature bending resistance, κ, and
mean tension, d, in the membrane (38) by Tm = −[d − 2 κh (ψ′ + h)], Tp = −[d + 2 κh (ψ′ + h)],
and Q = −2κh′. The Gaussian curvature resistance modulus κG enters the condition for
zero jump in moments across the boundary, , through the constitutive equation

(32,38).
To solve the system of differential shape equations for a membrane with coexisting phases,

all mechanical parameters are expressed relative to a given bending stiffness of one of the two
coexisting phases (see above) (32): is the ratio between the mean curvature bending

rigidities of the two regions, provides a measure of the difference in
Gaussian curvature rigidities between the two regions, and dimensionless transverse shear,
line tension, mean lateral tension, and pressure, respectively are

and (17)

where R0 is the radius of a spherical membrane (vesicle) with the same area as the particular
deformed vesicle. All further quantities bearing the dimension of length are nondimensionalized
by R0 as well. The shape equations are simultaneously solved in the Lo and Ld regions of the
membrane subject to appropriate boundary conditions.

The six quantities Q̂, h, ψ, R, z, and d̂, are chosen as dependent variables, where z is the vesi-
cle height (see Fig. 11), whereas the arclength s is the independent variable. For each phase of
a membrane with domains, a set of six coupled first order differential equations is obtained. Two
of these are derived from Eqs. 14 and 15, and read for the Lo region (i.e., the region before the
phase jump, viewed from the north pole of the vesicle)

(18)

and

. (19)

The four remaining equations are ψ′ = −2h − sin ψ/R,

, , and .

The six equations for the Ld region are identical, except that the parameter ε in Eqs. 18 and
19 does not appear (because of scaling with respect to ). The 12 boundary conditions at κLd
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north pole (s = 0), phase discontinuity (s = s*), and south pole (s = se) are Qs(0) = Qs(se) = 0,

ψ(0) = 0, ψ(se) = π, r(0) = 0, z(0) = 0, the continuity equations ,

, , and finally, the three jump conditions obtained from 

Eqs. 15 and 16, and :

, (20)

, (21)

and

. (22)

It can be shown that R(se) = 0 is automatically satisfied. The choice of a continuous tan-
gent angle over the phase boundary is based on experimental evidence in vesicles with fluid
phase coexistence (see ref. 18). To account for the constraints on total membrane area and
area fraction of the coexisting phases of a phase-separated lipid vesicle at constant tempera-
ture, the generalized variable t is introduced (32), such that s(t = 0) = 0, s(t*) = s*, s(te) = se,
and . Derivatives with respect to s are thus expressed in terms of derivatives with 

respect to t, for example, . The differential shape equations of the (Lo) and (Ld) regions

are solved by mapping in the range [0 t*] and in the range [t* π] onto the common
interval [0 π].

The arclength of the deformed vesicle is obtained by simultaneously integrating ṡ = sin(t)/R,
with the boundary condition s(t = 0) = 0. The singularities at the poles are approximated by
expansions near the poles. The pressure difference, p̂, is either prescribed or, in case of a fixed
volume Vf, can be obtained as an eigenvalue of the boundary value problem, with introduction
of the additional differential equation V̇ = πrsinψsin t, with boundary conditions V(t = 0) = 0 and
V(t = π) = Vf. Two additional boundary values can be determined from the experimental
shape. These are the radius R and tangent angle ψ at the phase boundary.

Defining these experimentally measured geometric parameters as boundary values in the
numerical boundary value problem solver, allows determination of additional mechanical param-
eters as eigenvalues. These are the line tension at the phase boundary, and normalized differ-
ence between Gaussian curvature moduli .

Vesicle geometries can thus be numerically generated, which have a vesicle volume,
boundary radius, and tangent angle equal to the experimental shape. Varying the single fit
parameter ε, the ratio between mean curvature bending modulus of Lo and Ld phase, respec-
tively, allows to obtain a best fit to the experimental vesicle shape by LSQ fitting of numeri-
cal shapes to experimentally determined shapes.

6. Conclusion
In summary, the experimental acquisition and subsequent quantitative analysis of vesicle

shape traces in terms of two shape-tracing algorithms have been described. Besides the vesicle
trace, the intensity profile along the vesicle trace can be determined. Furthermore, numerical
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methods were developed to examine the mechanics of vesicle shapes. A Hamiltonian fit
method was devised, which allows quantification of line tension, lateral tensions, pressure
difference, and ratio of mean curvature bending moduli (18). Full integration of the shape
equations allows the determination of Gaussian bending stiffness differences between coex-
isting fluid phases. The experimental and numerical methods of vesicle shape analysis herein
described are likely to provide additional insight into the mechanics and physical chemistry
of membrane systems more complex than those described in this chapter. For example, an
important and biologically relevant extension of the approach described herein is to consider
membranes with intrinsic curvature preference (spontaneous curvature) that is caused, for
example, by the binding of peripheral membrane proteins.
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Laser Tweezer Deformation of Giant Unilamellar Vesicles

Cory Poole and Wolfgang Losert

Summary
Two methods are presented for deforming giant unilamellar vesicles with holographic optical tweezers. The

first allows ultrahigh spatial- and temporal-resolution optical tracking of membrane deformations, by using
embedded silica microspheres in a giant unilamellar vesicle as tracers. The vesicles are stretched by moving sev-
eral beads with multiple optical tweezers and then are released from an elongated shape. Time constants of relax-
ation can be extracted by tracking the beads with 0.5-ms time resolution and 10 nm or better spatial resolution.
The second method allows for direct deformation of the membrane into complex shapes using two solutions with
different indices of refraction and holographic optical tweezer. Vesicle shapes are extracted directly with an active
contour algorithm. Fourier analysis of the relaxation of the vesicle shape back to an equilibrium shape demon-
strates a possible application of this technique.

Key Words: GUV; laser tweezers; particle tracking; active contour; Fourier analysis. 

1. Introduction
Giant unilamellar vesicles (GUVs) range in size from 1 µm to sizes more than 100 µm.

Because of their size and similarity of composition, vesicles are studied as a model system
for cell membranes (1). There are many experimental techniques for determining physical
properties of GUVs. The elastic and bending moduli can be measured from the response to
strong deformations driven by a large local decrease in pressure (micropipet aspiration) or by
observation of thermal fluctuations (2,3). Herein, a method to determine vesicle-shape defor-
mations in response to intermediate forces of order several piconewton applied at multiple
points using a holographic optical tweezer (HOT). The forces are one or two orders of mag-
nitude larger than thermal forces, but generally smaller than forces resulting from micropipet
aspiration. The time constants of the relaxation are measured back to equilibrium after the
forces are stopped.

The methods presented focus on the use of multipoint laser tweezers to deform vesicles,
incorporation of microspheres into GUVs, subpixel resolution tracking of microspheres,
direct laser tweezing of vesicles, extraction of vesicle boundaries form images, and Fourier
analysis of boundary shapes. The use of these tools is described in the context of measuring the
relaxation to equilibrium vesicle shapes, but they should be of more general use for studies of
mechanical properties of membranes. For example, shape deformations may prove useful as
a way to assess vesicle properties, as additional components such as transmembrane proteins
are added. 
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1.1. Laser Tweezers

Laser Tweezers generate piconewton forces on micron-sized dielectric objects through the
refraction of light (4–7). Refraction at the interface between fluid and object changes the
direction of light, and (because light carries momentum) also changes the light momentum.
This results in a force pulling an object of higher index of refraction than the surrounding
fluid toward regions of highest light intensity. The object is pulled toward the focal point
when a laser beam is tightly focused through the microscope objective onto a focal point (see
Fig. 1). This principle has been utilized to manipulate objects ranging from silica beads (5)
to living cells (8) and will be used herein to deform GUV.

1.2. Holographic Laser Tweezers

Multipoint laser tweezers can be generated using a single laser. One method is time-sharing
of the beam, wherein a beam is rapidly scanned between locations. This results in fluctuations of
the laser tweezer intensity at each point on the time-scale of the scanning, generally in the order
of milliseconds (9–11). Instead, a technique based on HOT is used, which uses spatial light
modulators (SLMs) to generate several laser tweezers from a single beam (5,12,13).

A single beam is expanded to fill the surface area of a liquid crystal-based SLM. The SLM
generates different phase lags for each pixel of the laser tweezer array, and acts as a program-
mable diffraction grating. This leads to simple interference patterns in the reflected light. The
interference pattern can be tuned to create an array of traps wherein each trap can be moved
independently several times per second (see Figs. 2 and 3). A commercial holographic laser
tweezer system is used that is already integrated with a Nikon (www.nikonusa.com) inverted
microscope, the Bioryx 200 from Arryx Inc.

390 Poole and Losert

Fig. 1. Laser tweezers utilize the momentum of light to produce piconewton forces on dielectric
materials. In (A) a dielectric sphere is seen in the focus of the laser beam that is coming through a
microscope objective. This is the equilibrium position and displacements from it result in the forces
depicted in (B–D). The dotted lines represent the path a photon would take if the sphere were not in
its path. Because momentum is conserved, the bead must move in the opposite direction of the bend-
ing light. The bead in B has more photons hitting the left than the right because the beam is focused
on the left side. This results in more photons bending to the right and so the bead must move to the
left. In C and D it is seen how there is a restoring force in the vertical direction. This restoring force
must be enough to overcome the scattering force from reflected photons. This is the reason why photons
must come in at a steep angle, requiring a high numerical aperture objective.
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1.3. Particle Tracking

Particle Tracking consists of identifying objects in a time sequence of images, and track-
ing the motion of all objects through the sequence. Herein, particle tracking is utilized to
determine time constants of a GUV’s return to equilibrium after laser tweezer deformation,
and also as a measurement of the force experienced by a vesicle as it is being deformed.
Using information from all the pixels in an object, it is possible to find the location of the
object to within much less than one pixel, if the shape of the object is known and fixed in time
(14). The particle tracking code shown herein can be used to track more than 1000 particles
through thousands of images, and can find spheres with one-tenth of one pixel or better spatial
resolution (<10 nm in this case).

1.4. Fourier Analysis

Fourier Analysis is a tool for decomposing functions into sinusoidal components. The
Fourier transform is defined as

The discrete Fourier transform must be used for discrete data sets and is defined as 
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Fig. 2. Schematic of a HOT. Light from (A) a laser goes through (B) a beam expander before it is
incident on (C) the SLM, which acts as a diffraction grating changing the phase of the light at each
pixel. The light then passes through (D) a telescope set of lenses to ready the light to enter (E) the
microscope objective, which focuses the light onto (F) a sample in which the resulting light field is
seen. In this schematic what happens is observed when a simple parallel diffraction pattern is used.
The result is a bright first-order spot and higher-order spots of diminishing intensity.
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where fx is the xth point of the discrete data set to be transformed (15,16). Herein, Fourier
analysis is used to quantify the shape evolution of a GUV as it returns to equilibrium shape
following a laser tweezer deformation.

2. Materials
2.1. Preparation of Electroformation Slides

1. ITO-coated glass microscope slides (ITO-coated Fusion Drawn Corning 1737F Aluminosilicate
Glass 5–15 ohm 25 × 75 × 1.1 mm3 from Delta Technologies Ltd., Stillwater, MN).

2. Digital multimeter for testing resistance of ITO slides.
3. 4-cm 14-gauge wire.
4. Silver conductive epoxy (Conductive Silver Epoxy Kit from Electron Microscopy Sciences,

Hatfield, PA).
5. Hotplate for curing epoxy.

2.2. Electroformation of GUVs

1. Two Electroformation slides from Subheading 2.1.
2. Function Generator to provide 4–10 Hz electrical signal at 1.5 V.
3. Digital multimeter for measuring AC voltage and frequency of signal from step 2.
4. Dioleylphosphatidylcholine (DOPC) dissolved in 10:1 chloroform to methanol solution 1 mg

lipids/mL (Avanti Polar Lipids, Alabaster, AL). Store in the freezer at −20°C (see Note 1).
5. −20°C freezer for storing DOPC from step 4 to slow lipid degradation.
6. Refrigerator for storing GUVs produced in Subheading 3.2.
7. Pipeter and glass pipet tips (see Note 1).
8. Vacuum pump and vacuum desiccator for evaporating chloroform and methanol from electro-

formation slides.
9. Desiccant such as drierite.

10. 0.3 M sucrose and 0.3 M glucose solutions.
11. Chamber-making material (Seal Ease from Vacutainer Systems; Becton Dickinson, Franklin

Lakes, NJ).
12. Three 1-mL syringe and three needles (22G 1 1/2).

392 Poole and Losert

Fig. 3. HOTs allow generation of complex patterns of optical traps. Shown herein is the illumination
of a fluorescent sample by a pattern of approx 160 laser traps. Each trap is independently movable in
near real time.
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2.3. Incorporation of Microspheres Into GUVs

1. Approx 2 µg of 1–4 µm silica microspheres (Bangs Labs, Fishers, IN) per 1 mL of prepared,
vesicle-containing solution.

2. All materials listed in Subheading 2.2.

2.4. Sample Preparation of Vesicles With Internal Beads for Laser Tweezer

1. Microscope slides (25 × 75 × 1.1 mm3).
2. Number 1 Microscope cover slips (0.13 × 0.17 mm2) (see Note 2).
3. 0.3 M sucrose solution.

2.5. Deforming Vesicles Using Beads

1. A multipoint laser tweezer system (A Bioryx 200 from Arryx is used, which is a commercially
available system.)

2. A camera for taking digital images of the experiment.

2.6. Particle Tracking

1. A computer running Windows, Linux, Sun Solaris, or Mac OS.
2. IDL virtual machine from RSI Inc. (Austin, TX), a free utility that allows compiled IDL code

applets to run in many computing environments.
3. RyTrack.sav, a compiled IDL particle-tracking program.
4. Digital images of experiments such as those performed in Subheading 3.5.

2.7. Sample Preparation of Vesicles Containing Solution With Lower Index 
of Refraction

1. Microscope slides (25 × 75 × 1.1 mm3)
2. Number 1 microscope cover slips (0.13 × 0.17 mm2) (see Note 2).
3. 0.33–1.5 M glucose solution (see Note 3).

2.8. Deforming Vesicles Through Direct Interaction of Laser Tweezers With the Vesicle

1. A multipoint laser tweezer system (A Bioryx 200 from Arryx is used, which is a commercially
available system) (see Note 4).

2. A camera for taking digital images of the experiment.

2.9. Image Extraction of Vesicle Boundary

1. A computer running Windows, Linux, Mac OS 9, or Mac OS X.
2. ImageJ, a free image processing and analysis program from National Institute of Health (NIH).
3. IDL Virtual Machine from RSI Inc. (Austin), a free utility that allows compiled IDL code applets

to run in many computing environments.
4. A program such as Igor Pro (WaveMetrics), IDL, Matlab, or Microsoft Excel that can sort and

perform mathematical operations, such as Fourier transforms on arrays of numbers.
5. Digital images of experiments, such as those performed in Subheading 2.8.

3. Methods
3.1. Preparation of Electroformation Slides

1. Use digital multimeter on two ITO-coated slides to determine conductive side (see Note 5).
Place both slides conductive side up.

2. Place 0.1–0.25 cm3 enough silver epoxy onto one end of both slides, so that there is a good con-
tact area on the slide, and it is thick enough to hold a wire (see Fig. 4).

3. Place 0.75 cm of 14-gauge wire into the silver epoxy.

Laser Tweezer Deformation of GUVs 393
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4. Place slides with wires onto hot plate and heat to 65–121°C for 5–10 min for maximum conduc-
tivity and adhesion. Remove slides from hot plate and allow slides to cool.

5. Test the slide resistance by attaching a multimeter to the wire and at the opposite end of the slide.
The resistance should be only few to tens of ohms greater than resistance measured in
Subheading 3.1., step 1.

3.2. Electroformation of GUVs

1. Make DOPC solution 9:1 chloroform to methanol. (1 mg lipids to 1 mL solution) Be sure to use all
glass containers for storage and not allow plastics to contact the chloroform (see Notes 1 and 6).

2. Take two electroformation slides prepared in Subheading 3.1., and using a pipeter and glass
pipet tip, deposit 50 µL of DOPC solution from Subheading 3.2., step 1., onto the ITO-coated
side of each of the slides; be sure to deposit in a zigzag manner lightly touching the slide sur-
face with the pipet tip and cover completely the section that is to become the electroformation
chamber (see Notes 6 and 7).

3. Add desiccant to the vacuum desiccator. Place slides inside desiccator and turn on vacuum
pump. Leave slides in chamber for a few hours or overnight allowing the chloroform and methanol
to evaporate completely (see Note 6).

4. Turn off vacuum pump and remove slides from chamber.
5. Form 1-mm thick chamber between the two slides making sure that their conductive sides face

each other using Seal Ease (see Notes 5 and 6).
6. Put two small holes into the side of the chamber by depressing a syringe needle into the Seal

Ease. The first hole is for injecting the swelling solution and the second is to allow air to escape.
7. Using a syringe and a new syringe needle inject 0.3 M sugar solution (A mixture made up of 2/3

sucrose and 1/3 glucose) into chamber until it is full. Plug holes with a small amount of Seal
Ease. This is the swelling solution (see Note 8).

8. Tune function generator to produce a 10-Hz sine wave at the lowest voltage the function generator
can produce. Use a multimeter to measure the voltage and frequency of this electrical signal
(see Notes 5 and 6).

9. Connect function generator to chamber and turn on generator.
10. Over the next hour gradually ramp the voltage up to 1.5 V.
11. After 2–8 h reduce frequency to 4 Hz while maintaining 1.5 V.
12. Leave at 4 Hz for 1–3 h. This facilitates the detachment of vesicles from the slides.
13. Extract vesicle-containing solution using a new syringe and tip. Look at a sample under the

microscope to make sure vesicles have formed (see Note 6) (Figs. 5–7).

3.3. Incorporation of Microspheres into GUVs

1. Prepare a solution of microbeads in 0.3 M sugar solution. This solution should be in the range
of 0.01–0.1% beads by volume (see Note 9). Perform electroformation as in Subheading 3.2.
with this solution as the swelling solution (see Subheading 3.2., step 7) (Figs. 8–10).

394 Poole and Losert

Fig. 4. Diagram of an ITO-coated glass slide with a wire attached through silver epoxy.
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3.4. Sample Preparation of Vesicles With Internal Beads for Laser Tweezer

1. Prepare a slide using a no. 1 cover slip (see Note 2).
2. Using a pipeter extract a small amount of vesicle-containing solution created in Subheading 3.3.

One should stir or vortex the solution before extraction because the vesicles will stick to the bottom.
3. Using the same pipet tip extract a small amount of 0.3 M sucrose solution (one-tenth of the

amount of vesicle-containing solution from Subheading 3.4., step 2). 
4. Stand pipeter upright for 10 min. Remove half of the contents of the pipet tip. This removes most

of the beads in the external solution (see Note 8).

Laser Tweezer Deformation of GUVs 395

Fig. 5. Electroformation chamber construction.

Fig. 6. (A) Schematic of electroformation chamber during electroformation with bead-containing
solution. This illustrates how vesicles form around the beads, and that the number of beads incorpo-
rated in a particular vesicle is not controlled. (B) Pictures of vesicles with incorporated beads.

26_Losert  6/28/07  9:53 PM  Page 395



5. Deposit remaining contents (GUVs in 0.3 M sucrose with very few external beads) of pipet tip
onto sample slide.

6. If the laser tweezer objective is an oil immersion objective, place a drop of oil onto the objective.
Most laser tweezer objectives are oil immersion owing to the need of a high numerical aperture
(see Note 2).

7. Place sample on laser tweezers (Fig. 11).

3.5. Deforming Vesicles Using Beads

1. After letting the vesicles settle for 10 min, look for a vesicle near the glass surface that has beads
on the inside. Vesicles that contain multiple beads will be rare. To find one might have to search

396 Poole and Losert

Fig. 7. The vesicle shown in the above image sequence is being stretched by two embedded
microspheres. The sphere to the left is held stationary whereas the bead to the right is moved at uni-
form velocity. The upper right graph shows the x-position vs time of the moving microsphere. The
graph in the middle shows the behavior of the bead during the trap switching time. At the lower left
is a graph of the x-position vs time of the stationary bead. The bead is slowly pulled out of the trap
by the force generated by membrane stress. As the traps are locally harmonic, this is a direct measure
of the force. Note that subpixel particle tracking is necessary for the measurement.
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through tens to hundreds of vesicles. The vesicle should also be diffusing in the sample and not
stuck to the glass surface to allow one to perform the experiment.

2. Adjust illumination so that there are no saturated pixels when imaging the beads. This will make
the sample appear to be quite dark (see Note 10).

3. Set laser tweezer focal points (traps) at the bead locations and move traps until bead touch the
membrane.

4. Use digital video camera to record time sequence of images as the beads are pushed further
against the membrane using laser traps.

398 Poole and Losert

Fig. 9. Deformations of membranes by direct pulling of the fluid utilizing index of refraction mis-
match between sucrose on the inside of the vesicle and glucose on the outside. Vesicles can be pulled
into such shapes using only piconewton forces because the osmolarity of the outside solution was
increased to induce osmotic shrinkage of the vesicle, resulting in an excess of membrane area. Black
circles indicate locations of laser traps. 

Fig. 10. Vesicle extraction sequence: (A) Raw image from the camera of a vesicle. (B) Adaptive
contour algorithm (SplineSnake) in ImageJ has been used to extract the boundary of the vesicle. The
boundary is shown in black overlaying the original image. (C) The boundary is then converted to
polar coordinates. (D) The Fourier transform of 10C.
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3.6. Particle Tracking

1. Open RyTrack.sav, a particle-tracking program written by Ryan Smith (available free of charge
at http://titan.iwu.edu/~gspaldin/rytrack.html); based on tracking algorithms of David Grier,
John Crocker, and Eric Weeks (17,18) (see Note 11). This program provides a graphical user
interface for particle tracking and runs using IDL virtual machine (also available free of charge
from RSI Inc. at http://www.rsinc.com).

2. Specify the image sequence to be used for particle tracking in the upper space labeled “Image
Directory.” One must include the name of the file and the file extension. Extensions that work
with the program include: .jpg, .tif, .bmp, and others. An asterisk acts as a wildcard allowing the
program to accept a set of images. An example set of files would be C:\mydata\*.tif. This would
track particles through all tif-formatted images ordered alphabetically. To load only tif-formatted
images that start with an f, f*.tif could be used.

3. Using the vertical scroll bar, scroll down to the bottom of the user interface and click on the
“Start” button. Now in the top right window one should see the images displaying one at a time. They
may be warped as they are stretched to fit the window, but that will not affect particle tracking. In the
bottom left window, one will see the filtered results of the image processing that one will per-
form in the next step.

Laser Tweezer Deformation of GUVs 399

Fig. 11. The effect of Fourier components 2–5 in plots of radius vs angle are demonstrated. The
plots of radius vs angle have a mean value of 10 and a single Fourier component with amplitude one.
The pictures on the right show the resulting shapes plotted in Cartesian coordinates.
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4. Set image-processing parameters. The first two parameters are for band-pass filtering. “Bandpass1”
filters out high-frequency noise. Usually, 1 pixel is a good starting point for this parameter.
“Bandpass2” filters out the large-scale changes in brightness, larger than the object under study
(e.g., variations in image brightness). This parameter should be set slightly larger than the radius
of the largest object to be tracked. “Sobel Smooth” is a gradient-based edge-enhancement opera-
tor that should be used as a last resort as it also magnifies noise-making subpixel making its
tracking very difficult. “Threshold” sets the minimum gray level of a pixel to be considered as a
particle. A pixel below the threshold will be set to zero. A threshold, although many times
necessary, should be applied carefully as it reduces information about particles to be tracked making
subpixel tracking difficult. The parameter settings should be tuned until the processed image
shown in the filtered results window shows all particles as white circles against a black
background. If the particles to be tracked are dark particles against a white background then click
“Invert Image.”

5. Set particle identification parameters. The first parameter is “Particle Radius.” This should be
set slightly larger than the largest feature to be tracked. The second is “Particle Spacing.” This
sets the smallest distance (in pixels) between particles. This should be set larger than the parti-
cle radius. After setting an initial value for these two parameters scroll down to the bottom and
check at least one of the boxes, “Overlay Original” or “Overlay Filtered.” Now the results of
particle identification on the images will be seen. At the bottom right it tells how many
particles are being identified in each image and how many of these identifications are being
retained. It will probably be observed that one is making false identification of particles. The
next parameter is the “Mass Cut,” a very useful parameter for eliminating these unwanted
identifications. It sets a minimum for the integrated pixel value of a particle. The next two
parameters can also be useful for eliminating excess particles. “Eccentricity” eliminates particles
based on how circular they are. This is very useful when all the particles that one want to track
are very circular or very elongated. A value of zero represents a circle whereas a value of 100
represents a line. After setting the value of this parameter check one of the boxes to eliminate
particles either above or below this threshold. The last particle identification parameter is
“Radius of Gyration,” a measure of the width of the bright spot. This might prove to be a
useful parameter to distinguish between particles of different size. Finally, the box at the bottom
with the word “Field” should be checked if the image is one field of an interlaced image, such
as that obtained from a VHS tape.

6. Set tracking parameters. These parameters are used to guide the program on how to assign the
same number to the same particle in an image sequence. The first is “Maximum Displacement.”
This sets the farthest a particle can move between frames. If particles move further than the aver-
age distance between particles, neither the program nor a human could determine which particle
is which from the previous frame. Therefore “Maximum Displacement” has to be set lower than
the average distance between particles. The second is “Good Enough,” the minimum length of
trajectories. This filters out noise in the image, which may be misinterpreted as a particle in a
single frame, but usually not in several subsequent frames. The last parameter is “Steps
Memory” and represents the number of images for which a particle cannot be found in an image,
yet still be tracked as the same particle if it reappears within this maximum number of images.
The default is zero and this value should not be set very high.

7. Once all parameters are set satisfactorily click “ID and Track.” Now the program will go through
the directory and ID all the particles in each image. It will create a .gdf file that contains the par-
ticle locations for each image. All of particle data are combined into a file called pretrackout-
put.gdf before the particle-tracking parameters are applied and the trajectories of the particles
calculated. The final output of the program is trackoutput.gdf, trackplusvels.gdf, and their cor-
responding .dat files. The .gdf files are binary files with custom headers whereas the .dat files
are tab-delimited text files. A params.txt file is also created, which contains all of the
parameters used in RyTrack.sav on these images. If one already has a set of particle IDs click
“Just Track” to calculate the trajectories from the existing .gdfs.
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8. Open trackoutput.dat in a text editor, Microsoft Excel, or a graphing utility such as Igor Pro by
WaveMetrics. Trackoutput.dat is an array containing information about each particle trajectory
found in the image sequence. Each row represents x-, y-position, integrated brightness, square of the
radius of gyration, eccentricity of a particle, frame number, and trajectory number (see Note 12).

3.7. Sample Preparation of Vesicles Containing Solution With Lower Index 
of Refraction

1. Take sample of GUVs in sucrose and dilute 1:1 with a 0.33–1.5 M glucose solution on a sample
microscope slide (see Note 8).

2. Put sample onto laser tweezers using the method discussed in Subheading 3.4.
3. Let sample settle for 20 min.

3.8. Deforming Vesicles Through Direct Interaction of Laser Tweezers 
With the Vesicle

1. Using the microscope, find a vesicle that appears to be deflated and fluctuating. A spherical vesicle
not exhibiting fluctuations is tense and not highly deformable (19) (see Note 3).

2. Place traps near the vesicle boundary.
3. Move traps slowly to pull out and stretch the membrane.
4. Take image sequences of the previous experiments.

3.9. Image Extraction of Vesicle Boundary

1. Open ImageJ, an image processing and analysis program written in Java developed by the NIH
available free of charge at http://rsb.info.nih.gov/ij/.

2. Open the image to be analyzed. The image must be an 8-bit grayscale image. If it is not, convert
it to 8-bit by clicking on “Image” and then “Type.” Select “8-bit” from the list.

3. Start up the ImageJ plugin, SplineSnake, an adaptive contour algorithm written by Matthews
Jacob available at http://ip.beckman.uiuc.edu/ (20–22). Go to “Plugins” and then “SplineSnake.”

4. The top icons in ImageJ now correspond to functions for SplineSnake. Select the upper left button.
Pick a starting point on the image and click the right button on the mouse. Let go of the button
and use the mouse to trace the vesicle boundary. When finished hit the left mouse button again.
A series of control points with lines between them should appear in red. This will be the starting
location for the iterative snaking algorithm. The second button from the left can be used to delete
points and the third to delete all points.

5. Set snake parameters and constraints. The fourth and fifth buttons from the right are used to set
and remove constraints for the curve. These constraints act as external forces on the locations
where you set them. Constraints pulled far away from the curve represent a strong force. Use
constraints as a last resort, as they strongly control what the contour extraction looks like and so
introduce arbitrariness. The sixth icon, which is shaped like a heart, brings up a preferences
selection box. The section on the left controls parameters for the initial curve. “Knot spacing”
controls how far apart the knots for the spline are in pixels. Beneath these parameters is a
sequence of check boxes. It is recommended to check “show mouse path”, as this allows the ini-
tial curve to be seen as it is drawn. On the right are the parameters for controlling the snake. The
top parameter controls how the edge-detection force is produced (see Note 13); “Spring weight”
controls the strength of the internal forces produced by the snake.

6. Activate the snake by clicking on the icon that looks like a snake. A blue spline selection should
appear. If this selection outlines the boundary of the vesicle well, click on the icon that looks like
a play button and click on select. Otherwise, repeat step 5 after changing snaking parameters or
redrawing initial curve.

7. Click on the icon that looks like a microscope, the ImageJ icon.
8. Make the inside selection black by clicking on Edit and then Fill, and the outside white by clicking

on Edit and then Clear Outside. Save the resulting image.
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9. Use RyTrack.sav to create uniform points on the image boundary (see Subheading 3.6.). Set
“Bandpass1” to 1 and “Bandpass2” to 2. Set “Radius” and “Separation” to 1. RyTrack will output
the locations of all pixels on the boundary.

10. Convert the coordinates of the pixels from rectangular to polar (see Note 14).
11. Order the resulting coordinates and take their Fourier transform.

4. Notes
1. Lipids from Avanti Polar Lipids come in two forms. The first is pure powdered lipids. These

must be dissolved in 9:1 chloroform to methanol solution (1 mg lipids per milliliter solution) to
be used for electroformation. The second form, which the lab uses, comes dissolved in chloro-
form and is 25 mg lipids per mL of solution. To be used for electroformation, a sample must be
diluted to 1 mg/mL in 9:1 chloroform to methanol solution. When making this solution, be sure
to use glass containers and pipets and not let plastics come into contact with the chloroform.
Plastic residue on the electroformation chamber appears to prevent proper vesicle formation as
yield of GUVs drops.

2. Laser tweezers use high-numerical aperture lenses to tightly focus the laser for three-
dimensional trapping. Such lenses have short working distances with standard no. 1 cover slips.

3. Water can move across the membrane but sugar and larger macromolecules cannot, on the
time-scales of the experiments herein. Excess of macromolecules outside the vesicle will lead to
osmotic pressure on the vesicle and deflation of the vesicle. Assuming that the volume of all the
vesicles is negligible compared with the volume of the sample, the reduced volume (volume of
the vesicle normalized to the volume of a sphere with equal area) of the deflated vesicles is given
by the initial osmolarity of internal solution divided by the osmolarity of the external solution.
The resulting vesicles are quite varied ranging from deflated fluctuating vesicles to pear shaped,
to vesicles with internal and external budding of small vesicles (23,24).

4. There are ways to carry out some of the experiments with a single laser tweezer if vesicles are
attached (e.g., to the glass cover slip, see ref. 25).

5. Resistance of the electroformation slide should be low (<500 ohms across the entire length). The
electroformation process requires an electric field on the order of 1 V/mm be produced across
two conductive surfaces. The electric field produces undulations in lipid films eventually result-
ing in the creation of vesicles in the micron size range (26,27).

6. In the authors’ experience, problems with electroformation occur for the following reasons.
Evaporation of chloroform and methanol is not complete. This usually results from a poor vacuum
or insufficient time under vacuum. The electric field is too weak or too strong. (See Note 5.) This
usually results from incorrect chamber thickness or poor connections to function generator. (See
Note 1.) There are unwanted substances dissolved in lipid mixture (see Note 1).

7. Other types of electroformation chambers use two wires covered with lipids separated by a set
distance in a solution such as sucrose. The advantage of the method used is more lipids can be
deposited over the area of a slide, resulting in a higher yield of vesicles (28).

8. Placing vesicles in solutions of lower density such as sucrose-swelled vesicles in glucose has the
benefit of causing the vesicles to settle to the bottom (1). This promotes easy viewing of the vesi-
cles. It also allows for the manipulation of the solution. Because the vesicles are attached to the
surface one can remove most of the solution without removing the vesicles. The solution can
then be replaced by another solution. By placing vesicles in a higher-density solution, the vesi-
cles will float to the top. This has proved useful for sorting objects according to their density and
is used in Subheading 3.4. to sort silica beads from GUVs.

9. Bead solutions from Bangs Labs are typically 10% beads by volume. For incorporation of beads
into GUVs the lab uses 0.1–0.01% beads by volume. A dilution of Bangs Labs beads as deliv-
ered into 0.3 M sucrose swelling solution at a ratio of 1:100 or 1:1000 accomplishes this. A
higher-concentration solution results in less GUVs and a lower concentration causes bead-
containing vesicles to be very rare.
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10. Proper lighting is crucial for subpixel accuracy particle tracking. The bead should be illuminated
so that no pixel is saturated. Saturation creates plateaus on the images indicating lost informa-
tion about the bead shape.

11. There are other particle-tracking programs that run in other programming environments including
an adaptation of the David Grier, John Crocker, and Eric Weeks software that runs in Matlab (18).

12. Tracking randomly positioned particles with subpixel accuracy implies that the position should
be random to the smallest digit. One test is to compute a histogram of the x- or y-positions of
all the particles tracked in all images mode 1. A flat histogram indicates subpixel accuracy
tracking (18).

13. The energy term in SplineSnake can be set to be a combination of gradient and region energies.
The gradient term pulls the snake toward regions of largest brightness gradients. In addition, the
interior and exterior can also be distinguished in the average brightness or the amount of fluctu-
ations in brightness between inside and outside. This is taken into account by the “region
energy” term, which is some energy derived from the mean and variance in brightness differ-
ences between the inside and the outside. One advantage of using a regional energy term is that
it results in a force on the snake even if the snake is far from the edge (20,21). The inclusion of
both of these terms (relative values seem unimportant) results in good vesicle-shape extraction
from the images.

14. To convert to polar coordinates one must pick an origin of the coordinate system. The authors
use the mean x <x> and mean y <y> positions of the vesicle boundary. For each point set
r = [(x − <x>) 2 ^ + (y − <y>) ^ 2] ^ (1/2) and θ = arctan((y − <y>)/(x − <x>)). Tangent is a multival-
ued function and this must be accounted for when determining θ, which is defined from 0 to 2π.
One must add π to θ for points in the second and third quadrants and 2π for points in the fourth.
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Measurement of Lipid Forces by X-Ray Diffraction 
and Osmotic Stress

Horia I. Petrache, Daniel Harries, and V. Adrian Parsegian

Summary
Lipid suspensions in aqueous solutions most often form multilamellar vesicles of uniformly spaced bilayers.

Interlamellar spacing is determined by the balance of attractive van der Waals (charge fluctuation) and repulsive
forces. This balance of forces, as well as membrane elasticity, can be probed by applied osmotic stress. We
describe how osmotic stress can be imposed on multilamellar lipid samples to study lipid interactions.

Key Words: Bending rigidity; cholesterol hydration; membrane fluctuations; osmotic pressure; spontaneous
curvature.

1. Introduction
1.1. Interlamellar Forces

Because of mutually induced charge fluctuations, lipid membranes attract one another (1).
This charge fluctuation or van der Waals (vdW) force is responsible for the spontaneous for-
mation of stable multilamellar structures: for example myelin sheets in vivo and multilamellar
vesicles (MLVs) in vitro (2–6). The vdW force is present regardless of the charged state of
constituent lipids. Because attractive vdW interactions are counteracted by repulsive forces
(2), this attraction does not lead to the collapse of membrane stacks. Instead, an equilibrium
spacing between lamellae is established to create equally spaced multilamellar structures of
hundreds of layers. Measured by small-angle X-ray scattering, the interlamellar repeat spac-
ing of neutral membranes made of phosphatidylcholines (PCs) and/or phos-
phatidylethanolamines (PEs) in aqueous solvents, is on the order of 50–100 Å, depending on
acyl-chain composition, temperature, and other thermodynamic variables (2). This repeat
spacing represents the sum of membrane thickness and interlamellar water layer, with roughly
equal contributions (7).

Except for purely electrostatic forces, repulsive forces between membranes have an entropic
origin. First, the work needed to remove hydrating waters opposes the membrane approach (2).
By direct measurement, this force (or free energy penalty) has been shown to be exponential
with a decay length of about 2 Å. Second, an additional repulsive force, also of entropic ori-
gin, is due to confinement of membrane undulations (8). As measured experimentally (9), this
force is also exponential with a decay length of 5–6 Å. The mutual restriction of thermally
driven undulation (bending fluctuations) of approaching membranes incurs an entropic
penalty. This penalty is proportional to a bending rigidity (elasticity), KC, and mean-square
fluctuations, σ. If the force (per area) needed to push membranes together is measured, the
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“spring constant” that restricts thermal motion is determined. How can it be done? By remov-
ing interlamellar water (i.e., by dehydrating the MLVs) using osmotic stress (10). The chapter
describes this approach.

1.2. X-Ray Images of Lipid Phases

Depending on acyl-chain and headgroup composition, lipids can form not only lamellar
structures but also hexagonal phases (Fig. 1). Lipids with saturated acyl chains and PC head-
groups tend to form bilayer phases at physiological temperatures. Conversely, lipids with unsat-
urated chains and PC (demethylated PC) tend to form inverse hexagonal phases. The 14-carbon
disaturated dimyristoylphosphatidylcholine (DMPC) and the monounsaturated 18-carbon
dioleoylphosphatidylethanolamine (DOPE) are common representatives of each class. DOPE
has a negative spontaneous curvature and forms an inverted hexagonal phase when fully
hydrated. DMPC, having a much smaller spontaneous curvature, forms a lamellar phase. The
geometry of lipid aggregates, and corresponding X-ray pictures are shown in Fig. 1. Uniform
scattering rings are obtained owing to random, “powder” orientations of lipid suspensions in the
X-ray beam. The lattice (repeat) spacings are determined from the position of these rings. For
lamellar structures, the rings are equally spaced and indexed simply as 1, 1/2, 1/3, … (1/h,

406 Petrache et al.

Fig. 1. X-ray scattering from multilamellar (Lα) DMPC and inverted hexagonal (HII) DOPE, both
fully hydrated at 35°C. Scattering rings of DMPC are equally spaced and reflect the regular spacing
between stacked bilayers. The X-ray rings of DOPE index as 1, 1/√3, 1/2, 1/√7, . . . and reflect the
honeycomb-like positioning of water cylinders in the HII phase.
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h = 1, 2, 3, …), whereas for the HII phase the indexing is 1, 1/√3, 1/2, 1/√7, … (l/(h2 + hk +
k2)1/2, h, k = 0, ±1, ±2, …).

For fully hydrated DMPC in water at 35°C, the interlamellar repeat spacing is D = 63 Å,
which is decomposed into a bilayer thickness DB = 44 Å, and a water spacing DW = 19 Å
(Fig. 1). For DOPE, with a hexagonal lattice spacing Dhex = 64 Å, D = 74 Å, with 2RL = 36
Å, and 2RW = 38 Å. The water content measured by DW or RW, can be reduced by osmotic
stress. Although this chapter focuses on lamellar structures, the experimental techniques
described apply to hexagonal structures as well.

2. Methods
2.1. Overview of the Osmotic Stress Method

The osmotic stress technique has become a popular tool for investigating the forces act-
ing between lipid bilayers, as well as between other macromolecules (11,12). Osmotic
action represents the addition or removal of solvent molecules, most often water. Imposed
by the presence of solutes (osmolytes), osmotic pressure acts on the water that hydrates
the macromolecular or lipid aggregate. Glycerol, dextran, polyethylene glycol (PEG), and
even common salts can be used as osmolytes (13–18). Typically, the method uses either a
semipermeable membrane (dialysis bag) that confines the large osmolytes yet allows
water (and small osmolytes) to pass, or uses large solutes that are strongly excluded from
the lipid aggregates, such as high molecular weight polymers (e.g., PEG) for which a dial-
ysis membrane is not needed. By competing with lipid for available water, osmolytes
reduce the equilibrium separation between lipid bilayers. Once equilibrated, the spacing
between lipid bilayers at a specified osmotic pressure can be determined using X-ray scat-
tering. This allows to measure the equation of state (force vs separation curves) for the
bilayer stack (9,19–21). (Fig. 2).

Measurement of Lipid Forces 407

Fig. 2. Schematic of a multilamellar lipid domain under osmotic stress. Using large molecular
stressors (polymers) that are excluded from the interlamellar space eliminates the need for a dialysis
membrane (dashed line). A typical scattering pattern obtained from randomly oriented domains
(MLVs) is shown.
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2.2. Measurement of Interlamellar Forces
Results from an osmotic pressure experiment of (net neutral) DMPC multilayers are shown

in Fig. 3. The interlamellar repeat spacing (D) from a series of DMPC samples equilibrated
with PEG solutions of various concentrations are plotted for the corresponding pressures
Posm. Because relevant osmotic pressure values span many orders of magnitude data are typ-
ically plotted on a log scale. Note that the fully hydrated spacing corresponds to zero osmotic
pressure and is arbitrarily placed on the log scale. Reference PEG concentrations (mylar win-
dow [MW] = 20,000 g/mol) are shown on the right. Osmotic pressure tables from Peter Rand
and coworkers can be found at www.brocku.ca/researchers/peter_rand (also mirrored at
lpsb.nichd.nih.gov/osmotic_stress.htm).

Because samples are in equilibrium, the applied osmotic pressure is exactly counterbal-
anced by the net interbilayer force. This force is, to a first approximation, a simple sum of the
attractive and repulsive interactions. Interaction energies are given below (9).

(1)

The first term represents the vdW attraction with interaction strength quantified by the
Hamaker parameter H, typically in the order of 1–2 kBT. The second term represents the hydra-
tion repulsion with amplitude Ph and decay length λ. The last term represents the undulation
(Helfrich) force depending on membrane bending rigidity (KC) and mean-square fluctuation (σ);
for measurement of σ, readers should see refs. 9 and 22. In Eq. l, the derivative of free energy
with respect to the interlamellar water spacing (DW) equals the applied osmotic stress:
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Fig. 3. Osmotic pressure vs interlamellar spacing for DMPC at 30°C (circles) and 35°C (dia-
monds), and theoretical decomposition into vdW (solid line), hydration (dashed), and fluctuation
repulsion (dotted). Two regimes are distinguished: at low osmotic pressure wherein repulsion is
dominated by fluctuations; and at high pressure wherein repulsion is mainly because of hydration.
Reference PEG concentrations (MW = 20,000 g/mol) are shown on the right. The osmotic pressure
vs PEG concentration is measured separately with a vapor pressure osmometer. Figure adapted
from ref. 41.
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Two distinct regimes are outlined in Fig. 3. At low applied pressures of a few atmospheres,
membrane fluctuations serve as the dominant repulsive term, and the hydration force can be
neglected. In contrast, at higher pressures, hydration acts as the main repulsive term counteracting
vdW attraction. Therefore, it should be expected that low applied osmotic pressures mainly
suppress repulsion owing to fluctuations (9).

2.3. Work Done by Osmotic Stress

The applied osmotic pressure is in fact related to the amount of work required to change
the separation between bilayers (23). It is useful to realize that this work is the reversible
work (or free energy) required to remove water from between the lipid layers and into a reser-
voir of pure water, conveniently expressed in terms of water’s chemical potential (µw) that is
related to water activity (aW) through

where T is the absolute temperature and R is the gas constant; µ0 is a reference “standard”
chemical potential. The molar free energy of water in the lipid phase measured with respect
to pure water is:

Because lipids form large aggregates that negligibly modify water’s chemical potential
(∆µW) is also simply a measure of the osmotic pressure (Posm) of the water in lipid solution:

where VW is the volume of a water molecule (~30Å3 at 30°C). Therefore, the incremental
work needed to change membranes’ spacing to release a small volume of water dV, translates
to the chemical potential of water at that spacing,

or expressed in terms of D-spacing per lipid with headgroup area A

.

At equilibrium, the net flow of water from the lipid phase to the bath is zero; the cost of
removing water from one phase must equal the gain of adding it to the other, so that the force
per unit area is:

.

2.4. How to Impose and Measure Osmotic Stress

A simple and often practical way to change water activity in a stack is to limit the amount
of available water (so-called gravimetric method) (24). The stack will incorporate as much
water as available (if this amount is less than the amount needed for maximal swelling). Once
water is incorporated between lipid membranes it will generally be harder to remove than
from a pure water phase. Measuring the vapor pressure in the gas phase over the equilibrated

P F Dosm Wd d= − /

∆µW osmd dn AP D= −

∆µW W osm W osmd d dn V P V V P V= − / = −( )

∆µW W osm= −V P

∆µ µ µW W W
bulk= −  

µ µW WR= +0 T aln
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multilayers directly assesses this difference (2). It is found that the vapor pressure of water is
lower than over a pure water phase (increased osmotic pressure), indicating that added free
energy is required to draw water from the lipid phase. The chemical potential of water is
lower in the lipid phase compared with pure water.

The complementary strategy to limit the amount of water in the system is to equilibrate the
aggregate against a bulk solution (bath) with a known osmotic pressure, allowing only water
to move between the two phases (2). For example, water can equilibrate through the vapor
phase connecting the system and the bath (hydration chamber principle) (17,25,26), or else
through a partition allowing water but not solute to pass (dialysis). Here, any (nonvolatile)
solute can be used as the osmotic stressor. Some solutes are so strongly excluded from the
lipid phase that they can effectively serve as osmotic stressors even in the absence of a phys-
ical partition between the MLVs and the bath. This has been verified experimentally by com-
paring the interbilayer spacing equilibrated against high molecular weight PEG and other
polymers, with and without partition (dialysis bag). However, care must be taken to ensure
that solutes are indeed completely excluded. In particular, when smaller solutes are used or
when several solutes are present in solution, the solutes can sometimes partition between the
bath and aggregate phases as well, thus changing the water chemical potential whereas not
always exerting their full osmotic effect (27–30). For example, an added solute may happen
to partition equally between the bath and lipid phase; in this case, the solute will exert no net
osmotic stress on the bilayer stack, even though it significantly alters water activity.

A typical experiment starts with preparation of PEG solutions of known concentrations.
Next, the osmotic pressure for each solution is measured, for example, by vapor pressure
osmometry. This method gives an accurate determination of osmotic pressures in the range
of just a few to almost 100 atm (∼93% relative humidity [RH], see Subheading 2.5.). Finally,
dry lipid is hydrated in excess PEG solutions and left to equilibrate. As the lipid hydrates by
taking water from the PEG solution, PEG concentration in the bath increases. However, for
small amount of lipid (e.g., 10 mg dry lipid/1 mL PEG solution), this perturbation can be neg-
lected. In different situations, including the case of solute mixtures that can be partially incor-
porated into the MLVs, the osmotic pressure of the bath should be measured after MLVs have
equilibrated. For some widely used solutes such as PEG and dextran, osmotic pressure val-
ues vs polymer concentration are available online at www.brocku.ca/researchers/peter_rand
and lpsb.nichd.nih.gov/osmotic_stress.htm.

2.5. Osmotic Stress Units

The action of osmolytes can be reported either in pressure units (N/m2 in SI and dyn/cm2

in CGS) or corresponding RH with the equation

where VW represents the volume of a water molecule (~30Å3 at room temperature). At room
temperature, 1 atm then corresponds to RH = 99.9%, 50 atm to RH = 98%, and 100 atm to
RH = 93%. In this range of pressures, one has Posm ≅ (1.4 × 109) (1−RH).

3. Sample Preparation
Most lipids are now available in high purity (>99%) from commercial sources such as

Avanti Polar Lipids (Alabaster, AL) and Sigma-Aldrich (St. Louis, MO). Lipids can be ordered

P k T Vosm B W log RH= − /( )
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either in powder form or dissolved in chloroform. For work with unoriented MLVs, dry lipids
between 3 and 15 mg of per sample (vial) have been used with the steps given below. Note
that the equilibration time needed to obtain a homogeneous lipid sample can vary signifi-
cantly with the lipid type and solvent used. Variations of the protocol are strongly recom-
mended. With many suggestions from Stephanie Tristram-Nagle, Nola Fuller, Peter Rand,
and Don Rau; the following procedures worked very well.

3.1. MLVs for X-Ray Scattering

1. Remove lipid bottle from freezer and let it equilibrate at room temperature before opening, to
minimize hydration from air.

2. Use a spatula to transfer 3–15 mg of dry lipid into 1–2 mL plastic vials (see Fig. 4) and weigh.
Because hydration is important, using vials provided with O-ring screw-caps is preferred. Beware
that dry lipids can easily acquire electrostatic charge and fly off the spatula. Some others, such as
DOPC, are sticky and require brushing of spatula on the inner walls of the vial to get the lipid off.

3. Add between 850 µL and 1 mL of premade solvent containing one or more of pure water, salt
solutions, PEG solutions, and pH buffers.

4. Shake vial gently to dissolve all lipid powder.
5. Thermocycle the samples between 0°C and 5° to 10°C above the lipid melting temperature. Melting

temperatures can be found in the online Lipidat database www.ldb.chemistry.ohio-state.edu. PC
lipids with saturated chains melt at about 4, 24, 41, and 55°C for 12, 14, 16, and 18 carbons,
respectively (31). Phosphatidylserine (PS) and PE lipids melt about 10–20°C higher (32,33).
Lipids with unsaturated chains usually melt at lower temperatures. Samples can be shaken by
hand or vortexed gently between temperature jumps from low-to-high and back, held at each
temperature for about 5–10 min, and the cycle should be repeated at least three times. In princi-
ple, automatic thermocycling could also be used.

6. Store samples at 4°C for 48 h. Sedimentation of MLVs occur as shown in Fig. 4.
7. Before measurement, let vial equilibrate at the temperature of the measurement for 30 min to 

2 h, with longer waiting times for more viscous samples. Gentle shaking or vortexing can also
be performed to homogenize the samples. Centrifuge vials at low speed to repellet the MLVs.
Note that, depending on lipid and solvent density, the MLVs can either sink or float (34,35). In
most cases the MLV aggregate is visible by eye even when not fully opaque.

3.2. Lipid Mixtures

1. Use chloroform or customized organic solvents (see Chapter 5) to codissolve measured quanti-
ties of lipid. Use standard glass test tubes.

2. Evaporate solvent under chemical hood using either an evaporator or manually by flowing nitro-
gen or argon gas. After evaporation, the lipid should form a thin film on the glass walls. Best
results are obtained with lipid quantities less than 50 mg per test tube.

3. Cover test tubes with parafilm and punch needle holes for further evaporation. Place under high
vacuum for at least 4 h or overnight if the sample is chemically stable.

4. There are many options at this point. Samples can be scraped off the glass, transferred into plas-
tic vials, and hydrated according to the protocol in Section 3.9. Alternatively, samples can be
hydrated in the original test tubes, thermocycled, and stored as such for short period. Seal with
parafilm. Another alternative is to resuspend the lipid film in hexane or water and then
lyophilize. This is done by quick freezing in dry ice followed by evaporation under high vacuum.
After lyophilization, the fluffy powder can be hydrated as done previously.

3.2.1. Complications

The most delicate step is the weighing of dry lipid and the pipetting of small chloroform
solution volumes. Errors in the estimate of lipid fractions will occur. It is best to deliver the
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first chloroform drop on the bottom of test tubes, then the next containing the different lipid very
close to it, but do so on the tube wall without touching the previous drop with the pipet tip.

3.3. Loading the X-Ray Sample Holder

3.3.1. The Sample Cell

Traditional sample cells (SCs) originally designed by Vittorio Luzzati and further modified
by Peter Rand and coworkers are used. These cells contain a Teflon holder (TH) for the lipid
pellet that is sandwiched between two mylar windows as shown in Fig. 5. The exact dimensions
of the SC and holders are not critical as long as they match. Aluminum cells with a central
hole of 2 mm in diameter were used. This central area will sit in the X-ray beam. The X-ray
setup includes a matching cell crate sitting on a Peltier device that controls sample temperature.
Once properly aligned, this setup allows remounting of the SCs without further adjustment.

412 Petrache et al.

Fig. 4. Visual appearance of MLVs suspensions in aqueous solvents before and after sedimenta-
tion. The lipid pellet can be transferred into the sample holder using either a 10–100 µL micropipet,
or a positive displacement 10–50 µL capillary pipet for viscous samples.
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3.3.2. Teflon Holders

Holders are cut from 0.8–1 mm Teflon sheet. A central hole of 2-mm diameter is used to
deposit the lipid pellet. Additional cutting can be made to hold extra PEG solution for multi-
ple temperature measurements without reloading the cell.

3.3.3. Mylar Windows

Windows are cut from 100 µm mylar film by using a punch tool. The film is wrapped sev-
eral times around a piece of cardboard so as to cut through many layers at once. Windows
can also be cut by hand because they do not need to be perfectly circular. Before using, win-
dows should be wiped with lens paper to remove dust and lint.

3.3.4. Loading the Sample Cell

1. Prepare a clean Sample cell, Teflon holder, Teflon spacer (TS), and two mylar windows.
2. Apply a thin film of vacuum grease on the TH to insure a good seal with the MWs. Avoid spread-

ing grease on the holder center. If it does happen, grease can be removed using the wooden part
of a cotton swab.

3. Using tweezers, stick one MW to one side of the TH (press circularly with the cotton swab), and
set the holder inside the SC (Fig. 5).

4. Using a pipet, transfer between 10 and 2 µL of lipid pellet into the TH.

Measurement of Lipid Forces 413

Fig. 5. The SC assembly. The lipid suspension is sequentially loaded into the teflon holder, sand-
wiched between mylar windows, placed inside the SC, and secured with screws. Tweezers and cot-
ton swabs can be used to manipulate the MWs as described. The SC can be placed in the X-ray beam
either way; however, the sample-to-film distance can differ between the two orientations and needs to
be checked with a calibrator (e.g., AgBeh with interlamellar repeat spacing D = 58.4 Å (see ref. 36).
Because the TS is put systematically on top of TH, the upper (shown) side of the cell is used as the
X-ray exit side.
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5. If the TH has lateral reservoirs, as in Fig. 5, fill them with solvent and make sure the solvent
drop is continuous from side to side.

6. Using the tweezers, cover the sample with the second MW, avoiding trapping bubbles (slight overload-
ing helps prevent bubbles). For a good seal use the cotton swab to press the mylar gently onto the TH.

7. Place the TS and the cell lid on top. The spacer is only needed if the height of the cell exceeds
the width of the TH. Secure the lid with screws.

8. Re-equilibrate the loaded SC at the temperature of the measurement.

3.3.5. Complications

1. In principle, lipids might become contaminated with vacuum grease used to seal the MWs. No indi-
cation of such effects have been observed in the studies of PC, PE, and PS lipids at temperatures
between 5° and 50°C while in aqueous buffer solutions. If such contamination is suspected, measure-
ments can be done without vacuum grease by relying on a pressure seal between the mylar and
Teflon. Dehydration of the sample should then be checked, for example, by repeating the X-ray scan.

2. In the absence of control X-ray data, lipid degradation resulting from oxidation or other chemi-
cal reactions should be checked, for example by thin-layer chromatography.

4. The X-Ray Measurement
4.1. A Basic X-Ray Setup

The basic X-ray setup permits quick sample replacement and accurate measurements of
interlamellar spacings (Fig. 6).

The SC is held in the X-ray beam by sitting in a fixed crate, thermally regulated by a
Peltier device, X-ray scattering is recorded on an image plate placed inside a 5 × 4 Fidelity
Elite film holder (Fidelity, Sun valley, CA). The original entrance window was removed and
replaced with a sheet of black paper usually used to protect photographic film. This paper is
opaque at optical wavelengths but transparent to X-rays. To reduce background scattering, the
X-ray beam travels between the sample and film through a helium-filled flight path (FP).
Helium gas is flown continuously at very low pressure from a helium tank, through the flight
path, and bubbled through an oil-filled vial out into the room. A semitransparent beamstop is
fixed with double-stick tape on the exit window of the FP, just in front of the film. The
shadow of the beamstop is visible in Fig. 1.

4.2. X-Ray Measurement and Analysis

Typical exposure times on the machine vary between 20 min and 3 h, depending on the
concentration and ordering of MLVs. Fully hydrated samples tend to give weaker scatter-
ing than samples under osmotic stress. Phosphor imaging plates are used as detectors and
a Fujifilm BAS-2500 plate reader (Fujifilm Life Science, Stamford, CA) capable of 50-µm
pixel size. For analysis of X-ray spectra, the software FIT2D by Andy Hammersley
(www.esrf.fr/computing/scientific/FIT2D) is very good and easy to use. To calculate the 
D-spacing, the sample-to-film distance is needed. This can be determined using silver
behenate (AgBeh) powder as a calibrator. The D-spacing of AgBeh is 58.4 Å at room temper-
ature (36). For small angle scattering, the sample-to-film distance is

where ∆y is the position of the first scattering ring in millimeters, D is the lattice spacing of
AgBeh, and λ = 1.54 Å is the X-ray wavelength (from a Cu anode) (Fig. 7).

s y D= /∆ λ( )
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Fig. 6. Sample mounting on an X-ray port. The geometry is fixed. Sample cell, film holder, and
flight path sit together inside a plexiglass box that can be oriented as needed to maximize X-ray inten-
sity from the anode and through the focusing mirrors (see ref. 42 for information on mirror alignment).

Fig. 7. X-ray scattering from AgBeh powder and radially integrated profile using the program
FIT2D available from www.esrf.fr/computing/scientific/FIT2D. The known lattice spacing of 58.4 Å
(36) allows calculation of the sample-to-film distance. AgBeh was kindly provided by Stephanie
Tristram-Nagle.
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5. A Practical Example: Alteration of Membrane Rigidity by Sterols
5.1. A Cholesterol Problem

It is widely believed that an excess of cholesterol leads to atherosclerosis, cardiovascular
diseases, and stroke. However, cholesterol deficiency is also dangerous, leading to serious
congenital anomalies and mental retardation in newborns. These deficiencies occur when the
chain of enzymatic reactions that lead to formation of cholesterol is broken (37,38).
Cholesterol precursors, such as the immediate precursor 7-dehydrocholesterol then accumu-
late in the cell instead of cholesterol. Although cholesterol and its precursors differ only by
the number and position of double bonds and methyl groups (Fig. 8), it is found that bilayer
rigidity conferred by cholesterol differ significantly from its precursors.

5.2. Applying Osmotic Stress to Sterol-Containing Bilayers

Using the repeat spacing as an indicator of modified interbilayer interaction, the mod-
ification of bilayer interactions by addition of sterols can be investigated. As shown in
Fig. 8, there are marked differences between the effects of sterols on interlamellar repeat
spacings at full hydration. For all bilayer compositions, the lamellar repeat spacing
increases in the order: cholesterol < lathosterol < 7-dehydrocholesterol < lanosterol.
However, differences vanish under only 0.26 atm of osmotic stress (5% PEG solutions,
log Posm = 5.4) when fluctuations are suppressed. From the modifications of interlamellar
spacings, the modification of bending rigidities have been calculated using Eq. 1, as
shown in Fig. 9.

Differences in sterol effects on membrane rigidity can be rationalized in terms of sterol
location within the lipid bilayer. It is expected that sterols introduce an inhomogeneous

416 Petrache et al.

Fig. 8. Chemical structure of cholesterol and some of its metabolic precursors.
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modification of lateral forces within bilayers. For example, more polar sterols (owing to
additional double bonds) might protrude further into the headgroup–water interface than cho-
lesterol, and render the bilayer more flexible. The variation of D with sterol content in Fig. 8
reflects the phase diagram of DMPC–sterol mixtures. At 35°C, a coexistence region exists
between a liquid-disordered phase (with low sterol content) and a liquid-ordered phase
(with high sterol content). The steep decline in the D-spacing values starting at a
sterol/lipid mass ratio of 0.2 (30% mole sterol) corresponds to the transition to the liquid-
ordered phase.

Although many questions regarding lipid–cholesterol interactions still remain, this exam-
ple demonstrates the versatility of the osmotic stress technique. Used here primarily to ana-
lyze interlamellar interactions, osmotic stress also probes interactions within membranes.
Because dehydration not only reduces intermembrane separation but also condenses lipids
laterally (23), the work of lateral deformation can be measured (39,40) and related to forces
acting in the membrane plane. Capable of revealing forces with immediate biological rele-
vance, the osmotic stress technique should become the method of choice for investigating
interactions between and within membranes.

Measurement of Lipid Forces 417

Fig. 9. Interlamellar repeat spacing vs sterol content for DMPC multilayers at 35°C.
Differences between sterols measured at full hydration (A) vanish when fluctuations are sup-
pressed by mild osmotic stress (B). (C) Membrane bending rigidity (KC) vs equilibrium spacing
obtained from Eq. 1 (solid line). Symbols indicate KC and DW measured for 30 mol% sterols.
Figure adapted from ref. 41.
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Micropipet Aspiration for Measuring Elastic Properties 
of Lipid Bilayers

Marjorie L. Longo and Hung V. Ly

Summary
Micropipet aspiration of giant unilamellar vesicles can be used to determine the mechanical properties of area

compressibility modulus, bending modulus, and lysis tension of lipid bilayers. In this technique, giant (~25-µm
diameter) single bilayered vesicles are aspirated into a pipet of inner diameter ≈8 µm. The changes in projection
length of each vesicle inside of the pipet in response to changes in aspiration (suction) pressure are used to determine
mechanical moduli. The suction pressure of vesicle rupture (lysis) is used to determine the membrane tension of
lysis (lysis tension). Micropipet aspiration of giant unilamellar vesicles is highly specialized, requiring custom lab-
oratory fabrication of most components (e.g., micropipets, chambers, and manometer). Herein, methods for fabri-
cation of each of these components and instructions for measurements are described.

Key Words: Area compressibility modulus; bending modulus; giant vesicles; lysis tension; micromechanical
properties; micropipet.

1. Introduction
The mechanics of lipid membranes play an important role in the stability, permeability,

deformability, and viability of natural cells and drug-delivery liposomes. For example, activi-
ties of integral and anchored proteins depend on their native structures, which are strongly
influenced by the surrounding lipid arrangement in the lipid bilayer (1). The lipid bilayer
matrix is a dynamic system whose structure is regulated by short-range weak forces that result
from interactions between lipid and water molecules and between lipid molecules themselves.
These forces include hydrophobic forces between the lipid tails and water molecules, van der
Waals interactions between the tails, and electrostatic interactions in the headgroups (2). The fine
lipid microstructure gives rise to measurable macroscopic bilayer characteristics such as fluidity,
permeability, and mechanical properties, these characteristics being interrelated. Mechanical
properties include the membrane area expansion modulus (KA), which represents the membrane
resistance to isotropic area dilation, and the bending modulus (kc), which represents the energetic
penalty in deforming a flat surface into a curved structure.

Many techniques exist for measuring the mechanical stretch properties of bilayers includ-
ing photon correlation spectroscopy (3), dynamic light scattering (4), and nuclear magnetic res-
onance and X-ray diffraction (5), but the most prominent for accurate and direct measurement of
a single bilayer system is video microscopy micropipet aspiration (MPA). MPA has been used
extensively to study mechanical and viscous properties of natural biological membranes, for
example, red blood cells (6) and outer hair ear lateral wall (7); synthetic lipid vesicles (see
Fig. 1), for example, egg lecithin (8), phosphatidylcholines with varying chain length and
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degree of unsaturation (9), and phosphatidylcholines/cholesterol (10,11), and also diblock poly-
mers (12). MPA has been applied to measure adsorption of small molecules into the bilayer, such
as the influenza hemagglutinin-fusion peptide (13,14), alcohols (15), and lysolipids (16), study
the effect of chain unsaturation on water permeability (17), and measure interfacial tension of
microscopic liquid–gas, liquid–liquid interfaces, and phospholipid monolayers (18–20).

MPA requires custom laboratory fabrication of most components. Herein, methods for
fabrication of each of these components and instruction for measurements are described.
Sequentially, steps will be presented for fabricating and measuring pipets, fabricating needle
probes for measuring pipet inner diameter (ID), coating glass cover slips, making giant vesi-
cles by electroformation, setting up for a MPA experiment, measuring area compressiblity
modulus, bending modulus and lysis tension, and analyzing the data.

2. Materials
2.1. Formation of Giant Vesicles and MPA

1. Glass reaction vials or V-vials (Fisher, Pittsburgh, PA) stored in chloroform when not in use. The
vials should be equipped with PTFE screw caps or PTFE septa.

2. Stock solutions of lipids (Avanti Polar Lipids, Alabaster, AL) dissolved in chloroform at concen-
trations that range from 10 to 25 mg/mL housed in glass vials with PTFE-lined caps or PTFE
septa. When storing lipids in organic solvent or as powder, use a freezer (not frost-free) and seal
with PTFE tape around the closure.

422 Longo and Ly

Fig. 1. Video micrograph of a GUV aspirated into a micropipet at (A) low and (B) medium tension.
The change in projection length (∆L) is proportional to the change in apparent surface area (∆A).
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3. 100 mM Sucrose solution; store in refrigerator for 3 d.
4. Glucose solution of concentration close to 100 mM; concentration adjusted for optimum vesicle

projection length (see Subheading 3.6., step 8). Store in refrigerator for 3 d.
5. Bovine serum albumin (BSA) (fraction V, low heavy metals) from Calbiochem (San Diego, CA).
6. Gastight® glass syringes (10 µL, 250 µL, and 1 mL) each with attached needle, 10-mL luer lock

with wide gauge needle, 1-mL luer lock with wide-gauge needle fitted with small amount of
PTFE tubing (ID ~ 1mm) (Hamilton Syringe Company, Reno, NV).

7. 3-mL Disposable syringes, one filled with vacuum grease.
8. 1 Vol% Surfasil® (Pierce, Rockford, IL) solution in chloroform in an approx 250-mL glass con-

tainer wide enough to vertically submerge a 45 × 50 mm2 microscope cover slip. The container
should be sealed with a screw cap and stored and used under a fume hood.

9. Chloroform, methanol, and ethanol each in the same type of screw cap container used in step 8,
stored and used under a fume hood.

10. Diamond scribe (e.g., Glascribe® Pen, Bel-Art Products, Pequannock, NJ) and clean ruler (to act
as straight edge) for cutting glass.

11. Pyrex 7740 glass capillary tubing (Frierich & Dimmock, Inc., Millville, NJ), external diameter
(OD) ~0.9 mm, 0.2 mm wall, and 5 ft long.

12. Leaded glass powder (1 mL will last a lifetime).
13. Tungsten-carbide glass cutter for cutting pyrex tubing (e.g., from VWR Scientific Products

Westchester, PA).
14. Large (e.g., 45 × 50 mm2) no. 1 cover slips.
15. Cover slip holder for drying cover slips.
16. Flexible 34-gauge syringe needle for backfilling pipets (e.g., Microfil™, World Precision

Instruments, Inc., Sarasota, FL).
17. 0.2-µm Disposable filter cassettes for use with syringes.
18. New condition, very sharp wire cutters.
19. Clear flexible laboratory tubing of various sizes and tubing connectors (e.g. from VWR

Scientific Products, Westchester, PA).

2.2. Chambers

1. Electroformation chamber for making giant unilamellar vesicles (GUVs). Figure 2A shows a two-
dimensional drawing of recommended design. Basically, it is a PTFE block with a large rectangular hole
in the center and holes drilled on the sides. Two 7.5-cm sections of 1-mm diameter platinum wire
(Aldrich, Milwaukee, WI) are threaded through the larger holes (distance between edges of wires ~2.5
mm); a narrow boar stainless steel syringe needle is pushed (just for tightness) into a smaller hole and a
wider stainless steel syringe needle is pushed (just for tightness) into a larger hole. A Surfasil-coated cover
glass (45 × 50 mm2) fits over each large side of the PTFE block. Vacuum grease is used between the
PTFE and each cover glass to seal each cover glass. Pushing down gently ensures a seal. This chamber
is designed with a clear center so that, if desired, electroformation can be monitored by a microscope.

2. MPA chamber and humidity cover. Figure 3 shows a three-dimensional drawing of recommended
design. The MPA chamber is made of two small rectangular plexiglass (e.g. from United States
Plastics Corp., Lima, OH) spacers, separated by 1.5 cm, sandwiched between two rectangular cut-
cover-glasses (Surfasil protected) with vacuum grease (Fig. 3B). The result is a rigid chamber with an
open transparent square cavity size of approx 0.7 cm3. To minimize evaporation at the open ends of
the sample chamber, the preparation is placed inside a humidified chamber on the microscope stage.

A humidified chamber can be made from two modified Petri dishes. A side slot for the
micropipet and a center open square hole for the objective lens can be cut in a large Petri dish
(e.g., 100 × 20 mm2). A square hole can be cut into its top cover and sealed by a cover glass
for uniform light entry through the condenser. A smaller Petri dish (e.g., 60 × 15 mm2) with
the same open square hole cut in the bottom can be glued-flush to the bottom of the larger

Micropipet Aspiration 423
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Petri dish. Small slots to support the sample chamber and a side slot for the micropipet can
be cut from the sides of the small Petri dish. Water is filled in the annular space to humidify
the chamber.

2.3. Manometer

For a suggested design of a manometer that can be used to interrogate both the low- and
high-pressure regimes, see Fig. 4A. This system includes a 70 cm ruled rapid advance unslide
positioner with linear Acu-Rite® encoder (Velmex, Bloomfield, NY), mounted vertically to
the side of the vibration isolation table. The top of the travel should be several centimeters
above the microscope stage. A plate should be mounted onto the slider with screws. Two
plexiglass water reservoirs (~50 mL each) with ports on top and bottom should be mounted
on the plate. One of the water reservoirs should be attached to the plate through a small
micrometer slider, allowing for the height of the water reservoir a total vertical travel of
approx 2.5 cm relative to the plate. Tubing should go from the bottom port of each reservoir
to a very low-pressure (~2 cm) transducer (e.g., model DP103, Validyne, Northridge, CA). 

The low-pressure transducer can be mounted on the vibration table. A separate section of
tubing should physically connect these two tubings and contain a valve. Tubing (e.g., Tygon
tubing, ID = 1/16 in. and OD = 1/8 in.) should connect the micrometer-associated reservoir
to the micropipet with a fitting. Using a small L-shaped polypropylene barbed fitting with a
small (several mm) section of Tygon tubing (ID = 1/32 in. and OD = 3/32 in.) attached to the
other end for insertion of the pipet is suggested. The L-fitting can be permanently mounted

424 Longo and Ly

Fig. 2. (A) Electroformation chamber, enclosed by two glass cover slips (45 × 50 mm2) sealed with
vacuum grease. Side syringe ports are for exchanging fluid and two platinum electrodes (distance of
separation 2.5 mm edge-to-edge) are attached to a function generator for desired voltage and frequency.
(B) Giant vesicles budding on the platinum wires in the electroformation chamber.
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with an adjustable microclamp (model MM1-6, Technical Products International, St. Louis,
MO) to control the angle of the pipet (see Fig. 4B) and for mounting on the micromanipulator.
The manometer assembly should be filled with water.

Tapping on the tubing and transducer will generally eliminate all bubbles and should be
performed fairly regularly. When not in use, the reservoirs should be stored at their upper-
most distance of travel in order to maintain a positive pressure on the tubing and pressure
transducer. The output of the pressure transducer and linear encoder generally need to go
through output devices (e.g., Quick-Chek® by Metronics Incorporated; Bedford, NH, and
digital indicator/demodulator by Validyne), which can then be directly attached to the
overlay box for real-time overlay of pressure on the videotape. The manometer needs to
be calibrated before use. The low-pressure transducer should accurately record a pressure
change of 2 cm. Open the valve and close before this calibration in order to zero the pressure
(valve will remain closed thereafter). The encoder on the slider should accurately record a
pressure in the travel range that will be reached (e.g., 50 cm). Follow manufacturer
instructions for adjusting if devices are not calibrated. Monitor the accuracy of the pressure
measurement during MPA experiments as well.

Micropipet Aspiration 425

Fig. 3. (A) Top view of humidified chamber with glass-covered opening for condenser light and side
opening for micropipet. (B) MPA sample chamber wherein GUV-containing solution resides between
two cut glass cover slips. (C) Lid removed from humidifier chamber showing support for the sample
chamber and openings for the micropipet and microscope lens. (D) Microscope stage and lens.
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2.4. Hardware and Software

1. Inverted optical microscope equipped with Hoffman-Modulation Optics (Modulation Optics,
Greenvale, NY), a moveable stage, and a high-resolution black and white camera.

2. Attachment to the inverted microscope for mounting micromanipulators (e.g., Orbital Stage,
Meridian Manufacturing Inc., Kent, WA).

3. One course micromanipulator (e.g., MMN-1, Narishige, Japan) and one fine micromanipulator
(e.g., model MHW-3) mounted on a course micromanipulator.

4. Microscope and manometer should be mounted on an optical antivibration table.
5. Video-overlay hardware such as an overlay box (Polyvision, Western Australia).
6. Super VHS videotape recorder.

426 Longo and Ly

Fig. 4. (A) Manometer set-up for control of suction pressure as described in the text. (B) Connection
between pipet and manometer tubing. Arrows (clockwise, starting with white arrow): manometer tubing,
L-barbed fitting, pipet, knob for angle control of pipet.
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7. Video capture card for capturing videotaped images (e.g. from ATI Multimedia center,
Marlborough, MA).

8. Imaging software such as ATI Multimedia Center (Marlborough, MA) and Screen Ruler
(Microfox Software, Columbus, OH) to measure dimensions on captured images.

9. Glass pipet puller (e.g., David Kopf Instruments, Tujunga, CA).
10. Pipet and needle storage containers. For example, a thin (1 cm) block of plexiglass with labeled holes

drilled approx 1 mm diameter and 0.5 cm depth, and fitted with a plexiglass cover to avoid dust.
11. Microforge (e.g., Stoelting, Wood Dale, IL) for making a clean break of the micropipet. Mount

the microforge electrode assembly (Fig. 5A) on the course manipulator on the microscope to get
the best view of the micropipet break. Protect the objective lenses by placing a piece of cover
glass over the opening on the microscope stage. Ensure proper grounding and electrical insulation
from the micromanipulator. The microforge should have a cylindrical platinum electrode
(diameter ~0.4 mm) mounted in a shape such as in Fig. 5A.

12. Function generator.

Micropipet Aspiration 427

Fig. 5. (A) Proper shape of cylindrical platinum filament for the microforge. The leaded glass bead
is also shown (arrow). (B) Sketch of shape of glass fronts inside and outside pipet for clean break.
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3. Methods
Aspiration of GUVs in a micropipet tip provides an excellent method for measuring elastic

properties of lipid bilayers in fluid phases. In this method, a GUV is aspirated into a pipet of
approx 8 µm ID (see Fig. 1). The increase in projected length (∆L) inside the pipet in
response to an increase in suction pressure (∆P) is used to determine the observed or apparent
area strain (α):

α = (A − Ao)/Ao

where Ao is the membrane area of the vesicle measured at the lower suction pressure and A
is the membrane area after the suction pressure is increased. The mechanics of thin mate-
rials show that increases in α comes from two modes of deformations of a vesicle under
aspiration (9,21):

where A is the membrane area, τ is the induced isotropic membrane tension in direct relation
to ∆P, kc is the bending modulus, KA is the direct area compressibility modulus, kB is the
Boltzmann’s constant, T is absolute temperature, and co is a constant (~0.1) that depends on
the type of modes (spherical harmonics or plane waves) used to describe surface undulations.
Thermal shape undulations of flaccid vesicles are readily seen under microscope; the first term
represents the smoothing out of these bending undulations. In the low-tension regime, the
logarithmic term dominates, and shows that almost all increases in α come from smoothing
out thermal undulations. The bending modulus is determined from plotting ln (τ) vs α (Fig. 6)
and is simply the product of the slope and kbT/8π. 
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Fig. 6. Tension-strain measurements for a SOPC vesicle in a 30 vol% methanol/water solution. The
points (circles in left curve) from plotting the natural log of the tension (τ) against area strain (α are
linear in the low-tension regime (0.001–0.5 mN/m). The same points (circles in right curve) plotted
with τ against α is nearly linear in the high-tension regime (>0.5 mN/m). Subtracting out contribution
from smoothing out subvisible thermal shape undulations from α in the high tension regime gives the
direct area strain (αdir), and the replotted points (squares) shift the line to the left. kc = 4.4 × 10−20 J,
Kapp = 119 dyn/cm, and KA = 144 dyn/cm.
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The second term represents direct stretching of the area per lipid molecule. The area com-
pressibility modulus is determined by plotting τ vs α in the high-tension regime (τ > 0.5 mN/m).
In this regime, the linear term, τ/KA dominates (see Fig. 6). By convention, the slope is
known as the apparent area compressibility modulus, Kapp (9). This modulus includes a small
contribution from the logarithmic term because even at the highest tension, subvisible ther-
mal undulations persist. In Subheading 3.7. how the actual or “direct” area compressibility
modulus is obtained will be discussed. Continued increases in suction pressure will eventu-
ally lead to vesicle rupture or “lysis.” It is important to realize that the lysis tension (τ lyse) is
dependent on that rate of suction pressure increase (ramp-rate) (22,23).

3.1. Fabricating and Measuring Pipets

1. Use appropriate gloves on hands to avoid placing fingerprints on the capillary glass and protect
from organic solvents.

2. Use a glass cutter to cut 5 ft long sections of capillary glass into approx 30 sections of a length
that is approximately double the desired pipet length, and set them aside in a container.

3. Wipe off a section of the capillary glass with a Kimwipe® (Kimberley Clark, Roswell, GA)
soaked in ethanol.

4. Place the glass in a pipet puller equipped with a 3-mm width platinum ribbon-heating element
shaped as shown in Fig. 7.

5. Adjust the pipet puller’s clamp and heat setting to have a first pull that lengthens the capillary
glass by 9–10 mm with an hourglass shape in the center.

6. Carefully slide the capillary glass to center the hourglass in the heating element. Adjust the pipet
puller’s heat settings to allow a second pull, such that the bottom-tapered pipet (if placed vertically)
displays a long wispy end and is not attached to the top pipet. It is desirable to have the pipet
narrow down rapidly to the desired ID rather than a gradual narrowing. Gradual narrowing will
result in a vibration-prone pipet tip.

7. Use a glass cutter to trim the thick end of the pipet so the latter reaches approximately the length
needed for MPA.

8. Store the pipet in a pipet storage container.
9. Repeat steps 3–8 approx 20 times, whereas periodically performing a check on the pipet shape

and ID by mounting them on a fine micromanipulator on a microscope. Use pen marks on the
monitor as a guide to pipet ID.

10. Mount a pipet on the fine micromanipulator with the microscope in the microforge configuration.
11. The microforge should have a leaded glass bead of 1.5–2 mm diameter in the U-shaped section

of the electrode (see Fig. 5A).
12. If there is no leaded glass bead, place some leaded glass powder on the base of the U-shape with

a metal spatula, and heat the electrode to a temperature that melts the powder for a short period

Micropipet Aspiration 429

Fig. 7. Suggested shape of platinum ribbon electrode for pipet puller.
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(1 or 2 s), until bead appears red hot and spherical. Shut off the power, and the bead should
appear clear. Periodically, replace the bead after a number of uses, or when it becomes difficult
to microforge the tip of the pipet because the molten flow characteristics of the bead have
changed significantly.

13. Set the bead’s temperature to the melting point of the bead. (The power should be just high
enough for the molten bead flow at a rate of ~10 µm/s into the pipet when it is touched). With the
bead stationary, center the pipet and move it in the same plane as the bead. At this point, the wispy
end can be removed by pushing the wispy end into the bead and quickly backing it away.
Alternatively, very sharp wire cutters can be used to cut the pipet at an ID slightly smaller than
the desired ID.

14. Move the pipet to touch the leaded glass bead. At this moment, the glass will instantly flow into
the pipet. Keep inserting the pipet into the bead until the front end of the molten glass inside the
pipet reaches the desired shaft ID.

15. Adjust the temperature of the bead such that the glass is soft, but it does not flow. Move the pipet
(or bead) such that bead edge is even with the front of the glass inside the pipet (see Fig. 5B).
This will give the best percentage of good breaks. Shut off the power to the electrode.

16. The thermal retraction of the bead may be enough for the pipet to break on its own. If not, move
the pipet slowly up and down, and also move the bead slowly away (to put tension on the pipet)
until the pipet breaks. About half of the time, the break occurs along the front end of the glass
inside the pipet, and is clean and flat. If the break is poor, repeat steps 14–18.

17. Store the pipets vertically in a protected plexiglass pipet holder. 
18. Measure the ID of each pipet. See Subheading 3.2., for instructions on how to make needle

probes necessary for this measurement.
19. Mount a metal-coated needle probe on a fine micromanipulator.
20. Mount a pipet on a course micromanipulator.
21. Bring both needle probe and pipet into the same plane using micromanipulators and viewing

with the microscope. Ensure that their tips are relatively parallel and center with one another.
22. Insert the probe inside the bore of the pipet (Fig. 8) until movement is stopped. Do not overexert

and break the pipet or probe. Capture this image by videotape or a framegrabber.
23. Repeat steps 20–22 on all the pipets.
24. From each image, measure the distance from the pipet entrance to the tip of probe. Use the

width–distance relationship calculated from scanning electron microscope (SEM) images of the
probe to determine the ID of the pipet’s entrance.

25. Coat each tip of the pipet with Surfasil to minimize vesicle adhesion.
26. Use a 10-mL gastight syringe with a large gauge leur-lock needle. Attach a short (~6 in.) length

of Tygon tubing (ID = 1/32 in. and OD = 3/32 in.) to the needle. This tubing fits the pipet capil-
lary tubing. Insert the pipet wide end inside of the tubing about 2 mm in depth to make a seal.

430 Longo and Ly

Fig. 8. Gold-coated glass probe inserted into pipet a distance of 28.6 µm. Diameter of micropipet
is 6 µm. 
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27. Perform the following steps (steps 28–31) in the fume hood.
28. Put the pipet tip into a solution of 1 vol% Surfasil in chloroform. By pushing down on the

syringe plunger, blow air out of the syringe through the pipet, until air bubbles are seen coming
out of the tip in the solution. Then, aspirate by pulling up on the plunger until the bubbling stops.
Continue to aspirate until a liquid volume fills the inside tip, about 5 mm in length. Wait 15 s
and then blow out air bubbles again. Remove the pipet tip from the Surfasil solution. Aspirate in
air to dissipate any Surfasil solution that may remain within the tip. Replace screw cap immediately.
Do not use excessive force on the plunger for any of these procedures.

29. Repeat step 28 in chloroform. This step rinses off the unbound silanes.
30. Repeat step 28 in methanol. This step neutralizes the sticky ends. Store each pipet in the plexi-

glass holder.
31. The pipet can be recleaned for continue use. Use the syringe set-up described in step 26 and

a 10-mL container filled with a 50 vol% ethanol/water mixture. Flow the mixture in and then out
of the pipet tip by pulling up and pushing down the plunger while the pipet tip is dipped into the
mixture. Repeat this motion several times. Finally, expel all the mixture from the pipet by pushing
down the plunger until bubbles are expelled. Then repeat steps 28–30.

3.2. Fabricating Needle Probes for Measuring Pipet Inner Diameter

1. Repeat steps 1–4 described in Subheading 3.1.
2. Decrease the heating setting from step 5 described in Subheading 3.1., and perform the first pull

to stretch 15 mm.
3. Readjust the heat setting. Perform a second pull by gravity (or a similar pulling rate), which

stretches and breaks the hourglass shape of the glass into long tapered ends with sharp points.
4. Use the glass cutter to trim the wide end of the needle probe to the length necessary for mounting

on the fine micromanipulator.
5. Inspect the needle-shaped end by mounting in a manipulator on the microscope. The length:width

ratio of the needle tip should be between 5:1 and 10:1 for a section starting at the tip and ending
about 11 µm from the tip.

6. Check every few needles to make sure this ratio is maintained.
7. You will need to sputter coat the ends of these needles with a conductive metal (e.g., gold and/or

platinum) for SEM. The coating should be approx 10 nm to avoid charging in the SEM.
8. Image each metal-coated needle probe in an SEM to obtain an image of the needle tip.
9. After SEM imaging, it may help to maintain the metal coating by coating the tips with formvar.

Perform this procedure in a fume hood. Dip each tip in 1 vol% formvar solution in chloroform.
Then store each needle probe in a plexiglass pipet holder.

10. The raw SEM images may be used to look up the width at the measured distance. Alternatively,
image analysis may be performed to fit a polynomial to the SEM data in order to obtain an equation
for width as a function of length for each needle probe (see step 24 described in Subheading 3.1.).

3.3. Coating Glass Cover Slips

1. Use appropriate gloves on hands to avoid fingerprints on cover slips and protect from organic
solvents.

2. Perform all steps in a fume hood.
3. From a box of 45 × 50 mm2 (no. 1) cover slips, rinse each cover slip in ethanol. Hold each cover

slip using plastic tweezers and gently swirl the cover slip in the ethanol held in a 250-mL wide-
mouthed container. Replace the screw-top lid between cover slips.

4. Place each cover slip in a cover slip holder to dry in air.
5. Repeat steps 3 and 4 for the box of cover slips.
6. Use plastic tweezers to grasp a dried cover slip and gently swirl in the 1 vol% Surfasil solution

for about 15 s. Replace the screw-top lid immediately. Then, while still holding in tweezers
allow the cover slip to air-dry. Wait for cloudiness on glass to dissipate.
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7. Gently swirl the cover slip in chloroform for about 15 s. Replace the screw-top lid immediately.
Air-dry while holding with tweezers.

8. Gently swirl the cover slip in methanol for about 15 s. Replace the screw-top lid immediately.
Air-dry while holding with tweezers.

9. After repeating steps 6–8 for each dried cover slip, put each cover slip in a cover slip holder.
After completely air-drying, place all the coated cover slips back in the original manufacturer
storage container as “Surfasil-coated.”

3.4. Making Giant Vesicles by Electroformation

1. Clean and dry the electroformation chamber. The use of a small amount of chloroform and/or
methanol under the hood in the rinsing procedure is helpful for removing any surfactants or
remaining lipids and speeds drying. Wear appropriate gloves to protect from these organic solvents.

2. Remove your stock lipid solutions from the freezer and let them come up to room temperature.
3. Using concentrated stock solutions, make up a 2 mL solution of lipid (0.5 mg/mL) in 2:1 chlo-

rofom:methanol in a vial with PTFE or PTFE-lined septa or screw cap under a fume hood.
Inclusion of 0.5% charged lipid will prevent vesicle–vesicle adhesion. An example of a mixture
that makes very good giant vesicles is 99.5 mol% 1-stearoyl-2-oleoyl-phosphatidylcholine
(SOPC) and 0.5% 1-stearoyl-2-oleoylphosphatidylserine. Use always clean gastight glass
syringes with fixed needles for making up lipid solutions in chloroform. Never use a plastic
pipeter. Stock solutions should only be uncapped while solution is being transferred from them.
After use, they should be returned to the freezer.

4. If you are using a mixture, sonicate the loosely capped vial in a water bath sonicator for a minute or
two to insure proper mixing of components. Perform this step and the next two steps in a fume hood.

5. Fill a 100-µL fixed-needle gastight glass syringe with 50 µL of 0.5 mg/mL lipid solution and
spread (drop-by-drop) on the electrodes (platinum wires) using the syringe needle to make an
even coating.

6. Briefly dry off the electrodes with a stream of dry nitrogen or argon.
7. Place the chamber under mild vacuum at room temperature for about 2 h.
8. After 2 h, degas about 10 mL of 100 mM sucrose solution at room temperature. For lipids with

melting temperatures above room temperature see step 9.
9. For a lipid with a main phase-transition temperature (Tm) more than room temperature, heat the

sucrose solution to a temperature about 10°C above the lipid Tm, and degas if there is excessive
bubble formation.

10. Seal Surfasil-coated cover glasses to the electroformation chamber (see Subheading 2.2.).
11. Fill the chamber with degassed sucrose solution carefully using a 3-mL disposable syringe with

attached 0.2-µm filter while chamber is in a vertical position. Keep the syringe attached during
and after filling so that solution does not spill out. Fill until a drop of sucrose solution appears
out of the opening of the syringe needle on the other side.

12. For a lipid with Tm above room temperature, ensure that the temperature of the water in the
chamber is maintained at 10°C above Tm. For example, perform the next three steps with the
body of the chamber in a Petri dish filled with warmed 100 mM sucrose solution.

13. With the function generator in the off position, attach the negative output to the end of one of
the platinum electrodes and the positive output to the end of the other electrode.

14. Start the setting on the function generator at an amplitude of 3V (peak-to-peak), frequency of 10 Hz,
and use the sine wave setting for 0.5 h. Then, lower the frequency sequentially to 3 Hz for 15 min,
1 Hz for 7 min, and 0.5 Hz for 7 min. It may be beneficial to lower the amplitude a bit as you
lower the frequency to keep the vesicles from impacting with the electrodes. If viewing by
microscope, GUVs should be visible (see Fig. 2B).

15. Shut off the function generator, then detach the outputs.
16. For the heated chamber, allow it to cool to room temperature if the GUVs are to be used below

Tm or perform step 17 above Tm if the GUVs are to be used above Tm.
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17. Use the syringe to flow solution through the chamber into an Eppendorf tube. Remove the filter
cartridge. Suck in and push out on the syringe to loosen GUVs from the electrodes. Use the
syringe to ensure that all solution is collected. Two 1.5-mL Eppendorf tubes should be filled with
GUV-containing solution. Store at room temperature for 3 d.

3.5. Setting Up for a MPA Experiment

1. Ensure that the manometers are calibrated (see Subheading 2.3.).
2. Put the humidified MPA chamber together (see Subheading 2.2.). Secure it on the microscope stage.
3. Pick out a Surfasil-coated and measured pipet from the plexiglass storage container.
4. Fill the pipet as follows in steps 5 and 6. BSA is included to coat the tip and thereby lower static

charge.
5. Use the syringe set up described in Subheading 3.1., step 26. Put the pipet tip in a 10-mL con-

tainer filled with filtered glucose solution and 0.02 wt% BSA. By pushing down on the syringe
plunger blow air out of the syringe through the pipet, until bubbles are seen coming out of the
tip in solution. Then pull up on the plunger until the bubbling stops. Hold on this position until
you see that the solution has been aspirated into the region wherein the pipet tip begins to widen
out. Then, push down on the plunger such that solution is no longer forced into the tip. Remove
the pipet tip from the glucose/BSA solution.

6. Backfill the pipet with the glucose/BSA solution using a syringe filled with the glucose/BSA
solution and equipped with a very narrow flexible syringe needle (e.g., Microfil). Start by insert-
ing the needle as far as it will go into the pipet and expelling a drop of solution out of the pipet
tip. Then back the needle up, filling the entire pipet to slightly overfull. Glucose solution is
naturally washed in and out of the tip during an experiment, dramatically lowering the actual
unbound BSA concentration at the surface of the aspirated GUVs (see Note 1).

7. Attach the pipet to the manometer tubing as follows. Lower the level of the L-fitting in the
microclamp until water drips out. Place the wide end of the pipet inside (~2 mm) the attached
tubing; mount it on the fine micromanipulator.

8. Charging of the pipet tip can be problematic and will depend on the exact environment (see
Note 2). If GUVs display lysis tensions consistently lower than the reported values, grounding
the pipet during this step is suggested. Fine copper wire grounded on one end and shaped like a
small hook on the other end, can be gently placed over the wide section of the micropipet.

9. Fill up the MPA chamber with filtered glucose solution. Surface tension will hold the water in
the space between the cover slips. The air–water interface should be slightly concave to prevent
dramatic changes in Laplace pressure inside of the chamber if evaporation should occur.

10. Add some GUVs as follows. Use a syringe with wide bore needle and a small section of PTFE
tubing attached to the needle so that the tubing protrudes about 1 cm beyond the needle tip. Suck
in some GUVs in 100 mM sucrose so that the 1-cm section of the PTFE tubing is filled. Deposit
approx 6 µL with the 1-cm section through the air–water interface.

11. Use the micromanipulator to ensure that the pipet is positioned, so it will enter the chamber with-
out hitting the walls. The tip of the pipet should be centered on the microscope and in focus and
the MPA chamber off center. The pipet will need to be at a slight angle (tip end lowest) in order
to pick up GUVs. This angle should not be so sharp that a change in focus occurs at the tip over
the distance of several micrometer.

12. Move the MPA chamber over using the microscope stage so that the pipet is submersed in the
chamber and focus on the tip.

13. If you do notice air in the tip of the pipet, remove it and repeat steps 6 and 7. This will usually
suffice to remove the bubble.

14. Focus on the bottom cover glass of the chamber. Find a small vesicle (~5 µm in diameter).
Aspirate the small vesicle into the pipet tip with very little suction and adjust the suction until the
vesicle is not moving. The pipet should then be raised to the height used for the measurements
below to ensure accuracy. The pressure at which the vesicle is stationary at this height is zero for
analyzing data. Do this procedure more than once in a set of MPA experiments. This is the case
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in particular for bending modulus measurements wherein it is necessary to know exact zero
pressure. Evaporation in the chamber can change the exact zero.

15. Ensure that the Hoffmann optics is adjusted, so that the vesicle is dark on one side and light on
the other side (i.e., light on right, dark on left). This may require unscrewing slightly the objective
lens and readjusting the condenser polarizers. You are now ready to start your experiment.

3.6. Measuring Area Compressiblity Modulus, Bending Modulus, and Lysis Tension

1. This measurement is for GUVs that behave like an elastic fluid and does not apply for GUVs
that behave like a solid. For example, fluid GUVs include SOPC GUVs and 1,2-dipalmi-
toylphosphatidylcholine GUVs with cholesterol concentrations ≥10 mol%.

2. Choose a vesicle between 25 and 40 µm in diameter. Look at the vesicle closely before picking
it up to make sure that it does not have any vesicles inside or obvious vesicle tubes associated
with it (see Note 3).

3. Pick up the vesicle with a suction pressure of about −2 cm.
4. Raise the height of the micropipet so that the vesicle is raised from the bottom cover glass. It is

a good idea to translate the chamber a few hundred micrometers as well. If the vesicle tethers to
the cover glass exist, this procedure should break them.

5. Increase the suction to about −15 cm. This step (prestress) will allow any small, attached vesi-
cles to reincorporate or tethers to break (usually seen as a jump in the projection length). Begin
to videotape.

6. Hold for about 3 s, then decrease the suction pressure in a stepwise manner to about −2 cm of
suction (at each step, hold for about 3 s). This step will be used for the area compressibility
modulus measurement.

7. At −2 cm, switch to the micrometer mechanism for changing pressure. Decrease the suction
pressure in smaller steps holding at each step for about 3 s. This is for the bending modulus
measurement.

8. At the suction pressure wherein the vesicle just gets sucked into the pipet, be careful not to
push the vesicle projection all the way out of the pipet as this may cause small vesicles to
form. There will be a small amount of suction pressure applied at which the projection goes
from near the opening of the pipet to a significant projection (several µm). Practically, ∆L is
measured with respect to that L for the bending modulus measurement. If this does not hap-
pen or the projection is too large, replace the cover glasses on the MPA chamber, and repeat
steps starting at step 9 described in Subheading 3.5., with an adjustment to the glucose con-
centration (see Note 4).

9. Now reverse the above order (steps 7–5 increasing suction pressure). Once a pressure of −15 cm
is obtained, increase the suction pressure at a constant rate for measuring the lysis tension
(determined from the pressure at which the vesicles rupture/lyse). Be mindful that the lysis tension
is dependent on the rate at which the pressure is increased (ramp rate), so it needs to be in a
narrow range.

10. After GUV lysis, maintain the suction pressure at the lysis pressure for several seconds to allow
the lysed vesicle to be further aspirated into the pipet. This will ensure that GUV debris does not
come into contact with and adhere to the micropipet tip. Then, lower the pressure to near 0 cm
while looking for another GUV.

11. Practically, more careful measurements may be made when focusing on making only one meas-
urement at a time (e.g., lysis tension). It is always necessary to perform a prestress for accurate
measurements.

3.7. Analyzing the Data

1. Capture an image at each pressure held above.
2. Measure the distance (L) from the entrance of the pipet to the end of the vesicle projection 

(see Fig. 1).
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3. Keep the first image on the screen with the measurement ruler. Referring occasionally to that
image will ensure that the distance from the pipet entrance to the vesicle projection is performed
in a repeatable manner.

4. The applied suction pressure (∆P) is related to the induced isotropic membrane tension (τ), as
follows (24):

(2)

where Rp is the radius of the pipet and Rv is the radius of the vesicle. See Fig. 1 for these
dimensions. Geometrical arguments show that changes in Rv because of aspiration are similar
to the error in measuring Rv for GUVs of size between 25 and 40 µm. One Rv measurement
at low suction pressure (approx −0.1 and −2 cm) for the bending modulus and area compress-
ibility modulus measurements should suffice.

The change in projection length from an increase in suction pressure (∆L) is related to the
observed or apparent area strain (α): α = (A–Ao)/Ao where Ao is the membrane area of the
vesicle measured at an initial low tension state and A is the membrane area after pressurization
to a higher tension state. Through simple geometric arguments, the relationship reduces to (24):

(3)

5. The bending modulus is determined from plotting ln(τ) vs α in the tension range of 0.001 to
generally 0.5 mN/m and is simply the product of the slope and kbT/8π.

6. The area compressibility modulus is determined by plotting (τ vs α in the high-tension regime
(τ > 0.5 mN/m). By convention, the slope is known as the apparent area compressibility modulus,
Kapp (9). The direct area compressibility modulus (KA) is determined by subtracting the logarith-
mic contribution from α to get the direct area strain, αdir. The appropriate contribution, ∆α(i), for
each i-th value of α that is subtracted out is (9):

(4)

where kc,avg is the average bending modulus and τ(1) is the initial low tension state of the high
tension regime, usually experimentally set at approx 1 mN/m. KA is the revised slope from
plotting τ vs αdir (see Fig. 6).

4. Notes
1. Although previous protocols call for small amounts of BSA in glucose solution in the MPA

chamber, it has been eliminated because of inconsistent results in lysis tension when using BSA.
2. Static buildup can result in electroporation of the GUVs, and thus, low lysis tension or swelling

of the GUVs is followed by bursting. Static buildup can be an erratic problem. When GUVs dis-
play these sort of behavior, assume first that a buildup of static charge is occurring and ground
the pipet.

3. MPA of GUVs is a technique that requires practice and “feel.” It usually takes 6 mo of playing,
practice, and reworking equipment and methodology (everybody has their “pet” ways of doing
certain things) before consistent data is obtained. Because lysis tension of these vesicles is

∆α
π

τ
τ

( ) ln
( )

( ),

i
iB

c avg

=


















k T

k8 1

α
π ∆

= −










2
1

R L

A

R

R
p

o

p

v

τ 
∆

−
= p

p

v

P R

R

R
2 1











Micropipet Aspiration 435

28_Longo & Ly  6/28/07  9:54 PM  Page 435



reasonably high and the mechanical moduli are well known, 99.5% SOPC:0.5% 1-stearoyl-2-
oleoylphosphatidylserine make good practice GUVs.

4. If the projection length is too short, it tends to be difficult to measure changes because of interfer-
ence fringes near the pipet entrance. If the projection length is too long, it will tend to pinch off
under high suction pressure. Both “feel” and adjustment of the glucose concentration should
minimize these problems.
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Langmuir Films to Determine Lateral Surface Pressure 
on Lipid Segregation 

Antonio Cruz and Jesús Pérez-Gil

Summary
Interfacial monolayers used as membrane models have become a practical technique to obtain detailed informa-

tion about lateral processes taking place in the membrane. These monolayers are particularly useful to study the
interactions and parameters governing lateral distribution of lipid and protein species and the association of differ-
ent molecules with membrane surfaces. In the last few years, these classical models have been complemented by a
whole collection of new techniques that are able to provide spatial information on the structure of the interfacial
phospholipid-based films at both microscopic and nanoscopic scales. In the present chapter, some detailed proto-
cols are described on how to prepare phospholipid Langmuir films, obtain structural information from their com-
pression isotherms, and study their structure either in situ at the interface or on transfer onto solid supports by
applying different microscopy techniques. The use of exogenous fluorescent probes and the extraction of qualita-
tive and quantitative information from epifluorescence microscopy images are particularly addressed.

Key Words: Epifluorescence microscopy; interfacial monolayer; Langmuir films; Langmuir–Blodgett
films; lipid domains; liquid-condensed; liquid-expanded; liquid-ordered; phase diagram; phase segregation;
phase transition; rafts; surface tension.

1. Introduction
Lateral segregation of lipids in biological membranes is being recently proposed as a gen-

eral mechanism governing different cellular processes, such as signal transduction and inter-
and intracellular trafficking (for a comprehensive review, see refs. 1–3). The development of
techniques to evaluate lateral membrane structure has been highly demanded in this respect.
Lipid monolayers were already at the basis of the historic observation by Benjamin Franklin
that the waves in a pond could be reduced by spreading olive oil at the surface, but the pio-
neer work by Irving Langmuir during the first years of the 20th century was the one that set
the fundamentals of modern surface balances, monolayer preparation, and the basis for the
thermodynamic analysis of the behavior of such films. Langmuir films have been extensively
used as membrane models to study lipid lateral organization and lipid–protein interactions,
providing some advantages when compared with liposomes.

Interfacial monolayers allow a precise control of some factors affecting lipid structure,
such as accurate composition, lateral pressure, and packing state. The precise spatial
localization of monolayers at the air–water interface allows application of different
techniques particularly suited to visualize Langmuir films at different scales, permitting the
identification of lateral segregation on membrane-based lipid mixtures and the recognition
of lipid–protein interaction sites. Transference of Langmuir films onto solid supports facilitates
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the application of other complementary techniques to the analysis of the structure of mono-
layers as membrane models.

2. Materials
The best available quality materials must be used to ensure good results when preparing

Langmuir films. Water for the preparation of buffers must be, at least, double distilled. Deionized
water (Milli-Q quality, Millipore, Billerica, MA) could be used, but a further distillation step per-
formed in the presence of potassium permanganate to oxidize organic molecules is highly rec-
ommended. It is important to use freshly prepared water; nevertheless, water could be preserved
at 4°C for a few days. Plastic recipients must be avoided to prepare or store materials.

1. Pure water is recommended as the aqueous subphase. When control of pH and pI is necessary,
the experiment could be carried out using buffers made with nonsurface-active compounds. It is
necessary to take into account that the presence of ions usually yields interactions at the films
affecting the slope of the isotherms. Tris-HCl buffer at low concentrations (~5 mM) has been
used to work at pH near neutrality. When preparing transferred films, the presence of salts may
lead to crystal formation during the dried out period.

2. Solutions of the different film components must be prepared using high-performance-liquid
chromatography grade solvents. Chloroform (Chl) and methanol (MetOH) mixtures are fre-
quently preferred to prepare phospholipid-based solutions; Chl/MetOH 3:1 (v/v) is a broad sol-
vent optimal for most phospholipids.

3. Lipids: analysis by thin-layer chromatography could be required to check for purity.
Dipalmitoylphosphatidylcholine (DPPC), whose films show a well-defined Π-area isotherm, is
a good standard phospholipid that could be used as training lipid or to check periodically that
the system is clean enough and ready to work.

4. Fluorescent dyes: 7-nitrobenz-2-oxa-1,3-diazole-phosphatidylcholine (NBD-PC), rhodamine-PE,
DiIC18, Bodipy-PC (Molecular Probes, Junction City, OR), and so on. Dyes added as traces to the
lipid solutions must be kept at proportions not higher than 0.5–1% M with respect to phospholipids
(and preferably in the lowest range), to prevent spurious effects on the monolayer structure.

5. Paper or platinum flags may be used to measure surface tension. To get optimal contact angle,
platinum flags must be scratched with sandpaper before taking them to the flame for cleaning.
When using papers flags, they should be frequently replaced to avoid contamination between
different experiments.

6. Glass cover slips: cut at the proper size (20 × 60 mm2), are good substrates to transfer films for
fluorescence applications. Molecularly flat substrates such as freshly exfoliated mica sheets or
silicon wafers should be used for atomic force microscopy (AFM).

3. Methods
3.1. Langmuir Films

3.1.1. Layer Material and Solvent Selection

Any amphipathic material can be used to prepare an interfacial monolayer. This includes
lipids, detergents, polypeptides, polymers, and so on. An amphipathic molecule contains a
hydrophilic region, which orientates toward the water subfase, and a hydrophobic region
exposed to the air side once at the water–air interface. Amphipathic compounds are able to
form single-molecule thick layers at the interface. Molecules forming Langmuir films must
be insoluble in water. Although water-soluble amphiphiles such as detergents could also form
interfacial monolayers, these films sustaining a dynamic equilibrium with the bulk subphase. 

The structure and properties of these solubilizable monolayers (termed Gibbs monolayers
to differentiate them from true Langmuir films), are in tight dependence with the subphase
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composition and the bulk↔surface equilibrium conditions. On the other hand, Langmuir
monolayers are characterized by the property of their molecules being strictly confined at the
air–liquid interface. This feature is the first determinant to select the kind of solvents to use
to manipulate monolayer components. To allow for interfacial lipid deposition without loss
of material toward the subphase, the solvent should be also immiscible with water. Finally,
the carrying solvent has to be eliminated from the surface by evaporation; thus, very volatile
solvents are preferred. Chl/MetOH 3:1 (v/v) mixture, for instance, is a good solvent for dissolv-
ing phospholipid-based mixtures to prepare the kind of films frequently used as models of
biological membranes.

Unless explicitly stated, most of the procedures described in this chapter make reference
to the preparation and use of phospholipid interfacial phospholipid films. Preparation of layers
of other amphiphiles different than phospholipids may require other solvent vehicles, such as
ethyl-ether, benzene, or n-hexane. In some cases, when the influence of the hydrophilic part
of the molecule makes it insoluble in nonpolar solvents, the proportion of alcohols like MetOH
or ethanol could be increased. In these cases, care must be taken to avoid loss of material into
the subphase. Proteins or peptides can be deposited into the interface through dissolution in
polar solvents such as dimethyl-sulphoxide or acetone. However, the high miscibility of these
solvents with water makes it difficult, if not impossible, to avoid a partial loss of the protein
into the bulk phase. 

Isopropanol-based solvent mixtures may be a good alternative (4). It is important to take
into account that the structure of proteins and peptides may be irreversibly affected by the
exposure to some of these solvents, producing not easily explainable results.

To prepare the films, phospholipid organic solutions at concentrations between 0.1 and
2 mg/mL can be used. The concentration must be selected taking into account the amount of
material to be initially applied, which is also related to the initial surface area of the trough at
maximal opening of the balance. Diluted lipid solutions may lead to the application of large
volumes of carrying solvent onto the surface, needing long times to complete solvent evapo-
ration and increasing the risk of accumulation of solvent trace contamination. Concentrated
lipid solutions, more than 2 mg/mL, could make it difficult to accurately manipulate the volume
to be applied, increasing the experimental errors on isotherm calculations. Moreover, too concen-
trated solutions could yield an undesired increase in the solution density, potentially causing
loss of material sunken toward the subphase during monolayer deposition.

3.1.2. Surface Balance

3.1.2.1. TROUGH TYPES

In general, troughs are typically made from polytetrafluoethylene (PTFE). This is a hydrophobic
and highly inert material, allowing easy cleaning of the trough with organic solvents or
inorganic acids. Some surface balances are differentiated by the mechanism set to compress
and expand the film at the interface. The most common and simplest system is a PTFE bar,
which is used as a single movable barrier that scans the subphase meniscus while maintain-
ing the Langmuir film confined in the surface (see Note 1). This mechanism is good enough
for most applications, but the subphase meniscus in this device acts as the monolayer con-
tainer. Thus, special care is required to maintain the surface level constant against subphase
evaporation (Note 2). The use of balances equipped with bar meniscus barriers is usually
enough to study monolayers in the pressure ranges thought to mimic lipid packing in free-
standing membranes (in the order of ~30 mN/m). However, this type of barriers does not
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overcome some problems when the films are taken to high enough pressures (>40 mN/m),
because surface tension may not be enough to sustain the meniscus, and leakage of the
surface material through the barrier and through the edges of the trough may occur.

To avoid these problems, other compression mechanisms have been implemented. The solution
of dipping the barrier inside the trough walls could be enough to avoid some inconveniences,
but some leakage through the contact edges of barrier and trough may still take place if the
contact zone is not tight enough. The best solution for applications requiring full access to the
highest surface pressure regimes is the use of balances with a continuous perimeter barrier.
In these balances, the whole film is confined inside an edge-free, continuous PTFE ribbon
belt or an articulated single PTFE piece, which is deeply immersed into the subphase. Thus,
the change of available surface during compression/expansion is achieved by modifying the
shape of the area engulfed by the flexible barrier.

3.1.2.2. TROUGH CLEANING

The trough may be cleaned in four steps:

1. Dismount the balance; immerse the barriers and any mobile pieces into enough volume of
Chl/MetOH 3:1 solvent solution.

2. Fill the trough with enough volume of Chl/MetOH 3:1 and wait for 5 min.
3. Remove the solution and fill the trough with MetOH to remove Chl traces.
4. Wash three times with ddH2O.

Addition of 2% of 0.1 N HCl to the Chl/MetOH 3:1 cleaning solution could aid to eliminate
protein remains. Wiping the trough with a clean paper impregnated with Chl/MetOH before
proceeding to solvent washing could be required to remove material adhered to the trough.

3.1.3. Interfacial Deposition

3.1.3.1. FILMS PREPARED FROM ORGANIC SOLVENT SOLUTIONS

Surface pressure measurements and compression parameters in modern troughs are under
control of a computer and proper software. Before starting acquisition of the isotherm, films
can be formed by spreading the amphiphiles in solvent solutions according to the following
protocol:

1. Fill the trough with clean subphase and wait until the chosen temperature of the subphase has
been achieved.

2. Clean the flag. Platinum flags can be easily cleaned by flaming. Paper flags should be exhaus-
tively washed with the subphase solution before wetting.

3. Calibrate the force transducer of the balance using known weights and adjust the program to
monitor surface pressure (Π) (see Note 3). Determination of surface pressure requires calcula-
tion of the contact edge between flag and water. Flag weight is discounted at the initial step.

4. Hang the flag from the force transducer and adjust the balance to measure 0 mN/m surface pressure.
Dip the flag 1 mm into the subphase and measure the apparent surface pressure (see Note 4).
Because air is used as reference, the measurement in terms of surface pressure must read now
approximately the negative value of the surface tension of the subphase (~72 mN/m in clean
water), with some deviation from the theoretical value because of the effect of the floating force
produced by the immersed part of the flag. For higher accuracy of this control measurement, the
flag must touch the surface without any immersed volume; it is not so critical to obtain the pres-
sure isotherm because floating force will be initially discounted. If the apparent baseline surface
pressure value is far from the expected, check the subphase purity or reclean the system.
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5. Set the balance to 0 mN/m and close the barrier to compress the interface. If the interface is really
clean, no changes in surface pressure on compression should be observed. A limited increase in
pressure is usually observed as a result of the presence of some trace of surface active molecules
at the minimum area position; clean then the interface by sucking the surface with a pipet
connected to a vacuum pump. Repeat this procedure as many times as necessary until no changes
in surface pressure are observed on compression.

6. After those cleaning procedures, a lack of increase in surface pressure indicates that the air–liquid
interface is free of any surface active molecule. If a systematic repetition of step 5 does not end
with good base lines, contamination of the subphase with some amphipathic material that is
continuously adsorbing into the interface during the cleaning steps most likely occurred. In this
case, check the trough cleaning, wash it again with double distilled water, and change the
subphase with clean freshly prepared solution.

7. Once the surface is thoroughly clean, take the appropriate amount of the phospholipid organic
solution with a microsyringe; deposit the solution drop-by-drop by placing the microsyringe tip
end at a few millimetres from the water surface. Deposit lipid at the interface until the surface
pressure increases from 0 to 0.1–0.2 mN/m, measuring accurately the volume that is finally
applied. The volume measured may be used as a reference for successive experiments, and has
to be strictly known to obtain accurate Π-area (Π-A) isotherms. An estimation of the amount of
lipid required to start obtaining the isotherm can be derived from reference isotherms of the
lipid. When a relatively large volume of lipid solution has to be spread, deposition of drops on
different positions over the surface is recommended, waiting some time to allow for solvent
evaporation between drop depositions.

8. Once all the solvent volume has been spread, wait 10 min to allow for solvent evaporation and lipid
extension. However, longer times might be required, depending on the solvent and volume applied.

3.1.3.2. FILMS PREPARED FROM AQUEOUS SUSPENSIONS

It may be useful to obtain interfacial phospholipid-based films that also contain proteins.
Interaction of the proteins with lipid vesicles in a previous step permits forming films from
these lipid–protein suspensions. Proteins could have been isolated or reconstituted in lipids
for a better stabilization of their native structure. Preparation of films by spreading aqueous
lipid/protein suspensions assumes that at least part of the lipid and protein molecules are trans-
ferred from the bilayered structures into the interface (5). Such transfer is more efficient in
some system than others. Some other considerations must be taken into account:

1. Vesicle suspensions are prepared in water; special care has to be taken during lipid deposition of
these aqueous suspensions. Apply the material by forming a small drop on the syringe tip and
let the drop touch the surface to allow for vesicle spreading. Because loss of some material into
the subphase is unavoidable, more material is needed when using suspensions than when using
organic solvent solutions (6).

2. The subphase volume is much higher than the volume applied; thus, in practical terms, the mate-
rial lost in the subphase during the deposition procedure does not further reach the interface. The
amount of material that is finally transferred onto the surface then depends on the initial adsorp-
tion efficiency (7). This means that only suspensions that adsorb quickly enough at the interface
are useful to prepare lipid/proteins films. For example, vesicles made only with lipids bearing
long hydrocarbon tails, such as DPPC, are very stable and do not practically adsorb into the
interface. The morphology of the lipid vesicles used can also be important: small unilamellar
vesicles prepared by strong sonication are intrinsically unstable and adsorb more efficiently into
the interface than large unilamellar vesicles.

3. Partial loss of material because of incomplete transfer must be taken into account when comparing
different isotherms, because the actual material on the surface cannot be easily calculated. An
apparent area per lipid molecule could be estimated from the volume applied, but isotherms
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calculated this way can only be compared when obtained from materials having comparable
interfacial adsorption efficiencies. Interfacial adsorption kinetics may need to be analyzed in
order to explain differences on area per lipid molecule data (7).

3.1.4. Π-A Isotherms

The structure of an interfacial monolayer formed by a given lipid mixture depends basi-
cally on the temperature, the surface concentration of lipid molecules, and the lateral pres-
sure of the film. Surface pressure vs area (Π-A) isotherms are usually recorded by changing
the area occupied by the monolayer at the air-liquid interface, while the surface pressure is
continuously monitored. Assuming that all applied lipid has been transferred and is confined
to the air–liquid interface, the area per lipid molecule can be easily calculated from the
known total area of the trough, the sample concentration, and the initial volume of spread-
ing solution that was applied. This assumption is reasonable if the film has been formed
carefully as described in Subheading 3.1.3.1., but it can be difficult to confirm when the
films are formed from aqueous vesicle suspensions or from lipid solutions containing high
proportions of polar solvents.

All modern Langmuir troughs have motorized barriers controlled by software, allowing the
selection of start and end positions, as well as the barrier speed. To obtain an isotherm, fill the
trough with clean bulk solution and wait until the required temperature is attained. Clean the
interface, open the barrier, and spread the lipid as described in Subheading 3.1.3.1. Select a
proper compression rate and start the compression program (see Note 5). An incomplete equi-
libration of the film that may occur during relatively fast compression may affect the slope of
the isotherms, depending on the barrier speed (Note 6). On the other hand, the apparent pat-
tern of the compression-driven structural transitions occurring in the films is largely affected
by the compression rate. Rapid compression usually produces higher number of condensed
lipid domains smaller than those seen produced in slowly compressed isotherms (8). Thus, the
compression speed used to take the films to the desired pressures must be taken especially into
consideration when comparing epifluorescence images. 

A typical Π-A isotherm of a DPPC film is shown in Fig. 1. During compression, surface pres-
sure increases as a function of area reduction and associated increase in lipid concentration at the
interface. The different slopes in the segments of the curve indicate different compressibility
degrees of the film at the different pressure regimes. Abrupt changes in the curve are commonly
associated with compression-driven structural transitions occurring in the lipid films. Typically,
four different two-dimensional (2D) phases have been described in isotherms from single lipid
components: gas (G), liquid-expanded (LE), liquid-condensed (LC), and solid phase (S). At low
pressures, the lipid behaves as a 2D G phase, characterized by very low density of disordered
lipid molecules at the interface. As compression is increased, the available free surface is reduced
until the molecules are forced to touch each other. At this point, surface pressure starts to rise
and the lipid adopts a LE phase (see Note 7). Structurally, this phase shows up because of a
reorganization of the molecules that form the monolayer, i.e., with the phospholipid head groups
facing the aqueous bulk phase and the phospholipid hydrocarbon tails oriented almost perpen-
dicularly to the interface plane (yet with some intrinsic flexibility because of trans–gauche iso-
merizations of the hydrocarbon chains). At higher pressures, the lipid may get into a LC phase,
with a more compact ordering (see Note 8). The steeper slope of this segment of the isotherms
reveals that this phase possesses low compressibility. In the LC phase, the lipid molecules are
tightly packed, exhibiting highly limited molecular movements in the plane of the monolayer.
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Coexistence of regions having LE and LC phases in the films is usually associated with a
marked plateau in the isotherm, where compression produces very slight increases on surface
pressure. Along this plateau, which behaves as a real phase transition edge of the phase dia-
gram, the work of compression is used to promote the change from LE to LC phase.
Morphologically (see Fig. 3) the coexistence of the two phases along this plateau is observed
as the formation of lipid domains in LC phase surrounded by a background of LE phase. This
constant pressure plateau is characteristic of a 2D phase transition and depends on tempera-
ture. Higher temperatures shift the transition pressure to higher values.

If surface pressure is increased further, a solid phase can be reached, observed as a kink in
the isotherm to a segment with increased slope and practically no compressibility. There is
some controversy about the significance of this phase because the translational movement of
the molecules at the interface is similar to that observed in the LC phase. X-ray diffraction
shows that the main difference between the two states can affect the tilt of the hydrocarbon
chains of the phospholipid molecules (9). Compression of the solid phase beyond a certain
limit produces the collapse of the film with loss of material from the monolayer and forma-
tion of three-dimensional (3D) structures beneath or above the interface. At this point of
the isotherm, surface pressure is no more affected by compression. This pressure is known as
the collapse pressure of the film. A monolayer made of pure DPPC, for instance, is able to
reduce surface tension to near 0 mN/m (reaching above 70 mN/m surface pressure) before
collapsing. The area occupied per lipid molecule at LC or LE states can be obtained by
extrapolating the curve segment corresponding to any of those phases to Π = 0 mN/m.
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Fig. 1. Surface pressure–area (Π–Α) compression isotherms, and the 2D phases associated, of
some illustrative interfacial phospholipid films. Films made from a single saturated phospholipid
species (DPPC) (left panel) transit at low pressures from a gas (G) to a LE phase. When compressed
at temperatures lower than 40°C, a conspicuous plateau in the isotherm is the result of the LE/LC
transition ending first in a pure LC phase, and then in a 2D solid-like (S) film, collapsing (C) at pres-
sures higher than 70 mN/m. Films made from an unsaturated phospholipid species, such as egg yolk
PC (central panel), collapse directly from the LE phase. Isotherms obtained from films made up of
a full lipid mixture such as, for instance, the organic-extracted fraction of pulmonary surfactant (right
panel) are much more complex to interpret, with contribution of LE and LC phases but also of
liquid-ordered-like (LO) regions. Beyond certain pressures, these complex isotherms may include
squeeze-out plateaus originated by the partial exclusion of some of the components or the whole film
away from the interface.
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Isotherms from monolayers made of a mixture of lipids are more complex to interpret than
those from single lipid films. Theoretically, the isotherm obtained from a mixture of two or
more lipid components should be comparable with the algebraic sum of the isotherms of
films made of the single components normalized according to their relative molar fraction.
Any deviation of this theoretical curve is indicative of the existence of attractive or repulsive
forces between the different molecular components. Typical curves could be obtained plot-
ting the area occupied by the lipid mixture at a given pressure vs the molar fraction of one of
the components. Ideally, a straight line must be found when plotting the area per lipid mole-
cule of any of the components against its molar fraction. A negative deviation from this the-
oretical line could indicate a potential interaction between the different components (10).

In mixed films, mutual interaction or segregation of the different components can yield struc-
tures or phases not existing in single lipid monolayers. Lateral immiscibility or segregation may
not be easily detected in the isotherms of these mixed films in the form of plateaus, and some-
times it can only be observed when structure is analyzed. On the other hand, plateaus showing
up in mixed systems could be owing to 2D to 3D structural transitions, including exclusion
of part of the components of the layer during lateral compression. Methods that allow for
microscopic observation of the monolayer usually help to interpret the data obtained from
the isotherms.

3.2. Langmuir–Blodgett Films

Katharine Blodgett was the first to study the transfer of monolayers from the liquid surface
onto a solid substrate crossing the liquid interface vertically. Blodgett’s work, carried out under
Langmuir supervision, included characterization of parameters that control monolayer transfer
and some physical properties of the transferred films. Some later studies demonstrated that
Langmuir–Blodgett (LB) films transferred at constant surface pressure may conserve most of
the structural information of the Langmuir monolayers as they are at the interface.

3.2.1. Selection and Cleaning of Solid Supports

The LB procedure allows transferring the interfacial films either from the hydrophobic or
the hydrophilic side of the monolayer by selecting the support material and the direction of
the transfer. Hydrophilic substrates immersed into the subphase and raised through the mono-
layer plane adsorb the lipid monolayer, producing a film in which the lipid head groups interact
with the substrate and the hydrocarbon chains are exposed to air (see Fig. 2). Films trans-
ferred with the opposite orientation may be obtained by using a hydrophobic material as sub-
strate and reversing the transfer direction. The hydrophilic transfer is preferred because of
inherent problems associated with transfer to hydrophobic supports. The adherence of lipid
acyl chains to hydrophobic substrates is intrinsically weak, and as a consequence, the transfer
of lipid films to those supports is efficient only from relatively dense monolayers compressed
above certain pressures. Depending on the desired application, a variety of supports can be
used, including polymers, metal, or silicon wafers. Inert substrates as glass, quartz, or mica
are usually used as hydrophilic substrates for microscopy applications. Transparent quartz
substrates may be required when samples are analyzed using ultraviolet light.

Mica is a flat substrate at the molecular scale, useful for AFM applications. Mica sheets
can be easily cut to the desired size, and efficiently cleaned by just exfoliating the surface layers
with adhesive tape (although formation of micrometer-sized terraces could affect the obser-
vation of the supported films at the optical microscopy scale). Microscopy cover slips are
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good substrates for films to be analyzed by epifluorescence microscopy. New cover slips can
be washed with Chl/MetOH 3:1 (v/v) and dried in air to be clean enough. There is a whole
variety of alternative methods to clean recycled substrates. Chromic acid or saturated solu-
tions of KaOH in water or ethanol, combined with ultrasonic treatment and water wash, may
be used for quartz or glass substrates. Rinse with a volatile solvent, such as isopropanol; later,
N2 flow facilitates a rapid and homogeneous dry off.

3.2.2. Transfer to Solid Supports

The transfer of lipid monolayers is a suitable technique for the observation of lipid lateral
segregation in membrane-mimicking interfacial films. The major advantage of working with
LB films is that the samples are immobilized and can be easily transported. This extends the
possibilities for their study by a combination of techniques not specifically designed for
studying monolayers in situ, including most spectroscopical techniques. One of the practical
disadvantages of LB films is the obligation of preparing a different independent film to study
the structure at each of the surface pressures of interest. The target pressures must be selected
taking into account the information from isotherm curves. 

Pressures producing kinks and plateaus in the isotherms are good candidates to be related
to lateral segregation processes. To identify pressures producing lipid segregation, the trans-
fer of the monolayer may be performed while the monolayer is compressed. A precise con-
trol of compression and transfer velocities allows obtaining LB films that contain all the
structures occurring along the isotherm on a unique support, with pressure being a function
of the position through all the transfer length. 

A general protocol to transfer lipid monolayers to supports could be:

1. Clean carefully the surface balance.
2. Add pure water or buffer as subphase.
3. Clean the surface as indicated in Subheading 3.1.3.1. and the supports as suggested in

Subheading 3.2.1.
4. With the barrier open at the largest area, mount the transfer plate on the lift system. Check that

the support is completely out of the bulk phase in the upper position, and that the full transfer area
is immersed into the subphase at the lower position. Then, move the lift to the lowest position.

5. Close the barrier and clean the surface by aspirating the interface with a pipet connected to a
vacuum pump. If the substrate is perfectly clean, no changes must be observed on surface pressure
during compression.
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Fig. 2. Different modes of preparing supported phospholipid films on transfer of interfacial mono-
layers onto solid supports of different nature.
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6. Spread the solution as in Subheading 3.1.3.1. and wait until solvent is totally evaporated.
7. Select a proper compression speed and compress the monolayer to the desired target pressure.

To maintain the surface pressure constant along the transfer process, most of the commercials
surface balances include a feedback mechanism that automatically compensates with proper
compression changes in the pressure owing to lipid extraction. The sensitivity and time-constant
response of the feedback program must be carefully adjusted to avoid artefacts that can be
observed in the microscopy images as scratches in the film, usually orientated in a perpendicular
way to the transfer direction.

8. Once the target pressure is reached, wait 10 min to allow for re-equilibration of the film. When
lipid domains have been generated on compression, their shape usually changes from dendritic-
like shapes just at the end of compression to characteristic equilibrium shapes at longer times
(Fig. 3). Ten minutes is usually long enough to reach local equilibrium shapes in most systems.
Liquid domains formed by lateral immiscibility (such as those formed by lipid mixtures con-
taining cholesterol even at low pressures) are fluid enough to change substantially over time,
often including domain coalescence (11). Therefore, the equilibration time is a very important
parameter when examining and comparing the morphology of films made of different mixtures
or systems of this type.

9. While the feedback program is activated, raise the support until the lower edge is out of the bulk
phase. A proper transfer speed is a crucial parameter to obtain well-transferred films without arte-
facts. For each experiment, the optimal speed depends on the nature of the material forming the
monolayer and the support dimensions. Transfer speeds of 5 mm/min are commonly used to obtain
LB films from lipid monolayers. The progress of film transfer can be followed by plotting the reduc-
tion in surface area that is required to maintain surface pressure constant on transfer against time.

10. Dismount the substrate from the lift and store the supported film at room temperature. To avoid
lipid oxidation, storage of the LB’s in an inert atmosphere is recommended. When light-sensible
dyes are included into the films, protect the LB’s in a dark environment.

11. To check for transfer efficiency, the deposition ratio may be calculated. This parameter is the rate
between the final area reduction introduced at the interfacial monolayer to maintain constant
pressure during transfer, and the area of the immersed support that has been lifted off the bulk
phase. Films transferred with deposition ratios smaller than 0.9 must be discarded.

It is possible to stack more than one monolayer transferred into the same support, by
repeating the process after the first deposition (see Note 9). To facilitate the second transfer,
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Fig. 3. Effect of equilibration on the shapes and morphology of condensed lipid domains. Epifluore-
scence microscopy images obtained just after finishing compression of a DPPC film up to 12 mN/m (left
picture) and after a 10 min equilibration of the film while maintaining the same pressure (right picture).
Notice the higher branching level and the blurry boundaries of the domains before equilibration.
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it is recommendable to let first the previous layer to dry out completely, in order to avoid the
lipid of this first layer to be transferred again from the support back to the air–liquid inter-
face. The structural information obtained from these multilayers is more difficult to interpret
owing to overlapping in the structures of the different layers (see Note 10). To facilitate trans-
fer of interfacial films onto hydrophobic substrates, the Langmuir–Schaefer method can be
used (see Fig. 3). In this technique, the support is placed in contact with the monolayer that
is compressed at the desired pressure, and the film is removed horizontally from the interface
at the appropriate speed.

3.3. Observation of Film Lateral Structures: Fluorescence Microscopy

Different techniques are available to analyze the structure of phospholipid-based interfa-
cial films. Some of the spectroscopic techniques, such as grazing incidence X-ray diffraction,
neutron scattering, or infrared reflection-absorption spectroscopy (9,12,13), report informa-
tion that is averaged over the entire structure of the film. To obtain information on how
lateral transitions take place or how the different lipid and protein components are laterally
distributed, some optical techniques are available providing enough spatial resolution to pro-
duce images of the films. In this respect, fluorescence microscopy is one of the most used
techniques (14–17). This technique needs for the inclusion of traces of fluorescent dyes into
the monolayers. Lateral inhomogeneities of the film structure are then revealed as far as they
are associated with differential probe solubility. The inclusion of these fluorescent dyes may
be considered a potential source of artefacts but the high sensitivity of the technique allows
obtaining good results with very-low dye concentrations. Some other techniques such as
Brewster angle microscopy (BAM), ellipsometry, or scanning force microscopy have no need
for the use of dyes.

BAM takes advantage of the differences in the reflective properties of the interface and the
different regions of the films to obtain images of the interfacial structures, without requiring
the inclusion of exogenous probes (18). However, BAM has a relatively low lateral spatial
resolution. Ellipsometry is a more sophisticated technique producing images of films from
the changes in polarization introduced on reflection of light by the interfacial surfaces. Apart
from detecting segregated structures, ellipsometry may provide information about some
physicochemical properties of the monolayers such as thickness, roughness, and so on (19).
Fluorescence microscopy has some advantages when compared with these other techniques,
the most important being that it has very high sensitivity, plus the possibilities derived from
the inclusion of multiple dyes, which allows obtaining simultaneous information from the
distribution of different lipid and protein species.

3.3.1. Fluorescent Labels for the Observation of Lipid Segregation

Most dyes used for fluorescence microscopy of monolayer films are derivatives of mem-
brane components, such as phospholipids, sphingolipids and cholesterol, or amphipathic
molecules structurally similar to any of these membrane components (20). In general, any
membrane-partitioning dye could be used to label interfacial monolayers, but molecules that
partition differentially into different phases are the most useful when observation of domain
distribution is pursued. This differential partition of a given probe depends not only on its
structure and intrinsic properties, but also on the potential interaction of the dye with the dif-
ferent components forming the monolayer and on the physical state of the different regions
or phases existing in the film.
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Bodipy, NBD, Fluoresceine (FL), dansyl, or Texas Red© (TR) (available from Molecular
Probes, Junction City, OR) (see Note 11) are dyes frequently used to synthesize covalently
labeled fluorescent phospholipid molecules (Fig. 4). The distribution of these modified lipids
in monolayers is highly dependent on where the dye is chemically attached at the phospho-
lipid molecule. In principle, phospholipids bearing long saturated acyl chains and modified
at the head group, can still be highly packed, remaining in LC or ordered phases at high pres-
sures. In contrast, labels modified at the acyl chains of the molecule are frequently excluded
from ordered phases. For instance, NBD-PC modified at one of the acyl chains of the molecule,
is typically excluded from ordered phases of DPPC monolayers (8,16). In contrast, a phos-
pholipid modified at the headgroup such as NBD-dipalmitoylphosphatidylethanolamine
(NBD-DPPE), can still remain in packed LC domains of DPPC monolayers.

However, the behavior of different probes cannot be easily predicted based only on their
structural location. Probes such as TR-DPPE or FL-DPPE, which are also labeled at the
head group, are effectively excluded from LC regions owing to the bulky structure of the flu-
orescent group (21). In general, the distribution of the different dyes must be understood
taking into account the properties of the different lipid phases analyzed and the “in-plane
solubility” of the probe within each phase. As stated in Subheading 2.1., the use of label
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Fig. 4. Structure and typical orientation of different fluorescent phospholipid derivatives at the
air–liquid interface.
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concentrations more than 1% (M) is not recommended when avoiding effects on the mono-
layer structure is pursued (see Note 12).

Other available amphiphilic molecules such as dialkycarbocyanines, Laurdan, or Prodan
(i.e., from Molecular Probes, Junction City, OR) may also be used. The octadecyl indocarbo-
cyanine DiIC18 is frequently used to label ordered phases. The emission spectra of prodan and
laurdan depends on the orientation of the dye in the membranes, making it possible to obtain
measurements of fluorescence anisotropy from defined regions of the layers (22,23).

Some other probes could be used in more specific applications. Specific interactions of
proteins with monolayers have been analyzed using fluorescent derivatives of certain pro-
teins. Combination of ganglioside GM1 and fluorescein-conjugated cholera toxin B have
been used to detect raft-like domains in monolayers and bilayers (21,24,25).

Combination of two or more probes could be used to label different domains simultane-
ously (26,27). In these experiments, the excitation and emission spectral properties of the dif-
ferent probes must be taken into consideration to avoid or to take advantage of fluorescent
resonance energy transfer processes occurring in the films.

3.3.2. Capturing Images for Analysis

To obtain images from fluorescently labeled interfacial films, two possibilities can be
considered: either a direct observation of the monolayer in situ at the air–liquid interface or
observation of immobilized transferred monolayers.

3.3.2.1. MONOLAYERS “IN SITU” 

The films can be directly observed at the interface in situ, directly focusing at the interface
using a fluorescence microscope installed over the surface balance. The trough in this set-up must
be well isolated from vibrations to avoid changes in the focus plane during image capture. The
experiments have to be conducted in dark environments to protect fluorescent dyes from light
bleaching. In some troughs, an inverted microscope could be used to watch the interface through
a glass window installed at the base of the container, and located only at a few millimetres from
the air–liquid interface to allow proper focusing. It is important to take into account that even in
the absence of stirring, different phenomena including convection, evaporation, and bulk phase
displacements initiated by the mechanical movements of the barrier, make the liquid surface to
be in permanent motion. As a consequence of this, the interfacial film is usually experimenting
fast lateral diffusion, except when the interface is occupied by highly packed material.

Most of the photographic cameras use exposure times that are too long to obtain good
frozen images from the fluorescence of a monomolecular monolayer under continuous move-
ment. Observation of films in situ therefore critically requires that a highly sensitive intensi-
fied CCD camera (i.e., from Andor Technology, South Windsor, CT, or Hamamatsu Photonics
K.K., Hamamatsu, Japan) be available to record short videos from the interface that can be
later used to extract independent frames. Simultaneous observation of different fluorescent
probes in the same frames of those fast-moving films is a technical challenge. To minimize
movements, the small region of the interface just under the microscope can be confined into
a small compartment connected to the rest of the interface through a narrow channel; care
must be taken to ensure that the connecting channel is allowing for equilibration of the most
viscous films, such as phospholipid monolayers compressed to the highest pressures.

When image capturing is performed in situ, the changes in the structure of the film and
the lateral distribution of fluorescence can be recorded from an entire Π-A or Π-time
isotherm, using a unique film compressed to any desired pressure. Once compression has
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been stopped at the target pressure, some time of equilibration (2–5 min) is usually waited
before starting video capturing.

3.3.2.2. TRANSFERRED MONOLAYERS

Once an interfacial film compressed to a given pressure is transferred to a solid support,
the resulting LB film needs less technical requirements to be observed under fluorescence
microscopy. These samples are completely immobilized allowing easy observation of over-
lapping regions using different filters, which facilitates the use of dye combinations in the
films to localize specific regions or exploring for colocalization of different components.
Transferred monolayers may also be subjected to different treatments after the transfer, such
as blotting or staining. For instance, treatment with detergents of LB films made from
dioleoylphosphatidylcholine (DOPC)/cholesterol/sphingomyelin mixtures has been used to
detect formation of detergent-resistant “raft-like” domains (21).

The main disadvantage of observing support-immobilized films is their rapid fluorescence
photobleaching under the microscope as a consequence of sample immobilization. Therefore,
it is important to limit the time of exposure during image collection. It may be enough to
obtain a few images per frame of film, yet the observed region gets irreversibly burned and
remains unusable for further observations.

It is also important to take into account that the LB method described in Subheading 3.2.2.
produces films transferred at both sides of the substrate. Focusing on just one of the mono-
layers could be a problem. To ensure the observation of the right surface, it is recommended
to carry out the transfer using two supports coupled side by side. Once the transfer has been
finished, one of the two supports (preferably the one immobilizing the film that was behind
the scan direction of the barrier) should be discarded.

3.3.3. Analysis of Lipid Segregation in Interfacial Films

3.3.3.1. QUALITATIVE EVALUATION OF LATERAL FILM REORGANIZATION

Information acquired from the isotherms of phospholipid films compressed to different
pressures may be used to build phase diagrams. In the simplest case, Π A isotherms obtained
at different temperatures may give enough information to construct Π vs temperature phase
diagrams. Transition pressures obtained from horizontal plateaus or kinks observed in the
slope of the isotherms are used to determine boundaries between the phases in the diagram.

Complementary information obtained from epifluorescence microscopy is useful to com-
plete the structural information reported by the phase diagram. Observation of the apparent
morphology of segregated lipid domains may allow, for instance, distinguishing between a
LC/LE coexistence and one of liquid-ordered-like (LO)/LE type (see Fig. 5). 

Phase diagrams, as isotherms, are very dependent on the structural properties of the phos-
pholipid. The temperature and the surface pressure at which the different lateral transitions
occur are parameters very much dependent on the length and/or the saturation state of the
phospholipid acyl chains, in a similar way as they affect the fluid–gel phase transitions in
membranes. Phospholipids with longer acyl chains have transitions at higher temperatures
and lower pressures than those with shorter acyl chains. Increasing the length of the chain
by a single methylene group is enough to increase by 5–10°C the temperature of its transition
and decrease by about 10 mN/m the surface pressure (9,28). Phase diagrams may also be
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affected by subphase properties, such as pH or presence of ions, which could affect interac-
tions between charged lipid head groups in the monolayers.

To analyze lateral lipid segregation in monolayers, representation of composition-pressure
phase diagrams is also useful. In this case, structure-sensitive techniques such as epifluorescence
are the most useful because immiscibility is not easily detected exclusively from the informa-
tion reported by isotherms (see Note 13). In binary systems, typical phase diagrams of mis-
cibility pressures vs the mole fraction of one of the components are used (see Note 14). When
systems containing three components are analyzed, ternary diagrams can be obtained from
binary diagrams of two of the components at different constant molar fractions of the third
one. As an example, liquid–liquid phase coexistence occurring in binary and ternary mixtures
of dihydrocholesterol and phospholipids have been studied from their composition-pressure
phase diagrams, as models to understand the lateral segregation thought to occur in real cell
membranes (29,30).

3.3.3.2. QUANTITATION OF COMPRESSION-DRIVEN LIPID-SEGREGATION

Additional quantitative information may be obtained from epifluorescence images to
analyze the effect of different factors on the phase transition, along the compression isotherm.
Quantitative analysis of lipid segregation can be made by computer-assisted estimation of the
amount of fluorescent/nonfluorescent areas, with respect to the particular lateral distribution
of any probe. Different image-analyzing programs are available to process digitally captured
images and obtain quantitative data that include statistics of domain sizes or perimeters, the
total fraction of condensed area, and the density of domains. NIH Image and ImageJ are free
programs from the National Institute of Health for the Macintosh or Java platforms, respec-
tively (see Note 15). A PC version of this program, Scion Image, is also available from Scion
Corporation (MD). Data analysis requires processing of at least 10 frames per surface pressure
to obtain statistical results.

Lipid Segregation in Langmuir Films 453

Fig. 5. Different examples of lipid phase and domain segregation as observed by epifluorescence
microscopy of interfacial films. (Left panel) Typical round-shaped domains in PC/sphyngomyelin/Chol
mixtures (24:45:30 w/w/w) exhibiting fluid/fluid immiscibility. (Central panel) chirality-shaped,
LC, ordered domains of DPPC films compressed into the LE/LC plateau. (Right panel) DPPC and
Chl-enriched liquid-ordered-like condensed domains segregated in pulmonary surfactant films com-
pressed more than 30 mN/m.
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Typical data reported from the quantitative analysis of images are:

1. Average percent of condensed area vs surface pressure.
2. Domain area vs surface pressure.
3. Number of domains per frame vs surface pressure.

Any component interacting with the phospholipid monolayer can affect one or several of
these curves depending on the character of the interaction. Some components such as certain
proteins or peptides may interact with the monolayer without altering the mean proportion of
condensed phase observed along the transition. However, there is a reduction in size and
increase in number of the condensed domains. This type of effect is usually interpreted as a con-
sequence of the interaction of the added component with condensed domain boundaries, which
produces a reduction in the line tension (see Note 16). An alternative explanation is that the
additive may act as a center for nucleation of phospholipid condensates during compression.
Molecules such as peptides or proteins interacting deep into the acyl chain region of phospho-
lipid layers do usually affect both the domain distribution and the proportion of total condensed
phase at any surface pressure along the compression isotherm. The interpretation of this effect
is similar to that of proteins removing enthalpy from the gel-to-fluid thermotropic transition in
lipid–protein suspensions studied by calorimetry. Interaction of proteins with the acyl chains of
phospholipids subtracts lipid molecules from undergoing compression-driven condensation, in
a proportion defined by the lipid/protein stoichiometry.

Care must be taken when quantitative data on lipid segregation are used to discuss membrane-
relevant features because size, shape, and number of condensed domains are very dependent on
the way the monolayer is prepared and compressed. As an example of this, the faster the mono-
layer is compressed, the smaller is the size of the lipid domains. Another consequence of this
feature is that in monolayers prepared from adsorbed material, the size of the domains is also
dependent on how rapid the material adsorbs into the air–liquid interface.

4. Notes
1. Alternatively, some balances permit a more isotropic compression by incorporating two PTFE

barriers that reduce the surface available to the film in a more homogeneous way around the surface
tension measurement point. This approach may be particularly useful when observing simultane-
ously the distribution of fluorescent probes at the surface, because it may largely reduce the lateral
movements owing to displacement by the barrier of the upper layers of the subphase.

2. To maintain the subphase volume and avoid changes because of evaporation, a feedback system
consisting of a buffer reservoir connected to the bulk phase, and an ellipsometric device detecting
changes on the surface level may be used.

3. Surface pressure (Π) is defined as the reduction on surface tension of the clean liquid phase pro-
duced by the monolayer at the interface.

4. The Wilhelmy method uses a plate or flag partially immersed in the subphase and suspended from
a balance to measure surface tension. The force measured depends on the weight of the plate, the
buoyant force, and is a function of the surface tension (γ). The force produced by surface tension
over the flag depends on the contact perimeter and on the cosine of the contact angle of the
Wilhelmy plate with the interface. The contact perimeter can be easily determined; the contact
angle is negligible when the flag is wet enough. To improve wetting of platinum Wilhelmy flags,
these must be well scratched and completely immersed in water before raised to its final position.
This step is not necessary for paper plates if they were previously immersed in water.

5. The compression rate of the film in Π-A isotherms should be always given as normalized area
per molecule per time unit, for the isotherms to be directly comparable with those obtained in
different troughs.
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6. A very slow compression rate (in the order of 2 Å/mole/min) allows obtaining the isotherms
under quasi-static equilibrium conditions. In thermodynamical terms, such isotherms are much
better interpreted than isotherms recorded under dynamic conditions, but they may reflect poorly
some of the phenomena occurring in living membranes. It is important to check how dependent
is the structure of lipid films at defined pressures (i.e., at the membrane relevant pressure of
~30 mN/m) on the compression rate used to reach them.

7. The area per molecule at this “lift-off” pressure of the isotherm is a characteristic structural
parameter, as it can be related to the maximal surface occupied by a single molecule (its molec-
ular shape) in the absence of compression.

8. Ordered phases such as LC or the solid phase are typically reached by films made of phospho-
lipids bearing saturated acyl chains at temperatures lower than their gel-to-fluid melting Tm. If
temperature is higher than Tm, the lipid is intrinsically too disordered to be condensed and the
films collapse when certain pressure is reached directly from the LE phase (see Fig. 1).

9. A second transferred lipid film could allow preparation, for instance, of supported bilayers,
wherein the lateral distribution of lipids and proteins could be analyzed in a disposition that
mimics free-standing membranes better than that of pure monolayer LB films. In these sup-
ported bilayers, the lipid and protein molecules taking part of the second layer diffuse in the
plane of the film more freely than those directly in contact with the support.

10. When forming multilayer arrays, the orientation of the first layer determines the subsequent
transferences. In “Y-type” arrays, which are the most common including those mimicking bio-
logical membranes, any layer has an opposite orientation to the surrounding ones. Less fre-
quently, all the layers can be oriented in the same direction. These films are called X- or Z-type,
depending on whether the outermost side is hydrophilic or hydrophobic, respectively.

11. Bodipy (4,4-difluoro-4-bora-3a,4a-diaza-s-indacene), NBD, fluorescein (spiro[isobenzofuran-1(3H),
9′-(9H)-xanthen]-3-one, 3′,6′-dihydroxy), dansyl (5-dimethylaminonaphthalene-1-sulfonyl),
Texas Red (1H,5H,11H,15H-Xantheno[2,3,4-ij:5,6,7-i′j′]diquinolizin-18-ium,9-[2(or4)-(chloro-
sulfonyl)-4(or2)-sulfophenyl]-2,3,6,7,12,13,16,17-octahydro).

12. Recent experiments using high-resolution techniques such as AFM to compare the structure
of probe-free and probe-containing phospholipid films at both micro- and nanoscopic scales,
have allowed detection of effects produced by the dye on monolayer nanostructure even at
low concentrations (0.5–1% M) (14). This suggests that the proportion of exogenous probes
should be maintained as low as possible, and their effect evaluated extensively by comple-
mentary techniques.

13. It is important to consider that detection of lipid segregation in compressed interfacial
monolayers is only possible at the level of resolution provided by the particular microscopy
technique used. Observation of fluorescent probes by epifluorescence microscopy in situ
allows detection of lipid domains not much smaller than 1 µm. The actual size of the different
types of membrane domains reported in the literature is a matter of discussion, but different
authors argue that domains segregated in lipid mixtures mimicking the real complexity of
membranes may have sizes ranging more in the nanometer than in the micrometer scale.
Fluorescence observation of immobilized LB films improves resolution a bit, but AFM of
films transferred onto mica or silicon is a much better technique to observe domains of only
a few nanometers in diameter.

14. Miscibility pressure is the maximal surface pressure at which ordered domains are still segregated.
15. NIH Image and ImageJ are available for downloading at: http://rsb.info.nih.gov/. Scion Image

may be downloaded from Scion Corporation home page at http://www.scioncorp.com/.
16. Line tension is the net component of forces experimented by the molecules at the boundaries of

2D segregated domains in interfacial films. Size and shape of segregated domains have been
interpreted as a function of the dipolar interactions between the molecules taking part of the
domains, and the line tension at their boundaries. Line tension is what makes fluid domains to
adopt a circular shape in the films, as surface tension minimizes the exposed surface of soap
micelles or oil drops in 3D emulsions.
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Lipid Rafts and Caveolae
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Summary
Lipid rafts and their related membrane vesicular structures, caveolae, are cholesterol- and sphingolipid-rich

microdomains of the plasma membrane that have attracted considerable interest because of their ability to con-
centrate numerous signaling proteins. Efforts to define the proteins that reside in lipid rafts and caveolae as well
as investigations into the functional role of these microdomains in signaling, endocytosis, and other cellular
processes have led to the hypothesis that they compartmentalize or prearrange molecules involved in regulating
these pathways. This chapter describes biochemical approaches for defining lipid rafts and caveolae. Included are
detergent- and nondetergent-based fractionations on sucrose-density gradients that isolate buoyant lipid rafts and
caveolae as well as caveolin antibody-based immunoisolation of detergent-insoluble membranes that selectively
isolates caveolae and not lipid rafts. Also, a general method to disrupt lipid rafts and caveolae using β-cyclodex-
trin that is useful for probing the role of these microdomains in cellular processes is described. The advantages
and disadvantages of the respective approaches are discussed. Taken together, these methods are useful for defin-
ing the role of lipid rafts and caveolae in cell signaling.

Key Words: β-cyclodextrin; caveolae; density gradient centrifugation; immunoisolation; lipid rafts; mem-
brane microdomains.

1. Introduction
Lipid rafts are plasma membrane microdomains formed through the association of sphin-

golipid and cholesterol that have rapidly become recognized as important to many types of cel-
lular signal transduction. Lipid rafts along with caveolae, which are thought to form from lipid
rafts because of their similar lipid composition, appear to be signaling “hot spots” because of
their ability to attract and retain numerous and diverse signaling molecules (1). Thus, caveo-
lae and lipid rafts concentrate, and perhaps, promote the formation of signaling complexes that
are essential for rapid and specific signal transduction (2,3). In this chapter, caveolae and lipid
rafts will be introduced, their similarities and differences with respect to how they can be stud-
ied will be discussed, and several detailed methodologies for defining the proteins associated
with lipid raft and caveolar structures will be presented.

Caveolae were originally identified in endothelial cells as 50–100-nm flask-like invagina-
tions of the plasma membrane (4). Caveolae were later shown to be involved in the transcel-
lular movement of molecules (potocytosis and endocytosis) (5). Endocytosis by caveolae
represents a parallel but distinct pathway from clathrin-coated pits for the removal and destruc-
tion or recycling of plasma membrane receptors (5,6). Caveolae are similar to lipid rafts in that
they are both enriched in sphingolipid and cholesterol, but caveolae also express a coat of
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caveolin proteins on the inner leaflet of the membrane bilayer (7). All mammalian cells appear
to contain plasma membrane-lipid rafts because of the ubiquitous nature of sphingolipid and
cholesterol, but only cells expressing one of the three isoforms of caveolin appear to contain
caveolae (8). Of the three isoforms of caveolin, caveolin-1, -2, and -3 only caveolin-1 (the pre-
dominant isoform) and caveolin-3 (the striated muscle-specific isoform) are capable of induc-
ing caveolar biogenesis (9,10). Caveolin-2, when expressed alone, cannot induce caveolar
formation, but this isoform is found in hetero-oligomers with caveolin-1 and caveolin-3
(11–15). Whereas it is unclear whether different caveolin isoform compositions create function-
ally distinct caveolae (16), it is clear that lipid rafts and caveolae differ in a variety of ways
(17–19). Approaches to differentiate between lipid rafts and caveolae as well as to manipulate
caveolin expression in cells, will likely lead to much more information regarding the differences
between these structures in the near future.

Despite recent advances in microscopic approaches (including atomic force microscopy to
visualize lipid rafts [20]) lipid rafts and caveolae are most readily defined using biochemical
approaches. Lipid rafts and caveolae can be extracted from other cellular material in cell
homogenates based on their relative insolubility in particular detergent or nondetergent con-
ditions and their high buoyancy when centrifuged on a density gradient. These approaches, a
few of which are described in this chapter, rely on properties common to both caveolae and
lipid rafts, thus cannot distinguish between these domains. Caveolar domains can be specifi-
cally isolated using immunological approaches to trap caveolin proteins from plasma mem-
brane preparations (21,22). One method that is applicable for specifically isolating caveolae
and not lipid rafts from numerous types of cells and tissues is described in this chapter.

The function of lipid rafts and caveolae in signaling or other cellular processes can also be
inferred from studies in which the microdomains are disrupted. β-cyclodextrin, a chemical
that does not enter cells but can bind cholesterol and remove it from the plasma membrane, dis-
rupts lipid rafts and caveolae (23,24). Filipin, a polyene antibiotic and sterol-binding agent, also
disrupts lipid rafts and caveolae (25,26). This chapter describes a method using β-cyclodextrin
to disrupt lipid rafts and caveolae that can be applied in many experimental paradigms. For
more detailed information regarding the manipulation of cellular cholesterol using cyclodex-
trins, refer to Christian et al. (27).

Microscopic as well as other types of nonbiochemical studies are often important for
corroborating results from biochemical studies of lipid rafts and caveolae (see Note 1).
Microscopic approaches for defining caveolae are limited to electron microscopic studies,
because the resolution of light (including fluorescent microscopy) precludes the detection of
50–100 nm structures. However, laser confocal microscopy using deconvolution can be used
to define the colocalization of two proteins, and when combined with detection of caveolins,
can infer caveolar localization (28). Microscopy is also limited by the suitability of antibod-
ies to detect native proteins of interest in fixed cells and tissues. One can utilize fluorescent
or epitope tags to circumvent the antibody problem and take advantage of other powerful
technologies such as fluorescence resonance energy transfer and bioluminescence energy
transfer that define the interaction of components in living cells (29). However, the useful-
ness of tagged proteins is limited to the examination of exogenously expressed proteins,
which can localize differently than their native counterparts (30). Thus, a combination of
biochemical methods, several of which are described herein, and microscopic approaches
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(described in ref. 28) should be used to provide the most complete definition of lipid rafts
and caveolae.

2. Materials
1. Phosphate-buffered saline (PBS) 137 mM NaCl, 10 mM Phosphate, 2.7 mM KCl, pH 7.4.
2. 500 mM Na2CO3 (should be ~pH 11.0, but do not adjust).
3. MES buffered saline (MBS): 25 mM 2-(N-Morpholino) ethanesulfonic acid 4-Morpholineethane

sulfonic acid (MES), 150 mM NaCl, pH 6.0.
4. MBS/Na2CO3: MBS, 250 mM Na2CO3.
5. 90% Sucrose/MBS: dissolve 45 g sucrose with MBS until volume equals 50 mL. Heat in a

microwave oven (in 10-s intervals) to dissolve/melt.
6. 35% Sucrose in MBS/Na2CO3: 5.83 mL 90% sucrose/MBS and 9.17 mL MBS/Na2CO3.
7. 5% Sucrose in MBS/Na2CO3: 0.83 mL 90% sucrose/MBS and 14.17 mL MBS/Na2CO3.
8. Triton X-100 Sigma-Aldrich, St. Louis, MO. Catalog # ×100 buffer: MBS, 1% Triton X-100, pro-

tease inhibitor mix (Sigma P-8340) (diluted 1:100).
9. 35% Sucrose in MBS/Triton X-100: 5.83 mL 90% sucrose/MBS and 9.17 mL Triton X-100

buffer.
10. 5% Sucrose in MBS/Na2CO3: 0.83 mL 90% sucrose/MBS and 14.17 mL Triton X-100 buffer.
11. Membrane buffer: 0.25 M sucrose, 1 mM ethylenediaminetetraacetic acid, 20 mM Tricine, pH 7.8.
12. 30% Percoll Sigma-Aldrich, St. Louis, MO. Catalog # 7737: 3 mL Percoll stock solution diluted

in 9 mL PBS 137 mM NaCl, 10 mM Phosphate, 2.7 mM KCl, pH 7.4.
13. Modified lysis buffer: 50 mM Tris-HCl, pH 7.5, 150 mM NaCl, 1 mM ethylene glycolbis 

(2-aminoethylether)-N, N, N, N-tetraacetic acid (EGTA), 10 mM MgCl2, 0.5% Triton X-100,
and protease inhibitor mix (Sigma P-8340, diluted 1:100). Sigma-Aldrich, St. Louis, MO.
Catalog # P-8340.

14. Protein A-agarose and protein G-agarose.
15. Immunoprecipitation (IP) wash buffer 1: 50 mM Tris-HCl, pH 7.5, 500 mM NaCl, and 0.2% Triton

X-100.
16. IP wash buffer 2: 10 mM Tris-HCl, pH 7.5, 0.2% Triton X-100.
17. Methyl-β-cyclodextrin (MBCD) media: serum- and NaHCO3-free Dubelco’s Modified

Eagle’s Medium (DMEM), 20 mM HEPES, 2% (2-hydroxypropyl)-β-cyclodextrin, pH 7.4.
Solution may require sonication to fully solubilize.

18. MBCD vehicle media: serum- and NaHCO3-free DMEM, 20 mM HEPES, pH 7.4.
19. MBCD-cholesterol media: serum- and NaHCO3-free DMEM, 20 mM HEPES, β-cyclodextrin

(βCD)–cholesterol complexes (10 µg/mL cholesterol: β-cyclodextrin in 1:6 molar ratio, such as
Sigma cat no. C4951), pH 7.4. Solution may require sonication to fully solubilize.

3. Methods
3.1. Isolation of Lipid Rafts and Caveolae by Sucrose-Density Centrifugation

The unique lipid composition (i.e., enrichment in sphingolipid and cholesterol) of lipid
rafts and caveolae makes them resistant to solubilization in detergents and certain other
conditions. Once other cellular material is dissolved, lipid rafts and caveolae can be sepa-
rated from the rest of the cellular contents using sucrose-density centrifugation. The
method for adherent cells in tissue culture is described, but it can be readily adapted for
cells in suspension or for tissue samples. The authors have found that two 150-mm plates
of cells are adequate for one preparation, but studies to optimize the amount of starting
material are recommended.
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3.1.1. Nondetergent Isolation of Lipid Rafts and Caveolae

1. Check that cells are at least 70% confluent. Aspirate medium and wash three times with ice-cold
PBS. On the last wash, be sure to remove all PBS by tilting the plate at a steep angle for 30 s
then aspirating all liquid. This step will ensure the lysis buffer is not overly diluted.

2. Apply 1 mL of 500 mM Na2CO3 to each 150-mm plate and make sure it covers the entire
monolayer. Scrape cells from the plate with a cell scraper in a circular motion from top to
bottom, making sure to retain as much cellular material as possible in a pool at the bottom of
the tilted plate.

3. Transfer the cells and all liquid from two 150-mm plates (2 mL total) to a prechilled Dounce
(glass–glass) homogenizer Wheaton Science Products, Millville, NJ: homogenize the cells with
20 strokes (one stroke is all the way down then all the way up) on ice.

4. Transfer the homogenate to a prechilled 50-mL conical tube and homogenize with a polytron
three times for 10 s with intervals of 10–15 s. Rinse the polytron blade with 0.5 mL of 500 mM
Na2CO3 into the sample to recover all possible material.

5. Homogenize the sample using an ultrasonic cell disruptor equipped with a stainless steel probe
using high power three times for 20 s each with a full 60 s rest between each homogenization.
Ultrasonic disruptors can vary from model to model in their power output. Thus, the power set-
ting may need to be optimized (see Note 2).

6. Proceed to Subheading 3.1.4.

3.1.2. Detergent Isolation of Lipid Rafts and Caveolae

1. Check that cells are at least 70% confluent. Aspirate medium and wash three times with ice-cold
PBS. On the last wash, be sure to remove all PBS by tilting the plate at a steep angle for 30 s
and then aspirating all liquid. This step will ensure the lysis buffer is not overly diluted.

2. Apply 1 mL of 1% Triton-X 100 buffer to each 150-mm plate so that it covers the entire mono-
layer (see Note 3). Scrape cells from the plate with a cell scraper in a circular motion from top
to bottom, making sure to retain as much cellular material as possible in a pool at the bottom of
the tilted plate.

3. Transfer the cells from two plates (2 mL total) to a prechilled Dounce (glass–glass) homogenizer
and incubate on ice for 20 min. Homogenize the cells with 20 strokes (one stroke is all the way
down then all the way up) on ice.

4. Proceed to Subheading 3.1.4.

3.1.3. Variation: Isolation of Lipid Rafts and Caveolae From Plasma Membranes

1. Check that cells are at least 70% confluent. Aspirate medium and wash three times with ice-cold
PBS. On the last wash, be sure to remove all PBS by tilting the plate at a steep angle for 30 s
and then aspirating all liquid. This step will ensure the lysis buffer is not overly diluted.

2. Apply 1 mL of membrane buffer to each 150-mm plate so that it covers the entire monolayer.
Scrape cells from the plate with a cell scraper in a circular motion from top to bottom, making
sure to retain as much cellular material as possible in a pool at the bottom of the tilted plate.

3. Collect the cells from two plates (2 mL total) and homogenize cells with 20 strokes (one stroke
is all the way down then all the way up) in a Dounce (glass–glass) or Teflon-glass homogenizer
Wheaton Science Products, Millville, NJ. on ice then centrifuge at 300g for 5 min and collect
the supernatant.

4. Layer the supernatant on top of 30% Percoll and centrifuge at 64,000g (19,000 rpm on a SW41
ultracentrifuge rotor [Beckman Coulter, Fullerton, CA]) for 30 min.

5. Collect the opaque band near the top of the Percoll layer as the plasma membrane fraction.
6. Adjust the plasma membrane fraction to a final concentration of 500 mM Na2CO3 by adding an

equal volume of 1 M Na2CO3 and sonicate three times for 20 s with full 60 s rests between inter-
vals (see Note 2).
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3.1.4. Sucrose-Density Centrifugation to Fractionate Cell Homogenates

Cells or tissues should be prepared and homogenized using one of the aforementioned
approaches (see Subheadings 3.1.1., 3.1.2., or 3.1.3., see also Note 4). Once the homogenate
is prepared, the bouyant lipid-raft fraction can be isolated by floatation on a sucrose-density
gradient. The method described here utilizes a discontinuous sucrose gradient (Fig. 1) but
continuous gradients can also be used (see Note 5).

1. Mix 1 mL of homogenized sample (leaving any foam behind) with 1 mL of 90% sucrose/MBS
in a 5-mL Beckman ultraclear ultracentrifuge tube. Save any remaining sample as whole cell
lysate. Leftover lysates can also be frozen at −80°C and fractionated by sucrose density centrifu-
gation at a later date.

2. Carefully layer 2 mL of either 35% sucrose in MBS/Na2CO3 (if sample was homogenized by
nondetergent method, see Subheadings 3.1.1. or 3.1.3.) or 35% sucrose in MBS/Triton X-100
buffer (if sample was homogenized by detergent method; see Subheading 3.1.2.) on top of the
sample/90% sucrose/MBS layer. A visible interface should exist between the two density layers.

3. Carefully layer 1 mL of either 5% sucrose in MBS/Na2CO3 (if sample was homogenized by non-
detergent method, see Subheadings 3.1.1. or 3.1.3.) or 5% sucrose in MBS/Triton X-100 buffer (if
sample was homogenized by detergent method, see Subheading 3.1.2.) on top of the 35% sucrose
layer. A second interface should be visible between the 35% and the 5% sucrose layers, and the ultra-
centrifuge tube should be nearly full. Although the gradient is not highly sensitive, all movement of
the gradient should be made carefully and deliberately in order to not disrupt the gradient interfaces.

4. Centrifuge for 16–20 h at 46,000 rpm at 4°C in a SW55Ti rotor (Beckman), equivalent to a max-
imum force (bottom of the tube) of approx 260,000g and an average force (middle of the tube)
of approx 200,000g (see Note 6).

Methods to Define Lipid Rafts and Caveolae 463

Fig. 1. Schematic diagram illustrating the isolation of buoyant lipid-raft fractions. The primary
biochemical approach for defining lipid rafts involves the use of sucrose-density centrifugation.
Following homogenization of cells using either detergent- or nondetergent- based approaches (see
Subheading 3.1.), the sample is adjusted to 45% sucrose and bottom-loaded in an ultracentrifuge
tube. A discontinuous sucrose gradient consisting of 35% sucrose and 5% sucrose is constructed on top
of the sample and the entire gradient is centrifuged at approx 240,000g (maximum relative centrifugal
force rcf) for 16–20 h. Buoyant lipid rafts (as well as caveolae, see Subheading 1.) “float” in the gra-
dient, whereas the bulk of the “heavy” cellular material remains in the 45% sucrose layer. The gradi-
ent is typically collected in 0.5 mL fractions starting at the top and analyzed by immunoblot.
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5. At the completion of the centrifugation, carefully remove the ultracentrifuge tube from the
bucket. A faint light-scattering band, which consists of the buoyant lipid raft/caveolar material,
is often visible at the 35% sucrose –5% sucrose interface.

6. Collect samples from the gradient from the top down in 0.5 mL volumes, putting each fraction
in a labeled tube and yielding 10 fractions. One should be careful to keep the pipet at the top of
the liquid in order to draw each fraction appropriately. If cellular material is visible at the upper
gradient interface, care should be taken to collect this material in fractions two and three.

7. Fractions can then be analyzed by sodium dodecyl sulfate-polyacrylamide gel electrophoresis
(SDS-PAGE) and immunoblotting (see Note 7).

3.2. Immunoisolation of Caveolae

This method takes advantage of the reduced solubility of lipid rafts and caveolae to detergent
in order to isolate these domains from the rest of the cellular material (as in Subheading 3.1.2.)
and then specifically “traps” caveolae (and not lipid rafts) by using an antibody to immuno-
precipitate caveolin. This method will also pull down the caveolar lipids, cholesterol, and
associated proteins. One needs to first define the caveolin isoform expression in a given cell
or tissue type in order to select an appropriate caveolin antibody. For cells expressing multi-
ple isoforms, an antibody to the most predominant or readily detectible caveolin can be used
because coexpressed isoforms form hetero-oligomers (31). Particular advantages of this
method are that one can maintain enzyme and receptor-binding activity in the isolates, facil-
itating the assessment protein function. The authors as well as others have used this approach
to assay adenylyl cyclase activity regulated by G protein-coupled receptors in caveolar
domains isolated from cardiac myocytes (22,28).

1. Check that cells are at least 70% confluent. Aspirate medium and wash three times with ice-cold
PBS. On the last wash, be sure to remove all PBS by tilting plate at a steep angle for 30 s and
then aspirating all liquid. This step will ensure the lysis buffer is not overly diluted.

2. Add 2 mL of modified lysis buffer to each 15-cm plate. Homogenize cells with 20 strokes (one
stroke is all the way down then all the way up) in a Dounce (glass–glass) homogenizer.

3. Transfer to a 1.5-mL microtube and add 50 µL of either protein G- or protein A-agarose suspen-
sion (see Note 8) to preclear any native antibodies. Incubate at 4°C on a rocking platform for 1 h.

4. Centrifuge in a microcentrifuge at maximum speed (12,000–14,000 rpm) for 30 s to pellet the
agarose and then transfer the supernatant to a new tube. The pellet can be discarded.

5. Add primary antibody (1–3 µL, depending on the antibody concentration and affinity) and con-
tinually mix (preferably by rocking) at 4°C for 1 h to allow antibody binding to epitope.

6. Add 50 µL protein A- or protein G-agarose to tube and continually mix (preferably by rocking)
at 4°C for 1 h to allow binding to the antibody–epitope complexes.

7. Centrifuge in a microcentrifuge at maximum speed (12,000–14,000 rpm) for 30 s to pellet agarose.
Supernatant should be saved as the IP supernatant. IP supernatant should be assessed for the
amount of epitope not trapped in the immunoprecipitates and can behave as a control of non-
precipitated material in the assay of choice.

8. Wash the pellet by adding 1 mL of modified lysis buffer, mix and rock at 4°C for 5 min.
9. Centrifuge in a microcentrifuge at maximum speed (12,000–14,000 rpm) for 30 s to pellet agarose,

remove supernatant and add 1 mL of wash buffer 1 to pellet, mix and rock at 4°C for 5 min.
10. Centrifuge in a microcentrifuge at maximum speed (12,000–14,000 rpm) for 30 s to pellet

agarose, remove and discard supernatant.
11. Wash the pellet a second time by adding 1 mL of wash buffer 2, mix and rock at 4°C for 5 min.
12. Centrifuge in a microcentrifuge at maximum speed (12,000–14,000 rpm) for 30 s to pellet

agarose, remove and discard supernatant.
13. The final pellet should then be suspended in a suitable assay buffer (if enzyme activity is to be

measured) and/or in sample buffer for analysis by SDS-PAGE (for immunoblotting). Immunoblot
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analysis should be performed on a portion of the immunoprecipitated pellet and the IP supernatant
to confirm appropriate IP of caveolin and to assess which proteins have been coprecipitated.

3.3. Disruption of Lipid Rafts and Caveolae

Using β-cyclodextrin, a cholesterol-binding agent, one can remove cholesterol from the
plasma membrane of living cells and disrupt both lipid rafts and caveolae. Cholesterol deple-
tion is toxic to cells over time, thus one must be careful to optimize exposure to β-cyclodextrin
as well as control for cell toxicity or stress. The method below describes using a 60-min treat-
ment period (which have been found to be appropriate in several cell types). However, it is
strongly suggested to perform a treatment time-course and determine cell viability (e.g., using
trypan blue exclusion) in order to optimize the treatment for each cell type. The most critical
control, which is described in Subheading 3.3.4., involves the replenishment of cholesterol in
cells following its extraction. This condition will control for nonspecific effects of β-cyclodex-
trin treatment and indicate the reversibility of any observed effects. Thus, all assays should be
conducted in vehicle treated control cells, β-cyclodextrin treated cells, and cells that are treated
with β-cyclodextrin followed by cholesterol replenishment. This method can be used before
almost any type of signal transduction assay to ascertain the role of lipid rafts and caveolae in a
given response.

1. Check that cells are at least 70% confluent. Aspirate medium and wash three times with warm
(37°C) PBS. On the last wash, be sure to remove all PBS by tilting the plate at a steep angle for
30 s and then aspirating all liquid. This step will ensure the lysis buffer is not overly diluted.

2. To one plate or set of plates apply 15 mL of warm DMEH containing β-cyclodextrin (MBCD
media) to each 150-mm plate, so that it covers the entire monolayer. Incubate cells at 37°C for
60 min. A CO2-enriched environment (i.e., cell culture incubator) is not needed because of the
buffering of this media with HEPES.

3. To a separate plate or set of plates apply 15 mL of warm DMEH containing MBCD vehicle
(MBCD vehicle media) to each 150-mm plate following aspiration (step 1), so that it covers the
entire monolayer. Incubate cells at 37°C for 60 min. This step will remove membrane choles-
terol, disrupting lipid rafts, and caveolae.

4. To a third plate or set of plates apply 15 mL of warm MBCD Media to each 150-mm plate follow-
ing aspiration (step 1), so that it covers the entire monolayer. Incubate cells at 37°C for 60 min.
Aspirate MBCD media, wash cells three times with warm PBS (as in step 1), then add 15 mL of
warm maintenance media containing β-cyclodextrin/cholesterol complexes (MBCD-cholesterol
media). Incubate cells at 37°C for 60 min.

5. Aspirate media from cells, wash three times with warm PBS (as in step 1), and conduct assay
of choice. Positive controls for this method include performing sucrose density centrifugation
(see Subheading 3.1.4.) and/or assaying for cholesterol content.

4. Notes
1. Complementary approaches to defining caveolae and lipid rafts must be considered. Caveolins

appear to also act as scaffolding proteins that can bind multiple signaling proteins; thus, cave-
olins may act to organize a signaling pathway or regulate signaling activity (3). Therefore, IP of
caveolin proteins and expression of peptides that interfere with the caveolin-binding motif are
useful approaches for defining the role of caveolins in organizing signal-transduction cascades
(3). Overexpression or knockout of caveolins have also been used to examine the physiological
role of these proteins (32). However, altering caveolin expression should not be considered a
pure probe of the compartmentation or organization of a signaling pathway in caveolae, because
caveolins also act as direct regulators of several signal transduction pathways (7).

2. In the nondetergent fractionation method, the ultrasonic disruption of cells is the most critical
step, as this is the point at which membrane lipids are dissolved but lipid raft material remains
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intact. Thus, the power of the sonication step is critical. Too much power can disrupt the raft
structure, resulting in little material floating up in the sucrose gradient. Too little power can
result in insufficient dissolution of nonraft lipids, resulting in raft material not being sufficiently
freed from “heavy” material, which also results in less material floating up in the fractionation.
Therefore, the power setting used will depend on the make and model of the ultrasonic disrup-
tor used and may need to be optimized for individual cell types. In the authors’ experience, the
sonication time and rest period should not be significantly altered.

3. Each method for defining lipid rafts and caveolae has advantages and disadvantages.
Experimentalists should consider these factors when choosing the experimental approaches they
will use to answer their particular biological question. For example, the nondetergent fractionation
of cells retains certain proteins in lipid raft fractions that are often lost in detergent-based method-
ologies (33,34). However, detergent-based approaches allow for measuring protein function, such
as enzyme activity, whereas the high-pH and -energy sonication of the nondetergent methods
generally impair protein function. It is generally desirable to use a combination of different,
complementary approaches in order to define signal transduction in lipid rafts and caveolae.

4. Nonionic detergents other than Triton X-100, including NP-40, octylglucoside, CHAPS, Lubrol,
and Brij 98, can be used to solubilize cells and isolate lipid raft and caveolar domains (35). In
addition, some investigators have used concentrations of Triton X-100 lower than 1% in proto-
cols similar to that described in Subheading 3.1.2.

5. The method described here utilizes a discontinuous gradient of sucrose. However, continuous gra-
dients of sucrose or of Optiprep Sigma-Aldrich, St. Louis, MO. Catalog # D1556 (described in
refs. 33 and 36) are capable of resolving proteins and structures with intermediate buoyancies.

6. Other rotors can be used for the sucrose density centrifugation, including a Beckman SW41Ti
rotor with 12-mL buckets. In this case, 2 mL of cell homogenate is mixed with 2 mL of 90%
sucrose and 4 mL of 35% sucrose and 4 mL of 5% sucrose is layered on top. The rotation speed
is adjusted to maintain equivalent g-force (~39,000 rpm). Fractions are collected in 1 mL
aliquots to yield 12 fractions. Other rotors can be used and the Beckman rotor resources web
page (http://www.beckman.com/resourcecenter/labresources/centrifuges/rotorcalc.asp) is useful
for calculating the appropriate rotational speed.

7. Each fractionation from a sucrose-density centrifugation should be carefully analyzed for markers
of certain cellular organelles that can contaminate the buoyant fractions. Immunoblot analysis of
fractions from the 5% sucrose/35% sucrose interface (fractions numbered 2 and 3 from the method
described in 3.1.4.) should contain the bulk of caveolin isoform immunoreactivity. At the same
time, these fractions should largely exclude markers of clathrin-coated pits (such as adaptin-β) and
Golgi apparatus (such as mannosidase II). One can also confirm the appropriateness of a fraction-
ation by examining the total protein in each fraction. The buoyant fractions from most cells should
contain approx 5% of the total cellular protein. When immunoblot analysis of fractions is planned,
it is best to add SDS-PAGE sample buffer to each fraction and to denature at (70°C for 10 min
immediately after collecting the gradient. This will ensure more reproducible results when storing
frozen samples for extended periods. For detection of low-abundance proteins, samples can also be
concentrated in a speed-vac (or similar type) concentrator Thermo Fisher Scientific, Waltham, MA
before addition of sample buffer. However, the fractions from the bottom of the gradient will not
concentrate as well because of the presence of higher concentrations of sucrose. Dialysis can also
be used to remove sucrose and to concentrate the samples.

8. IP efficiency can be maximized by carefully selecting the most effective agarose bead conjugate
based on the primary antibody being used. Protein A has high affinity for human, rabbit, guinea
pig, and pig immunoglobulin G’s (IgG). Protein G has high affinity for human, horse, cow, pig,
and rabbit IgG’s. When using mouse IgG’s, both protein A and protein G have moderate affin-
ity. However, protein A and protein G have further differences in affinities for the subclasses of
IgG’s. For more detailed information on the different affinities of protein A and protein G, refer
to the manufacturer’s product information sheet.
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Near-Field Scanning Optical Microscopy to Identify 
Membrane Microdomains

Anatoli Ianoul and Linda J. Johnston

Summary
Near-field scanning optical microscopy (NSOM) allows optical imaging with a spatial resolution that is sig-

nificantly better than the diffraction limited resolution achievable with conventional optical microscopy. NSOM
has the potential to study the nanoscale organization of membrane surfaces and ultimately to resolve questions
concerning lipid rafts in both model-supported membranes and cellular membranes. Supported phospholipid
monolayers and bilayers of phase separated binary and ternary lipid mixtures that model the composition of lipid
rafts in natural membranes have been studied by NSOM. The results illustrate the ability of NSOM measurements
with 50–100 nm probe apertures to obtain detailed nanoscale information for small, closely spaced domains, and
the utility of two-color experiments to probe localization of raft markers in supported membranes.
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1. Introduction
Much of the detailed knowledge of the physical behavior of membranes comes from stud-

ies of model membranes such as phospholipid monolayers, planar lipid bilayers, and vesicles,
all of which are amenable for study with a variety of spectroscopic and microscopic tech-
niques. Phase separation in these models mimics some aspects of the behavior of cellular
membranes wherein the formation of lipid domains plays an important role in the aggrega-
tion of protein complexes and initiation of signal transduction pathways (1–3). The raft model
recently proposed by Simons and Ikonen (4) suggests that the plasma membrane has small,
dynamic microdomains (lipid rafts) that are rich in cholesterol, glycolipids, and saturated
lipids such as sphingomyelin (SPM); specific proteins, particularly those involved in signal-
ing cascades, are localized in these rafts. There is increasing evidence for the biological
importance of rafts, although their postulated small size is beyond the resolution of conven-
tional optical microscopy, making their direct detection difficult. This has led to a number of
divergent views on the size, formation, and role of lipid rafts (5–7). Advanced imaging tech-
niques with the ability to detect nanosized domains have the potential to resolve some of the
questions concerning lipid rafts in natural membranes.

Near-field scanning optical microscopy (NSOM) allows simultaneous topographic and fluo-
rescence imaging using an optical fiber probe with a subwavelength aperture (8–10). The opti-
cal resolution, determined by the probe aperture size, is approximately an order of magnitude
better than the diffraction-limited resolution (λ/2) of conventional optical microscopy. The flex-
ibility and specificity of using fluorescence as a contrast mechanism provides significant
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advantages over atomic force microscopy (AFM) for imaging complex samples. The high-spatial
resolution and sensitivity allow for the independent observation of molecules at physiologically
relevant packing densities, and NSOM is expected to be of particular value for studies of the
spatial organization of membranes on the nanometer scale (11,12). NSOM has been used to
study the formation of domains in supported lipid monolayers and bilayers, as a model for the
formation of raft domains in cellular membranes. Although the description herein refers exclu-
sively to NSOM imaging of supported phospholipid membranes (13–15), NSOM has also been
used to study protein domains in supported bilayers and cellular membranes (11,12,16).

2. Materials
2.1. Preparation of Phospholipid Monolayers and Bilayers 
by Langmuir–Blodgett Transfer

1. Stock solutions of dipalmitoylphosphatidylcholine (DPPC), dilauroylphosphatidylcholine
(DLPC), dipalmitoylphosphatidylethanolamine (DPPE), dioleoylphosphatidylcholine (DOPC),
and cholesterol (all from Avanti Polar Lipids, Alabaster, AL): approx 1 mg/mL in chloroform
(see Note 1).

2. Stock solutions of N-palmitoyl-D-SPM from bovine brain and monosialoganglioside GM1 from
bovine brain (from Sigma Chemical Co., Saint Louis, MO): approx 1 mg/mL in chloroform.

3. Solutions of Texas Red-DPPE (TR-DPPE) and GM1-Bodipy (Bodipy-FLC5-GM1), both from
Molecular Probes Invitrogen, Eugene, or, approx 1 mg/mL in chloroform.

4. Solution of 1:1:1 DOPC/SPM/cholesterol in chloroform (molar ratios; total lipid ~1 mg/mL) + 1%
Texas Red-DPPE.

5. Solution of 1:1:1 DOPC/SPM/cholesterol in chloroform (molar ratios; total lipid ~1 mg/mL) + 1%
Texas Red-DPPE + 1% GM1 + 0.005% GM1-Bodipy.

6. Solution of 7:3 DLPC/DPPC in chloroform.
7. Mica sheets, 25 × 25 mm2 or 18-mm diameter (Ted Pella, Redding, CA), cleaved with tape imme-

diately before use.

2.2. Preparation of Phospholipid Bilayers by Vesicle Fusion

1. Solution of 2:2:1 DOPC/egg SPM/cholesterol (molar ratios) in chloroform + 0.5% Texas Red-DPPE
(total lipid ~1 mg/mL).

2. Solution of 15 mM CaCl2.
3. Mica sheets, 25 × 25 mm2 or 18-mm diameter (Ted Pella), cleaved with tape immediately before use.

2.3. Preparation of NSOM Test Samples

1. Solution of polymer spheres in polyvinyl alcohol (PVA): 1% wt aqueous solution of PVA
(Molecular Weight 70,000–100,000, Sigma) containing 0.0002 wt% dye labeled polymer spheres
(FluoSpheres®, nominally 40 nm in diameter, 350 dye molecules/sphere, Molecular Probes).

2. Glass cover slips, 18 mm (Fisher Scientific, Ottawa, ON, Canada), cleaned with methanol and
water before use.

2.4. NSOM Probe Fabrication

1. High GeO2-doped single mode optical fiber (Mitsubishi Cable Industries, Inc, Tokyo, Japan)
with 3-µm core diameter, 125-µm cladding, and 1.45-µm cutoff wavelength.

2. Fiber-etching solutions: Solution 1 is a 14:4.7:6.7 (by volume) mixture of 6:1 buffered oxide
etchant (Arch Chemicals, Norwalk, CT), HF (49% by weight), and distilled water. Solution 2 is
11:1 mixture of 10:1 buffered oxide etchant and distilled water.

3. Aluminum purity grade more than 99.999% (GoodFellow, Devon, PA).
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3. Methods
Binary and ternary mixtures of lipids are used to prepare monolayers and bilayers for NSOM

imaging. The lipid mixtures selected show clear phase separation to give coexisting gel and
fluid phases (DLPC/DPPC) or coexisting liquid-ordered (raft) and fluid phases (DOPC/SPM/
cholesterol). Phase separation is visualized by the addition of a dye-labeled lipid, Texas Red-
DPPE, which has a strong preference for localization in fluid membrane domains (see Note 2).
The distribution of an in vivo raft marker, ganglioside GM1, in supported membranes is also
examined. In this case a combination of two labels and two-color NSOM measurements are
used to conclusively identify the complex phase separation behavior observed.

It is recommended to use AFM to verify that sample preparation conditions are well opti-
mized before NSOM imaging for new samples because the NSOM experiments are relatively
time-consuming. As the sample holders are different for the two measurements, this is
usually done using a duplicate sample prepared in an identical manner to that for NSOM
experiments. Once the sample preparation conditions have been verified, the procedure is suf-
ficiently reproducible that it is unnecessary to check samples by AFM for repeat experiments
using the same lipid mixtures.

3.1. Preparation of Phospholipid Monolayers and Bilayers 
by Langmuir–Blodgett Transfer

Monolayers and bilayers are prepared on a Langmuir–Blodgett trough (Model 611, Nima
Technology Coventry, UK) (surface area of 600 cm2) equipped with a Wilhelmy balance
(Nima) and a dipping apparatus and using Milli-Q (Millipore, Mississauga, ON, Canada) water
as the subphase. Other Langmuir–Blodgett troughs will work equally well, with adjustment of
volumes of water and lipid solutions to account for the difference in surface area (see Note 3).

1. Clean the trough before use by wiping with a 1:1 chloroform/2-propanol solution. Fill the trough
with approx 250 mL water and then remove the water with an aspirator. Fill the trough a second
time, taking care to ensure that the meniscus is slightly above the bottom of the barrier.

2. Clamp a freshly cleaved mica sheet in the dipping apparatus and then submerge it in the sub-
phase so that the top edge of the mica is approx 3 mm below the water surface.

3. Open the barrier completely and zero the Wilhelmy balance and compress the barrier at a rate of
500 cm2/min to within 10 cm of the mica sheet. An increase in surface pressure of more than
0.2 mN/m indicates that the concentration of impurities at the air–water surface is too high and
the above cleaning procedure should be repeated. Otherwise, open the barrier and wait for the
surface pressure to level off to a constant value (typically 15 min).

4. Set the parameters for deposition of the monolayer and then use a syringe to spread 25–30 µL
of lipid solution on the water surface. Wait 10–15 min to ensure that all the solvent has evapo-
rated. Compress the monolayer to the desired surface pressure (less than the collapse pressure
for the lipid and equal to or more than the desired deposition pressure) at a rate of 100 cm2/min
and reopen the barrier. It is important to ensure that there is a baseline region wherein the sur-
face pressure does not change with barrier position. The absence of a baseline region indicates
that too much lipid has been added to the surface and the procedure should be restarted.

5. Expand and recompress the monolayer at least twice to anneal the sample before deposition. Then
deposit the monolayer by vertical deposition to the mica using a dipping speed of 2 mm/min. The
transfer ratio should be 100 ± 10%.

6. Dry the monolayer for 10 min before removing the mica from the dipper. Store the sample in a
clean, dry container before imaging.

7. Bilayers are prepared by transferring a second monolayer to mica that has been precoated with
a lipid monolayer (see steps 1–6, Subheading 3.1.). If hybrid bilayers with different compositions
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for the top and bottom leaflet are required, the surface of the trough is cleaned and a new mono-
layer is prepared as in steps 1, 3, and 4, see Subheading 3.1. The monolayer-coated mica will
already be in the dipper in the raised position (i.e., in air). The second monolayer is annealed
twice before transferring to mica by dipping the slide down through the air–water interface. The
resulting bilayer is kept under water in a small container before imaging.

3.2. Preparation of Phospholipid Bilayers by Vesicle Fusion

1. One to five milliliter of the DOPC/egg SPM/cholesterol lipid mixture containing 0.5% Texas
Red-DPPE in chloroform is placed in a 20-mL vial and dried under a stream of nitrogen for 2 h
to give a thin lipid film. The sample is further dried under high vacuum overnight to completely
remove any traces of solvent.

2. Multilamellar vesicles are prepared by adding Milli-Q water to the lipid film to give a final lipid
concentration of approx 1 mg/mL (see Note 4) and vortexing the sample for 2 min. The result-
ing multilamellar vesicles are sonicated using a bath-type sonicator at approx 45°C until a clear
solution is obtained, typically for 30–60 min. This gives a solution of small unilamellar vesicles
(50–100 nm in diameter). (See Note 5.)

3. Clamp a freshly cleaved sheet of mica in the NSOM fluid cell (a 20-mm Coverwell, Grace Bio-Labs,
purchased from Sigma) and add 150 µL of vesicle solution and 300 µL CaCl2 to the cell. The
incubation time (room temperature) is varied from 15 to 40 min to test for complete formation
of the lipid bilayer on mica. Bilayers are rinsed extensively with water to remove excess vesi-
cles before imaging.

3.3. Preparation of NSOM Test Samples

1. Samples of 40-nm polymer spheres embedded in a 40-nm polymer film are prepared by deposit-
ing 5 µL of a PVA solution of polymer beads on an 18-mm circular glass slide and spin coating
at approx 3415g for 30 s. Typically, several replicate samples are prepared, one for AFM analy-
sis and the remainder for NSOM test patterns.

2. Samples are dried under nitrogen for 24 h at room temperature.
3. At least one sample slide from each batch is imaged by AFM to ensure that the density of spheres

is appropriate and that the film thickness is correct. The polymer spheres should protrude
slightly (1–5 nm) from the polymer film and there should be a significant number of individual
(not aggregated) spheres that are well separated from each other. The film thickness can be eval-
uated by making a clean scratch across the slide to remove the polymer and then measuring the
depth by AFM. (See Note 6.)

4. Test samples should be discarded after use for a number of images (10–20) as the spheres will
photobleach and the cleanliness of the samples will deteriorate.

3.4. NSOM Probe Fabrication

The two main techniques for NSOM probe fabrication are laser pulling and chemical etch-
ing. The experiments described here used bent NSOM probes prepared from high GeO2-
doped optical fibers using a two-step chemical etching method followed by aluminum
deposition and focused ion beam (FIB) milling to produce a flat circular aperture (13).
Commercially available bent optical fiber probes can in principle also be used. Fiber probes
are examined using a microscope after each step to verify that the probe characteristics are
within an acceptable range. Probes that do not meet specifications or have any visible dam-
age are discarded. Scanning electron microscopy is used to assess the probe characteristics
during optimization of the fabrication procedure.
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3.4.1. Fiber Bending

Bent fibers are required to make cantilevered probes suitable for operation with the laser
deflection distance regulation system of the AFM. Fibers are bent to approx 80° in a spark-
discharge apparatus, which uses a stream of nitrogen to assist bending to the correct angle. A
1-m length of optical fiber is mounted in the bending apparatus, with a bend introduced at the
end so that the length of fiber after the bend is approx 1.5 mm. The bend angle is selected to
compensate for the angle in the holder of the microscope head and to ensure that the probe is
perpendicular to the surface. The procedure produces bends with very little distortion owing
to either twisting or changes in fiber diameter.

3.4.2. Fiber Etching

The fiber is first etched by immersing 2.5–3 mm of the probe in solution one for 60 min
at constant temperature bath (28°C). This is followed by a second etch with solution two for
30 min at 28°C. This procedure generates a reproducible small and smooth conical structure
with a height of approx 3.5 µm.

3.4.3. Aperture Formation

Apertures are created using FIB technology. The last few millimeters of each probe are
completely coated with aluminum using an Edwards Auto 306 vacuum evaporator (BOC
Edwards, Mississauga, ON, Canada). The aluminum coating is done in two steps to ensure that
both the end of the probe and also the bend region are well covered with aluminum. Typically,
an aluminum deposition rate of 7–9 mm/s is used to give a final thickness of 250 ± 50 nm. A
Micrion 2500 FIB (Fibics Inc., Ottawa, Canada) operating in a multipass polish mill mode is
used to produce an aperture by milling off the top of the tip. The size of the aperture is deter-
mined by the depth of milling and is typically in the range of 40–120 nm. (See Note 7.)

3.4.4. Probe Installation

Probes are glued to AFM stubs for insertion into the NSOM microscope. The end of the
fiber is inserted in a fiber optic positioning system (Newport, Irvine, CA) for precise coupling
of laser light into the probe. The end of the fiber is then cleaved with a fiber cleaver and the
optics are adjusted for maximum coupling of light into the fiber.

3.5. NSOM Imaging

3.5.1. NSOM Description

NSOM experiments are carried out on a combined AFM/NSOM microscope, operated in
transmission mode, with the optical fiber probe as excitation source and emission collected with
an objective mounted directly under the sample. The microscope consists of a Digital
Instruments Bioscope (Veeco, Santa Barbara, CA) mounted on an inverted fluorescence micro-
scope (Zeiss Axiovert 100, Carl Zeiss, Chester, VA). A separate x–y piezo scanner with a 50-µm
lateral scan range (Polytec PI, Auburn, MA) is used for sample scanning and is controlled by
the Bioscope software. A continuous wave mixed gas ion laser (Innova 70 Spectrum,
Coherent Inc, Santa Clara, CA) is used for excitation purposes (488 or 568.5 nm, 20 mW
output, and linear polarization). A variable neutral density filter is used to attenuate the laser
beam before coupling it with a ×10 objective into the optical fiber. The input power typically
does not exceed 1 µW. The NSOM fluorescence signal is collected with either a ×100 oil
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immersion (1.3 numerical aperture [NA]) or a ×40 (0.65 NA) objective, with appropriate notch
(Kaiser Optical Systems, Ann Arbor, MI) and band pass (Omega Optical, Brattleboro, VT) fil-
ters to remove residual excitation and red alignment laser light. An avalanche photodiode detec-
tor (Perkin Elmer Optoelectronics, SPCM-AQR-15, Vaudreuil, Canada) is used for signal
detection. The detector is mounted on a three-dimensional positioning stage to allow adjustment
of its position for maximum signal collection efficiency.

3.5.2. Sample Handling

Samples are stored in closed containers and protected from light to prevent any photobleach-
ing before imaging (see Note 8). For NSOM measurements on dry samples, the sample slide is
mounted on the microscope stage. For NSOM measurements in liquid, the bilayer sample in
the NSOM fluid cell is covered with a HybriWell (Molecular Probes, www.invitrogen.com)
hybridization sealing system. The sample is kept in liquid during the transfer and imaging.

3.5.3. Scanning Conditions

Imaging is performed at room temperature, 23 ± 2°C. Images are recorded in tapping mode
at a scan rate of 0.25–0.5 Hz and a resolution of 512 × 512 pixels for images lager than 10 ×
10 µm2, and 256 × 256 for images smaller than 5 × 5 µm2. This gives a pixel size between 10
and 80 nm, which is smaller than or comparable with the diameter of the aperture of the
NSOM probe.

3.5.4. Two-Color Imaging

Two-color imaging is performed as a sequence of two independent NSOM scans using two
different excitation wavelengths and the appropriate notch and band pass filters. Between the
two scans the NSOM probe is disengaged from the sample surface to prevent damage.

3.5.5. Imaging Test Samples

1. Each new NSOM probe is characterized by imaging a test sample of dye-labeled polymer
spheres. This provides an estimate of the probe aperture size and shape and thus the lateral res-
olution achievable with this probe. An example image for a test sample of polymer spheres
recorded with an approx 60-nm aperture probe (estimated from images obtained during focus
ion-beam milling) is shown in Fig. 1A. Note that there is some variation in both size and inten-
sity for individual spheres. The measured size of the individual spheres (see the section analysis
in Fig. 1A) reflects a convolution of the sphere size, the probe aperture diameter, and the pixel
size for a particular measurement.

2. The z-resolution of the instrument is determined by imaging test samples of dye-labeled polymer
spheres using the LiftMode™ feature of the Bioscope. The LiftMode measurement allows the simul-
taneous acquisition of two optical images: one with the tip engaged at the surface and the second with
the probe tip at a desired height above the surface. The two 5 × 5 µm2 LiftMode images shown in Fig.
1A,B were recorded for the same area of the sample with zero and 100 nm tip-sample separations,
respectively. The image for 100 nm separation shows a large decrease of the fluorescence signal
intensity and a significant broadening of feature size. As shown in the two cross sections (Fig 1A,B),
the size of an individual sphere increases from 97 to 210 nm when the tip is 100 nm above the sam-
ple surface. The plot of signal intensity vs tip-sample separation (Fig. 1C) indicates that the signal
has decreased to less than 20% of its initial value for a probe-sample separation of 100 nm (11).

3. Test samples are routinely imaged before and after each series of experiments to ensure that the
probe aperture does not change during the experiment. It is also useful to image the test sam-
ple if one suspects a problem with either the sample or with a contaminated or damaged tip.
(See Notes 9 and 10.)
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Fig. 1. NSOM images of a polymer sphere test pattern at different NSOM probe-sample separations.
Images were obtained using an approx 60-nm diameter aperture probe with a ×100 oil-immersion
objective (NA = 1.3). Image (A) was obtained with the tip engaged at the surface (separation is zero),
and image (B) was measured in interleave mode with the tip lifted by 100 nm. The cross sections
show the difference in feature size for the same sphere (circled in each image) at the two tip-sample
distances. Graph (C) shows the dependence of the LiftMode relative intensity of the maximum fluo-
rescence signal across a sphere (averaged over many spheres) on the tip to sample distance. The solid
line shows the decay predicted by a (d/[d + h])2 function, where d is NSOM probe aperture diameter
and h is tip to sample separation. Reproduced with permission from ref. 11.

3.5.6. Imaging Lipid Monolayers

1. A typical NSOM fluorescence image of a phase-separated lipid monolayer is presented in Fig. 2,
for a DOPC/SPM/cholesterol sample containing 1% TR-DPPE and imaged with a probe with a
120-nm diameter aperture. Dark, elliptical domains of an ordered SPM/cholesterol-rich phase
are surrounded by a fluid fluorescent phase. Small, closely separated nanodomains of the
ordered phase are also detected in some areas (cross section for a 117-nm domain), clearly illus-
trating the high-spatial resolution achievable with NSOM. The domain boundaries are sharp and
well resolved, giving a transition between phases of 136 nm (for 10–90% change in intensity)
that is close to the diameter of the probe aperture.

2. A second example of monolayer imaging is shown in Fig. 3 for a similar DOPC/SPM/cholesterol
monolayer containing ganglioside GM1, a raft marker, and imaged with a probe with an aperture
diameter of approx 85 nm. In this case TR-DPPE is used to stain the fluid membrane phase
(Fig. 3A, excitation at 568 nm) and GM1-Bodipy is used to visualize the ganglioside (Fig. 3B,
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excitation at 488 nm where both TR and Bodipy absorb), which is located in small islands in the
condensed domains. These results illustrate the possibility of two-color imaging using NSOM
and the advantages of the high spatial resolution for observing small nanodomains that localize
raft components.

3.5.7. Imaging Lipid Bilayers in Water

1. For imaging a lipid bilayer in liquid a two-step approach of the NSOM probe to the surface is
used: approach to the water surface and approach to the sample surface. After initial engagement
to the point when the tip contacts the water surface, engagement is stopped and the resonance
frequency of the tip is adjusted and the drive voltage is correspondingly increased to maintain
the root mean square amplitude. The final engagement of the tip is performed in several steps,
with continuous adjustment of the resonance frequency and drive voltage until the sample surface
is reached. During imaging only a fraction of the tip (~0.5 mm) is immersed in liquid, whereas
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Fig. 2. NSOM image (A) for a DOPC/SPM/cholesterol (1/1/1) monolayer containing 1% TR-DPPE.
The cross section (B) shows the diameter for the circled nanodomain. Reproduced with permission
from ref. 13.

Fig. 3. NSOM images for a DOPC/SPM/cholesterol monolayer (1/1/1) containing 1% Texas Red-
DPPE, 1% GM1, and 0.005% GM1-Bodipy, with excitation at 568 nm (A) and 488 nm (B). Reproduced
with permission from ref. 14.
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the rest is kept in air. Images are recorded in tapping mode at a scan rate of 0.5 Hz and a reso-
lution of 256 × 256.

2. Figure 4 shows NSOM images recorded in water for a hybrid phospholipid bilayer with the bot-
tom DPPE leaflet transferred at 45 mN/m and the top leaflet (7:3 DLPC/DPPC + 2% TR-DPPE)
deposited at a surface pressure of 30 mN/m. The large-scale image shows a number of large,
dark micron-sized areas that correspond to solid DPPC domains from which the dye is excluded.
These are surrounded by a bright fluorescent DLPC + TR-DPPE phase. The fluid phase also con-
tains a number of small-dark islands (as illustrated more clearly in the smaller-scale image in
Fig. 4B) that correspond to holes in the bilayer. The images show excellent contrast between the
two phases and are reproducible. The resolution is estimated by using the transition between the
bright and the dark phases in the image, and is on the order of 120 nm, consistent with the diam-
eter of the probe aperture (Fig. 4C). (See Note 11.)

3. Figure 5 shows an NSOM image of a phospholipid bilayer prepared by vesicle fusion from 2:2:1
DOPC/egg SPM/cholesterol with 0.5% TR-DPPE and imaged in water with a 70-nm probe aper-
ture. The dye is excluded from the liquid-ordered domains. The lack of areas of intermediate flu-
orescence intensity indicates that domains are coupled between upper and lower membrane
leaflets. The ability to resolve small, closely spaced domains for bilayers in aqueous solution and
the sharp transition between the domains and fluid phase (Fig. 5C), highlight the potential of
NSOM for imaging under physiologically relevant conditions.

3.6. Image Treatment

Images are processed using standard Digital Instruments/Veeco software as well as Image J
software (NIH, Bethesda, MD). Sphere size analysis is performed using original nonprocessed
NSOM images with custom-made software. The software allows the determination of the
number of clusters, their location in the image, as well as their height (intensity) and halfwidth.

Near-Field Scanning Optical Microscopy 477

Fig. 4. Large- and small-scale NSOM images (A,B) of a DPPE/DLPC-DPPC-DHPE-TR bilayer
obtained in aqueous solution. The lower DPPE leaflet was deposited on mica at a surface pressure of
45 mN/m. The upper leaflet (DLPC/DPPC (7/3) with 2 mol of DHPE-TR) was deposited at 30 mN/m.
The cross section shown in (C) was used to estimate the NSOM resolution. Reproduced from ref. 15
with permission.
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4. Notes
1. Lipid solutions for preparing monolayers and bilayers and vesicle solutions should be prepared

immediately before use wherever possible. This is particularly important for unsaturated lipids.
In cases wherein storage of lipid solution is unavoidable, samples should be placed under a nitro-
gen atmosphere and stored in the freezer (organic solutions) or refrigerator at 4°C (vesicles).

2. It was found that Texas Red gives excellent contrast for NSOM measurements, can be used at
relatively low concentrations compared with other dyes, and is somewhat more resistant to rapid
photobleaching than other dyes. However, Bodipy, fluorescein, and (7-nitrobenz-2-oxa-1,3-
diazole) (NBD) labeled lipids have also been used in some studies. The majority of commer-
cially available dyes localize preferentially in fluid membrane domains.

3. All experiments described here are carried out in air. However, in some cases it is necessary to
prepare lipid monolayers in a nitrogen atmosphere to minimize oxidation of lipids at the
air–water interface. The procedure used is similar to that described herein, except that the
Langmuir–Blodgett trough is enclosed in a glove box that can be kept in a nitrogen atmosphere.
For the monolayers described herein (ternary lipid mixtures containing dye or ganglioside and
deposited at 10 mN/m pressure) no difference between an air or nitrogen atmosphere is
observed. However, significant changes in monolayer morphology are observed for other mix-
tures, particularly at high-surface pressures (e.g., 30 mN/m).

4. Vesicles are also prepared in buffered aqueous solution for many applications. Alternately, vesi-
cles can be prepared in water as described herein, with the buffer being added during or after
formation of the supported bilayer.

5. Vesicle solutions are sonicated at a temperature close to the phase transition temperature for the
lipid with the highest Tm in the mixture. The time required will depend on the sonicator. If a
probe type sonicator is used, it is essential to filter the vesicle solution after sonication to remove
any particulate matter from the probe. The size of the vesicles produced by sonication can be
determined by light scattering. Extrusion of the multilamellar vesicle solution can also be used
to give a well-controlled distribution of small unilamellar vesicles. However, the size is not crit-
ical for preparation of supported bilayers.

6. It may be necessary to adjust the concentrations of the polymer or spheres, the rate of spin coat-
ing or the amount of solution used in order to optimize the density of spheres and the thickness
of the film for the test samples. Either larger or smaller diameter polymer spheres can be used.
Larger spheres with more dye are easier to image in case of low light levels, whereas smaller
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Fig. 5. NSOM images (A,B) and cross section (C) for a phospholipid bilayer prepared by vesi-
cle fusion and imaged in water. The lipid mixture was 2/2/1 DOPC/egg SPM/cholesterol with 0.5%
TR-DPPE.
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polymer spheres provide a better test of the ability to image weakly fluorescent samples and will
give a more accurate assessment of the size of the probe aperture.

7. A smooth uniform aluminum coating is important to prevent light leakage near the end of the
probe. In general faster rates for aluminum deposition will favor smoother aluminum surfaces
with fewer pinholes or large grains.

8. Samples containing dye-labeled lipids should be protected from light during storage.
9. When imaging soft samples, such as lipid bilayers in liquid, NSOM tip contamination with the

lipid is a frequent problem. The tip contamination results in a decrease in the light intensity from
the probe and also prevents the tip from approaching the sample surface. As a result, decreased
resolution and low fluorescence signal intensity are observed. Therefore, it is important to ver-
ify the NSOM tip quality before and after imaging lipid bilayers, using the polymer sphere
NSOM test pattern.

10. Sudden changes in the position of the NSOM probe with respect to the sample surface result in
a change of the optical signal background intensity—so-called topography-induced artifacts.
The topography-induced artifacts are particularly strong when studying membrane protein com-
plexes and cells. Therefore, in order to avoid misinterpretation of NSOM signal, it is necessary
to perform additional control experiments using a different excitation wavelength to prove that
NSOM signal is “real.”

11. Because of the high spring constant of the tip (~100 N/m) and high excitation power densities used
in NSOM experiments, it is important to optimize scan parameters to minimize photo-bleaching
and physical damage to the sample, particularly when imaging lipid bilayers. Parameters such as
force set point, scanning speed, laser excitation intensity, and gains are adjusted in order to achieve
the best image quality and reproducibility.
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Fluorescence Microscopy to Study Domains 
in Supported Lipid Bilayers

Jonathan M. Crane and Lukas K. Tamm

Summary
Fluorescence microscopy of model membranes is a powerful tool for identifying the nature and extent of coex-

isting phases in biologically relevant lipid mixtures. Planar supported bilayers offer the advantage over spherical
model membranes in that both overall composition and lipid asymmetry can be controlled. In addition, the mem-
brane can be easily accessed by perfusion of soluble components. Here, the necessary techniques for reconstitut-
ing bilayers of complex composition and phase behavior in planar systems are outlined. Effective methods for the
formation of both symmetric and asymmetric bilayers are described. Considerations that must be taken into
account in choosing suitable lipid compositions, effective fluorescent lipid dyes, and adequate microscope setups
are discussed.

Key Words: Cholesterol; domain; fluorescence microscopy; Langmuir–Blodgett; lipid raft; liquid-disordered;
liquid-ordered; phospholipid asymmetry; planar supported bilayers; self-assembly; vesicle fusion.

1. Introduction
Lipid “rafts” were originally defined as detergent-resistant cell membrane patches that are

made up of a cholesterol-rich liquid-ordered (Lo) phase and surrounded by a more fluid,
liquid-disordered (Ld) phase. Their name reflects the belief that they serve as platforms for the
transport of certain lipids and proteins from the Golgi to specific parts of the plasma membrane
(PM), or for the sequestration of signaling components within the PM (1). A major caveat of
defining lipid rafts by detergent resistance is the necessary assumption that the phase behavior
of the lipid bilayer is not altered by the addition of the detergent. This assumption is probably
incorrect (see Chapter 13). Fluorescence techniques are a favorite alternative to detergent
extraction when looking for lipid cluster or raft formation in cell membranes. For example,
single particle tracking (SPT) of fluorescent lipids and proteins has revealed “transient con-
finement zones” in the PM of living cells that are related to cholesterol concentration (2–4).

Spherical model membranes, in the form of giant unilamellar vesicles, are also useful
systems in which fluorescence microscopy and fluorescence correlation spectroscopy
have revealed much about the existence and nature of ordered lipid domains (5–9).
However, the known phospholipid asymmetry in biological membranes (10) cannot be
mimicked in giant unilamellar vesicles. This asymmetry remains an issue that impedes the
understanding of the structure and function of lipid rafts. The majority of the inner leaflet
of the mammalian PM is made up of phospholipids that are found in the detergent-soluble
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fraction of cell extracts (11–13). Still, many proteins that associate exclusively with the
inner leaflet of the PM have been found in detergent resistant fractions (14–16). The
nature of this apparent transbilayer interaction remains a central open question in the field
of molecular membrane physiology.

Planar supported bilayers are attractive systems for studying the formation, nature, and influ-
ences of lipid microdomains because the lipid composition and the lipid asymmetry can be con-
trolled (17). Symmetric planar supported bilayers, which sometimes exhibit large lipid domains
that are visible by fluorescence microscopy (18), are made by the combined Langmuir–Blodgett
(LB) and Langmuir–Schäfer (LS) method (19). A combined LB/vesicle-fusion technique (20) is
used to construct asymmetric planar supported bilayers that may contain rafts in only one leaflet.
The planar geometry of these bilayers facilitates the simple interpretation of structural data
through fluorescence microscopy. The shapes of lipid domains can provide information on their
phase structure. For example, solid-ordered domains consisting of sphingomyelin (SM) in the
absence of cholesterol have a snowflake-like shape, reflecting the gel-like, semicrystalline
nature of this phase. However, on the addition of cholesterol, the domains become rounded,
indicating liquid–liquid phase coexistence (Fig. 1). The point of percolation, where the Lo phase
becomes connected and the Ld phase disconnected may also be of interest biologically (21). In
addition to simple microscopy, lateral mobility and molecular interactions between lipids and/or
proteins can be measured by fluorescence recovery after photobleaching, fluorescence correla-
tion spectroscopy, or SPT.

2. Materials
2.1. Preparation of Lipid Samples and Solid Supports

1. Synthetic phospholipids: 1-palmitoyl-2-oleoyl phosphatidylcholine, 1,2-dipalmitoyl phosphatidyl-
choline, and N-stearoyl sphingomyelin (SM) (Avanti Polar Lipids, Alabaster, AL).

2. Natural phospholipid mixtures: porcine-brain extracts of phosphatidylcholine (PC), phosphatidyl-
ethanolamine (PE), phosphatidylserine, and SM (Avanti Polar Lipids).

3. Fluorescent phospholipids: 1,2-dioleoyl PE-N-(lissamine rhodamine B) (Rh-DOPE), 1,2-dipalmitoyl
PE-N-(lissamine rhodamine B) (Rh-DPPE), 1,2-dioleoyl PE-N-(7-nitro-2-1,3-benzoxadiazol-4-yl)
(NBD-DOPE), 1,2-palmitoyl PE-N-(7-nitro-2-1,3-benzoxadiazol-4-yl) (NBD-DPPE) (Avanti
Polar Lipids).

4. Cholesterol (Sigma Chemical Co., St. Louis, MO).
5. Chloroform and methanol (Fisher Scientific, Fair Lawn, NJ).
6. Glass vials with Teflon-coated caps (Fisher).
7. Quartz slides (Quartz Scientific, Inc., Fairport Harbor, OH).
8. Contrad 100 detergent (Cole-Palmer, Vernon Hills, IL), 95% sulfuric acid, 30% hydrogen

peroxide (Fisher).

2.2. LB/LS Technique

1. Glass cover slips (Fisher).
2. Water-resistant double-sided tape (3 M, St. Paul, MN).
3. Hamilton syringes with Teflon-tipped plungers (Fisher).
4. Soaking buffer: 10 mM HEPES, 150 mM NaCl, and pH 7.4.

2.3. Combined LB/Vesicle Fusion Technique

1. Glass test tubes (Fisher).
2. Reconstitution buffer: 25 mM HEPES, 100 mM KCl, 1 mM CaCl2, and pH 7.4 (see Note 1).
3. 1.5-mL polypropylene conical tubes with cap (Fisher).
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4. LiposoFast-basic membrane extruder (Avestin, Ottawa, Canada).
5. Polycarbonate extruding filters, 100-nm pore size (Avestin).
6. 1,2-dimyristoyl PE-N-[poly(ethylene glycol)-triethoxysilane] (DPS) (Nektar Therapeutics,

Huntsville, AL).
7. Disposable syringes and needles (Becton, Dickinson and Co., Franklin Lakes, NJ).

3. Methods
Lipid composition is the key factor when designing bilayers with complex phase behavior.

For the reconstitution of Ld–Lo phase coexistence in planar supported bilayers, the required ele-
ments are (1) an unsaturated PC species such as 1-palmitoyl-2-oleoyl PC, (2) a saturated SM
species such as N-stearoyl SM, and (3) cholesterol. Alternatively, a doubly saturated long-chain
PC such as 1,2-dipalmitoyl PC may be used in place of SM. Natural mixtures of phospholipids

Fluorescence Microscopy and Lipid Domains 483

Fig. 1. Fluorescence micrographs of planar supported bilayers made up of PC/SM (1:1) with
increasing cholesterol concentrations, and stained with four different fluorescently labeled lipids.
Bilayers were formed by the LB/LS method on quartz slides. Each bilayer was stained with one of
the following dyes in the LS monolayer only: (A) 0.5% Rh-DOPE, (B) 0.5% Rh-DPPE, (C) 1%
NBD-DOPE, (D) 1% NBD-DPPE. Experiments were performed at room temperature. The white bar
represents 10 µm.
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such as porcine-brain extracts of PC and SM may also be used and are commercially avail-
able. Cholesterol content can be varied from 0 up to 66% of the total lipid (22) (see Note 2)
depending on the extent of Lo phase desired (Fig. 1). The unsaturated/saturated, or PC/SM,
ratio can also be varied, but keep in mind that the PC/SM ratio is about 50/50 in the extracel-
lular leaflet of the PM (13). Concerns have been raised about the possible oxidation of unsat-
urated lipid species in these preparations. Recent results from our laboratory show that
qualitatively very similar results are obtained with non-oxidizable completely saturated lipid
species.

For membrane visualization, commercially available fluorescent headgroup-labeled PEs
are the best choice (see Note 3). The chemical structure of the chromophore and acyl chain
composition of the dye molecule must also be considered, as different dyes have different
optical properties and stain different lipid phases (Fig. 1). It is important to repeat experi-
ments using multiple dyes when examining Lo–Ld phase coexistence in planar supported
bilayers. For example, if one wanted to determine the cholesterol concentration at which a
PC/SM/cholesterol bilayer becomes uniform, NBD-DPPE, which partitions equally into
both phases at 50% cholesterol, would be a poor choice of dye (Fig. 1D). The use of mul-
tiple dyes shows that in fact the required concentration is higher than 50% (Fig. 1A–C).

When constructing bilayers of asymmetric lipid composition, the dye must also be asym-
metrically distributed. The experimenter must decide which monolayer is to contain the dye,
depending on the type of fluorescence experiment that is to be conducted (Fig. 2). Often it
may be useful to stain an asymmetric bilayer with two dyes. In this case, care must be taken
to avoid dyes that have significant spectral overlap. For example, Rh and NBD would be a
poor choice because NBD emission will be locally quenched by the presence of Rh.

3.1. Preparation of Lipid Samples and Solid Supports

1. 40 × 25 mm2 glass or quartz microscope slides are boiled in 1% Contrad detergent for 10 min,
then placed in a hot bath sonicator while still in detergent for 30 min, followed by extensive rins-
ing in deionized water, methanol, and then water again.

2. Any remaining organic residue is removed by immersion in 3 vol of 95% sulfuric acid to 1 vol
of 30% peroxide for 10–20 min, followed by extensive rinsing in water. At this point, slides can
be covered and stored in 18 MΩ water for several days.

3. Immediately before use, slides are dried and further cleaned for 10 min in an argon plasma ster-
ilizer (Harrick Scientific, Ossining, NY).

4. Phospholipids and cholesterol are purchased in powder form and can be stored at −20°C for sev-
eral months. Stock solutions of the individual lipids are made in chloroform (see Note 4) at a
concentration of 10 mM and can be stored at −20°C for several weeks. Before use, stock solu-
tions are warmed to room temperature and mixed at the desired ratios.

3.2. LB/LS Technique

1. These instructions assume the use of a LB trough with a Wilhelmy plate to measure surface pressure,
a computer controlled barrier and dipping mechanism, and a surface area of about 500 cm2. The
trough is filled with 18 MΩ water and the surface is cleaned by suction upon closing of the barrier.
We use a Nima 611 trough (Nima Technology, Coventry, England)

2. Two strips (25 × 5 mm2) of water-resistant double-sided tape are placed approx 20 mm apart on
a new rectangular glass cover slip (35 × 50 mm2) and rinsed with water. The cover slip is then
submerged and placed in the front corner of the trough, near the dipping mechanism. The bar-
rier is expanded to an area of 350 cm2 and the surface of the trough is again cleaned by suction.
More water is added if needed, and the offset on the surface pressure transducer is adjusted to
read zero.
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3. A clean Hamilton syringe is filled with 10 µL of the desired lipid solution in chloroform. The
solution is then delicately placed on the surface until the pressure reading is steadily above zero.
The solvent is allowed to evaporate for about 10 min.

4. A clean glass or quartz slide is removed from the plasma sterilizer and placed in the dipping mech-
anism above the surface of the monolayer in a vertical orientation. The barrier is expanded until the
surface pressure reaches zero, then compressed at a rate of 10 cm2/min until the surface pressure
reaches 35 mN/m, then expanded back to a final pressure of 32 mN/m. The monolayer is allowed
to equilibrate for 5–10 min. The slide is rapidly dipped through the surface at a rate of 200 mm/min
and then slowly withdrawn back up through the surface at 5 mm/min, while the surface pressure is
maintained at 32 mN/m (see Note 5). This results in the deposition of a single monolayer of lipids,
known as the LB monolayer, on the surface of the slide. Because the slide is hydrophilic, the head-
groups of the lipids will be oriented proximal to the surface with the acyl chains extending away.

5. Once the dipping of the slide is complete, the remaining monolayer on the trough is removed by
suction, and a second monolayer is deposited and compressed to a surface pressure of 32 mN/m
in exactly the same fashion as the first. This second monolayer is called the LS monolayer.

6. The coated slide is removed from the dipping mechanism, and a suctioning tip is attached to the
center of one face. The slide is oriented above the trough with the face opposite the suctioning
tip facing down. The LB monolayer is gently lowered to contact the LS monolayer at the
air/water interface for a few seconds. The slide is then pushed through the interface and placed
on the taped cover slip below. This completes the bilayer.

7. The remaining monolayer is removed from the trough by suction. The assembled bilayer can be
removed from the trough at this time. The tape provides a spacer between the slide and the cover slip,
and the water will remain between the surfaces by capillary forces. The water is then exchanged with

Fluorescence Microscopy and Lipid Domains 485

Fig. 2. Fluorescence micrographs of tethered polymer-supported planar supported bilayers of
asymmetric lipid composition. Bilayers were made by the combined LB/vesicle fusion technique. In
each case, the LB monolayer was made up of PC/SM/cholesterol (2:2:1) and 3% DPS, a mixture that
forms domains of coexisting liquid-ordered and liquid-disordered phases. The vesicles were made up
of PE/PC/phosphatidylserine/cholesterol (33:22:15:30), a mixture designed to mimic the inner leaflet
of the PM. The bilayers were stained with 0.5% Rh-DPPE in either the LB monolayer only (A) or the
vesicles only (B). Experiments were performed at room temperature. The white bar represents 20 µm.
Domains are clearly visible in the SM-containing first layer. Domains are also induced in the PE/PS-
containing second layer by the underlying domains in the first layer. For more information on induced
domains and single molecule tracking in such domains, see ref. 23.
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buffer by soaking the assembly for about 20 min (see Note 6). Buffers may also be exchanged by flow-
ing the desired buffer through the sandwich, while always maintaining the hydration of the bilayer.

8. The assembly is transported to an inverted epifluorescence microscope for examination of the
resulting planar supported bilayer (see Note 7). Micrographs of several bilayer samples made by
the LB/LS technique are shown in Fig. 1.

3.3. Combined LB/Vesicle Fusion Technique

1. 50 µL of a 10 mM solution of the desired lipid mixture is placed in a glass test tube and the sol-
vent is evaporated under a stream of nitrogen gas, followed by vacuum for at least 1 h.

2. The dried lipid film is resuspended in 0.5 mL of reconstitution buffer and vortexed rapidly until
it appears homogeneously mixed and no lipid is visibly stuck to the glass.

3. The resulting liposome suspension is transferred into a 1.5-mL polypropylene tube, capped,
flash frozen by immersion in liquid nitrogen for 30 s, then thawed by incubation in a water bath
at 40°C. The freeze-thaw process is repeated four more times.

4. The liposomes are passed 11 times through two polycarbonate filters with a pore diameter of 100 nm
in a LiposoFast-basic membrane extruder. This results in a uniform suspension of large unil-
amellar vesicles (LUVs), which may be stored at 4°C for up to 5 d.

5. A LB monolayer containing 3% DPS is prepared on a quartz slide as described in Subheading 3.2.
The slide is then dried in a desiccator overnight and incubated at 70°C for 40 min to covalently
tether the silane moiety of DPS to the SiO2 surface (see Note 8). After removing the slide from
the oven, it is allowed to cool to room temperature in a desiccating chamber.

6. The coated slide is placed in a custom-built chamber and the system is sealed. The chamber has
a volume of 1 mL and has inlet and outlet ports at either end to allow for fluid exchange.

7. 100 µL of the 1 mM suspension of LUVs is diluted into 1 mL of reconstitution buffer, mixed
thoroughly, and slowly injected into the chamber until full (see Note 9). The vesicles are allowed
to incubate with the monolayer for at least 30 min at room temperature (see Note 1).

8. During the incubation, LUVs fuse with the LB monolayer, forming a single asymmetric bilayer
(20). Excess vesicles are washed out by pushing 10 mL of buffer through the chamber (see Note 10).

9. The chamber is then mounted on an inverted fluorescence microscope for examination. Examples
of asymmetric planar supported bilayers made by this method are shown in Fig. 2.

3.4. Fluorescence Microscopy

1. Liquid-ordered phase domains in planar supported bilayers are large enough to be viewed with
either a ×40 or ×63 water-immersion objective on an inverted epi-fluorescence microscope with
a ×10 eyepiece and a mercury lamp for a light source. Image acquisition is accomplished with a
cooled CCD camera. [We use a Cooke Sensicam QE (Cooke, Auburn Hills,, MI), but many other
suitable products may perform equally well].

2. For viewing NBD-labeled lipid dyes, a filter set made up of a 470 nm bandpass excitation filter,
a 510 nm long-pass dichroic mirror, and a 532 nm bandpass emission filter is used. For viewing
Rh-labeled lipids, a 546 nm bandpass excitation filter, a 580 nm long-pass dichroic mirror, and
a 610 nm bandpass emission filter is used.

4. Notes
1. This buffer is used for reconstitution of some integral proteins. Other buffers may also work.

Incubation times may increase for low-ionic strength buffers (20).
2. Bilayers with higher cholesterol content than 50% have not been tested, but according to

Feigenson and coworkers (22), a PC bilayer can contain up to 66% cholesterol, whereas PE
bilayers can only tolerate up to 51%.

3. Carbocyanine dyes such as dialkyl-tetramethylindocarbocyanine perchlorate (DiI) are also pop-
ular fluorescent lipid markers. However, it has been generally found that fluorescent PEs give
more reproducible results, particularly in the presence of cholesterol.

4. Some lipids require a small amount of methanol to dissolve completely.
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5. Once the surface pressure reaches 32 mN/m, the computer takes over control of the barrier and
dipping mechanism. Preprogrammed protocols are used to ensure the proper rates of dipping and
withdrawal. Feedback from the pressure transducer to the computer ensures that a constant sur-
face pressure is maintained throughout the dipping process.

6. Buffered saline is used to mimic either the extracellular fluid or cytoplasm. The authors have found
that changing the buffer or leaving the bilayer in pure water has no effect on the appearance of Lo
phase domains. However, if fluorescence recovery after photobleaching or SPT experiments are to
be conducted, cations in the buffer may affect the diffusion rates of negatively charged lipids.

7. Bilayers should be viewed as soon as possible after completion to reduce the possible effects of
lipid flip–flop or degradation. The authors have found that the appearance of Lo phase domains
is stable for several hours.

8. DPS provides a cushion between the LB monolayer and the solid support (24,25). DPS-supported
LB monolayers are much more stable when exposed to aqueous solutions and vesicle suspensions
than directly supported monolayers. Whereas tethering the polymer by desiccating and baking the
monolayer covalently links the polymer cushion to the support, the increased stability of the initial
monolayer is likely because of improved hydration. If one is worried about lipid oxidation, the
70°C baking step may be omitted. In many experiments, the authors found that DPS-supported
bilayers without baking behave just as well as tethered DPS-supported bilayers with baking.

9. A slow, steady injection is crucial at this point to avoid washing material out of the LB mono-
layer. Some monolayers are more tolerant than others. Depending on the nature of the LB mono-
layer present, this step can be difficult to reproducibly perform. The first time this is attempted,
it is a good idea to add a fluorescent dye to the LB monolayer so that its stability can be moni-
tored visibly immediately after the injection.

10. Avoid pushing air bubbles into the chamber at this point. An air bubble will instantly ruin any
part of a bilayer that it contacts.
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Fluorescence Resonance Energy Transfer to Characterize
Cholesterol-Induced Domains

Luís M. S. Loura and Manuel Prieto

Summary
Cholesterol is a major component of mammalian cell membranes. It has remarkable effects on the properties of

phospholipids bilayers, and is implicated in the lipid raft model. Depending on the membrane composition, cholesterol-
containing bilayers can exist either as single phase or as mixture of coexisting phases. These are organized in
domains of variant size determined by composition, but can be smaller than the optical microscopy resolution limit.
This chapter describes a methodology based on fluorescence resonance energy transfer, which is sensitive to phase
separation and can provide estimates of domain size in these usually hard to characterize systems.

Key Words: Fluorescence spectroscopy; FRET; lipid mixture; phase diagram; raft; liquid ordered phase.

1. Introduction
1.1. Cholesterol in Phospholipid Bilayers

Cholesterol (Chol) is a major component of mammalian cells, and its effects on the phys-
ical properties of lipid bilayers have been studied actively in the last three decades. The
notable effects of Chol include condensation of area/lipid molecule (e.g., see ref. 1), reduc-
tion in passive permeability of the bilayer (e.g., see ref. 2), increase in orientational order of the
phospholipid acyl chains (e.g., see ref. 3), and increase in bending elasticity (e.g., see ref. 4),
relative to the values in pure phospholipids fluid membranes. A most remarkable property of
Chol is its ability to induce phase separation both above and below the main transition tem-
perature (Tm) of saturated phosphocholines, such as 1,2-dimyristoyl-3-sn-glycerophospho-
choline (DMPC) and 1,2-dipalmitoyl-3-sn-glycerophosphocholine (DPPC), and also above
the Tm of mixed-chain 1-palmitoyl-2-oleyol-3-sn-glycerophosphocholine (POPC), the latter
being observed with Chol mole fractions of approx 0.1–0.3. The two phases coexisting above
Tm, the Chol-rich or liquid-ordered (β or Lo, after the nomenclature introduced in ref. 5) and
Chol-poor or liquid-disordered (α or Ld) phases, have been thoroughly characterized in terms
of physical properties.

Although Ld resembles the pure lipid fluid, Lo has intermediate properties between those
of pure phospholipid fluid and gel. Similarly, below Tm, there is coexistence of Lo and a phase
essentially identical to pure phospholipid gel, termed solid-ordered (so) phase. For very high
Chol content (mole fractions higher than ~0.4–0.5), the phase transition is eliminated, and Lo
is the sole phase stable both below and above the pure phospholipid Tm.

Most of the results described above were carried out in binary phosphatidylcholine
(PC)–Chol mixtures. Determination of the phase diagrams of Chol-containing systems is not
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an easy task, because the difference in properties between the coexisting phases is much less
pronounced than in typical gel–fluid phospholipid mixtures. Nevertheless, several tempera-
ture/composition phase diagrams were obtained in the 1990s, namely for DPPC/Chol (6),
DMPC/Chol (7) (see Fig. 1), and POPC–Chol (8) mixtures, using techniques such as 2H
nuclear magnetic resonance, electron spin resonance, and fluorescence.

More recently, Chol has been implicated in the lipid raft model (9). The proposal of this
model was based mainly on the fact that detergent-resistant membranes isolated from cellu-
lar membranes were enriched in (glyco)sphingolipids and Chol, and depleted in (unsaturated)
PC, and also that the simultaneous presence of Chol and sphingolipids was necessary to con-
fer detergent insolubility to some proteins. On the other hand, it was known that liposomes
with resistance to Triton X-100 (TX-100) solubilization are in ordered phases (so and Lo),
whereas in the Ld phase they are solubilized. Given that the so phase is found in cell mem-
branes only in exceptional cases and that detergent-resistant membranes isolated from cell
membranes are rich in Chol, it is currently accepted that rafts are the cellular equivalent of in
vitro Lo domains.

The simplest model for lipid rafts is a ternary mixture of the type low-Tm lipid/high-Tm
lipid/Chol. Unsaturated PCs are often used as the low-melting lipid component, whereas
sphingomyelin (SM) is frequently used as the high-melting component. Phase diagrams of
mixtures of this type are naturally hard to obtain, because, in addition to the aforementioned
difficulties for PC/Chol binary systems, there is the obvious increase in complexity inherent
to the addition of a third component and the appearance of a variety of new interactions
among components.

The size of rafts and other microdomains in membranes of cells has been usually detected
by indirect methods, such as detergent extraction, yet this can increase the size of the pre-
existing domains by at least one order of magnitude, as verified in situ in TX-100 treated
fibroblast-like cells (10). They can also be detected directly, for example, after cross-linking
of membrane components. This leads to the formation of larger, otherwise undetectable,
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Fig. 1. Phase diagram of DMPC/Chol (see ref. 17). Points indicate the mixtures and temperatures
addressed in Subheading 3.1. Reprinted with permission. © 2001 Biophysical Society.
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aggregates (11,12). Some studies rely on ganglioside GM1 as one of the most popular raft
markers (13), which are usually detected by addition of labeled cholera toxin subunit B
(CTB) (14,15). CTB forms stable pentamers, and in this oligomeric state, are able to bind 5
GM1 molecules (16). It is possible that this binding has an effect similar to cross-linking, thus
changing the size of the GM1-enriched domains. In this chapter, the fluorescence resonance
energy transfer (FRET) methodology developed by the authors to characterize Chol-containing
lipid mixtures is described.

1.2. FRET in Phase-Separated Lipid Membranes

In this section, a simplified version of the formalism of time-resolved FRET in biphasic
membranes is presented (the full formalism description is given in ref. 17). Consider a sys-
tem made up of two separated phases, 1 and 2. The donor decay in the absence of acceptor is
simply given by:

(1)

In this equation, ρDi is the donor decay in phase i, and for an exponentially decaying flu-
orophore, it is given by exp(-t/τDi), where τDi is the donor lifetime in phase i. On the other
hand, Ai is proportional to the number of donor molecules in this phase. In presence of accep-
tor, the donor decay changes (becomes faster), and is now given by:

(2)

The donor decay inside phase i, ρDAi, is the product of the donor intrinsic decay ρDi and
the FRET term. From the latter, eventually topographic information is recovered (distance
between donor and acceptor planes in the bilayer), as well as the ci parameter, which is pro-
portional to the acceptor concentration in phase i, as follows:

(3)

where ni is the number of acceptor per unit area in phase i, whereas R0i is the Förster radius
(characteristic distance for FRET between a given donor/acceptor pair).

The parameters Ai and ci contain information regarding the partition of donor and accep-
tor between phases 1 and 2. If one considers a partition equilibrium of both probes between
the coexisting phases,

(probe)1
←→ (probe)2 (4)

then the amounts of the probes in each phase are related through their partition coefficients
(e.g., see ref. 18):

(5)

where P1 is the probe mole fraction in lipid phase 1, and X1 is the lipid phase mole fraction
(therefore, P2 = 1 − P1 and X2 = 1 − X1). It is easy to show that the partition coefficients of
donor (KpD) and acceptor (KpA) probes can be calculated straightforwardly from the FRET
decay parameters,

(6)K A X A XpD = / / /2 2 1 1( ) ( )

K P X P Xp = / / /2 2 1 1( ) ( )

c n Ri i 0i Di
1 3= − /1 354 2. π τ

i t A t A tDA DA1 DA2( ) ( ) ( )= +1 2ρ ρ

i t A t A tD D1 D2( ) ( ) ( )= +1 2ρ ρ
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(7)

where ai is the area per lipid molecule in phase i. It can also be shown that, from the recov-
ered values of c1 and c2 for a sample inside the phase coexistence range (together with the
overall acceptor surface concentration), X1 and X2 can be calculated even without previous
knowledge of the phase boundary compositions x1 (X2 = 0) and x2 (X2 = 1) (ref. 17). In this
situation, if the mixture phase diagram is unknown yet, at a given temperature T, X1, and X2
have been thus calculated for two points (xA, T) and B(xB, T) inside the phase coexistence
range, then x1 and x2 are given by:

(8)

(9)

which allows us to calculate the compositions of phases 1 and 2 at that temperature from
time-resolved FRET data. If this procedure is repeated for several temperatures, the phase
diagram is obtained.

These simple relationships are strictly valid only for very large domains (>5–10 R0).
Otherwise, boundary effects become important, i.e., if the acceptor prefers to incorporate in the
minority phase 1 (KpA <1) but the domains of this phase are very small, donors inside these
domains are still sensitive to the region outside them and “see” a local concentration of acceptor
that is smaller than the domain value c1. The opposite happens for donors outside the domains.
As a consequence, when analyzing decays with Eq. 2, c1 is underestimated, c2 is overestimated,
and KpA calculated from Eq. 7 is overestimated. Conversely, if KpA > 1, but the domains of phase
1 are very small, KpA calculated from time-resolved FRET parameters is underestimated.

Of course, Kp values can be obtained by a plethora of established methods, including other
photophysical techniques (18). The uniqueness of FRET in this respect resides in the depend-
ence of the “apparent Kp” (the value recovered after analysis) on the size of the phases. Other
fluorescent properties often used for calculation of Kp, such as fluorescence intensity, life-
time, and anisotropy are dependent solely on the immediate environment of the probe (at least
for common dyes, with lifetimes shorter than 10 ns) and are insensitive to domain size.

2. Materials
1. Nonfluorescent lipids: Chol, DMPC, POPC, and N-palmitoyl-D-SM (PSM). Prepare stock solu-

tions in chloroform and store at −20°C.
2. Raft markers: ganglioside GM1 from bovine brain, CTB from Vibrio cholerae.
3. Fluorescent probes N-(7-nitrobenz-2-oxa-1,3-diazol-4-yl)-dimyristoylphosphatidylethanolamine

(NBD-DMPE), N-(lissamineTM[Molecular Probes, Eugene, OR]-rhodamine B)-dipalmitoylphos-
phatidylethanolamine (Rh-DMPE), N-(7-nitrobenz-2-oxa-1,3diazol-4-yl)-dipalmitoylphos-
phatidylethanolamine (NBD-DPPE), N-(lissamine-rhodamine B)-dioleoylphosphatidylethanolamine
(Rh-DOPE), 1,6-diphenylhexatriene (DPH), and trans-parinaric acid (t-PnA). Prepare stock solu-
tions using chloroform as solvent for the NBD and Rh probes, and ethanol for the other probes.
Store at −20°C.

4. Spin-labeled probe 5-doxyl stearic acid (5-NS). Prepare stock solution in methanol. Store at −20°C.
5. Buffer I: 50 mM Tris-HCl, 100 mM NaCl, and 0.2 mM ethylenediaminetetraacetic acid, pH 7.4.
6. Buffer II: 10 mM sodium phosphate, 150 mM NaCl, and 0.1 mM ethylenediaminetetraacetic-

acid, pH 7.4.
7. Buffer III: 0.05 M Tris-HCl, 200 mM NaCl, and 3 mM NaN3, 1 mM, pH 7.5.

x x X x X X X2 1 1= − / −B 1A A B 1A B( ) ( )

x x X x X X X1 2 2 1= − / −A B B A 1A B( ) ( )

K c a c apA = /2 2 1 1( ) ( )
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3. Methods
3.1. Domains in Binary PC–Chol Mixtures

3.1.1. Vesicle Preparation

1. Mix adequate volumes of DMPC and Chol stock solutions to prepare 1 µmol of DMPC + Chol,
with Chol mole fraction xchol = 0.075. Add adequate volume of NBD-DMPE stock solution to
obtain 0.1 mol% of this probe relative to total nonfluorescent lipid (sample 1D).

2. Repeat previous step, also adding adequate volume of Rh-DMPE stock solution to obtain 0.5 mol%
of this probe relative to total nonfluorescent lipid (sample 1DA).

3. Repeat steps 1 and 2, but varying the volumes of DMPC and Chol stock solutions, rendering samples
with xchol = 0.14 (samples 2D and 2DA), xchol = 0.15 (samples 3D and 3DA), xchol = 0.20 (samples 4D
and 4DA), xchol = 0.25 (samples 5D and 5DA), and xchol = 0.28 (samples 6D and 6DA).

4. After thorough mixing of each sample, dry all samples under a gentle stream of nitrogen until
complete evaporation.

5. Dry all samples further by leaving them in vacuum for 6 h.
6. Suspend each sample in 10 mL of buffer I above the phospholipid main Tm (e.g., at 30°C for DMPC).
7. Prepare large unilamellar vesicles by the extrusion technique. To this effect, extrude the lipid

dispersions 10 times through 0.1-µm pore diameter polycarbonate filters (see Note 1).

3.1.2. Donor (NBD-DMPE) Partition Coefficient

1. In a spectrofluorimeter with polarizers, measure steady-state anisotropy <r> (see details in ref. 18)
of samples 1D, 3D, 4D, 5D, and 6D at 30°C and 1D, 2D, 3D, 4D, and 5D at 40°C. Use λ = 470
nm as excitation wavelength and λ = 540 nm as emission wavelength.

2. Calculate the fraction of Lo phase, Xβ or Xlo, for each composition from the lever rule,

(10)

Take xα(30°C) = 0.075, xα(40°C) = 0.14, xβ(30°C) = 0.28, and xβ(40°C) = 0.31 (7).
3. Analyze the (<r>, Xβ) data for each temperature with Eq. 11, using nonlinear least-squares software

(see Note 2). For NBD-DMPE in the described system, take as quantum yields Φα (30°C) = 0.26,
Φβ(30°C) = 0.29, Φα(40°C) = 0.21, and Φβ(40°C)= 0.25. <r>α and <r>β are best fixed at the val-
ues measured for the samples with lowest and highest (respectively) xchol for each temperature.
Obtain KpD as the sole fitting parameter.

(11)

3.1.3. Acceptor (Rh-DMPE) Partition Coefficient

1. Using a spectrofluorimeter, measure steady-state intensity IF of samples 1DA, 3–6DA at 30°C
and 1–5DA at 40°C. Use as λ = 570 nm as excitation wavelength and λ = 593 nm as emission
wavelength. Choose narrow bandwidths to minimize detection of scattered excitation light.

2. Calculate Xβ as described in step 2, see Subheading 3.1.2.
3. Analyze the (IF, Xβ) data for each temperature with Eq. 12, using nonlinear least-squares soft-

ware (see Note 2). IFα and IFβ are best fixed at the values measured for the samples with lowest
and highest (respectively) xchol for each temperature. Obtain KpA as the sole fitting parameter.

(12)I
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3.1.4. Donor Decay Measurement and Analysis

1. Using instrumentation for measurement of fluorescence decays, obtain decays for NBD-DMPE flu-
orescence for samples 1D, 3–6D, 1DA, 3–6DA at 30°C, and 2–6D, 2–6DA at 40°C (see Note 3).

2. Analyze each decay with an empirical sum-of-exponentials equation (see Note 4). Typically,
three exponentials will suffice for both donor only (jD) and donor plus acceptor (jDA) samples:

(13)

This will be used to calculate the experimental FRET efficiency, E:

(14)

3. Analyze each pair of decays globally with Eqs. 1–2 (see Note 4). The parameters are described
in detail in ref. 17. Figure 2 shows results for the variation of the recovered values for c in the
Ld and Lo phases (cα and cβ, respectively) with the fraction of Lo phase together with that
expected from the KpA values obtained from fluorescence intensity measurements, at both tem-
peratures, obtained in the DMPC/Chol system.

4. From the recovered parameters, calculate the FRET KpD and KpA using Eqs. 6 and 7 (taking phase
1 = α = Ld, phase 2 = β = Lo, so that Kp > 1 denotes preference for the Lo phase). These values
are shown and compared with the values recovered from distance-independent methods (see
Subheadings 3.1.2. and 3.1.3.) in Table 1. There is fair agreement between the FRET global
analysis and fluorescence anisotropy values for the donor NBD-DMPE whereas there is a sys-
tematic decrease of the FRET KpA with increasing Xβ. For lower xchol, KpA is closer to unity than
the fluorescence intensity value for the Kp of Rh-DMPE. This was already apparent in Fig. 2, as
seen from the closeness of the cα or cβ values (inside the curves plotted using the fluorescence
intensity KpA) at low Xβ. On the other hand, for xchol = 0.25, the FRET KpA are lower and further
from unity than the distance-independent values (there is no complete agreement probably
because of some degree of acceptor aggregation in the Lo phase). Following the previous sec-
tion, this points to small (<3–5 R0 or 18–30 nm) Lo domains in the low-Chol end, and large
(>5R0 or ~30 nm) Ld domains in the high-Chol end of the tie-lines, at both temperatures.

5. Estimate the phase boundaries using Eqs. 8 and 9. For the DMPC/Chol system, when the cα and
cβ values for xchol = 0.20 and 0.25 are used to estimate the phase boundaries using Eqs. 8 and 9,
xα = 0.178 and xβ = 0.277 are obtained at 30°C (compared with 0.075 and 0.28, respectively, as
estimated from the phase diagram of Fig. 1 (see ref. 7), xα = 0.187 and xβ = 0.270 are obtained
at 40°C (0.14 and 0.31, respectively, estimated from Fig. 1). The fair agreement between the
FRET calculated values for xβ and those obtained from domain size-independent methodologies
confirms the fact that, in the high-Chol end of the phase coexistence range, the domains are
large. On the other hand, the higher values for the FRET xβ, compared with those of the pub-
lished diagram, are another manifestation that FRET only “begins to see” phase separation for
relatively high xchol. However, for lower Chol content, phase separation takes the shape of tiny
nanodomains that are undetectable by FRET.

3.2. Ternary PC/SM/Chol Phase Diagram

Contrary to the binary mixture, the phase diagram for the PC/SM/Chol ternary system was
previously unknown. As it should be clear from Subheading 1., the use of FRET for domain
size estimation requires the knowledge of the phase boundaries, and FRET measurements
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should be carried out along a tie-line, so that the composition of each phase does not vary.
Whereas for binary phase diagrams the tie-lines are always horizontal lines, which begin and
end at the phase boundaries, for their ternary counterparts the determination of tie-lines is not
a trivial issue (19).

3.2.1. PSM/POPC Binary Phase Diagram

1. Prepare PSM/POPC liposomes, as described in Subheading 3.1.1. for DMPC/Chol, but now
using buffer II instead of I, and adding DPH (1:200 probe:total lipid ratio) instead of NBD-
DMPE and Rh-DMPE. Choose at least seven different compositions.

2. In a spectrofluorimeter with polarizers and temperature control, measure steady-state anisotropy
<r> of each sample as a function of temperature, in the T ∈ [3°C, 60°C] range. Use λ = 358 and
430 nm as excitation and emission wavelengths, respectively.

3. Determine the so/Ld phase boundaries at each temperature from variations in the slope of the
measured <r>(T) curves (see Note 5).

FRET to Characterize Rafts 495

Table 1
Comparison of Kp Values Obtained from FRET Global Decay Analysis (Second, Third, and
Fourth Columns) With Those Obtained from Variations of Fluorescence Anisotropy, r (KpD) or
Fluorescence Intensity, IF (KpA)

xchol = 0.15 xchol = 0.20 xchol = 0.25 Values from r or IF

30°C
KpD 1.1 1.5 1.2 1.1
KpA 0.73 0.42 0.18 0.30

40°C
KpD 1.5 3.2 2.6 2.6
KpA 0.47 0.49 0.20 0.27

Reprinted with permission from ref. 17. © 2001 Biophysical Society.

Fig. 2. Theoretical (—— and – – –) and experimental fitting values (� and ▲) for cα and cβ, the
c parameters associated to Lo and Ld phases, respectively, for NBD-DMPE/Rh-DMPE in DMPC/chol
LUV. The open circles represent points where either cα or cβ is not defined. Xβ = X1o.(A) T = 30°C.
(B) T = 40°C. Reprinted with permission from ref. 17. © 2001 Biophysical Society.
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3.2.2. PSM/Chol Binary Phase Diagram

1. Prepare PSM/Chol liposomes, as described in Subheading 3.1.1., for DMPC/Chol, but now
using buffer II instead of I, and adding DPH (1:200 probe:total lipid ratio) instead of NBD-
DMPE and Rh-DMPE. Choose at least seven different compositions.

2. For temperatures above the Tm of PSM (in practice, for T > 45°C), determine the Ld/Lo phase
boundaries using <r> of DPH, as described in Subheading 3.2.1. for the so/Ld phase boundaries
of PSM/POPC.

3. For temperatures below the Tm of PSM (in practice, for T < 37°C), add 5-NS (quencher; 1:25
probe:lipid ratio) to aliquots of the DPH-labeled vesicles. Using instrumentation for measurement 

of fluorescence decays, measure the fluorescence lifetime of DPH in presence ( ) and absence

( 0) of quencher. Represent vs xchol. A steep increase and a steep decrese

reveal the so/Lo phase boundaries (onset and end of formation of Lo, respectively) (see Note 3).

3.2.3. POPC/Chol Binary Phase Diagram

1. Prepare POPC/Chol liposomes, as described in Subheading 3.1.1. for DMPC/Chol, but now
using buffer II instead of I, and adding DPH (1:200 probe:total lipid ratio) instead of NBD-
DMPE and Rh-DMPE. Choose at least seven different compositions (see Note 6).

2. In a spectrofluorimeter with polarizers and temperature control, measure steady-state anisotropy
<r> of each sample as a function of temperature, in the T ∈ [15°C, 40°C] range. Use λ = 358
and 430 nm as excitation and emission wavelengths, respectively.

3. Determine the Lo/Ld phase boundaries at each temperature from variations in the slope of the
measured <r>(T) curves (see Note 6).

3.2.4. PSM/POPC/Chol Ternary Phase Diagram

For the construction of the ternary phase diagram, besides the knowledge of the phase
boundaries for the three binary subsystems, one has to obtain phase boundaries for ternary mix-
tures. For moderate amounts of PSM (xPSM < 0.3–0.4), one expects that there will be coexis-
tence of Lo and Ld phases, and the phase boundaries in this region are determined using <r>
of DPH, as described in Subheading 3.2.3. For moderate amounts of POPC (xPOPC < 0.2–0.3),
one expects that there will be coexistence of so and Lo phases, and the phase boundaries in
this region are determined using quenching of DPH by 5-NS, as described in Subheading
3.2.2. The end result for room temperature is shown in Fig. 3.

As aforementioned, correct ascertainment of a tie-line is of paramount importance for the
purpose of characterization of the system using FRET. Based on thermodynamic reasoning,
estimates for the phase compositions along the tie-line containing the often-used 1:1:1 com-
position are obtained at both 23°C and 37°C. For the former, which is the temperature rele-
vant for the FRET study described in Heading 3.3., these are (xPOPC, xPSM, and xchol) =
(0.74–0.69, 0.19–0.27, 0.06–0.04) for the Ld phase, and (xPOPC, xPSM, and xchol) = (0.25–0.26,
0.36–0.35, 0.39–0.40) for the Lo phase. On the same grounds, it can be argued that the slope
of this tie-line must lie between 1.0 and 1.3; it is in fact expected to be closer to the larger
value (19,20). Thus, the compositions chosen for the FRET study lie along the gray line in
Fig. 3, which has slope equal to 1.2, and contains the 1:1:1 point.

3.3. Domains in the Ternary PC/SM/Chol Phase System

1. Prepare POPC/PSM/Chol vesicles, as described in Subheading 3.1.1., but now using buffers II
or III instead of buffer I. Choose compositions (at least five) along the tie-line discussed previously
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and depicted in Fig. 3. For each composition, prepare two samples, one labeled with donor
(NBD-DPPE) only and the other labeled with both donor and acceptor (Rh-DOPE). Donor
probe:total lipid mole ratio should be not larger than 1:1000, whereas appropriate acceptor:total
lipid mole ratios can lie in the 1:500–1:200 range (but must be the same for all compositions).

2. Determine the donor partition coefficient, as described in Subheading 3.1.2. Verify the prefer-
ence of this probe for the Lo phase (KpD = 4.3 ± 1.2) (see Note 7).

3. Determine the acceptor partition coefficient, as described in Subheading 3.1.3. (see Note 8).
Verify the preference of this probe for the Ld phase (KpA = 0.37 ± 0.06).

4. Measure the fluorescence decay of all samples and calculate the FRET efficiency E, as described
in steps 1–2, see Subheading 3.1.4. (see Note 9).

5. To study the effect of raft markers ganglioside GM1 and CTB, repeat steps 1–4, adding up to 4 mol%
GM1, with or without CTB, to each composition.

Given the choice of a Lo-preferring donor and a Ld-preferring acceptor, FRET is expected
to be less efficient in the phase coexistence region than in pure Ld and Lo phases. As shown
in Fig. 4, this is indeed the case; E decreases from the value measured for Xβ = 0 as a conse-
quence of phase separation, before rising again near the high-Chol end of the tie-line depicted
in Fig. 3. Figure 4 shows several data sets: acceptor:lipid mole ratio of 1:200 in absence of
other lipid species (Fig. 4A), and in the presence of different amounts of the raft marker gan-
glioside GM1 (up to 4 mol%, with or without CTB) (Fig. 4B), and acceptor:lipid mole ratio
of 1:500 in the absence of raft markers (Fig. 4A).

The curves in the absence of raft markers are qualitatively very similar, showing that a sig-
nificant drop in FRET efficiency only occurs at Xβ ≈ 0.35. This is in contrast with the theo-
retical curve assuming infinite phase separation (large domains), for which a steep drop was
expected already at very low Xβ. Thus, domains in the low Xβ range, although very small, are
definitely forming (in the absence of phase separation, E would actually increase owing to
the Chol condensing effect, as apparent on the thin lines in Fig. 4A). On the other hand, the
theoretical curve for infinite phase separation describes well the experimental data for high
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Fig. 3. PSM/POPC/Chol phase diagram at 23°C (19). The tie-line (gray line) contains the
PSM/POPC/Chol (1:1:1) mixture (black point), which is used in the present FRET study. The extremes
of the tie-line (gray points) give the compisition of the coexisting Ld (low Chol) and L0 (high Chol)
phases. The dashed line for a Chol mol fraction of xchol = 0.66 represents the solubility limit of Chol in
lipid bilayers. Reprinted with permission from ref. 20. © 2005, from Elsevier.
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Lo phase fraction. There is also qualitative agreement with the data from the DMPC/Chol
binary system at 30°C (17).

However, the magnitude of the E drop is much higher in the ternary system, indicating that
phase separation is more pronounced in the latter. The domains in the binary system (even in
the large domain side of the tie-line) probably do not reach the size of the domains in the ter-
nary system. The E vs Xlo curve predicted for very large domains (infinite phase separation)
and acceptor/total lipid at a 1:200 mole ratio thin dashed line in Fig. 4A crosses the trendline
of the experimental data at Xlo approx 0.75. This corresponds to a situation wherein rafts
occupy approx 50% of the membrane surface area, in agreement with recent sophisticated
studies in cell membranes (see ref. 20 for a detailed discussion).

The presence of 2 mol% GM1 does not produce any significant changes in E. However, a
drop is apparent in the low Chol region of the tie-line (Xβ < 0.6) for 4 mol% GM1. This decrease
is enhanced if excess CTB is added. Addition of excess CTB in conjunction with 2 mol% GM1
produces a drop in E similar to that obtained with 4 mol% GM1 but no CTB. Overall, the
curves’ shapes are similar to those measured without raft markers, and the values obtained
between the various data sets for Xβ = 0 are almost identical, as is the case for Xβ = 1. This
indicates that GM1 and CTB do not affect the general phase behavior of the lipid system. This is
also confirmed by verifying that these components do not change the phase boundaries (for the
amounts used) determined by DPH anisotropy or t-PnA lifetime measurements. However, they
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Fig. 4. Variation of E of the donor/acceptor pair NBD-DPPE/Rh-DOPE in PSM/POPC/Chol LUV as
a function of Xlo, along the gray tie-line of Fig. 3. (A) Effect of acceptor concentration and comparison
with the binary system DMPC/Chol. The dotted lines are merely visual guides. The thin continuous
lines are the values of E calculated for a uniform distribution of donor and acceptor molecules in
hypothetical pure Ld phase for acceptor/lipid ratios of 1:200 and 1:500. The different data sets corre-
spond to 1:200 acceptor lipid ratio (■); 1:500 acceptor/lipid ratio (�); for comparison, the values for
the binary system DMPC/Chol along the Ld/Lo tie-line at 30°C are also shown (■; see also ref. 17).
The theoretical line for infinite phase separation (large domains) for the 1:200 acceptor/total lipid
mole ratio is also shown (thin broken line). (B) Effect of raft markers. The different data sets corre-
spond to 1:200 acceptor lipid ratio with 0 mol% GM1 and 2 mol% GM1/no CTB indistinguishable (■),
2 mol% GM1 and excess CTB (�), 4 mol% GM1 and no CTB (●), 4 mol% GM1 and excess CTB (�).
Reprinted with permission from ref. 20. © 2005 Elsevier.
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can increase the size of the rafts in the small-to-intermediate domain region (and possibly in
the large domain region. However, in this range FRET would not detect any further domain
size increase). Because 2 mol% GM1 has no influence on E, and the presence of CTB or higher
amounts of ganglioside only affects the domains’ size when these are relatively small, the
domains detected with those raft markers in giant unilamellar vesicles by microscopy are
probably not induced by the presence of the markers: the domains observed by such tech-
niques are larger and the amounts of GM1 used are usually smaller.

In Fig. 5, along with the phase diagram, sketches of the domains structures are represented
with the best estimates for raft sizes in different regions of the diagram. An upper limit of 20 nm
can be given for the Lo phase domains (rafts) when these represent less than 35 mol%,
obtained from numerical simulations (17).

Using the described FRET methodology, it is shown that the size of lipid rafts depends on
the membrane composition in, at least, three ways: (1) the complexity of the system (e.g.,
binary vs ternary, absence vs presence of ganglioside), (2) very importantly, the fraction of the
system in Lo phase, and (3) the presence of multivalent lipid-binding proteins. The first two
involve only lipid–lipid interactions, and suffice to generate rafts with very different sizes.

4. Notes
1. Home-made extruder devices are used. There are also commercially available models (e.g.,

Avanti Polar Lipids Inc., Alabaster, AL; Avestin Inc., Ottawa, Canada; Lipex Biomembranes
Inc., Vancouver, Canada).

2. This can be achieved using commercial software, for example, Origin (OriginLab Corp.,
Northampton, MA).
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Fig. 5. PSM/POPC/Chol phase diagram at 23°C, which also shows the boundaries and size of lipid
rafts. In the dark area, Lo predominates over Ld, and the reverse occurs in the light-shaded area. Rafts
are present in the blue-shaded area (Ld/Lo coexistence). They can also exist in the green-shaded area,
wherein there is coexistence of three-phases, yet the so phase is present only in very low amounts.
(Insets) (A) region of large rafts, detected by microscopy and FRET (>75100 nm); (B) region of
intermediate size rafts, detected by FRET but not microscopy (between ~20 nm and ~75–100 nm);
(C) region of small rafts, undetected by FRET or microscopy (<20 nm). Reprinted with permission
from ref. 20. © 2005 Elsevier.
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3. In these studies, several different systems are used. NBD-PE dyes can be conveniently excited at
340 nm by a frequency-doubled dye (4-dicyanomethylene-2-methyl-6-[p-dimethylaminostyryl]-
4H-pyran or DCM) laser or at 428 nm by a Ti:Sapphire laser. In the lab, these secondary lasers
are pumped by an Ar+ ion laser and diode-pumped solid-state Neodymium dopedyttrium ortho-
vanadate (ND:YVO4) laser, respectively. DPH excitation is carried out with the dye laser setup at
340 nm. t-PnA excitation is carried out with a frequency-doubled rhodamine 6G laser dye
(pumped by the Ar+ ion laser), at 303 nm. Rh-DOPE is excited at 575 nm by the rhodamine 6G
laser dye (Coherent 701-2 dye laser, Coherent, Santa Clara, CA) without frequency doubling.
Emission wavelengths are 536 nm for the NBD dyes, 430 nm for DPH, 405 nm for t-PnA, and
610 nm for Rh-DOPE.

4. In these studies, all decay analyses are carried out using home-developed software using the
Marquardt algorithm, as described, for example, in ref. 21.

5. For the gel phase, <r> is usually more than 0.3. For the fluid phase, for T above room tempera-
ture, <r> is typically less than 0.1. At low temperatures, one can observe higher <r> in the fluid
phase (e.g., 0.2 for POPC at 3°C); therefore, an intermediate <r> value does not necessarily indi-
cate gel/fluid coexistence. However, from breaks in the slope of the <r> (T) curves, and from a
sensible analysis that takes into account the behavior at multiple temperatures, reasonable esti-
mates of the phase boundaries are obtained.

6. An alternate procedure is the use of the average lifetime of t-PnA instead of DPH anisotropy. To
this effect, t-PnA (1:500 probe:total lipid ratio) is added to blank vesicles by injection of an ade-
quate small amount of stock solution.

7. KpD can be determined either using <r> as described in Subheading 3.1.2., or using the variation

of NBD-DPPE average lifetime, (see ref. 17). The equation analysis for the latter is identical to 

Eq. 12, with in the place of IF.
8. KpA can be determined using either IF as described in Subheading 3.1.3., or the variation of 

Rh-DOPE average lifetime, (see also Note 7).
9. Alternatively, global analysis of the FRET decays can be carried out, as described in

Subheading 3.1.4. for the DMPC/Chol system. However, possibly because of the increased
complexity of the ternary mixture, satisfactory global fitting statistics are not achieved for
PSM/POPC/Chol.
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Lipid Domains in Supported Lipid Bilayer 
for Atomic Force Microscopy

Wan-Chen Lin, Craig D. Blanchette, Timothy V. Ratto, and Marjorie L. Longo

Summary
Phase-separated supported lipid bilayers have been widely used to study the phase behavior of multicomponent

lipid mixtures. One of the primary advantages of using supported lipid bilayers is that the two-dimensional plat-
form of this model membrane system readily allows lipid-phase separation to be characterized by high-resolution
imaging techniques such as atomic force microscopy (AFM). In addition, when supported lipid bilayers have been
functionalized with a specific ligand, protein–membrane interactions can also be imaged and characterized
through AFM. It has been recently demonstrated that when the technique of vesicle fusion is used to prepare sup-
ported lipid bilayers, the thermal history of the vesicles before deposition and the supported lipid bilayers after
formation will have significant effects on the final phase-separated domain structures. In this chapter, three meth-
ods of vesicle preparations as well as three deposition conditions will be presented. Also, the techniques and
strategies of using AFM to image multicomponent phase-separated supported lipid bilayers and protein binding
will be discussed. 

Key Words: AFM; gel-fluid coexisting; lipid domains; phase separation; rafts; supported lipid bilayer; trans-
bilayer symmetry; vesicle fusion.

1. Introduction
The formation of ordered phase domains in the plasma membrane has elicited extensive

attention for more than 30 yr. It has been shown that many important functions of cellular mem-
branes are closely associated with their compositional and structural heterogeneity (1,2). The
idea of phase separation and membrane heterogeneity in cellular membranes originated from
known biophysical properties of multicomponent lipid bilayers. Lipids can exist in multiple
phases but the two phases that are pertinent to domain formation are the fluid and gel phases.
Each lipid has a characteristic melting temperature (Tm), and the phase of the lipid depends on
the temperature of the bilayer and the Tm. When the temperature of the bilayer is lowered past
the Tm the lipids will undergo a phase transition from the fluid to the gel state (3). When a
bilayer contains multiple lipid components and exists at a temperature wherein one component
is in the gel phase and the other in a fluid phase, the gel-phase lipids will protrude above the
fluid component, resulting in a hydrophobic mismatch (4). The unfavorable energy associated
with the hydrophobic mismatch will cause gel phase lipids to aggregate into domains, thereby
reducing the hydrocarbon surface area exposed to the solvent media (5,6). 

Model membrane systems such as giant unilamellar vesicles and supported lipid bilayers
have been extensively used in understanding the fundamental properties of heterogeneity and
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lipid phase separation in biological membranes (7–10). These model systems have success-
fully demonstrated the coexistence of ordered and disordered phases for a variety of differ-
ent lipid compositions. In recent years, many studies have been conducted using supported
lipid bilayers to study membrane biophysical properties such as lipid domain formation
(9,11,12), lipid lateral diffusion (13), and ligand–protein interaction (14,15). One of the pri-
mary advantages of using this model membrane system is that lipid-phase separation can be
characterized through high resolution scanning probe techniques such as atomic force
microscopy (AFM). Therefore, structural details that are beyond the diffraction limit of con-
ventional light microscopy can be obtained.

Vesicle fusion is a common method of preparing supported lipid bilayers (16,17). This
method involves depositing small unilamellar vesicles (SUVs) on to a hydrophilic surface
resulting in the spontaneous formation of a uniform two-dimensional supported lipid bilayer.
The fundamental processes of forming supported lipid bilayers through vesicle fusion are
usually described in four steps:

1. Adsorption of SUVs on the solid surface.
2. Fusion between intact SUVs to form larger vesicles.
3. Larger vesicles deforming and rupturing to form bilayer patches on the support.
4. Coalescences of bilayer patches to form a continuous bilayer (for review, see ref. 18).

It is generally accepted that the whole vesicle-fusion process takes place within 15 min
(19,20). It has been found that the thermal history of the vesicles before deposition as well as
different deposition conditions, result in different types of phase-separated supported lipid
bilayer: ordered domains in these bilayer can be transbilayer symmetric or asymmetric (21),
whereas the size of the domains can range from tens of nanometers to tens of microns. In this
chapter, the different methods that can be used to control phase-separated domain transbi-
layer symmetry and size will be discussed in detail. In addition, the methods and strategies
of using AFM to obtain surface topology images of these supported lipid bilayers with sub-
nanometer resolution in height will be discussed. Physical properties of domains, such as
size, area, perimeter, as well as domain symmetry can be easily obtained by analyzing topo-
graphical AFM images. Besides using AFM to image phase-separated domains in supported
lipid bilayers, also using this method to image and characterize specific protein binding to
supported lipid bilayers containing ligand-conjugated lipids will be discussed.

2. Materials
2.1. Supported Lipid Bilayer

1. Stock solutions of lipids (Avanti Polar Lipids, Birmingham, AL and Matreya, Pleasant Gap, PA)
are dissolved in chloroform at concentrations that range from 10 to 25 mg/mL, and are housed
in glass vials with Teflon® caps or Teflon septa at –20°C.

2. Glass reaction vials or V-vials (Fisher, Pittsburgh, PA) are stored in chloroform when not in use.
The vials should be equipped with Teflon screw caps or Teflon septa.

3. All water used in the experiments is purified in a Barnstead Nanopure System (Dubuque, IA),
with resistivity ≥17.9 MΩ and pH 5.5.

4. Extruder (includes a polycarbonate membrane holder and two gas-tight, glass syringes) (Avestin
Inc., Ottawa, Canada) is stored in ethanol when not in use.

5. Mica substrates (Ted Pella Inc., Redding, CA) are freshly cleaved using scotch tape until a com-
pletely flat surface is obtained.

504 Lin et al.
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2.2. AFM and Bilayer-Protein Binding

1. AFM probes: silicon nitride microlever probes gold coated on the reflex side with spring con-
stants ranging from 0.01 to 0.1 N/m (Veeco, Santa Barbara, CA).

2. Lipids functionalized with a ligand for specific protein-receptor binding, for example, 1,2-dioleoyl-
sn-glycero-3-phosphoethanolamine-N-(cap biotinyl) (biotin-DOPE) (Avanti Polar Lipids).

3. Protein for specific binding to ligand conjugated lipid, for example, Neutravidin (biotin-binding
protein) (Molecular Probes, Carlsbad, CA). Follow the manufactory data sheet and protocols for
protein storage, i.e., buffer conditions and storage temperature.

3. Methods
Vesicle fusion involves depositing SUVs (which range from 25 to 200 nm in diameter) on

to a hydrophilic surface. This method results in the spontaneous formation of a uniform two-
dimensional supported lipid bilayer on the surface. Mica is widely used as a substrate because
it is atomically flat for AFM imaging of phase-separated, supported lipid bilayers, which
often require subnanometer topographical resolution.

SUVs are typically prepared by tip-sonification or extrusion. In the tip-sonification method,
large multilamellar vesicles (MLVs) are broken down to SUVs (25–100 nm in diameter) by
high-energy ultrasonic waves. In the extrusion method, large MLVs are pushed through a poly-
carbonate membrane of defined pore size (50–200 nm), so that they rupture into small vesicles
dictated by the polycarbonate pore size. The characteristics of the bilayer (e.g., lateral mixing,
leaflet asymmetry) in the vesicles used for fusion are affected by the thermal history of the SUV
suspension, which can be varied through the method of preparation. Therefore, different meth-
ods of SUV preparation can have large effects on the structural properties of phase-separated
supported lipid bilayer. For example, in 1,2-dilauroyl-sn-glycero-3-phosphocholine (DLPC—
12:0, Tm = (5°C)/1,2-distearoyl-sn-glycero-3-phosphocholine (DSPC—18:0, Tm = 55°C) mix-
tures, it is possible to control transbilayer symmetry by controlling the thermal history of the
vesicle suspension and vesicle deposition methods (Fig. 1). It is worth noting that the results
presented in Fig. 1 are specific to the phase-separated DLPC/DSPC binary mixture. Because
the mechanism of domain formation strongly depends on the physical properties of the lipid
mixture, such as the hydrophobic mismatch, different results should be expected with different
lipid compositions when using the same preparation methods. An example is shown in Fig. 2.

Three types of deposition methods have been explored, vesicle fusion, quenched vesicle
fusion, and slow-cooled vesicle fusion, when forming supported lipid bilayers. Thermal history
is the main parameter that is varied in each method. In vesicle fusion (i.e., room tempera-
ture vesicle—room temperature substrate deposition), lipids experience no temperature
change during supported lipid bilayer formation. On the other hand, when using quenched
vesicle fusion (i.e., heated vesicle—room temperature substrate deposition) and slow-cooled
vesicle fusion (i.e., heated vesicle—heated substrate deposition followed by slow cooling to
room temperature) methods, lipids experience a fast and slow temperature drop, respec-
tively, during the phase transition from the fluid state to the solid–fluid coexisting state.
In general, slower cooling rates allow more time for domain growth. Thus, domain size can
be controlled by the rate of cooling during the phase-separation process. These effects
are demonstrated in Fig. 3. In summary, it is important to maintain consistency, especially
with the thermal history, during both vesicle preparation and deposition to ensure that results
are reproducible.

Supported Lipid Bilayer for AFM 505
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Fig. 1. Controlling transbilayer symmetry of DSPC domains in phase-separated DSPC/DLPC sup-
ported lipid bilayers. Three vesicle preparation methods (see Subheading 3.1.2.) combined with two
deposition conditions (see Subheading 3.1.3.) were used to form supported lipid bilayers displaying
three types of domain symmetry: asymmetric (domains in one leaflet), symmetric (domains superim-
posed in both leaflets), and symmetric/asymmetric (unequal DSPC concentration in each leaflet). AFM
height images of the supported lipid bilayers are shown here. The dotted lines denote the location of the
section analyses (bar = 1 nm). Asymmetric and symmetric domains extended approx 1 and 1.8 nm,
respectively, above the fluid phase, whereas symmetric/asymmetric domains displayed both heights.

To image a supported lipid bilayer using AFM, it is necessary that the imaging system deliver
resolution on the nanometer (lateral) and angstrom (vertical) scales in the fluid environment. In
order to protect the delicate electronic parts such as the scanner, which is made from piezoelec-
tric material, most commercialized AFMs are equipped with a fluid-imaging cell or a fluid-
cantilever holder to operate the system in fluid environment. In general, it is possible to image
lipid-phase separation in contact mode when a scanning probe containing a low spring constant
(0.01–0.1 N/m) is used. Besides imaging lipid domains in supported lipid bilayers, AFM can
also image and characterize protein-bilayer binding when the bilayer is functionalized with
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Fig. 2. Effect of changing lipid composition on domain symmetry. (A) AFM image and section analy-
sis of a DPPC (16:0)/DLPC (12:0) phase-separated supported lipid bilayer. DPPC domains are approx
1.1 nm above the fluid phase, which correspond to an eight-carbon mismatch indicating the domains are
transbilayer symmetric. (B) AFM image and section analysis of a DSPC (18:0)/DLPC (12:0) phase-
separated supported lipid bilayer. DSPC domains are approx 1 nm above the fluid phase, which indicates
the domains are transbilayer-asymmetric (see Fig. 1). Both bilayers were prepared through the same
method: SUV suspensions were made through tip sonification (see Subheading 3.1.2.1.) followed by
vesicle fusion (see Subheading 3.1.3.1.). The scale bar in section analysis is 1 nm.

protein receptors or ligands. This is demonstrated in Fig. 4, wherein specific binding between
fluid phase biotin-DOPE and Neutravidin is observed.

3.1. Preparation of Supported Lipid Bilayer

3.1.1. Preparation of MLVs

1. Calculate the amount of lipid needed to make the vesicle suspension. In general, the concentra-
tion ranges from 0.05 to 0.5 mg/mL.

2. Stock lipid solutions must then be removed from the freezer and brought to room temperature
before use. 

3. Prepare a hot water bath. In general, the temperature of the bath depends on the lipids being used
to make the supported lipid bilayer. The temperature must be higher than the phase-transition
temperature of every lipid constituent.

4. Clean a glass reaction vial or V-vial with chloroform several times.
5. Clean the glass syringes with chloroform. The outside of the syringe should be rinsed with chloro-

form. The inside of the syringe can be cleaned by pumping chloroform in and then out 10–20 times.
6. Vortex the stock lipid solution for 20–30 s before appropriate volumes of lipid solution are added

to the reaction vial. Then, the calculated volume of lipids should be added to the reaction vial.
7. Once the appropriate amount of lipid solution is added to the reaction vial, cap the stock solu-

tion of lipids to ensure consistency of stock lipid concentration. It is important that the stock
solution does not stay unsealed for extended periods of time because chloroform rapidly evapo-
rates, thus changing the concentration of the stock solution.

8. Seal the cap of the stock solution with parafilm and place lipid solution back into the freezer.
9. Then, clean the syringes as described in subheading 3.1.1.5. and put away; at this point check the tem-

perature of the hot water bath. Do not proceed until the hot water bath is at the required temperature.
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10. Evaporate the chloroform from the reaction vial under a slow stream of N2 while vortexing at
the highest setting. This will create a dry lipid film on the surface of the reaction vial.

11. Add water to the reaction vial to bring the lipid–water suspension to the desired final concentra-
tion (range from 0.05 to 0.5mg/mL).

12. Then, place the vial in the hot water bath for approx 15 min (or until there are no more lipids dried
to the bottom of the reaction vial) with periodically shaking or vortexing for periods of 15 s.

13. Transfer the milky lipid suspension (containing MLVs) to a plastic tube at room temperature
before further treatment.

3.1.2. SUV Preparation Methods

3.1.2.1. METHOD A: TIP SONIFICATION

1. Allow the MLV suspension to cool to room temperature and clean the tip sonifier.
2. Sonicate the MLV suspension until the suspension reaches clarity. The sonification time may

vary depending on the lipid content (see Note 1).
3. Incubate the resulting SUV suspension in a water bath at the desired temperature before further

use (see Note 2).

3.1.2.2. METHOD B: EXTRUSION

1. Clean the extruder with ethanol and then rinse extensively with water.
2. Place a polycarbonate membrane of defined pore size (it can range from 50 to 200 nm in diameter)

in the extruder.

508 Lin et al.

Fig. 3. Controlling GalCer (galactosylceramide) gel phase domain size at the nanometer and
micrometer scale. (A) Quenched vesicle fusion: quenching rates were decreased from left to right, result-
ing in a gradual increase in GalCer domain size from 100 nm at the fastest quenching rate to approx
500 nm at the slowest quenching rate. (B) Slow cooled vesicle fusion: cooling rates were decreased
from left to right (2–5 h cooling times, from 90 to 25°C), resulting in an increase in GalCer domain
size from 4 to 25 µm.
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3. Wet the polycarbonate membrane by pushing water through the extruder with a gas-tight, glass
syringe.

4. Assemble the extruder with one empty syringe and other syringe containing the MLV suspension.
5. Place the extruder into a hot water bath or on a heating block for 10 min. The temperature of the

heating device should be higher than the phase-transition temperatures of all lipid constituents.
6. Using the syringes slowly push the MLV suspension through the center part of the extruder 20 times

or until the suspension reaches clarity (for thermal annealing method, see Note 3).
7. Incubate the resulting SUV suspension in a water bath at the desired temperature before further use.

3.1.3. Supported Lipid Bilayer Deposition

3.1.3.1. VESICLE FUSION

1. Add a droplet of the room temperature SUV suspension on to a freshly cleaved room tempera-
ture mica disk, chose a volume to ensure the mica surface remains hydrated during supported
lipid bilayer formation.

2. Incubate the vesicle droplet on the mica disk for 30 min and then pump-rinse 40 times using a
handheld pipeter with aliquots of water to remove excess vesicles; again, this procedure must be
conducted to ensure the supported lipid bilayer remains hydrated (see Note 4).

Supported Lipid Bilayer for AFM 509

Fig. 4. Imaging membrane (biotin-DOPE)—protein (Neutravidin) interactions with AFM. (A) AFM
image and section analysis of a DSPC/DLPC supported lipid bilayer doped with 1% biotin-DOPE
(fluid-phase biotin-conjugated lipid). Bilayers were formed through methods resulting in asymmetric
DSPC domains with a 1 nm domain height (see Fig. 1). (B) AFM image and section analysis of the
bilayer after addition of Neutravidin. DSPC domains now appear as darker regions that are about 4 nm
lower than the fluid region. The observed contrast reversal indicates that protein binding was
directed to the fluid phase. The measured protein thickness (~5 nm) is consistent with the known
protein dimensions.
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3.1.3.2. QUENCHED VESICLE FUSION

1. Add a droplet of heated SUV suspension onto a freshly cleaved room temperature mica disk. Thus,
the formation of the supported lipid bilayer occurs during a thermal quench from high-to-room
temperature (see Note 5).

2. The vesicle droplet is incubated on the mica disk for 30 min and then rinsed 40 times using a
handheld pipeter with aliquots of water to remove excess vesicles while keeping the supported
lipid bilayer hydrated (see Note 4).

3.1.3.3. SLOW-COOLED VESICLE FUSION

1. Preheat a clean mica disk in a temperature-controlled oven (see Note 6).
2. Add a droplet of the heated SUV suspension on to the heated mica disk.
3. Slowly cool the mica disk/supported lipid bilayer to room temperature in the oven (see Note 7).
4. Then pump-rinse the sample 40 times using a handheld pipeter with aliquots of water to remove

excess vesicles, whereas ensuring the supported lipid bilayer remains hydrated (see Notes 4 and 8).

3.2. Image Phase-Separated Supported Lipid Bilayers and Bilayer-Protein 
Binding in Fluid (AFM Study)

3.2.1. Image Phase-Separated Supported Lipid Bilayers

1. Prepare a phase-separated supported lipid bilayer as described previously (see Subheading 3.1.).
Place the bilayer onto the AFM sample holder.

2. To clean the AFM probe, expose the probe to UV light for 60 s or use a plasma cleaner.
3. Mount a probe into the cantilever holder.
4. Place a small drop of water at the end of the probe then mount the cantilever holder onto the

AFM (see Note 9).
5. Merge the probe into the fluid cell or hydrated sample container containing the supported lipid

bilayer, then follow the manufactory manual to align the laser and adjust the photodetector
(see Note 10).

6. Follow the manufactory manual to set initial scan parameters, then engage the probe.
7. Once the probe is in contact with the sample, decrease the set point so that the scanning force is

0.2–1 nN (see Notes 11 and 12).
8. Set desired scan size and acquire an image at the lowest scanning force.

3.2.2. Image Bilayer-Protein Binding

1. Prepare a phase-separated supported lipid bilayer as described previously (see Subheading
3.1.). Instead of using purified water, use buffer/water mixture to make a MLV suspension
(see Note 13).

2. After the supported lipid bilayer forms, exchange the buffer/water mixture to 100% buffer gradually.
3. Image the supported lipid bilayer as described previously (see Subheading 3.2.1.).
4. Deposit protein stock solution directly on top of the bilayer surface.
5. After a 30-min equilibration period, rinse the bilayer gently to remove excess unbound protein.
6. Image the supported lipid bilayer with bound protein as described previously (see Subheading

3.2.1.). An example result is shown in Fig. 4.

4. Notes
1. To avoid overheating the suspension, sonicate the vesicle suspension at the lowest power, in two

30-s time intervals with 20-s pause in between. In addition, the condition of the sonifier tip can
largely affect the performance of the sonifier. Polishing the tip with cloth regularly may help
maintain the condition of the tip.

2. It is suspected that the tip sonifier may release metal particles to the SUV suspension during the soni-
fication. The metal particles can be removed by centrifuging the suspension before any further use.
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3. Thermal annealing extrusion: instead of the whole extruder, only the center part of the extruder
(i.e., the polycarbonate membrane and the membrane holder) is heated (by a heating blanket),
whereas the syringes are kept at room temperature. During the extrusion process the vesicle sus-
pension is thermally annealed, i.e., as it passes through the center of the extruder, the suspension
is heated above the phase-transition temperatures of the lipids that are used, and then cooled in
the room temperature syringe.

4. Dropping the mica disk into a water reservoir and then oscillating by hand while submerged
in the water can further rinse off extra vesicles that are absorbed to the supported lipid bilayer
surface. Incubating the sample in clean bulk water for several hours can also help remove vesicles
absorbed onto the supported lipid bilayer surface.

5. The temperature of the heated SUV suspension depends on the lipids that are used. Usually, the
temperature is higher than phase-transition temperatures of all lipids. The temperature difference
between the SUV suspension and the mica substrate will affect the resulting domain size. For
example, depositing a 150 µL 65°C droplet of a DSPC (Tm = 55°C)/DLPC (Tm = 5°C) suspen-
sion onto 20°C mica surface results in about 100 nm DSPC domains (Fig. 1).

6. The temperature of the oven depends on the lipids that are used. Usually, the temperature should
be higher than phase-transition temperatures of every lipid. It is known that the phase-transition
temperatures of lipids are lower when the bilayer is on a solid substrate, although the mechanism
is unclear. Therefore, it is suggested to determine the exact oven temperature by trial and error.
It is worth noting that if the oven temperature is too high (e.g., 90°C), the deposition of the sup-
ported lipid bilayer may be problematic.

7. The droplet may evaporate rapidly in the oven during the slow cooling process. Keep the sam-
ple in a humid container to prevent dehydration. The cooling rate affects the final domain size;
in general, faster cooling results in smaller domains (Fig. 3).

8. During slow cooling, the bilayer will be incubated with a high concentration of vesicles in solu-
tion. This may result in lots of vesicles absorbed to the bilayer surface, which cannot be washed
off. If this is the case, first form the bilayer through vesicle fusion followed by a thorough rins-
ing. Then, heat the whole sample in the oven to the desired temperature and slowly cool to room
temperature as described in Subheading 3.1.3.3. Using this alternative method ensures that
no vesicles will be in solution during cooling to be absorbed to the bilayer surface. It is worth
noting that this may result in defects because of bilayer tearing as the bilayer phase separates.

9. This small drop of water reduces the chance of air bubbles adsorbing to the AFM cantilever
when the probe is merged into fluid. This technique also helps the probe break through the
air–water interface.

10. The signal may drift at the beginning of the experiment owing to thermal unbalance. Usually, the
system will reach thermal equilibrium within 30 min.

11. To image at the lowest possible scanning force, first decrease the setpoint until the probe loses
contact with sample and then increase the set point slowly until the probe is barely in contact
with the sample surface.

12. Larger scanning forces may be used to remove or dig out a region of the bilayer; this is gener-
ally used to determine the existence of a supported lipid bilayer and bilayer thicknesses. The
force that is needed to remove a bilayer is generally more than 20 nN. An AFM probe with a
higher spring constant may be needed.

13. The ratio between buffer and water depends on the type of buffer. In general, the total salt con-
centration has to be below 50 mM to successfully form a supported lipid bilayer on a mica sub-
strate. For example, a PBS:water ratio of 1:2 has been used to make vesicle suspensions.
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Nuclear Magnetic Resonance Structural Studies of Membrane
Proteins in Micelles and Bilayers

Xiao-Min Gong, Carla M. Franzin, Khang Thai, Jinghua Yu, and Francesca M. Marassi

Summary
Nuclear magnetic resonance (NMR) spectroscopy enables determination of membrane protein structures in lipid

environments, such as micelles and bilayers. This chapter outlines the steps for membrane-protein structure deter-
mination using solution NMR with micelle samples, and solid-state NMR with oriented lipid-bilayer samples. The
methods for protein expression and purification, sample preparation, and NMR experiments are described and illus-
trated with examples from γ and CHIF, two membrane proteins that function as regulatory subunits of the Na+- and
K+-ATPase.

Key Words: Bilayer membrane; expression; FXYD; lipid; micelle; NMR; protein; structure.

1. Introduction
Integral membrane proteins constitute approx 30% of all expressed genes, and are the major

regulators of the most basic cellular functions as well as the major targets for drug discovery
initiatives. Despite membrane protein prevalence and importance, the Protein Data Bank
(www.rcsb.org/pdb) contains only hundreds of membrane-protein structures, compared with
the tens of thousands deposited for globular proteins to-date. This disparity is because of the
lipophilic character of membrane proteins, which makes them difficult to overexpress and purify,
and complicates their crystallization for X-ray analysis. The examples of membrane proteins
whose structures have been determined with atomic resolution are exceptional, and highlight
the importance of developing new methods for experimental structure determination.

Because the physical interactions of the lipid bilayer with membrane proteins are more
important in determining protein stability and fold than specific lipid-binding interactions, it is
desirable to determine protein structures within the lipid-bilayer environment. Nuclear mag-
netic resonance (NMR) spectroscopy has the potential to accomplish this goal because it can be
applied to molecules in all physical states, including the liquid-crystalline bilayer and the
micelle environments provided by the lipids that associate with membrane proteins. Solution
NMR methods can be used on samples of proteins in lipid micelles, while solid-state NMR
methods can be applied to samples of membrane proteins in lipid bilayers, enabling structures
to be determined in a native-like environment. The two approaches are complementary, and can
be used in combination as a unified method to membrane-protein structure determination.

High-quality solution NMR spectra can be obtained for some fairly large-membrane
proteins in micelles, however, for helical proteins it is very difficult to measure and assign
a sufficient number of long-range nuclear overhauser effect (NOE) restraints to determine
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protein folds. This limitation can be overcome by preparing weakly aligned micelle samples for
the measurement of residual dipolar couplings (RDCs) and residual chemical shift anisotropies.
High-resolution solid-state NMR spectra can be obtained for membrane proteins that are
expressed, isotopically labeled, and reconstituted in uniaxially oriented planar lipid bilayers.
The spectra have characteristic resonance patterns that directly reflect protein structure and
topology, and this direct relationship between spectrum and structure provides the basis for
methods that enable the simultaneous sequential assignment of resonances and the measure-
ment of orientation restraints for protein structure determination.

Recent developments in sample preparation, recombinant bacterial expression systems for
the preparation of isotopically labeled membrane proteins, pulse sequences for high-resolution
spectroscopy, and structural indices that guide the structure assembly process, have greatly
extended the capabilities of these NMR techniques. Thus, structures of a variety of membrane
proteins have been determined by NMR in both micelles and bilayers (1–9). In this chapter,
the methods are illustrated with examples from γ (FXYD2) and CHIF (FXYD4, channel-
inducing factor, corticosteroid hormone-induced factor), two homologous membrane proteins
that function as regulatory subunits of the Na+-, K+-ATPase, the primary enzyme responsible
for maintaining the distribution of Na+ and K+ concentrations across animal cell membranes
(10–12).

FXYD2 and CHIF belong to the FXYD family of Na+-, K+-ATPase regulatory membrane
proteins, and are each expressed in distinct, specialized segments of the kidney, with unique
expression patterns that help explain the physiological differences in Na+-, K+-ATPase activ-
ity among the nephron segments (13–17). The FXYD protein sequences are highly conserved
through evolution, and characterized by a 35-amino acid FXYD homology domain, which
includes the short signature motif of the family (Pro, Phe, X, Tyr, and Asp) and a single trans-
membrane domain. Conserved basic residues flank the transmembrane domain, the extracel-
lular N-termini are acidic, and the cytoplasmic C-termini are basic. Despite their relatively
small sizes ranging from about 60 to 160 amino acids, all FXYD proteins are encoded by
genes with six to nine small exons, and NMR has shown that the protein structures reflect the
structures of their corresponding genes, suggesting that they were assembled from modules
through exon shuffling (18).

2. Materials
The specialized materials used for the experiments described in this chapter, and their

sources, are listed in Table 1. They include lipids for protein reconstitution, and Escherichia
coli cells, isotopically labeled salts, sugars, and amino acids, used to produce 15N-, 13C-, and
2H-proteins by bacterial expression. The pBCL plasmids for protein expression (Fig. 1) were
developed in our laboratory and are available on request. The sources of the free programs
(NMRPipe, TALOS, XPLOR-NIH, Sparky, and REDCAT) used to process and analyze the
NMR data are listed in Table 1.

3. Methods
3.1. Protein Expression and Purification

The FXYD proteins γ and CHIF, are expressed using the pBCL plasmid vector, which we
have developed for the large-scale expression of membrane proteins (19). This plasmid
directs the expression of a target polypeptide fused to the C-terminus of a mutant form of the
antiapoptotic protein Bcl-XL, where the hydrophobic C-terminus has been deleted, to be
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Table 1
Specialized Materials Used for the Experiments Described in This Chapter, and Their Sources

Material Source

Reagents
DHPC Avanti Polar Lipids (www.avantilipids.com)
DOPC (di-oleoyl-phosphatidyl-choline) Avanti Polar Lipids (www.avantilipids.com)
DOPG (di-oleoyl-phosphatidyl-glycerol) Avanti Polar Lipids (www.avantilipids.com)
LPPG Avanti Polar Lipids (www.avantilipids.com)
OG Fluka (www.sigmaaldrich.com)
2H-SDS (2H-sodiumdodecylsulfate) Cambridge Isotopes laboratories (www.isotope.com)
2H-DPC (2H-dodecyl-phosphocholine) Cambridge Isotopes laboratories (www.isotope.com)
2H2O Cambridge Isotopes laboratories (www.isotope.com)
(15NH4)2SO4 Cambridge Isotopes laboratories (www.isotope.com)
13C-glucose Cambridge Isotopes laboratories (www.isotope.com)
E. coli C41(DE3) cells Avidis (www.overexpress.com)
FF-S ion-exchange chromatography column Amersham (www.amershambiosciences.com)
Delta-Pak C4 reverse-phase chromatography Waters (www.waters.com)

column
Programs
NMRPipe (spin.niddk.nih.gov/bax/software)
TALOS (spin.niddk.nih.gov/bax/software)
Sparky www.cgl.ucsf.edu/home/sparky/
XPLOR-NIH (nmr.cit.nih.gov)
REDCAT (tesla.ccrc.uga.edu/software)

Fig. 1. (A) Construction of the pBCL173 and pBCL99 fusion protein expression plasmids. The target
sequence with N-terminal Met is inserted between the Afl II and Xho I cloning sites. BCL173 has a
cleavable Met after the His tag, whereas BCL99 does not. (B) Amino acid sequence of the Bcl-XL
fusion protein. Both the BCL173 and BCL99 fusion proteins lack the Bcl-XL hydrophobic C-terminus
(highlighted in the gray box). BCL173 (solid underline) also lacks the flexible loop of Bcl-XL, while
BCL99 (dotted underline) lacks the first 116 residues. (C) Amino acid sequences of the FXYD
proteins γ-b and CHIF. The transmembrane domains are in the gray box.
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replaced with a hydrophobic polypeptide gene of interest by insertion at an engineered cloning
site (Afl II/Xho I), and Met residues have been mutated to Leu to facilitate CNBr cleavage
after a single Met inserted at the beginning of the target sequence (Fig. 1A). In cases where
the target protein contains Met residues that cannot be mutated, separation from BCL can be obtained
by introducing amino acid sequences specific for cleavage by other chemical means, such as
hydroxylamine (Asn-Gly), or for cleavage by one of the commonly used proteases: thrombin,
factor Xa, enterokinase, and tobacco-etch virus protease. Chemical cleavage is an attractive
option because it eliminates the difficulties—poor specificity and enzyme inactivation— often
encountered with protease treatment of hydrophobic proteins in detergents. The plasmid
utilizes a T7 expression system (20), and the fusion tag has an N-terminal (His)6 sequence
for protein purification by Ni-affinity chromatography.

For the FXYD proteins, the expression levels obtained using pBCL are greater than those
obtained using the Trp∆LE (pTLE) (21–23), or the ketosteroid isomerase (pKSI) (24) fusion
protein expression systems. Thus, we could obtain milligram quantities of pure, isotopically
labeled protein easily and quickly. After cleavage from the fusion partner, highly pure FXYD
proteins were obtained using a combination of Ni-affinity, size exclusion, and reverse-phase
chromatography, with yields in the range of 10 mg of purified protein per liter of culture in M9
minimal medium.

For protein expression, 5–10 µL of transformed C41(DE3) cells from a frozen glycerol
stock were used to inoculate 10 mL of LB media, and grown for 5 h at 37°C with vigorous
shaking. Then, 1 mL of this starter culture was added to 100 mL of minimal M9 media and
grown overnight. All media contained 100 µg/mL of ampicillin. In the morning, 1 L of fresh
M9 media was inoculated with the overnight culture, and the cells were grown to a cell
density of OD600 = 0.7. Protein expression was induced by the addition of 1 mM IPTG for
4–5 h at 37°C. The cells were subsequently harvested by centrifugation and stored at −20°C
overnight. For uniformly 15N-labeled proteins, (15NH4)2SO4 was supplied to the M9 salts as
the sole nitrogen source.

Frozen cells from 1 L of culture were lysed by French press in 30 mL of buffer A (50 mM
Tris-HCl, pH 8.0, 15% glycerol). The soluble fraction was removed by centrifugation (48,000g,
4°C, 30 min), and the pellet was washed twice by resuspension in 30 mL of buffer A,
followed by centrifugation (48,000g, 4°C, 30 min) to remove the soluble fraction. The resulting
pellet was dissolved in 30 mL of 6 M GdnHCl, and again centrifuged (48,000g, 4°C, 2 h) to
remove any insoluble materials. The 6 M GdnHCl protein solution was adjusted to 0.1 N HCl
(pH 0.2), a 100-fold molar excess of solid CNBr was added, and the mixture was allowed to
react overnight, in the dark, at room temperature. 

CNBr is extremely toxic by inhalation and must be weighed and handled in the fume hood.
In the morning, the reaction mixture was dialyzed against water until the pH reached about
5.0 (6 h with several changes of 4 L of water, in a dialysis membrane with a molecular weight
cutoff of 1 kD), lyophilized to powder, and dissolved in buffer B (20 mM Tris-HCl, pH 7.0,
8 M urea). Proteins were purified by ion-exchange chromatography with a NaCl gradient
(FF-S column), or by size-exclusion chromatography in buffer C (20 mM Tris-HCl, pH 7.0,
4 mM sodium dodecyl-sulfate [SDS]), followed by preparative reverse-phase high-pressure
liquid chromatography (C4 column) with a gradient of acetonitrile in water and 0.1% trifluoroacetic
acid. Purified proteins were stored as lyophilized powder at −20°C. Alternatively, the
lyophilized cleavage mixture could be dissolved directly in buffer C, and the protein purified
with reverse-phase high-pressure liquid chromatography.
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3.2. Structural Studies in Micelles

3.2.1. Solution NMR Experiments

The NMR experiments were performed on a Bruker AVANCE 600 MHz spectrometer
(Billerica, MA) using a triple-resonance 1H/13C/15N-probe equipped with three-axis pulsed
field gradients (www.bruker-biospin.com). All NMR experiments were performed at 40°C
using a 1-s recycle delay. The chemical shifts were referenced to the 1H2O resonance, set to
its expected position of 4.5999 ppm at 40°C (25). The NMR data were processed using
NMRPipe (26), and the spectra were assigned and analyzed using Sparky (27). These pro-
grams are free and available for a variety of platforms.

The standard fast heteronuclear single-quantum correlation (fHSQC) experiment was used
for isotropic samples with 1024 points in t2 and 256 in t1 (28). Backbone resonance assign-
ments were made using a standard HNCA experiment with constant time evolution for 15N,
and solvent suppression was accomplished with a water flip-back pulse after the original
1H–15N magnetization transfer (29–31). The spectra from selectively 15N-labeled protein
samples were necessary to resolve assignment ambiguities because of the extensive overlap
among the Cα-resonances that is typical of helical membrane proteins in micellees. 1H–15N
heteronuclear NOE measurements were made using difference experiments with and without 3 s
of saturation of the 1H resonances between scans (32).

The 1H–15N RDCs were measured using a sensitivity-enhanced 1H–15N IPAP (in-phase–
antiphase) experiment modified for suppression of the NH2 signals from the acrylamide in
the gel (33–35). The contribution to the RDC splitting from the isotropic scalar coupling was
determined by performing the same experiment on an isotropic micelle sample, and subtract-
ing the value of the isotropic J-coupling obtained from that measured for the weakly aligned
gel sample.

3.2.2. Choosing the Right Detergent

The first step in our structural studies of the FXYD family proteins was to find a detergent that
would be suitable for high-resolution NMR spectroscopy. We examined the 1H/15N HSQC spectra
of the proteins in the best-characterized micelle-forming detergents: dodecylphosphocholine
(DPC), diheptanoyl-phosphocholine (DHPC), lyso-palmitoyl-phosphoglycerol (LPPG), octyl-
glucopyranoside (OG), and SDS, at various conditions (protein, detergent, salt concentration, pH,
and temperature) (Fig. 2). The highest quality spectra were obtained in SDS micelles, at 40°C
(Fig. 2E,F).

Although SDS is widely assumed to be an universal protein-denaturing detergent because
of its common use in protein electrophoresis, many hydrophobic membrane proteins actually
retain their structures in SDS micelles (36). Furthermore, since all functional studies of Na+,
K+-ATPase have been done on enzymes purified in the presence of SDS, and the noncovalent
associations of the α, β and FXYD subunits are maintained through the SDS purification
process (37–39), we reasoned that this detergent would also be a good choice for FXYD
structural studies.

3.2.3. Protein Structure Determination

The HSQC spectra show that γ and CHIF adopt unique folded structures in SDS. The 1.5 ppm
dispersion of the amide 1H chemical shifts is typical of native helical membrane proteins in
micelles, and the HSQC spectra obtained in D2O revealed a core region in each protein, with
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amide protons that exchange very slowly with the surrounding aqueous solvent (Figs. 2F and 3B).
These regions match the hydrophobic transmembrane segments of the proteins identified by
the hydropathy plots (Fig. 3A), and reflect the strong intramolecular hydrogen bonds present
in transmembrane helices in the low dielectric environment of the membrane, or, in this case,
the micelle interior. Hydrogen exchange experiments were performed by dissolving the
lyophilized protein in SDS buffer with 100% D2O, and then acquiring HSQC spectra at 0.5-h
time intervals.

To determine the protein secondary structures we relied primarily on 1H–15N RDCs, meas-
ured from weakly aligned samples and analyzed in terms of dipolar waves (40) (Fig. 3C).
These were supplemented with chemical shifts, analyzed in terms of chemical shift indices (41)
(Fig. 3D), and with the program TALOS (42). For the measurement of RDCs, the protein-SDS
micelles were weakly aligned in 7% polyacrylamide gels, using either vertical compression
(34,43) or expansion (44). These samples were prepared by soaking the protein micelle
solution into a column of acrylamide that had been cast inside an NMR tube, and then rinsed
and dried. After soaking, the acrylamide column was inserted inside an NMR tube with
smaller diameter for stretched gels, as described by Bax and coworkers (44). The apparatus for
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Fig. 2. 2D 1H/15N HSQC spectra of uniformly 15N-labeled γ-b in detergent micelles. The samples
were prepared by dissolving each protein in buffer (20 mM sodium citrate, pH 5.0, 10 mM DTT, and
1 mM sodium azide, in 90% H2O, 10% D2O) plus detergent. (A) 500 mM DPC; (B) 180 mM DHPC;
(C) 100 mM LPPG; (D) 200 mM OG; and (E) 500 mM SDS. In (F) the spectrum of γ-b in 500 mM
SDS was acquired 3 h after the addition of 100% D2O.
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Fig. 3. Summary of NMR parameters for γ-b and CHIF, plotted as a function of residue number.
The protein secondary structures are shown at the top of the figure (helices 1–4 are numbered). The
residue numbers for the three proteins begin after the signal sequences. (A) Kyte-Doolittle hydropathy
plot (60); (B) amide hydrogen/deuterium exchange profiles, with exchange rates classified as rapid
(<1 h), short (<3 h), medium (<12 h), or long (>24 h); (C) Values of 1H–15N RDCs with the charac-
teristic periodicity in the α-helical regions of the proteins fitted to sinusoids; (D) 13Cα-chemical shift
index; (E) 1H/15N heteronuclear NOEs; and (F) Normalized 1H/15N HSQC peak intensities. Positions
that are left blank correspond to prolines or overlapped resonances.
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preparing stretched gels is available from New Era Enterprises (www.newera-spectro.com).
Alternatively, for compressed gels, the soaked acrylamide was inserted in a NMR tube with
larger diameter and compressed with a glass plunger (www.shigeminmr.com).

The RDCs were analyzed using MATLAB scripts as described in refs. 40, 45, and 46.
Helical regions were identified by applying a sliding window algorithm to fit the experimental
RDCs. The RDCs within a five-residue window were fit to a sinusoid of periodicity 3.6, and
the RMSD between the sinusoid and the data were plotted as a function of residue number.
Continuous stretches of amino acids with low RMSD (less than the experimental error of
1.5 Hz) were identified as helices and fitted to a single sinusoid. Higher RMSDs were gen-
erally interpreted as deviations from ideality, including kinks, curvature, and loops. This
analysis relating the orientation of the helix to the amplitude, average value, and phase of the
sinusoid is an initial step toward structure determination, and can determine the relative
orientations of helices to within four degenerate solutions (45,47).

The protein backbone dynamics are characterized with measurements of the 1H–15N
heteronuclear NOE, and resonance intensities. Within the core-helical regions of the three
proteins, all residues have similar positive values of 1H–15N NOE, reflecting similar rota-
tional correlation times, and indicating that the three helices are rigidly connected (Fig. 3E).
Lower negative values of the 1H–15N NOE, reflecting additional backbone motions, are pres-
ent in residues near the N- and C-termini, and at the helix boundaries that are also marked by
exon junctions. Furthermore, all of the resonances from amino acids within the central heli-
cal regions of the three proteins have similar peak intensities that plateau at minimum values
(Fig. 3F), indicating that the helices are rigidly connected. In contrast, residues at the core
module boundaries and at the terminal regions of the proteins have greater intensities, reflect-
ing narrower linewidths that result from the increased dynamics in these regions.

An important finding of these structural studies is that the helical secondary structures of
the FXYD family proteins reflect the structures of their corresponding genes (18). The coin-
cidence of intron–exon junctions with helical structures and flexible connecting segments,
support the hypothesis that the FXYD proteins may have been assembled from discrete struc-
tural modules through exon shuffling. Despite their relatively small sizes (60–160 residues),
the FXYD family proteins are all encoded by genes with six to nine small exons, and this has
been previously suggested to reflect modular gene assembly (10). The presence of conserved
modules in different FXYD family members suggests that they are derived from a common
ancestor gene, from which FXYD5 appears to have been the first to diverge (12). The multi-
ple exon organization of the FXYD genes could serve to confer high structural and functional
diversity among the family members.

3.4. Structural Studies in Lipid Bilayers

3.4.1. Solid-State NMR Experiments

The solid-state NMR spectra of membrane proteins in oriented lipid bilayers have frequen-
cies that reflect the orientation of their respective sites relative to the direction of the mag-
netic field. Since the lipid-bilayer plane is perpendicular to the magnetic field direction, each
resonance frequency reflects the orientation of its corresponding protein site in the membrane
(48). The spectra were obtained at 23°C on a Bruker AVANCE 500 (Billerica) spectrometer
with a wide-bore 500/89 Magnex magnet (Yarnton, UK). The double-resonance (1H/15N or
1H/31P) probes had square radiofrequency (rf) coils wrapped directly around the samples. The
NMR data were processed using the programs NMRPipe (26). The 15N spectra were obtained
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with single contact 1-ms cross polarization with mismatch-optimized IS polarization transfer
(CPMOIST) (49,50), and the 31P spectra with a single pulse. Both types of spectra were acquired
with continuous 1H irradiation (rf field strength 63 kHz) to decouple the 1H–15N and 1H–31P
dipolar interactions. The 15N and 31P chemical shifts were referenced to 0 ppm for liquid
ammonia and phosphoric acid.

The polarization inversion with exchange at the magic angle (PISEMA) experiment (51)
gives high-resolution, two-dimensional (2D), 1H–15N dipolar coupling and 15N chemical shift
correlation spectra of oriented membrane proteins where the individual resonances contain
orientation restraints for structure determination (4,52). The spectra were obtained with a
cross polarization contact time of 1 ms, a 1H 90° pulse width of 5 µs, and continuous 1H
decoupling of 63 kHz rf field strength. The 2D data were acquired with 512 accumulated
transients and 256 complex data points, for each of 64 real t1 values incremented by 32.7 µs.
The recycle delay was 6 s.

3.4.2. Sample Preparation

The samples were prepared by first dissolving 2 mg of 15N-labeled FXYD protein in 0.5 mL
of trifluoroethanol with 50 µL of β-mercaptoethanol, and then adding 100 mg of lipid,
di-oleoyl-phosphatidyl-choline/di-oleoyl-phosphatidyl-glycerol (8/2 molar ratio), in 1 mL of
chloroform. After spreading this solution on the surface of 35 glass slides (dimensions 11 × 20 ×
0.06 mm3) (Paul Marienfeld GmbH, Germany), the solvents were removed under vacuum
overnight, and the slides were stacked. Oriented-lipid bilayers were formed by equilibrating
the stacked slides for 24 h, at 40°C, in a chamber containing a saturated solution of ammonium
phosphate, which provides an atmosphere of 93% relative humidity. The samples were
wrapped in parafilm and then sealed in thin polyethylene film before insertion in the NMR
probe. Hydrogen exchanged samples were prepared by exposing the stacked-oriented bilayer
samples to an atmosphere saturated with 2H2O. This was achieved by placing the sample in a
closed chamber containing 2H2O and incubating at 40°C for 24 h. Protein purity is crucial for
obtaining highly oriented lipid-bilayer samples that give high-resolution NMR spectra.

3.4.3. 1D Solid-State 15N NMR Spectra

The spectrum of 15N-labeled CHIF in oriented lipid bilayers (Fig. 4B) reflects the presence
of transmembrane and C-terminal helical segments similar to those found in micelles (53). It
displays significant resolution throughout the frequency range of the 15N amide chemical shift.
The resonance intensity near 200 ppm is from backbone-amide sites in the transmembrane
helix, with the amide-NH bonds being located nearly perpendicular to the plane of the mem-
brane. On the other hand, the intensity near 80 ppm is from sites in the N- and C-termini of
the protein, with the NH bonds being located nearly parallel to the membrane surface. The
peak near 35 ppm is from the amino groups of the lysine sidechains and the N-terminus. The
narrow chemical shift dispersion in the frequency range near 200 ppm associated with trans-
membrane helices indicates that the protein crosses the membrane with only a very small tilt
angle, which is estimated to be around 15° from the 2D 1H/15N PISEMA spectrum (Fig. 5).

The spectrum of the oriented sample is strikingly different from that of the unoriented
sample, which provides no resolution among resonances (Fig. 4A). Most of the backbone
sites are structured and immobile on the time-scale of the 15N chemical shift interaction
(10 kHz), contributing to the characteristic amide powder pattern between about 220 and 60 ppm.
Some of the backbone sites, in the loop and terminal regions, are mobile, giving rise to the
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resonance band centered near 120 ppm (the isotropic frequency). Some resonances near
120 ppm, however, may reflect specific orientations of their corresponding sites.

Amide hydrogen exchange rates are useful for identifying residues that are involved in
hydrogen-bonding and exposed to water. Although lipid bilayers are permeable to water and
other small polar molecules, the amide hydrogens in transmembrane helices can have very
slow exchange rates because of strong hydrogen bonds in the low dielectric of the lipid-
bilayer environment, and their 15N chemical shift NMR signals persist for days after expo-
sure to D2O. Faster exchange rates are observed for transmembrane helices that are not tightly
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Fig. 4. Solid-state NMR 15N and 31P chemical shift spectra of uniformly 15N-labeled CHIF in
unoriented (A,D) and oriented (B,C,E) lipid bilayers. Resonances near 200 ppm are from amino acid
residues in the CHIF transmembrane helix; (C) amide hydrogens in the transmembrane helix of CHIF
are resistant to hydrogen exchange, and their resonances remain after exposure to D2O while the res-
onances from exchangeable hydrogens disappear. The15N and 31P chemical shifts are referenced to
0 ppm for liquid ammonia and phosphoric acid.

Fig. 5. 1H/15N solid-state NMR PISEMA spectra of uniformly 15N-labeled (A) and Leu 15N-labeled
(B) CHIF in oriented lipid bilayers. In (A) the spectrum is superimposed on the Pisa wheels calculated
for ideal α-helices with different tilts in the lipid bilayer, and on the spectrum of 15N-Leu labeled CHIF,
which is represented as red dots. 15N chemical shifts are referenced to 0 ppm for liquid ammonia.
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hydrogen-bonded and are exposed to bulk water because they participate in channel pore for-
mation (54). Faster exchange rates are also observed for other water-exposed helical regions
of proteins with weaker hydrogen-bonded networks. Many of the amide hydrogens exchange
when the CHIF sample is exposed to D2O. Since the signals are generated by cross polariza-
tion from 1H, the amide resonances, thus, disappear from the spectrum (Fig. 4C). However,
the amide hydrogens in the transmembrane helix did not exchange, and their signals persisted
in the spectrum, indicating that the CHIF transmembrane helix forms a tight hydrogen bond-
ing network that is resistant to hydrogen exchange.

3.4.4. 31P NMR Spectra of the Membrane Lipids

The phospholipid phase and the degree of phospholipid-bilayer alignment can be assessed
with 31P NMR spectroscopy of the lipid phosphate headgroup. The 31P NMR spectrum
obtained for unoriented bilayer vesicles containing CHIF (Fig. 4D) is characteristic of lipids
in a bilayer arrangement, while the spectrum for oriented lipids with CHIF has a single reso-
nance near 30 ppm that is characteristic of oriented lipid-bilayer membranes (Fig. 4E). The
presence of a single peak demonstrates that the samples are highly oriented, as required for
NMR structure determination. Thus, taken together, the 15N and 31P spectra provide evidence
that the FXYD proteins insert in membranes without disruption of the membrane structure.

3.4.5. 2D Solid-State 1H/15N Correlation Spectra: PISEMA

The PISEMA spectra of membrane proteins in oriented lipid bilayers provide sensitive
indices of protein secondary structure and topology because they exhibit characteristic
wheel-like patterns of resonances, called Pisa wheels, that reflect helical wheel projections of
residues in both α-helices and β-sheets (55–57). When a Pisa wheel is observed, no assign-
ments are needed to determine the tilt of a helix, and a single resonance assignment can be
sufficient to determine the helix rotation in the membrane. This information is extremely
useful for determining the supramolecular architectures of membrane proteins and their
assemblies. The shape and position of the Pisa wheel in the spectrum depends on the protein
secondary structure and its orientation relative to the lipid-bilayer surface, as well as the amide
N–H bond length and the magnitudes and orientations of the principal elements of the amide
15N chemical shift tensor. This direct relationship between spectrum and structure makes it
possible to calculate solid-state NMR spectra for specific structural models of proteins, and
provides the basis for a method for backbone structure determination from a limited set of
uniformly and selectively 15N-labeled samples (4,58).

The 2D 1H/15N PISEMA spectra of uniformly and selectively Leu 15N-labeled CHIF in
lipid bilayers are shown in Fig. 5. The Pisa wheel that is observed in the region from 6 to
10 kHz and 180 to 220 ppm in the spectrum, provides definitive evidence that the protein
associates with the lipid bilayer as a transmembrane helix. To estimate the tilt of the CHIF
transmembrane helix we compared the experimental spectrum with those calculated for an
ideal α-helix, with 3.6 residues per turn and identical backbone dihedral angles for all
residues (φ, ϕ = 57°, –47°), tilted at 10°, 15°, and 20° relative to the lipid-bilayer normal. This
comparative analysis demonstrates that the CHIF helix is tilted by about 15° in the membrane
(or 75° from the membrane surface). According to the solution NMR data in micelles, the
peaks in the spectrum of 15N-Leu-labeled CHIF should account for Leu 17 and 19 in helix 1
preceding the transmembrane helix (helix 2), and Leu 22, 27, 28, 35, and 37, in the trans-
membrane helix. The data suggest that the peaks in the PISEMA spectrum will have to be
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fitted with Pisa wheels of different tilts, in agreement with the results obtained in micelles
showing that the CHIF helices 1 and 2 have different orientations.

4. Conclusions
The structure of CHIF (Fig. 6) was determined by combining the restraints from measure-

ments of RDCs, chemical shift, and H/D exchange, obtained by solution NMR in micelles,
with the 15° tilt of the transmembrane helix obtained from solid-state NMR experiments in
oriented lipid bilayers. Protein structures were calculated from the experimental data using a
basic simulated annealing protocol in the program X-PLOR-NIH (9,59). Because helices 1,
2, 3, and 4 are rather rigidly connected, their relative orientations could be obtained from the
combined measurements of RDCs and chemical shifts, and their analysis using the programs
REDCAT (47) and TALOS (42). Additional measurement of RDCs from a sample with a dif-
ferent alignment would yield the helix orientations unambiguously.

The combination of solution NMR with lipid micelle samples, and solid-state NMR with
lipid-bilayer samples, is a powerful approach for determining the structure of a membrane
protein in an environment that closely resembles the biological membrane. New and ongoing
developments in protein-expression systems, methods for reconstitution, NMR experiments
and equipment, and computational methods, are bringing ever more complex membrane pro-
teins into the range of molecules whose structures can be determined by NMR.
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Fig. 6. Structure of CHIF determined by combining the NMR restraints obtained in micelles with
those obtained in lipid bilayers. Leucine residues are shown as spheres. 
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Laurdan Studies of Membrane Lipid-Nicotinic Acetylcholine 
Receptor Protein Interactions 

Silvia S. Antollini and Francisco J. Barrantes 

Summary 
The extrinsic fluorescent probe Laurdan (6-dodecanoyl-2-dimethylamino naphthalene) exhibits extreme sen-

sitivity to the polarity and to the molecular dynamics of the dipoles in its environment. Dipolar relaxation
processes are reflected as relatively large spectral shifts. Steady-state measurements of the so-called general polar-
ization (GP) of Laurdan exploit the advantageous spectral properties of Laurdan. Since the main solvent dipoles
surrounding Laurdan in biological membranes are water molecules, when no relaxation occurs GP values are high,
indicating low water content in the hydrophilic/hydrophobic interface region. Laurdan fluorescence can also be
used to obtain topographical information. A hitherto unexploited property of Laurdan, namely its ability to act as
a Förster-type resonance energy transfer (FRET) acceptor of tryptophan emission, was used to learn about the
physical state of lipids within Förster distance from donor tryptophan residues in integral membrane proteins. The
application of this technique to the paradigm integral membrane protein, the nicotinic acetylcholine receptor, is
described in this chapter.

Key Words: Cholinergic receptor; fluorescence spectroscopy; Förster resonance energy transfer; generalized
polarization; Laurdan; intrinsic fluorescence.

1. Introduction 
Despite constituting roughly one third of all gene products, only very few high-resolution

structures of membrane proteins have been obtained to date. This is partly due to the inherent
difficulty of obtaining three-dimensional crystals of sufficient quality. Drawing structural–
functional correlations for many important membrane proteins has thus relied on studies in
solution employing various spectroscopic techniques (e.g., electron spin resonance, nuclear
magnetic resonance, fluorescence), site directed mutagenesis, cryoelectron microscopy and
electron diffraction studies of two-dimensional crystals of membrane fragments and
purified, reconstituted membrane proteins; and in the case of ion channels, high resolution
single-channel patch-clamp studies. 

Ligand-gated ion channels constitute an important superfamily of integral membrane
proteins that mediate signal transduction. The nicotinic acetylcholine receptor (AChR) is one
of the best characterized members of this superfamily (1). Together with the serotonin receptor,
the AChRs comprise two families of cation-selective channels, whereas glycine and gamma-
amino butyric acid type A receptors are anion-selective channels. Signal transduction is rel-
atively fast and results from similar mechanisms: binding of the neurotransmitter followed by
conformational transitions in the receptor proteins that lead to changes in the ionic permeability
of the postsynaptic membrane (2).
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The AChR is composed of five homologous subunits organized pseudo-symmetrically
around a central pore. Each subunit consists of a relatively large extracellular domain, four
hydrophobic transmembrane (TM) segments (M1-M4) connected by loops of varying length
and ending with a short extracellular carboxyl terminal domain (1). The membrane itself,
although relatively distant from both the ligand binding domain in the extracellular moiety
of the AChR and the ion permeation pathway in the TM region, plays an important role in
AChR function (3–4). Cryoelectron microscopy studies have recently provided structural
information on the TM organization of the AChR (5). Three concentric rings can be distin-
guished in the AChR TM region (3): a) an inner ring, formed by the M2 transmembrane seg-
ments of each subunit, and lining the walls of the ion channel proper; b) a middle ring,
defined by Ml and M3; and c) an outer ring, which is in closest contact with the boundary-
or belt-lipid region surrounding the AChR protein.

The composition of this singular lipid domain has recently been determined (6). Cholesterol
and acidic phospholipids are an absolute requisite for proper AChR function (7–10). Hydro-
phobic compounds, including certain local anesthetics, steroids and fatty acids (FA), belong to a
large family of non-competitive inhibitors of the AChR, affecting receptor function (4). They act
most likely at the lipid-protein interface, as postulated in early work (11). In order to characterize
the mechanism and site of action (i.e., annular vs. non-annular) of this type of molecules we
introduced (12,13) the use of the extrinsic probe Laurdan (6-dodecanoyl-2-dimethylamino naph-
thalene) (14,15) and certain modalities of fluorescence spectroscopy, in particular Förster
resonance energy transfer (FRET) (16).

The spectral properties of Laurdan have their physical origin in the probe’s extreme
sensitivity to the polarity and molecular dynamics of the dipoles in its environment, owing to
the effect of dipolar relaxation processes reflected as relatively large spectral shifts (14,15).
Laurdan molecules surrounded by gel-phase lipids, which provide an environment with low
polarity and high order or “rigidity,” undergo a lower relaxation process than those local-
ized in an environment of high polarity and “fluidity,” such as a liquid–crystalline phase.
Since the main solvent dipoles surrounding Laurdan in the membrane are water molecules,
when no relaxation occurs the generalized polarization (GP) values are high, indicating
low water content in the hydrophilic/hydrophobic interface region of the membrane. A hith-
erto unexploited property of Laurdan, namely its ability to act as a FRET acceptor of tryp-
tophan emission, was introduced to measure some physical properties of the AChR
protein–vicinal lipid. FRET between an AChR-rich membrane protein and Laurdan was
observed upon excitation at 290 nm (Fig. 1). The Trp-Laurdan pair has been characterized
as a good donor-acceptor FRET pair, with a Förster distance of 31 ± 1 Å, and with a minimum
donor-acceptor distance of 14 ± 1 Å, which corresponds roughly to the diameter of the
first-shell protein-associated lipid (12). Using this donor-acceptor pair it was possible to
describe the occurrence of one type of site for cholesterol and another type for phospho-
lipids, both accessible to FA, at the lipid-protein interface in native AChR-rich membranes,
irrespective of their structure (i.e., number of carbon atoms and/or degree of saturation)
(17,18). This chapter describes the use of these techniques to exploit the advantageous
spectroscopic properties of Laurdan, including its ability to act as a suitable acceptor for
the AChR intrinsic protein fluorescence donor, to measure changes in FRET efficiency (E)
caused by the addition of exogenous molecules that displace Laurdan from protein-vicinal
sites. This strategy can be extrapolated to other membrane proteins for which solid-state
structural information is still lacking. 
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2. Materials 
2.1. Chemicals 

Most of the chemicals can be obtained from Sigma Chemical Co., St. Louis, MO. Laurdan
can be purchased from Molecular Probes (Eugene, OR). 

2.2. Materials for the Preparation of AChR-rich Membranes From Electric Tissue

1. Torpedo californica fish are obtained from the Pacific coast of California (U.S.A.). Fish are killed
by pithing, and the electric organs are dissected and either used fresh or stored at −80°C until use. 

2. Buffer A: 10 mM sodium phosphate buffer, pH 7.4 with 0.4 mM NaCl; 5 mM ethylenediaminete-
traacetic acid; 5 mM ethylene glycol tetraacetic acid; 3 mM phenylmethanesulfonylfluoride and
0.02% sodium azide.

3. Buffer B: Buffer A + 25–30% sucrose (see Note 1).
4. Buffer C: 10 mM buffer sodium phosphate pH 7.4; 0.4 mM NaCl; 5 mM ethylenediaminete-

traacetic acid. 
5. Buffer D, for fluorescence studies: 20 mM HEPES buffer, pH 7.4, containing 150 mM NaCl and

0.25 mM MgCl2.

2.3. Materials for Fluorescence Measurements 

1. Quartz cuvette with four polished walls can be obtained from Starna, Germany. The cuvettes must be
kept very clean, for which the customary protocol is to i) wash with distilled water + 0.1% mild deter-
gent; ii) rinse with abundant distilled water; iii) rinse with methanol; and iv) dry the external walls
with soft lens-tissue paper to avoid the formation of spots on the walls of the cuvette (see Note 2). 

2. Laurdan crystals are dissolved in ethanol to obtain a 1.0–1.2 mM stock solution. Do not expose
to light. It is necessary to vigorously vortex the sample until the crystals disappear completely
(see Note 3). This solution can be stored in a vial at −20°C protected from light for up to 4 mo. 
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Fig. 1. Emission spectra of T. californica AChR-rich membranes under FRET conditions before and
after the addition of Laurdan and FA (arachidic acid): (—) emission spectrum before Laurdan addition (Io),
(----) emission spectrum after Laurdan addition (I), and ( ) emission spectrum after addition of 5 µM
arachidic acid. The intrinsic fluorescence displays a maximum at 330 nm, and Laurdan emission shows
two maxima between 400 and 500 nm. Inset: the same spectra obtained with the cuvette without Laurdan. 
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3. Free fatty acids (FA) are dissolved in ethanol (in all cases the amount of ethanol added to the sam-
ples must be kept below 0.5%) and protected from peroxidation by flushing the solutions with N2.
Stock sodium salts of FA are dissolved in the Buffer for fluorescence measurements with a bath
sonicator. In the case of the more hydrophobic FA, it is recommended first to prepare a sodium
salt solution in 4 mM NaOH, subsequently dilute an aliquot of this solution into the Buffer for
fluorescence measurements (see Note 4). 

3. Methods
3.1. Preparation of AChR-rich Membranes 

1. Approximately 200 g of frozen (thawed) or fresh electric organ are dissected into small pieces
(ca. 1 × 1 cm) on a sheet of metal foil placed on ice. 

2. The tissue is homogenized at 4°C using a high speed metal blender (Virtis 60 glass homogenizer,
The Virtis Company Inc.) until a homogeneous suspension is obtained. Usually three or four
strokes of 30 s at 30,000 rpm (see Note 5) suffice. Tissue debris and large clumps can be elimi-
nated by filtration through a nylon mesh.

3. The homogenate is subjected to a first centrifugation at 2500g for 10 min at 4°C. Connective tissue,
clumps of cells and other large particles are pelleted and discarded. The supernatant is filtered
through a fine nylon mesh and centrifuged for 1 h at 30,000g and 4°C. The pellet is resuspended in
buffer B by gently passing through a needle followed by three strokes in a glass homogenizer. 

4. 8 mL of the suspension are layered on a discontinuous sucrose gradient consisting of 8 mL of 50%,
9 mL of 39% and 8 mL of 35% sucrose in buffer C (see Note 1) and centrifuged at 80,000g for 3 h
at 4°C in a 28 Beckman swinging bucket rotor (Beckman Coulter, Inc., Fullerton, CA) with slow
acceleration and no de-acceleration in the range of 0–3300g. After centrifugation three light-scattering
bands are formed at the interfaces of the sucrose solutions: top, middle and bottom fractions. 

5. Each band is collected by aspiration and placed in a separate tube maintained at 4°C, diluted
twofold in buffer C (without sucrose), divided among centrifuge tubes, and centrifuged at
138,000g for 45 min at 4°C in a Beckman 70.1 Ti rotor (Beckman Coulter, Inc., Fullerton, CA).
The pellet is resuspended in a small volume of buffer for fluorescence by repeatedly passing gently
through a 0.3-mm gauge hypodermic needle. 

6. Small aliquots are separated to determine protein concentration and specific activity by the method
of Lowry (19) and 125I-labelled α–BTx binding assay, respectively. The rest is kept at −80°C until
further use (see Note 6). Following this procedure, the MIDDLE fraction corresponds to the AChR-
rich membrane fraction with highest specific activity, in the order of 2.0–2.8 nmol α-bungarotoxin
sites per milligram protein, implying that more than 50% of the total protein is AChR protein. 

3.2. Fluorescence Measurements 

1. All fluorimetric measurements are performed in a steady-state fluorimeter (SLM Instruments,
Urbana, IL) using a vertically polarized light beam from a mercury/xenon arc obtained with a
Glan-Thompson polarizer (4-nm excitation and emission slits) and quartz cuvettes (see Note 7). The
temperature is set at 25°C with a thermostated circulating water bath (Haake, Darmstadt, Germany). 

2. Membrane samples in buffer D are prepared in a glass tube from concentrated AChR-rich mem-
brane preparations to give final concentrations of approx 50 µg protein/mL (0.2 µM). The optical
density of the membrane suspension is kept below 0.1 to minimize light scattering. The sample
in the quartz cuvette is allowed to equilibrate at 25°C. For each experimental condition two cuvettes
are prepared, one serving as the control and the other for Laurdan labeling. 

3.3. Förster Resonance Energy Transfer (FRET) Measurements (see Note 8) 
and Laurdan Generalized Polarization (see Note 9)

1. The fluorescence of the donor (intrinsic fluorescence of the protein, Trp residues) in the absence of
the acceptor is acquired before the addition of Laurdan to the samples. A first emission spectrum for
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each cuvette is obtained by exciting the sample at 290 nm and collecting the emission spectrum from
300 to 520 nm (see Notes 10–12). The resulting spectrum is typical of Trp fluorescence emission
with a clear maximum at approx 330 nm (see Fig. 1A) (see also Note 13). From this spectrum one
obtains I0values at the maximum emission intensity. It is convenient to collect an additional emis-
sion spectrum by direct excitation of the probe Laurdan at 360 nm and collection of the emission
from 390 to 520 nm. This provides a measurement of the background signal. 

2. Laurdan is added next to the membrane samples from an ethanol solution, to give a final probe con-
centration of 0.6 µM. The amount of organic solvent should be kept ≤ 0.1%. The solvent (ethanol)
is added to the control cuvette. Both samples are incubated in the dark for 60 min at 25°C.

3. The fluorescence of the donor in the presence of the acceptor is obtained. An emission spectrum for
each cuvette is obtained by exciting the samples at 290 nm (FRET conditions) and at 360 nm (direct
Laurdan excitation), respectively, as described under step 1 of this subheading. In the case of samples
excited under FRET conditions, the spectra of the samples with Laurdan show a decrease in the
intensity at 330 nm and the appearance of a second maximum at a longer wavelength, which corre-
sponds to FRET-excited Laurdan molecules (see Fig. 1A) (see Note 14). From these, spectra I values
are obtained (see step 1 of Subheading 3.5.1.). In the case of direct excitation conditions, the Laurdan
spectrum exhibits two characteristic maxima, one near 430 nm, corresponding to the Laurdan
molecules in the lipid gel phase (i.e., rigid domains) and a second maximum near 490 nm, correspon-
ding to Laurdan molecules in the liquid-crystalline phase (i.e., in fluid domains) (see Note 15).

3.4. Titration Experiments

The location of the specific molecule under study (e.g., an endogenous lipid and/or an
exogenously added hydrophobic ligand) in the AChR-vicinal region is studied by following
the diminution of the FRET efficiency (E) between the AChR and Laurdan caused by the
addition of the molecule being tested. The diminution of E reflects the displacement of the
FRET acceptor molecules by the added molecule (see Fig. 2). Here we present an example
using AChR-rich membranes from T. californica titrated with different FA.

1. After step 3 of Subheading 3.3., an aliquot of the FA stock solution is added to each cuvette (see
Notes 16–18). Each experimental condition (i.e., for Each FA) comprises a pair of cuvettes (one
with and one without Laurdan), and both must be treated in exactly the same way. Furthermore, one
pair of cuvette is filled only with the solvent of the FA solution, which is taken into account for cor-
rection of dilution effects and for unspecific background subtraction. For example, if the effect of
two different FA is studied, there will be at least six cuvettes: one pair for background correction,
one for FA1, and one for FA2; within each pair one sample has Laurdan and the other does not.
Incubate for 30 min in order to allow the partition of the exogenous molecule to reach equilibrium. 

2. Repeat step 3 of Subheading 3.3., this time in the presence of FA. 
3. Add another aliquot of the FA, wait for 30 min, and collect a new spectrum. Repeat this process

until the desired final FA concentration is reached (see Fig. 3 after data analysis). 
4. It is also possible to perform competition experiments between two exogenous compounds in

order to verify whether the two molecules compete for the same sites at the lipid-protein inter-
face. To perform this kind of experiment, first add one molecule until saturation is reached, and
then continue with the addition of the second molecule (see Note 18). Wait unit equilibrium is
reached after each addition (time to equilibration varies among different ligands) and then collect
the corresponding spectrum (see Fig. 4 after analysis). 

3.5. Data Analysis 

3.5.1. Förster Resonance Energy Transfer (FRET) Measurements

1. The energy transfer efficiency (E) in relation to all other deactivation processes of the excited
donor depends on the sixth power of the distance between donor and acceptor. According to
Förster’s theory (16) E can be calculated as follows:
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E = 1 − (I/I0) (1)  

where I and I0 are the emission intensities in the presence and absence of the acceptor, respectively.
Here, I corresponds to the maximal intrinsic protein emission intensity, at approx 330 nm. 

2. For each condition, the energy transfer efficiency calculated in the presence of Laurdan (obtained
from the Laurdan-doped cuvette of the pair) is corrected for E, calculated in the absence of Laurdan
(i.e., obtained from the control cuvette of the pair) as follows:

Ecorr = E(+Laurdan) – E(−Laurdan) (2)

Fig. 2. Topographical relationship between the membrane-bound AChR, the AChR lipid-belt region in
immediate contact with the receptor protein, and the fluorescent probe Laurdan in cross-sectional
representation. The upper diagram illustrates the distribution of Laurdan molecules in the belt (outlined
by a broken line) and bulk lipid regions, respectively. The bottom diagram depicts the displacement of
Laurdan molecules (hatched circles) from the AChR belt region by an exogenously added hydrophobic
compound (grey squares). Reproduced from Antollini and Barrantes, 2002 (18).
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3. Once the Ecorr values are obtained for the different experimental conditions, they are normalized
with respect to the control condition (obtained from the pair of cuvettes without the exogenous
molecule) (see Fig. 3C for a displacement experiment and Fig. 4C–F for a competition
experiment).

3.5.2. Generalized polarization (GP) of Laurdan

The GP for the Laurdan emission spectrum, which is called excitation GP (exGP), is
calculated as follows,

exGP = (I430 – I490) / (I430+ I490) (3)

where I430 and I490 are the emission intensities at the characteristic wavelength of the gel
phase (430 nm) and the liquid-crystalline phase (490 nm), respectively. The exGP values are
obtained from the emission spectra acquired under FRET conditions (thus reporting on the
lipid-protein interface region, within Förster distance) and by direct excitation (yielding
information on bulk lipid properties) (see Fig. 3A,B, where exGP is obtained under the addi-
tion of different FA to T. marmorata AChR-rich membranes under both excitation conditions;
and Fig. 4, where GP values were used to verify the incorporation of the different exogenous
compounds added to the membrane).
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Fig. 3. Laurdan exGP using direct excitation of the probe (A) or FRET conditions (B). In the
latter case the intrinsic protein emission from T. californica AChR-rich membranes is used as the
donor in the presence of increasing concentrations of FA: 18:0 (■), 20:0 (�), 18:1c (●), 18:2 (▲),
18:3 (�), 20:4 (◆), and 22:6 (�). The abscissa indicates effective FA concentrations in the membrane,
calculated using the partition coefficient, Kp of each FA, obtained with ADIFAB as described under
Methods. Each point is the average of at least four independent experiments (reproduced from
Antollini and Barrantes, 2002 (18). (C) Decrease in normalized FRET efficiency (E) between intrinsic
fluorescence in AChR-rich membranes and Laurdan in the presence of 20 µM FA. Each point cor-
responds to the average ± S.D. of four independent measurements (reproduced from Antollini and
Barrantes, 2002 [18]). Although the physical properties of the membrane change depending on the
structure of the FA (unsaturated FA increase the water content in the membrane and disorder the
bilayer, whereas saturated FA induce only a small decrease in the amount of water in the membrane),
all FA, independently of their physical properties, bind to similar sites at the lipid-protein interface
in native AChR-rich membranes.
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Fig. 4. Net variation in Laurdan GP using direct excitation of Laurdan (A) and FRET conditions (B) in the presence of increasing concentra-
tions of arachidic acid (�) plus 18:0 (◆), 18:1c (▲), or 20:4 (●). (C,D) normalized FRET efficiency (E ) for the AChR/Laurdan pair. Two dif-
ferent conditions are shown: increasing concentrations of 20:0 up to 20 µM (C) and increasing concentrations of 20:4 up to 20 µM (D). A
subsequent addition of a second FA up to a concentration of 20 µM is further shown in (C): 20:0 (�), 20:4 (●), 18:1c (�), and 18:0 (◆) and in
(D): 20:4 (�), 18:1c (▼), and 20:0 (●). (E,F) depict final values of E attained upon addition of a second FA. The differences between experimental
conditions were not statistically significant. These results correspond to the average ± S.D. of at least four independent experiments (reproduced
from Antollini and Barrantes, 2002 [18]). The fact that Laurdan GP was affected under FRET conditions is a clear indication that the second FA
effectively partitions in the membrane and localizes in the AChR-vicinal, lipid belt region. The decrease of E obtained with the first FA (saturated
or unsaturated) remained constant in the presence of a second FA, suggesting that all FA share the same site at the protein-lipid interface.

538

3
6
_
B
a
r
r
a
n
t
e
s
 
 
6
/
2
8
/
0
7
 
 
9
:
5
8
 
P
M
 
 
P
a
g
e
 
5
3
8



4. Notes
1. When making the sucrose solutions take care to avoid sucrose hydrolysis by keeping the vessel

close to 4°C.
2. Avoid touching the walls of the cuvette with bare hands and be meticulous about using clean cuvettes,

otherwise they can be a major source of experimental variability. 
3. Whenever a Laurdan stock solution is withdrawn from the freezer, wait until it reaches room temper-

ature to avoid the appearance of Laurdan crystals. Always verify that the solution is homogeneous
before proceeding.

4. In order to compare the effects caused by the presence of different exogenous FA it is necessary to
take into consideration that different FA, with distinct structural characteristics, have different
partition coefficients in membranes. It is therefore important to know –if available- or to experimen-
tally determine their partition coefficient. There are several methods for carrying out this task. We
use a spectroscopic method with an Acrylodan-Derivatized Intestinal Fatty Acid-Binding Protein
(ADIFAB), which does not require physical separation of free and membrane-bound FA (20,21).

5. During the homogenization procedure the inner glass vessel of the Virtis homogenizer should be
properly refrigerated; an outer plastic cylinder is provided for this purpose and the space between
the two vessels should be filled with ice. It is important that the high speed homogenization
process does not warm up the sample; it suffices to wait for a couple of minutes in between
homogenization cycles to avoid warming up. 

6. Additional characterization of the membrane preparations can be mandatory for certain experi-
ments. For instance, right-side-out membranes may be needed. The orientation of the AChR protein
in the vesicles can by determined by measuring the total number of toxin-binding sites in the pres-
ence and absence of 1% Triton X-100 (Sigma Chemical Co., St. Louis, MO), respectively (22).
The integrity of the AChR subunits and the purity of the protein can be verified using Sodium
Dodecyl Sulfate Polyacrylamide Gel Electrophoresis (SDS-PAGE) (the apparent molecular weights
in SDS-PAGE are 40,000, 48,000, 60,000, and 65,000 for the α, β, γ, and δ subunit of electric fish
AChR, respectively). The gels also provide information on the degree of protein degradation that
may have occurred during membrane purification. 

7. The size of the quartz cuvettes depends on the amount of sample available. One centimeter path-
length quartz cuvettes (2 mL sample or more) are excellent for titration experiments because these
volumes allow several additions of solutions without a significant change of the total volume 
(i.e., 10 addition of 1 µL each to a 2 mL initial sample volume corresponds to a total added solvent
of 0.5%). This is especially important when the solvent is not aqueous but organic, such as in the
case of methanol, ethanol or DMSO. When the amount of sample is small, 5-mm quartz
cuvettes are optional (up to 0.7 mL total volume) but one should bear in mind that the dilution
effect is not trivial after a few µL additions. The same applies to 3-mm quartz cuvettes
(130–150 µL of samples), which are quite useful in the case of precious samples but difficult
to use in titration experiments.

8. FRET occurs when the emission spectrum of a fluorophore (donor) overlaps with the absorption
spectrum of another molecule (acceptor) (16). In this process there is no intermediate photon
but the donor and the acceptor are coupled by dipole-dipole interactions (resonance). FRET
is considered a “spectroscopic ruler” as the distance at which it occurs with 50% efficiency
(R0, Förster distance) is typically in the range of 20–60 Å. The distance range values are
extremely convenient for studies of interrelations between molecules inside a membrane, and
also for measurements of macromolecular associations/dissociations: E depends only on the
donor-acceptor distance, and hence changes in such parameter are reflected dramatically in the
efficiency of the process (23).

9. Laurdan has no preference for a particular physical state of the membrane, but has an exquisite
spectral sensitivity to the phase state of the membrane. This spectroscopic property of Laurdan
has been integrated into a parameter called generalized polarization (GP) (12,13). The spectral
properties of Laurdan have their physical origin in the probe’s capacity to sense the polarity
and the molecular dynamics of the dipoles in its environment due to the effect of dipolar relaxation
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processes (12,13). The main dipoles sensed by Laurdan in the membrane are water molecules. Thus,
GP values depend on the extent of water penetration allowed by the local membrane packing
and constitute a faithful reflection of solvent dynamics in the immediate environment of mem-
brane proteins. 

10. The membrane sample is a suspension that needs to be maintained as such by gentle agitation
immediately before acquisition of the spectrum. The acquisition time is obviously dependent on
the instrumental sensitivity and gain, quantum yield of the fluorophore, and so on. The quantum
yield of Laurdan is much higher in membranes than in aqueous environments, and the sensitivity
of any state of the art fluorimeter allows one to acquire a spectrum within a reasonably short time
(seconds), using 2 nm steps between each emission wavelength and no averaging.

11. The emission spectrum is taken with a bandwidth of λem ± 2 nm. Acquired emission spectra are not
perfect, because of the non-uniform spectral output of the light sources and the wavelength-dependent
efficiency of the monochromators and detectors (photomultiplier tubes). Since accurately corrected
spectra are difficult to obtain, it is not necessary to use corrected data when comparisons between
spectra are made, technical spectra on the wavelength scale suffice in most cases. 

12. The emission spectra are collected from 300 to 520 nm to obtain the emission spectrum of
donor and acceptor. The Trp emission is centered at 330 nm, and at 400 nm the intrinsic fluo-
rescence signal is no longer apparent. The Laurdan fluorescence emission is observed between
400 nm to 500 nm. 

13. The fluorescence emission spectrum for Trp in water is centered at about 360 nm, whereas that
of a Trp residue of a peptide located in the hydrophobic region of a lipid bilayer is centered at
323–330 nm depending on bilayer thickness, the position of the Trp residue along the peptide
sequence, and peptide length (24). 

14. The spectra of the control cuvettes show a small diminution of the emission intensity at 330 nm
without the appearance of the maximum corresponding to the Laurdan molecules. This diminu-
tion corresponds to an unspecific fluorescence quenching by oxygen that must be taken into
account in this kind of experiment.

15 By exciting Laurdan molecules at 290 and 360 nm, it is possible to differentiate between the bulk
bilayer properties (360 nm) and the AChR-vicinal lipid properties (290 nm excitation photose-
lects Laurdan molecules that are very close to the protein). 

16. When a highly hydrophobic compound is added, it is important to know its critical micellar con-
centration (CMC), and work below this value. Added concentrations higher than the CMC give
rise to errors and non-reproducible results as the incorporation of an exogenous molecule into
the membrane in a micellar form is not as effective and quick as when the exogenous molecule
inside the cuvette is in the monomeric form (i.e., add concentration below the CMC).

17. Titrations are usually carried out by addition of very small volumes (in general less than 1 µL).
It is therefore important to exercise caution in wiping the external part of the tip to avoid “over-
sampling”. At the same time, care should be taken not to extract sample from inside the pipette
tip. It is also recommended to make a “routine” series of steps for each round of titrations (some-
times involving several cuvettes and long equilibration periods) to maximize reproducibility. Tip:
always pipete the solution to be added from the top of the sample, add it to the cuvette in the same
manner, mix all samples with the same technique, and so on. 

18. It is also important to take into account the absorption spectrum of the exogenous molecule. If
the added compound absorbs at the same wavelengths as the excitation and/or emission of the
fluorophore, as is the case with some steroids, it is necessary to correct for the intensity of the
donor. This correction, the so-called inner filter effect, is given by the following equation:

Icorr = I × antilog [(OD290 + OD330)/2] (4)

where I is the measured fluorescence intensity of the Trp (330 nm) excited at 290nm, and OD290
and OD330  are the optical densities of the sample at the excitation and emission wavelength,
respectively (23).
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Single-Molecule Methods for Monitoring Changes 
in Bilayer Elastic Properties

Olaf S. Andersen, Michael J. Bruno, Haiyan Sun, and Roger E. Koeppe II

Summary
Membrane-spanning proteins perturb the organization and dynamics of the adjacent bilayer lipids. For example,

when the hydrophobic length (l) of a bilayer-spanning protein differs from the average thickness (d0) of the host
bilayer, the bilayer thickness will vary locally in the vicinity of the protein in order to “match” the length of the
protein’s hydrophobic exterior to the thickness of the bilayer hydrophobic core. Such bilayer deformations incur
an energetic cost, the bilayer deformation energy , which will vary as a function of the protein shape, the
protein-bilayer hydrophobic mismatch (d0 − l), the lipid bilayer elastic properties, and the lipid intrinsic curvature
(c0). Thus, if the membrane protein conformational changes underlying protein function involve the protein/bilayer
interface, the ensuing changes in will contribute to the overall free-energy change of 

the conformational changes —meaning that the host lipid bilayer will modulate protein function. For a

given protein, varies as a function of the bilayer geometric properties (thickness and intrinsic curvature)

and the elastic (bending and compression) moduli, which vary as a function of changes in lipid composition or
with the adsorption of amphiphiles at the bilayer/solution interface.

To understand how changes in bilayer properties modulate the function of bilayer-spanning proteins, single-molecule
methods have been developed to probe changes in bilayer elastic properties using gramicidins as molecular force
transducers. Different approaches to measuring the deformation energy are described: (1) measurements of changes
in channel lifetimes and appearance rates as the lipid bilayer thickness or channel length are varied, (2) measurements
of the equilibrium distribution among channels of different lengths, formed by homo- and heterodimers between
gramicidin subunits of different lengths, and (3) measurements of the ratio of the appearance rates of heterodimer
channels relative to parent homodimer channels formed by gramicidin subunits of different lengths.

Key Words: Bilayer deformation energy; bilayer elastic moduli; bilayer stiffness; gramicidin channels;
hydrophobic coupling; hydrophobic mismatch; lipid intrinsic curvature.

1. Introduction
Biological membranes are mosaic structures, made up of lipid bilayers that are spanned by

integral membrane proteins (1), with an overall organization as illustrated in Fig. 1. The bilayer
serves as a barrier against nonregulated transmembrane solute movement; membrane proteins
catalyze transfer of material and information across the membrane.

1.1. Bilayer Barrier Function

The lipid-barrier function is well understood, and reflects the low solubility of polar solutes—
whether ions or nonelectrolytes—into the hydrophobic bilayer core (2–4). The chemical identity
of the bilayer lipids is, to a first approximation, irrelevant, although the water permeability of
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(liquid-crystalline) lipid bilayers can vary by more than two orders of magnitude as the
lipid composition is varied (5). The bilayer component is not just a “simple” barrier; it
also is a regulator of membrane protein function (6–12). However, despite recent progress,
there is no consensus about the mechanism(s) underlying this bilayer control of protein
function—a situation that arises, in part, because of the diversity of the lipids in an “aver-
age” cell membrane (13–15).

1.2. Regulation of Protein Function

The bilayer regulation of a protein can be direct, when the function of the protein of inter-
est is directly altered by changes in bilayer lipid composition, or indirect, when the changes
in protein function are secondary to (direct) bilayer-dependent changes in some other mem-
brane protein(s), for example, proteins that activate intracellular signal transduction cascades.
In the case of direct bilayer regulation of membrane protein function, the regulation can be
specific, because of specific (stoichiometric) lipid–protein interactions, as is the case for
phosphatidylinositol 4,5-bisphosphate binding to pleckstrin homology domains (16,17), or
nonspecific, because of changes in global bilayer properties. The latter encompasses changes
in interfacial (double layer or dipole) potential, bilayer thickness, monolayer intrinsic curva-
ture, or bilayer elastic (compression and bending) moduli (18).

544 Andersen et al.

Fig. 1. Cartoon representation of a biological membrane. The membrane is oriented with the extra-
cellular compartment located above and the intracellular compartment below. The lipid bilayer with
its imbedded proteins separates the two compartments. The extracellular protein domains have cova-
lently linked carbohydrate chains; the intracellular domains interact with the submembraneous
cytoskeleton. Reflecting its elastic properties, the lipid bilayer component displays undulations and
thickness fluctuations, as well as lateral heterogeneity and domain formation. For clarity, the mem-
brane is depicted with a relatively low protein/bilayer ratio. Modified after ref. 120.
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1.3. Membrane Protein Function and Conformational Changes

There is ample evidence that membrane protein function depends on conformational
changes involving the protein’s transmembrane domains. Early low-resolution structures of
gap junction channels (19) and the nicotinic acetylcholine receptor (20) showed that changes
in channel state were associated with alterations in subunit tilt within the bilayer. Recent
high-resolution structures of the transmembrane domains of three bacterial potassium chan-
nels, including H+-, Ca2+-, and voltage-activated channels (21–24), of the sarcoplasmic retic-
ulum Ca2+-ATPase (25,26), and of the large-conductance mechano-sensitive channel MscL
(27–29) all provide evidence for reorganization within the protein’s transmembrane domains,
including changing the tilt of bilayer-spanning α-helices and the domain lengths.

Less direct evidence for reorganization within the transmembrane domain has been
obtained in other membrane proteins, most notably rhodopsin. Light activation of mammalian
rhodopsin causes a structural rearrangement (30) in which the bilayer-spanning α-helices
move relative to each other (31). The (pseudo)equilibrium between metarhodopsin I and II
depends on the bilayer lipid composition (32), and light-activation changes bilayer lipid
organization (33).

2. Lipid Bilayer–Membrane Protein Interactions
How does the lipid bilayer respond to changes in protein structure? And how do changes in

bilayer properties alter protein function? There is a voluminous literature on bilayer–protein
interactions. A central theme has been bilayer fluidity (34,35). A liquid-crystalline lipid bilayer
is necessary in order to allow for protein conformational changes. Nevertheless, bilayer fluidity
per se cannot be the major factor regulating membrane protein function because changes in
bilayer fluidity cannot shift the conformational preference of membrane proteins (36) (see
Note 1). What then? Bienvenüe and Marie (see p. 325 in ref. 9) summarized the situation as
follows: “.., modulation of many protein properties has been demonstrated in several differ-
ent models. However, no clear rule exists that rationalizes the effect of lipid composition on
ligand binding or enzyme activity. Considering each protein as a different model interacting
with its own lipid environment, a theoretical breakthrough is necessary to explain how lipids
regulate membrane protein activities.”

Given the diversity of lipids in cell membranes, it is unlikely that there is just a single
organizing principle that can account for the variety of lipid-dependent changes in membrane
protein function. The available evidence shows that membrane lipids can serve as both spe-
cific and nonspecific regulators of membrane protein function. Some proteins interact
directly with polyphosphatides (17) in “classic” ligand–protein interactions. Phospholipid
molecules are also seen in high-resolution membrane protein structures (37–40); in these
cases, the lipid structure usually is disorganized, which could denote conformational hetero-
geneity or chemical heterogeneity among the acyl chains of the bound lipids. However, in
many cases membrane protein function is regulated by “bulk” bilayer properties, such as
bilayer thickness—red blood cell glucose transporter (41), rhodopsin (32), sarcoplasmic retic-
ulum Ca2+-ATPase (42), Na+, K+-ATPase (43) and the large-conductance, mechanosensitive
channel MscL (44)—and intrinsic lipid curvature—sarcoplasmic reticulum Ca2+-ATPase
(45,46), rhodopsin (32), insulin receptor (47), Ca2+-activated potassium channels (48), and
MscL (44). Moreover, the membrane lipid composition is actively regulated to maintain some
physical bilayer property (or properties) invariant (49,50).

Membrane Force Transducers 545
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Many of the aforementioned proteins are known to undergo conformational changes that
involve their bilayer-spanning domains in the course of their normal function cycle (see
Subheading 1.3.). It therefore is not surprising that their function may be regulated by
changes in the composition (physical properties) of the host lipid bilayer. Specifically, the
bilayer control of membrane protein function can be understood by noting that the energet-
ics of membrane protein conformation changes is related to the energetics of bilayer–protein
interactions: to the bilayer deformation energy associated with membrane protein conforma-
tional changes that involve the protein–lipid interface, which are coupled through hydropho-
bic interactions (see Fig. 2).

2.1. Protein-Induced Bilayer Deformations and Deformation Energies

Protein-induced bilayer perturbations, or deformations, will in general incur an energetic
cost , which contributes to the free energy difference between different protein con-

formations I and II :

(1)

where denotes the free energy difference of the protein conformational change per
se (including contributions from interactions with the environment, such as changes in the
protein/solution interface, not considered in the protein–bilayer interactions) and ,
the difference in bilayer deformation energy between protein conformations I and II
( ). The equilibrium distribution between the different protein con-
formations, therefore, is given by:

(2)

where denotes the equilibrium distribution coefficient between protein states I and II (the 

superscript and subscript in denote the initial and final state, respectively), T the temper-

ature and kB Boltzmann’s constant. If is significant, meaning that , then 

the equilibrium distribution between different membrane protein conformations (and the
kinetics of the conformational changes) could be modulated by the bilayer in which the
proteins are embedded (7,32,51,52).

2.2. Energetics of Elastic Bilayer Deformations

In the case of a cylindrical membrane protein of hydrophobic length l, embedded in a
bilayer of average thickness d0, intrinsic monolayer curvature c0, and bilayer compression
and bending moduli Ka and Kc, the bilayer deformation can be decomposed (53) into local
bilayer compression with an associated energy density (see ref. 54) and mono-

layer bending with an associated energy density (see ref. 55) (see also Note 2),
where u = (d0−d)/2 with d being the local bilayer thickness (see Fig. 2). Combining these

K u cc ⋅ ∇ −( )2
0

2

K u da ⋅ ( / )2 0
2

∆G k Tdef
0

B>∆Gdef
0

K II
I

K II
I

II

I II
I

I II I II

= =
− +( )





→ →

K
G G

k T
exp

∆ ∆∆prot def

B







∆∆ = ∆ − ∆→G G Gdef
I II

def
II

def
I

∆∆ →Gdef
I II

∆Gprot
I II→

∆ ∆ + ∆∆→ → →G G Gtot
I II

prot
I II

def
I II=

∆( )→Gtot
I II

∆( )Gdef
0

546 Andersen et al.

37_Andersen  6/28/07  9:58 PM  Page 546



Membrane Force Transducers 547

Fig. 2. Hydrophobic coupling between membrane protein conformational changes and lipid
bilayer deformations/perturbations. The hydrophobic coupling between a membrane protein and the
surrounding bilayer causes protein conformational changes that involve the hydrophobic
protein/bilayer boundary (indicated by the heavy black lines) to be associated with local bilayer
deformation. When the protein-induced bilayer deformation can be approximated as a change in
bilayer thickness, the deformation can be described in terms of the compression and bending of the
two bilayer leaflets, with energy densities and , respectively,
where Ka and Kc denote the bilayer compression and bending moduli, 2u the local bilayer deforma-
tion, that is the difference between the actual bilayer thickness (d) and the (average) thickness of the
unperturbed bilayer (d0), and c0 the monolayer equilibrium curvature. Note, the bilayer itself is flat;
it is the two bilayer leaflets that bend toward each other.
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where r0 is the protein radius and α the bilayer/solution interfacial tension. (The second inte-
gral in Eq. 3 arises from the curvature stress in an unperturbed bilayer with finite intrinsic
monolayer curvature). When the contributions to are evaluated, the surface tension
component turns out to be negligible (53,56,59); it will not be considered further here.

When c0 = 0, Eq. 3 reduces to a particularly user-friendly expression:

(4)

where HB is a phenomenological spring constant, and 2u0 the hydrophobic mismatch
(2u0 = d0 − l). HB describes the energetic consequences of the hydrophobic channel-bilayer
coupling; it is determined by the bilayer thickness and elastic moduli (Ka and Kc) and r0, as
well as by the choice of boundary conditions used to describe the lipid packing adjacent to
the protein (59). When c0 ≠ 0, the unperturbed bilayer (where 2u0 = 0) possesses a curvature
frustration energy density, which also contributes to (60), and Eq. 3 reduces to (see ref. 60)
(see also Eqs. 17 or 28):

(5)

where HX and HC, again, are determined by d0, Ka, Kc, and r0 (ref. 60) (see also Note 3).
The second-order approximation used in elastic (liquid crystal) models of bilayer behavior

(53,61) may be questioned when the radii of curvature are comparable with the bilayer thick-
ness, and it is uncertain whether “macroscopic” material constants can be used to describe
such systems, (see refs. 62, 63). However, as shown by Partenskii and Jordan (63), the struc-
ture of Eq. 4 is maintained even when the material moduli vary as a function of distance from
the protein/bilayer boundary. Moreover, when Eq. 4 is used to quantitatively evaluate
channel–bilayer interactions using gramicidin channels as molecular force transducers (64), the
experimentally determined HB values are in agreement with those predicted based on previously
determined values of Ka and Kc. Thus, Eqs. 4 and 5 should provide a fairly robust framework
for understanding the energetic consequences of protein-induced bilayer deformations.

The energetics of bilayer–protein interactions also have been described using other terms,
such as: changes in bilayer compression (54) or curvature frustration (55) energy, which were
combined using the model of elastic bilayer deformations (53); changes in the lateral pres-
sure profile across the bilayer (65), or in lipid packing stress (66); and changes in bilayer free
volume (67,68). Although couched in different terms, all of these different descriptions rep-
resent different approaches to parameterize the profile of intermolecular interactions across
the bilayer, i.e., between the bilayer-forming lipids and between the lipids and the embedded
proteins. We also note that, although changes in intrinsic curvature have long been emplicated
in the bilayer control of membrane protein function (32,55,69,70), the curvature stress is only
one contribution to (see Eqs. 3 and 5). Indeed, pharmacologically induced changes in
curvature (71,72) usually alter (lower) the bilayer elastic moduli (73–77), and thus, the coef-
ficients in Eqs. 4 and 5. These changes in bilayer elastic moduli are likely to be of central
importance for the bilayer regulation of membrane protein function.

Within the limits of the second-order description of elastic bilayer deformations, as
embodied in Eq. 3, Eqs. 4 and 5 provide exact expressions for the bilayer deformation energy
associated with a protein-induced hydrophobic mismatch (see Note 4). Although the coefficients
in Eqs. 4 and 5 can be evaluated only for idealized geometries, the elastic bilayer model pro-
vides a basis for evaluating different scenarios. Thus, the advantages of the elastic bilayer
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model are the following: first, conceptual simplicity, at least when formulated as in Eqs. 4
and 5; second, although HB (and HX and HC) initially were defined based on Eq. 3, they can
equally well be regarded as empirical descriptors of protein–bilayer interactions; third, assum-
ing d0 and r0 are known, one can compare an experimentally determined HB with estimates
based on measured values of Ka and Kc (78–81) obtained using the scaling relations devel-
oped by Nielsen et al. (59,60) (or predict HB de novo from the material moduli using these
scaling relations); and fourth (and perhaps most useful), one can estimate the value of HB for
a protein (and bilayer) of interest based on experimental values obtained with a simple chan-
nel using the scaling relations derived in refs. 59 and 60.

2.3. Application to Ion Channels

To implement the elastic bilayer model to understand the bilayer control of membrane pro-
tein function, and develop probes to assess how changes in bilayer properties alter protein
function, the focus was on the interconversion between two different states of an ion channel:
closed (C) and open (O),

. (6)

where is the standard free energy change for the C↔O equilibrium. As noted previ-

ously (see Subheading 2.1.), is the sum of contributions from the protein per se

( ) and terms that arise from the protein interactions with the environment. These lat-
ter terms include the electrostatic energy (za · eVm, where za is the apparent gating valence, e
is the elementary charge, and Vm is the membrane potential difference) and , as well
as other terms such as the one arising from a change in the number of water molecules asso-
ciated with the channel (82,83). and za · eVm are generally recognized contributors to 

, whereas is not. is not negligible, however, as demonstrated in
experiments with alamethicin and gramicidin channels (69,84–88). This is important,
because when is significant (meaning more than kBT), the bilayer becomes an
allosteric modulator of membrane protein function.

3. Gramicidin Channels as Probes of Bilayer Properties
3.1. Basic Principles

To understand better how the lipid bilayer can regulate protein function it is important to
study proteins that undergo well-defined changes in structure (51). These proteins preferably
should be channels or receptors, so that the measured changes in function provide informa-
tion about the pseudoequilibrium distribution between different protein conformations in a
fairly straightforward manner (32,89)—as opposed to carriers or pumps, wherein the changes
in function reflect the underlying changes in transport kinetics, which are more complex to
interpret. Presently, it is not possible to characterize fully the bilayer–channel interactions for
a complex integral membrane protein (see ref. 29), although changes in MscL function
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caused by changes in bilayer thickness and maneuvers that alter lipid intrinsic curvature, for
example, can be understood by considering the changes in .

Among simple channels, the channels formed by the linear gramicidins are particularly use-
ful as probes to study bilayer–channel interactions (52,64,89–93). In this context, the gramicidin
channels serve two different purposes: (1) as prototypical ion channels, which allow for detailed
mechanistic studies on how changes in bilayer thickness, lipid intrinsic curvature, and bilayer
elastic moduli can later function for bilayer-spanning channels, and (2) as probes of changes in
these bilayer properties. With time, the latter purpose is likely to become the most important.

3.2. Primer on Gramicidin Channels

Gramicidin channels are miniproteins, formed by the transmembrane dimerization (94) of
two single-stranded, right-handed β6.3-helical subunits (95,96). Several different gramicidins
are produced by the soil bacterium Bacillus brevis, the most common form being valine
gramicidin A, [Val1]gA, which has the sequence (97):

formyl-L-Val-Gly-L-Ala-D-Leu-L-Ala-
D-Val-L-Val-D-Val-L-Trp-D-Leu-L-Trp-
D-Leu-L-Trp-D-Leu-L-Trp-ethanolamine.

Gramicidin channels are symmetric antiparallel dimers that form by the reversible, trans-
membrane dimerization (94) of two β6.3-helical subunits, whose structure is known at atomic
resolution (98–100). The channels can be approximated as cylinders, and the three horizon-
tal rows in the sequence above denote, approximately, three helical turns in the structure. The
subunit interface is formed by the formyl-L-Val-Gly-L-Ala-D-Leu-L-Ala segment. For a recent
overview of gramicidin channel structure and function, see Andersen et al. (101).

The hydrophobic length of [Val1]gA channels is approx 2.3 nm (53,102), which is less than
the hydrophobic thickness of lipid bilayers (103,104), such that the hydrophobic coupling
between the channel and the surrounding bilayer causes channel formation to perturb the bilayer
locally around the channel (53,102). Essentially, all β6.3-helical gramicidin dimers are bilayer-
spanning channels (105), and the nonconducting gramicidin subunits are inserted into each
leaflet of the bilayer (94). Consequently, the gramicidin monomer↔dimer equilibrium can be
regarded as a special type of “conformational” transition in a membrane “protein,” one that is
associated with a well-defined bilayer deformation, which involves a compression and bending
of the two monolayers (Fig. 3), similar to the situations for integral membrane proteins (Fig. 2).

Gramicidin channels do not open or close, they appear or disappear (Fig. 3). The channels
form by the transmembrane dimerization of two β6.3-helical subunits, one from each leaflet
(106). Given the mismatch between the channel hydrophobic length (~2.2 nm) and the thick-
ness of the bilayer hydrophobic core (3–4 nm), channel formation usually involves a local
bilayer thinning. Not surprisingly, the association rate constant is about two orders of magni-
tude less than that predicted for diffusional encounters in the plane of the bilayer (107), which
is consistent with the existence of an energetic penalty associated with the bilayer deformation.

3.3. Gramicidin Channels are Bilayer-Embedded Force Transducers

The distribution between gramicidin monomers (M) and dimers (D) is given by:
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where (see Eq. 5):

(8)

because .

varies as a function of d0 − l, and the bilayer will respond to the deformation by
imposing a disjoining force (Fdis) on the bilayer-spanning channels:

(9)

Changes in Fdis will be observable as changes in channel lifetime (Fig. 4).
The channel lifetimes decrease as the hydrophobic mismatch increases, whether the mis-

match is because of changes in bilayer thickness (Fig. 4, left panel) or channel length (Fig. 4,
right panel), which means that gA channels can be used as in situ molecular force transducers—
embedded in lipid bilayers!

3.4. Pharmacological Modification of Bilayer Properties; Changes in Bilayer Stiffness

When the bilayer lipid composition is varied, or small amphiphiles adsorb at the
bilayer/solution interface, the bilayer geometric (thickness and intrinsic curvature) and elastic
(the elastic moduli) properties are altered (71–77). Consequently, the deformation energy
associated with a given protein conformational change, and the disjoining force the bilayer
imposes on bilayer-spanning gramicidin channels (and other proteins), are altered as well.
Such changes in bilayer properties alter the gramicidin channels appearance rate and lifetime,
usually by changing both the appearance rate and lifetime in the same direction—meaning
that the time-averaged channel concentration varies.

Figure 5 shows results obtained when 3 µM eicosapentenoic acid (EPA) is added to both sides
of a bilayer that has been doped with two different gramicidin analogs, the sequence-substituted
[Ala1]gA with 15 residues in the sequence, and the sequence-shortened des-Val1-Gly2-gA− with

F
G

d l
H ddis

def
B= − − ∂

∂ −









 = ⋅ ⋅ −

→( )

( )
(

∆∆ D M

0
02 ll H c)+ ⋅X 0

∆Gdef
D

∆G H cdef C
M = ⋅ 0

2

∆∆ ∆ ∆G G G H d l H ddef def def B X
M D D M→ = − = ⋅ − + ⋅( ) (0

2
0 −− ⋅l c) 0

Membrane Force Transducers 551

Fig. 3. Schematic representation of the bilayer deformation associated with the formation of gram-
icidin channels. Nonconducting β6.3-helical gramicidin subunits are embedded in each bilayer leaflet
(106). The subunits diffuse in the plane of each leaflet and thereby encounter subunits in the oppo-
site leaflets (still being on opposite sides of the bilayer). A small fraction of these encounters lead to
the formation of bilayer-spanning channels (107,121,122), which causes a bilayer deformation that
involves the compression and bending of the bilayer leaflets adjacent to the channel.
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Fig. 4. Gramicidin channel lifetimes vary as a function of the channel-bilayer hydrophobic mismatch.
The mismatch is characterized by NC − NAA, where NC denotes the number of carbon atoms in the acyl
chains of the bilayer-forming symmetric, mono-unsaturated phosphatidylcholines, and NAA denotes the
number of amino acids in the gramicidin sequence. In each panel the parameter that is changed is in bold.
The left panel shows the lifetimes of endo-Gly0b-D-Ala0a-gA channels in bilayers of different thickness. The
right panel shows the lifetimes of des-Val1-Gly2-gA, [Val1]gA, and endo-Gly0b-D-Ala0a-gA channels in
dioleoylphosphatidylcholine/n-decane bilayers. Records obtained in 1 M CsCl 10 mM HEPES buffered to
pH 7.0, at 25°C; transbilayer voltage = 200 mV. (Experimental results from Hwang et al. [91]).

13 residues in the sequence. These two gramicidins differ in length, and thus in the hydropho-
bic mismatch they impose on the host bilayer when they form. They also differ in the ampli-
tude of the current transitions that occur when a channel forms or disappears, as denoted by
the two horizontal lines (surprisingly, the shorter des-Val1-Gly2-gA− channels have the
smaller current transitions; it is not clear why).

Figure 6 shows current transition amplitude histograms and lifetime distributions obtained
in the absence and presence of 3 µM EPA.

Two different channel types can be identified in the current transition amplitude his-
tograms (left two panels): the peaks at about 2.1 pA (in the absence of EPA) and approx 2.5 pA
(in the presence of EPA), which imparts a negative surface charge to the bilayer/solution
interface) represent the des-Val1-Gly2-gA− channels; the peaks at about 3.5 pA (in the
absence of EPA) and about 4.0 pA (in the presence of EPA) represent the [Ala1]gA channels.
The lifetime distributions (right two panels) show how the average lifetime of the shorter
des-Val1-Gly2-gA− channels is 10-fold less than those of the longer [Ala1]gA channels, and
that the average lifetime of both channels are increased in the presence of EPA.

Although EPA is likely to alter many different bilayer properties, which all may contribute
toward the changes in channel function observed in Figs. 5 and 6, it is useful to have a simple,
descriptive term to summarize the changes in bilayer properties. Operationally, we therefore
define changes in bilayer properties that at a constant bilayer thickness alter the disjoining
force, as being changes in bilayer stiffness (93). A decrease in stiffness will decrease the dis-
joining force and increase gA channel appearance rate and lifetime and vice versa.

37_Andersen  6/28/07  9:58 PM  Page 552



4. Using Gramicidin Channels as Molecular Force Transducers
In this section, the analytical framework is developed that is needed to fully exploit the use

of gramicidin channels as molecular force transducers. Interested readers should also consult
ref. 108.

4.1. Experiments With a Single Channel Type

First, the situation of a single channel type is discussed. The analysis can also be applied in
a straightforward manner to the case of two different channels that do not form heterodimers.

4.1.1. Channel Lifetime as a Function of Hydrophobic Mismatch

The gramicidin channel dissociation rate constant (k−1) is given by

(10)

where 1/τ0 is the frequency factor for the reaction and the transition state energy,
such that the channel lifetime is given by

(11)ln( ) lnτ τ= − ( ) = ( )+−
→ln / Bk G k T1 0 ∆ tot

‡,D M

∆Gtot
‡,D M→

k
G

k T
−

→
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1

τ
exp
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B

‡,D M
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Fig. 5. Single-channel current traces obtained before and after the addition of 3 µM EPA to both
sides of the bilayer that has been doped with des-Val1-Gly2-gA− and [Ala1]gA. Two different grami-
cidins were present on both sides of the bilayer. The des-Val1-Gly2-gA− and [Ala1]gA channels can
be distinguished by virtue of their different current transition amplitudes, as indicated by the two hori-
zontal lines in the top trace: des-Val1-Gly2-gA– . . . . .; and [Ala1]gA - - - - -. Bilayer made with
dioleoylphosphatidylcholine; records obtained in 1 M NaCl, 10 mM HEPES buffered to pH 7.0, at
25°C; transbilayer voltage = 200 mV; filter: 500 Hz.
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When a gA channel dissociates, the monomers separate a distance δ before the transition
state is reached (see Note 5). , thus includes contributions from subunit–subunit
interactions as well as from channel–bilayer interactions, and can be decomposed into:

(12)

where is the intrinsic transition state energy and is the difference in
bilayer deformation energy for deformations of 2u0 (= d0 − l) (the conducting channel) and
2u0 − δ (= d0 − l − δ) (the transition state), respectively:

(13)
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Fig. 6. Current transition amplitude histograms and lifetime distributions before and after the addi-
tion of 3 µM EPA to both sides of the bilayer that has been doped with des-Val1-Gly2-gA– and
[Ala1]gA. The two different channel types that were observed in the current traces (Fig. 5) are seen
in the two peaks in the current transition amplitude histograms (left panels): the peaks at approx 2.1 pA
(in the absence of EPA) and approx 2.5 pA (in the presence of EPA) represent the appearance and
disappearance of des-Val1-Gly2-gA− channels; the peaks at approx 3.5 pA (in the absence of EPA) and
approx 4.0 pA (in the presence of EPA) represent the appearance and disappearance of [Ala1]gA
channels. The lifetime distributions (right panels) were obtained based on analysis of the transitions
underlying the two peaks in the histogram. Experimental details as in Fig. 5.
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Combining Eqs. 12 and 13:

. (14)

Combining Eqs. 11 and 14:

(15)

or, assuming that is invariant:

(16)

which allows for a determination of HB—assuming that δ is known. But u0 = (d0 − l)/2, so
Eq. 16 can be rewritten in two different forms: (1) for fixed channel length and invariant sub-
unit interface, such that indeed should be invariant:

(17a)

(2) for fixed bilayer thickness, assuming no subunit-specific interactions, such that is
invariant:

(17b)

Therefore, ln (k−1) is a linear function of u0 (of d0 or l), which allows for determination of
HB from changes in τ as a function of d0 (assuming δ is known), or from changes in τ as a
function of l (assuming that δ is known, and that one can change l without altering ).
In either case, the slope of the ln (k−1) vs (d0 − l) relation does not depend on c0. For the prac-
tical application of the method, δ is assumed to be 1.6 Å (see Note 5).

4.1.2. Channel Appearance Rate as a Function of Hydrophobic Mismatch

The gramicidin channel appearance rate ( f ) is given by

(18)

where [M] is the monomer concentration in each bilayer leaflet (see Note 6) and the associ-
ation rate constant (k1) is given by:

(19)

where 1/τ0 is the frequency factor for the reaction, see Eq. 10, and the transition
state energy. By analogy with Subheading 4.1.1.:
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where is the intrinsic transition state energy and the difference in bilayer
deformation energy for a deformation of 0 (the nonconducting monomeric subunits) and 2u0 − δ
(= d0 − l − δ) (the transition state), respectively.

(21)

or

(22)

The time-averaged number of conducting channels (the channel concentration) in the bilayer
is given by:

(23)

Comparing Eqs. 13 (or 15) and 21 (or 22), it is apparent that the association rate constant
usually will vary as a stronger function of hydrophobic mismatch than the dissociation rate
constants. Experimentally, however, the dissociation rate constants are more reproducible,
because they do not depend on [M]. It is for that reason that the energetics of bilayer defor-
mations usually is not evaluated using Eq. 23. The situation is not considered in detail here,
but the reader is referred to ref. 93 for an analysis of amphiphile-induced changes in bilayer
elastic properties based on the above outlined arguments.

4.2. Experiments With Several Channel Types, Heterodimer Formation

This approach is based on the following three observations:

1. All bilayer-spanning β6.3-helical gramicidin dimers are conducting channels (105).
2. Gramicidin channel formation occurs through trans-bilayer association of two nonconducting

β6.3-helical monomers (94).
3. Nonconducting β6.3-helical gramicidin monomers are inserted into each of the two lipid bilayer

leaflets (106).

Further, although linear gramicidins can occur in several different conformations (109–112),
as long as the different conformers are in equilibrium among each other, one can describe
gramicidin channel formation as a monomer ↔ dimer equilibrium between bilayer-embedded
β6.3-helical gramicidin monomers and dimers (as long as the different subunits have the same
helix sense) (see ref. 113).

4.2.1. Basics of Heterodimer Formation

It is assumed that gramicidin channel appearances and disappearances can be equated with
the association and dissociation of bilayer-spanning gramicidin dimers. If two different gram-
icidin analogs (A and B) are present in both monolayers of a membrane, one may observe not
only symmetric, homodimeric AA and BB channels; but also asymmetric, heterodimeric AB
and BA channels. The channel appearances and disappearances can be described as:
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(25)

(26)

(27)

where the subscripts “L” and “R” refer to the two bilayer halves, and the association constants
are related to the standard free energies of dimerization for each different channel type (X) by

(28)

where, as before, denotes the energetic contributions because of the channel and sub

unit–subunit interactions per se, and includes the energetic contributions that arise
from the channel’s interactions with the surrounding lipid bilayer. For simplicity, it is assumed
that the monomers are symmetrically distributed: [A]L = [A]R ≡ [A], and [B]L = [B]R ≡ [B],
but KAB may differ from KBA (because the relative stabilities of the two orientations may
depend on the applied potential).

One cannot measure directly the bilayer concentrations of the different β6.3-helical subunits,
although they can be estimated from kinetic analysis of membrane conductance relaxations
(107); however, one can determine the dimer identities and concentrations, based on the differ-
ent functional characteristics of the symmetric and asymmetric channels (114). Consequently,
even though it may not be possible to measure itself, it is possible to measure the standard 
free energy difference for the heterodimers relative to the homodimers ( ) by considering
that the four kinetics schemes and equilibrium distributions in Eqs. 24–27 formally can be
represented by the following equilibrium distribution among conducting channels:

(29)

with an equilibrium constant (K) given by:

(30)

with being defined as:

(31a)

The factor 1/2 arises because it is convenient to measure per mole of monomeric
subunit, i.e., per mole of A (or B) rather than AA (or BB). This convention is similar to that
used previously (114). (The presence of non-β6.3-helical gramicidin conformers is immate-
rial for this argument, unless the folding of, and equilibrium distribution among, different
gramicidin analogs somehow were influenced by the presence of other analogs.) If the two
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heterodimer orientations are indistinguishable, such that AB = BA = H, then Eq. 31 can be
rewritten as:

(31b)

an expression that often will be useful. For each dimer (channel) type the membrane concentra-
tion is given by:

(32)

where fX is the channel’s appearance rate and τX its average lifetime, so

(33)

or, in terms of measurable quantities:

(34a)

where “hh” and “hl” denote the low- and high-conductance heterodimers, whereas “a” and
“b” denote the symmetrical channel types. If the two heterodimer orientations are indistin-
guishable, Eq. 34a becomes (see Eq. 31b) (see also ref. 114):

(34b)

where fh and τh are the heterodimer appearance rate and lifetime, respectively. The difference
in activation energy for heterodimer formation relative to the symmetric channels ( ) can
be defined (and experimentally determined) by arguments that parallel those given above,

(35a)

or, when the heterodimers are indistinguishable:

. (35b)

Similarly, the difference in activation energy for heterodimer dissociation relative to the
symmetric channels ( ) can be defined, and determined, as:
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or, when the heterodimers are indistinguishable:

. (36b)

In either case, whether the heterodimers are distinguishable or indistinguishable:

(37)

Whenever , there are subunit-specific contributions to the energetics of channel 
formation (114). To understand the molecular basis for , it is helpful to recall that 

, such that

(38)
where:

(39)

and:

. (40)

In the case that there are no subunit-specific interactions, (114). In case there 

are subunit-specific interactions, the contribution to may be positive, because of an
“engineered” instability at the subunit interface (115), or negative, because of more favorable
side chain interactions in the heterodimeric, as compared with the homodimeric, channels
(116). In either case, the major contribution to is likely to be the (dissociation)

contribution to (see Eq. 37 and see refs. 114–116). The contribution to 
will be zero unless the bilayer spanning (and conducting) AA and BB homodimers have dif-
ferent folds (114).

4.2.2. Effect of Bilayer Elastic Properties on the Relative Stability 
of Heterodimeric Channels

If the different subunits (A and B) have similar amino acid sequences, one would not
expect that a channel-bilayer hydrophobic mismatch would have any impact on the relative
heterodimer stability, on . The situation becomes quite different in the case of het-
erodimeric channels formed between subunits of different length, as such experiments allow
for another approach to measure HB. In heterodimer experiments involving individual sub-
units that differ in length by two amino acid residues, the two homodimeric channels will dif-
fer in length by 2 ·∆, where ∆ is the length of an L–D pair of amino acids (see Note 7). The length
of the heterodimeric channels will be the average of the lengths of the two homodimeric
channels. For simplicity, the length of the heterodimeric channels (AB and BA) will be
set to l, such that the lengths of the two homodimeric channels (AA and BB) are (l − ∆) and
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(l + ∆). When individual subunits differ in length by two amino acid residues, the 
contribution to ∆G0 thus becomes (see Eq. 8):

(41a)

(41b)

(41c)

The contribution to , see Eq. 40, thus becomes:

(42)

If , one therefore can determine HB by combining Eqs. 34 and 42:

(43a)

When the two heterodimer orientations are indistinguishable (see Eqs. 31b and 34b), Eq. 43a
becomes:

(43b)

To proceed, it is helpful to examine the effects of bilayer elasticity on the relative appearance and
lifetime terms (see Eqs. 35 and 36), as that becomes important for separating the and

contributions to . To do so, it is helpful to rearrange Eqs. 11 and 14 as

(44)

where . It is then possible to express the lifetimes of the different
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(45c)

(45d)

and

(46)

because the exponential terms in Eqs. 45a–d cancel out in Eq. 46. That is, within the limits
of the quadratic approximation (see Eq. 4), there is no bilayer contribution to the lifetime
ratio. If , then subunit specific interactions contribute to stabiliza-
tion (or destabilization) of the heterodimeric channels relative to the two homodimeric channels.
Similarly, one can express the bilayer contribution to the channel appearance rates, where

(47)

The channel appearance rates then are given by:

(48)

where f0 is a frequency factor and . So, by analogy with the 
analysis for the lifetime ratio (and symmetric monomer distribution):
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and

. (50)

Assuming that , which should be the case when the
basic channel fold is not altered by the sequence alteration associated with the length change, HB
then can be expressed as:

(51a)

which should be compared with Eq. 43a. If the two heterodimer orientations are indistin-
guishable (see Eqs. 31b and 35b), Eq. 51a becomes:

. (51b)

5. Experimental Materials and Methods
5.1. Synthesis of Gramicidin Analogs

Gramicidin analogs should be synthesized by solid-state peptide synthesis and twice purified
by two-stage reversed-phase HPLC (Zorbax C8-80 Å, 4.6 mm × 25 cm, Agilent Technologies,
Palo Alto, CA) with methanol/water as the mobile phase (117). Samples collected from the
HPLC column should be stored at –20°C as stock solutions. It is very important to have gram-
icidin analogs of the highest possible purity, as even minor amounts of impurities can pro-
duce aberrant channel activity, which will complicate the analysis and interpretation of the
experimental results (117). Before use, aliquots of the stock solutions are diluted in ethanol
or dimethyl sulfoxide to a final concentration of about 1–100 nM. The gramicidin analogs
are added to the aqueous solutions at each side of the bilayer, wherein they adsorb to
bilayer/solution interface and fold into β6.3-helical subunits (106). (Because the linear gram-
icidins cross lipid bilayers poorly (94), it is important to add the gramicidins to both sides of
the bilayer.) The channel properties do vary as a function of the solvent used (118); dimethyl
sulfoxide and ethanol appear to be inert at the low concentrations used in single-channel
measurements.

5.2. Electrophysiology

Single-channel measurements are done in planar bilayers, which can be formed from 2.5% w/v
solution of lipids (phospholipids or phospholipid:cholesterol mixtures) in n-decane in a 100 µm
thick Teflon partition (~1.5 mm diameter) separating two buffered or unbuffered electrolyte
solutions. Experiments typically are done at 25 ± 1°C using the bilayer punch technique with a
pipet tip of 30 µm diameter (119), and a commercial patch-clamp amplifier. Small aliquots of
the gramicidin(s) are added to both sides of a bilayer. The amount of gramicidin sample
added in each experiment is adjusted to give about one channel event per second.
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5.3. Data Acquisition and Analysis

Because many measurements are done using channels of different lengths, it is important
that single-channel current transitions should be detected using a current transition-based
algorithm, such as the one described in ref. 119. Single-channel current transition amplitude
histograms and channel duration histograms can be constructed as shown in Fig. 6. These his-
tograms differ from conventional current amplitude histograms by virtue that the histograms
show the magnitude of the current transitions per se. The survivor plots of the channel dura-
tions should be fitted with single exponential distribution N(t)/N(0) = exp (−t/τ), where N(0)
is the total number of channels, N(t) the number of channels with a duration longer than time
t, and τ the average channel lifetime.

6. Notes
1. Changes in lipid bilayer fluidity will change the kinetics of protein conformational transitions, but

the forward and backward rates will change by the same factor (123), meaning that the equilibrium
distribution between different protein conformations will be impervious to changes in fluidity.

2. The energy density for monolayer bending is an approximation, as it relates to the situation in
which all planes within the monolayer are bent similarly. This is not the case here because the
plane separating the two monolayers is not bent. Indeed, the bilayer itself is plane, not bent.

3. Proteins are not rigid bodies; therefore, one would expect that the proteins would adapt to the
bilayer, as the bilayer adapts to the protein. However, in practice proteins have bulk compress-
ibility moduli (124) that are much higher than those of lipids (125), such that a bilayer-channel
hydrophobic mismatch will cause the bilayer to adapt to the protein.

4. varies as a function of the bilayer-protein hydrophobic mismatch (u0) and the lipid intrinsic 
curvature (c0), which means that one should be able to express as a Taylor expansion:

where the two first-order terms, by virtue of symmetry, will be zero (as the deformation energy for a
small compression should be equal to that for a small extension, with a similar argument holding for
bending). That is, the biquadratic form (Eq. 5) should be valid under rather general conditions, with

, and 
5. Based on experiments with gramicidin channels that miss hydrogen bonding at the subunit inter-

face, the dissociation step appears to involve an axial separation of the two subunits by ~0.16 nm,
the change in length owing to an L–D pair (115). Similar estimates have been obtained from
molecular modeling studies (126), which suggest that the actual separation is more complex than
a simple axial separation, involving also a rotation and lateral displacement of the subunits 
relative to each other. For the time being, it is assumed that δ = 0.16 nm.

6. The channel activity is measured in a bilayer of finite area, meaning that the channel appearance
rate is a function of the number of monomers in that particular area rather than the number of
monomers per unit area. This issue will not be considered further.

7. ∆ ≈ δ, the distance the two subunits move apart to reach the transition state for channel dissocia-
tion. However, ∆, is likely to be better defined than δ, because it relates to channel equilibrium
properties, as opposed to the kinetics of channel dissociation, which may be complex (126), espe-
cially in the case of small hydrophobic mismatches, where the disjoining force imposed by the
bilayer is small.
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7. Conclusions
Gramicidin channels continue to be powerful tools for understanding many general fea-

tures of bilayer regulation of membrane function. They also turn out to be useful for the
development of single-molecule approaches to measure changes in membrane protein–lipid
bilayer interactions, as changes in channel lifetimes and appearance rates provide direct
information about changes in the energetics of protein-induced bilayer perturbations.
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Nomenclature
c0 Intrinsic monolayer curvature
d0 Average hydrophobic thickness of unperturbed bilayer
d Local bilayer thickness
f Channel appearance rate
Fdis Disjoining force the bilayer exerts on a bilayer-spanning channel (Eq. )
HB Phenomenological spring coefficient (Eqs. 4 and 5)
HX Phenomenological spring coefficient (Eq. 5)
HC Phenomenological spring coefficient (Eq. 5)
k1 Gramicidin channel disassociation rate constant
k−1 Channel dissociation rate constant
kB Boltzmann’s constant
Ka Bilayer area compression-expansion modulus
Kc Bilayer splay-distortion modulus
KD Gramicidin channel dimerization constant (k1/k−1)
l Membrane protein, or gramicidin channel, hydrophobic length
T Temperature in Kelvin
2u0 Hydrophobic length difference between bilayer and protein (d0-l) 
2u Local bilayer thickness change
δ The distance two subunits separate in dissociation before transition state
∆ Length of a dipeptide unit in the gramicidin sequence

Bilayer deformation energy

Standard free energy change for a protein conformational change, or gramicidin
channel formation, per se.

Standard free energy change for a protein conformational change, or gramicidin
channel formation.

Activation energy difference between heterodimer and homodimer channel formation

Activation energy difference between heterodimer and homodimer channel
dissociation

τ Single-channel lifetime

∆∆Gd
‡

∆∆Gf
‡

∆Gtot
0

∆Gprot
0
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Ion-Channel Reconstitution
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Summary
In this chapter, a detailed protocol is given for ion-channel reconstitution in the two most used model mem-

branes: planar bilayers and liposomes. In the planar bilayer section, methods are described for the expression of
ion channels in Xenopus laevis oocytes, the isolation of their membranes, the insertion of ion channels into the
bilayer by vesicle fusion, and the recording of single-ion channel current measurements at a constant applied volt-
age. The reconstitution of bacterial channels in liposomes is also given. It includes the expression and purification
of bacterial channels in E. Coli host strain XL1-blue, the insertion of the channels in liposomes, and the record-
ing of their currents by patch clamping.

Key Words: Artificial planar lipid bilayers; ion-channel reconstitution; liposomes; oocyte membrane preparation;
patch-clamp; single-channel recording; voltage-clamp.

1. Introduction
Ion channels are integral membrane proteins that form hydrophilic pores, which pass a

controlled flow of ions down the electrochemical gradient. Every living cell has many types
of ion channels, and they take part in many cellular processes like nerve conduction and
muscle contraction, as well as the tactile, auditory and visual senses among others (1).

One method applied to study ion-channel function and its properties is the classical bio-
chemical approach of purifying and assaying the protein of interest in a defined medium. But,
without a membrane in which to place the channel protein under study, there can be no assay
of its ion-transporting function (2). Ion-channel reconstitution is the assembly of an ion chan-
nel, taken from a biological membrane, in a model or “artificial” membrane formed to define
the two aqueous phases for transport. Two kinds of model membranes have been successfully
used in reconstitution work: planar bilayers and liposomes. Ion fluxes mediated by these pro-
teins are then measured, usually by electrical techniques. Reconstitution presents distinct
experimental advantages: it is a very well-controlled experimental system, especially when
the channel protein is biochemically pure. It makes possible to study ion channels from intracel-
lular membranes, which are not easily accessible to recording electrodes. It is possible to study
the influence of membrane lipid composition on channel function. Planar bilayers have the addi-
tional advantage that the solution on both sides of the membrane can be easily perfused.

In this chapter, a detailed protocol is given for ion-channel reconstitution in planar bilayers
and liposomes. In the planar bilayers section, methods are described for the expression of ion
channels in Xenopus oocytes, the isolation of their membranes, the insertion of ion channels
into the bilayer by vesicle fusion, and the recording of single-ion channel current measurements
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at a constant applied voltage. The reconstitution of bacterial channels in liposomes is also
given. It includes the expression and purification of bacterial channels in XL1 blue strain, the
insertion of the channels in liposomes and the recording of their currents by patch clamping.

2. Materials
2.1. Reconstitution of Cloned Ion Channels in Planar Bilayers

1. cDNA coding for the ion channel of interest cloned in a plasmid designed for expression in
Xenopus oocytes, such as pBSTA.

2. Transcription in vitro system T7Message Machine (Ambion, Austin, TX).
3. X. laevis frogs (Nasco, Fort Atkinson, WI).
4. Tricaine.
5. Collagenase type 4 (Worthington, Lakewood, NJ).
6. OR2 solution (calcium-free): 82.5 mM NaCl, 2 mM KCl, 1 mM MgCl2, and 5 mM HEPES, pH 7.5

at 18°C.
7. ND96 solution: 96 mM NaCl, 2 mM KCl, 1.8 mM CaCl2, 1 mM MgCl2, and 5 mM HEPES, pH 7.5

at 18°C.
8. Gentamicin (store at 4°C).
9. Nanoliter injector (World Precision Instrument, Inc., Sarasota, FL).

10. RNAse-free mineral oil.
11. Glass replacement 3.5 Nanoliter (World Precision Instrument, Inc., Sarasota, FL).
12. 10, 20, and 50% w/v sucrose solutions in 0.6 M KCl, and 10 mM HEPES, pH 6.8 (store at 4°C).
13. Protease inhibitors: phenylmethylsulfonylfluoride (PMSF), pepstatin, aprotinin, leupeptin, and

p-aminobenzamidine.
14. SIGMACOTE® (Sigma, Atlanta, GA).
15. Palmitoyl-oleoyl phosphatidylethanolamine (POPE) and palmitoyl-oleoyl phospha-tidylcholine

(POPC) (Avanti Polar Lipids, Birmingham, AL).
16. n-decane.
17. Planar bilayer setup: Faraday cage and vibration isolation table, bilayer clamp amplifier, acqui-

sition system, eight-pole bessel filter, bilayer stirplate, perfusion system, bilayer cups and cham-
bers, and headstage holder.

18. Recording bath solution: 100 mM KCl, 10 mM MOPS (Sigma, Atlanta, GA), pH 7.0 (store at 4°C).
19. Electrode solution: 3 M KCl.
20. A couple of Ag/AgCl electrodes.
21. Agar bridges made with 0.1% agar–agar in 3 M KCl.
22. Glass rod made from glass capillary.

2.2. Reconstitution of Bacterial Channels in Liposomes

1. XL1 blue strain (Stratagene, La Jolla, CA).
2. Transfection storage solution: 10% (w/v) polyethylene glycol 8000 or 3350, 5% (v/v) dimethyl sul-

foxide, and 40 mM MgCl2 or MgSO4 in Luria-Bertani (LB) media, pH 6.5 at room temperature.
3. Ampicillin or kanamicin according to vector.
4. Isopropyl-β-D-thio-galactopyranoside (IPTG).
5. Buffer A: 50 mM Tris-HCl buffer pH 8.0, 100 mM KCl, and 1 mM PMSF at room temperature.
6. Buffer B: 1 mM PMSF, 1 µM aprotinin, and 10 µM leupeptin.
7. n-Decyl-β-D-maltopyranoside (DM).
8. n-Dodecyl-β-D-maltopyranoside (DDM).
9. 5 mM and 500 mM imidazole.

10. Asolectin (also named phosphatidylcholine; Avanti Polar Lipids). Store at –70°C.
11. Bio-Beads, SM-2 adsorbent (20–50 mesh), Bio-Rad Labs (Hercules, CA).
12. Microcapillary pipettes (calibrated) size: 100 µL (Sigma-Aldrich, Drummond Scientific Company,

Broomal, PA; cat. no. 2-000-100).
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13. Patch-clamp setup: Faraday cage and antivibration table, patch clamp amplifier, inverted micro-
scope, acquisition system, pulse generator/stimulator, and micromanipulator.

14. Superdex 200 (GE Healthcare Bio-Sciences Corp., Piscataway, NJ).

3. Methods
3.1. Reconstitution of Cloned Ion Channels in Planar Bilayers

The methods described below outline (3.1.1.) the heterologous expression of ion channels in
X. laevis oocytes, (3.1.2.) the isolation of membranes from oocytes, and (3.1.3.) the reconstitu-
tion of ion channels into planar lipid bilayers.

3.1.1. Expression of Ion Channels in X. Laevis Oocytes

Xenopus oocytes have become a popular ion-channel recording and screening system for
their faithful and high level expression, as well as relatively low endogenous background cur-
rent. Its large size, together with its tolerance for being impaled by multiple microelectrodes,
makes it easy to inject mRNA for expression cloning and drug screening (see Note 1).

1. Oocytes are obtained from X. laevis frogs the same day or 1 d before injection. Procedures for the
maintenance of Xenopus frogs and the preparation and injection of oocytes have been described
previously (3,4). Briefly, the frog is anesthetized by inmersion in tricaine at a concentration ranging
from 0.15 to 0.35%. The oocytes are extracted with forceps through a small diagonal incision
about 1 cm long in the abdomen. Follicle cell layers are removed with collagenase type 4
(Worthington; Lakewood, NJ) treatment at a concentration of 1.3 mg/mL (418 U/mg). For the
treatment, the oocytes are incubated in a 15 mL solution of collagenase in OR2 solution at 20°C.
Incubating the oocytes in a Falcon tube on a rotator allows better mixing than using a tissue culture
dish. After shaking for 30 min at approx 180 rpm in an orbital shaker at 20°C, the 15 mL col-
lagenase solution is replaced with a fresh one and incubated with shaking at approx 100 rpm
for 30 min. Replace the solution a third time with 15 mL fresh collagenase and incubate at approx
100 rpm for 30 min. Monitor the treatment carefully by removal of oocytes, and stop treatment by
rinsing the oocytes in OR2 several times. After rinsing the oocytes several times in ND96, transfer
the oocytes to a plate with ND96 and gentamicin 50 µg/mL for incubations, and manually select
the oocytes to be used for injection.

2. Prepare cRNA for injection from cDNA encoding the ion channel using the T7 mMessage
mMachine system (Ambion, Austin, TX). Before filling the injection needle with RNA, cen-
trifuge the RNA solution in a microfuge tube for about 60 s to pellet insoluble debris. This reduces
the likelihood of needle clogging.

3. Injections of RNA can be performed with a Nanoliter injector (World Precision Instrument).
To do so, the oocytes are placed in a 35-mm tissue culture dish under a dissecting microscope.
To hold the oocytes in place during injections, a polypropylene mesh can be glued to the bottom
of the dish. Injection needles are made in a pipette puller to draw out the glass bores that are
used with the nanoliter injector. The needles should have a tip diameter of 20–40 µm. To
attach the needles to the dispenser, add about 5 mm of RNAse-free mineral oil to the end of
the needle opposite from the injection tip and insert the bore into the dispenser plunger. The
plunger will force the oil toward the tip of the needle, which should result in a complete oil
seal between the metal plunger and the injection needle tip. About 2 µL of RNA solution is
placed on a square of RNAse-free Parafilm® (Pechiney Plastic Packaging Chicago, IL) and
the solution is drawn into the nanoliter injector. It is important to watch the RNA being drawn
into the needle through the microscope to ensure that the needle has not clogged. Once the
needle is filled with RNA, it is positioned over each oocyte and gently lowered until it pierces
the oocyte. As much as 100 nL can be injected into each oocyte; it is possible to inject 20
oocytes with one sample in a few minutes. Using a new needle for each RNA sample prevents
cross-contamination and decreases the risk of needle clogging.
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4. Injected oocytes are kept at 18°C in an incubator with ND96 solution supplemented with gentam-
icin 50 µg/mL. This solution must be changed every 12 h. Oocytes are used for the membrane
preparation 3–6 d after RNA injection, as long as they are still healthy.

3.1.2. Isolation of Membranes From Oocytes

Membrane vesicles from oocytes injected with ion channels are prepared using a modi-
fied version of the method used by Perez et al. (5). The entire procedure has to be performed
at 4°C:

1. Rinse 30–40 oocytes using a solution containing 10% sucrose (w/v), 0.6 M KCl, 10 mM HEPES,
pH 6.8, supplemented with 100 µM PMSF, 1 µM pepstatin, 1 µg/mL aprotinin, 1 µg/mL leupeptin,
and 1 µM p-aminobenzamidine.

2. Transfer the oocytes into a 1-mL ground glass tissue grinder (Kontes Duall, Fisher Scientific,
Vineland, N.J.) and homogenize manually for 5 min with the same solution (~10 µL/oocyte).

3. The homogenate (~200 µL) has to be layered onto a discontinuous sucrose gradient (0.75 mL of
each 50% and 20%, w/v in 0.6 M KCl, and 10 mM HEPES, pH 6.8 plus protease inhibitors), and
centrifuged at 100,000g for 1 h.

4. Discard the top lipid layer, collect the 20:50% interface (visible band) and dilute about three
times with 10% sucrose (w/v), 0.6 M KCl, and 10 mM HEPES, pH 6.8.

5. Membranes have to be pelleted at 100,000g for 1 h., and resuspended in a final volume of approx
8–10 µL (10% sucrose (w/v), 0.6 M KCl, and 10 mM HEPES, pH 6.8) with a micropipette pre-
viously treated with SIGMACOTE.

6. Freeze the membranes in liquid N2 and store them at −80°C until use in planar bilayer experi-
ments (see Note 2).

3.1.3. Reconstitution of Ion Channels Into Planar Lipid Bilayers

This section describes the experimental procedures used to insert channels into painted
planar lipid bilayers by vesicle fusion, the so-called “painted bilayer” method, first described
by Mueller et al. (6). In this method, a bilayer is made on an aperture between two aqueous
compartments, which are called cis- and trans-compartments. The cis-compartment is connected
to a voltage generator through an Ag/AgCl electrode, to control the transbilayer potential. The
trans-compartment (virtual ground) is connected to the input of the current-measuring
amplifier through a second Ag/AgCl electrode (see Figs. 1 and 2).

1. Prepare a mixture of POPE and POPC (4:1), dissolved in 25 µL of n-decane (concentration
ranging from 15 to 25 mg/mL). This mixture should be kept at room temperature and must be
prepared on the same day of the experiment (see Notes 3–5).

2. Spread a droplet of the lipid mixture with a glass rod (see Note 6) onto and around the partition
hole from the cis side of the chamber and allow it to dry.

3. Fill the electrode compartments with 3 M KCl and place the Ag/AgCl electrodes in them (see
Note 7).

4. Fill the cis- and trans-compartments with the recording bath solution and place the agar bridges
between them and the electrode compartments (see Notes 8 and 9).

5. Turn on the filter and the bilayer clamp amplifier. As the clean hole (see Fig. 3) does not have a
very large resistance, the current signal saturates.

6. To form the bilayer, spread a droplet of the lipid mixture onto the hole from the cis side and then
clean the glass rod applicator with a paper towel. This process has to be done until the bilayer forms.

7. When the lipids have filled the hole, the resistance increases and the signal stops from saturating. To
know if the bilayer has formed, one can apply voltage pulses across the bilayer and “capacitive cur-
rents” should be measured (see Fig. 4). For a hole of 100 µm the capacitance should be in the order
of 50–100 pF. Check also that the electrical resistance is higher than 109 Ω (see Notes 10–12).
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8. With the filter set at 2 kHz, the noise should be less than ±2 pA. If it is not, see Note 13.
9. Wait at least 2 min to make sure that the bilayer just formed is stable (i.e., it does not break).

10. Lightly touch the bilayer from the cis side with the glass rod with oocyte membrane preparation. One
will know that the bilayer was touched because the capacitance decreases for a period of a few (~3)
seconds and then goes back to its original value. If the bilayer breaks go back to step 6 (see Note 14).

11. Wait at least 2 min for a channel to incorporate. One will know that the channel has been incor-
porated when the currents begin to change in steps (see Fig. 5). If after two or more minutes no
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Fig. 1. A classical chamber for painting bilayers. Pits of different size are drilled into a plastic
Delrin® (Dupont, Wilmington, DE) block. Two are for the insertion of the Ag/AgCl electrodes.
Another consists of two intersecting holes; in one of them the cup is inserted. The cup is a cylinder
made of Teflon® (Dupont, Wilmington, DE) having a hole of 300 µm in its center wherein the bilayer
is formed. (A) Photograph of a chamber with its dimensions. (B) The same photograph with names of
its essential parts. The two pits of the block without explanation are optional and can be used for
perfusion; for this, they are connected with the cis pit by a small hole (not shown).
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channel has been incorporated, repeat step 10. To increase the chances of fusion, refer to Note 15;
to decrease it, refer to Note 16.

12. One is ready to measure currents.

The procedure previously exposed is optimized for the large conductante calcium- and
voltage-activated potassium channels (5), but many ion channels have been expressed in
Xenopus oocytes and reconstituted in planar artificial bilayers using a similar protocol. For
example, a cloned epithelial Na+ channel (7,8), a brain Na+ channel (9), the calcium-activated
chloride channel (10), and Wolframin, a protein encoded by the gene associated with an auto-
somal recessive disease characterized by diabetic and optic atrophy disorder (11). There are
several other ways to obtain CFTR channels for incorporation into planar lipid bilayers, but
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Fig. 2. Another chamber for painting bilayers. This chamber is smaller, and the bilayer is formed
in a horizontal plane. The trans-compartment is below the cis-compartment. The block is made of
PVC and the cup of Ertacetal-C® (Dotmar, Australia). (A) Photograph of a chamber with its dimen-
sions. (B) Photograph of the same chamber with names of its essential parts.
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Fig. 3. A close up to the aperture of approx 250 µm made in the cup of the horizontal chamber.

Fig. 4. Current across the lipid bilayer evoked by applied voltage pulses. (A) With no lipid in the
hole; (B) when lipid is painted and fills the hole; (C) as the lipid thins and the bilayer starts forming;
and (D) once the lipid bilayer has its maximum diameter.

expression in Xenopus oocytes and preparation of oocyte membrane vesicles is recommended
as a method readily available in almost any laboratory (12). It has been shown that endogenous
Ca2+-activated nonspecific channels incorporate into planar lipid bilayers of plasma membrane
fractions from X. laevis oocytes without injecting (13). Some new methods and advances for
ion channel reconstitution in artificial bilayers are discussed in Note 15.
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3.2. Reconstitution of Bacterial Channels in Liposomes

The methods described below outline: (3.2.1.) the expression and purification of bacterial
channels in XL1 blue strain, (3.2.2.) the reconstitution of ion channels in liposomes, and (3.2.3.)
the recording of ion channels by patch clamp in liposomes.

3.2.1. Expression and Purification of Bacterial Channels 
in Escherichia coli XL1 Blue Strain

1. Competent cell preparation (E. coli XL1 blue strain): in a sterile 50-mL tube add 5 mL of LB
medium, 10 µL of antibiotic (ampicillin or kanamicine according to the vector) 200 µg/mL, and
50 µL of competent cell glycerol stock or a colony from the fresh plate (no more than 1 mo after
its preparation) (14). After 16 h, transfer 1 mL of the saturated culture to a sterile 500-mL flask
containing 100 mL of LB medium. Incubate the cells at 37°C while shaking (~250 rpm) and
measure absorbance (at 600nm) periodically until OD reaches 0.5. This takes approx 3 h and it is
very important to avoid overgrowth. Next, chill the flask on ice (20 min) and collect the cells by
centrifugation at 1200g for 5 min at 4°C. Then resuspend the cells in 10 mL of ice-cold transfection
storage solution. Make 1-mL aliquots in prechilled tubes. Use 75–100 mL of the resuspended
competent cells for each transformation.

2. From a fresh preparation of E. coli XL1 blue strain competent cells, transformed by thermal
shock 50–100 µL of cells with ion channel DNA. After 1 h of incubation in a shaker at 37°C,
cells are inoculated in a small flask containing 25 mL LB media, 200 µg/mL ampicillin, and 1%
glucose. Allow them to grow overnight (O/N) for about 14–15 h. Do not let the preculture sit
longer; if the preculture is too old, protein expression is impaired.

3. One liter of LB media is inoculated with 10 mL of the O/N culture (inoculation volume is 1% of the
total volume) in the presence of 200 µg/mL ampicillin and 0.2% glucose (use a 3.8-L flask with
special baffle at the bottom to improve culture aeration). The culture is started by placing those flasks
in a shaker at 37°C with continuous agitation at about 228 rpm for 4 h. By the end of the 4-h period,
the optic density (OD) in culture should be around 1 OD. When the OD is 1, make induction with
IPTG so that the final concentration is 0.4 mM. Then, refresh the cells in 200 µg/mL ampicillin.

4. After IPTG induction, cells are incubated with continuous agitation for 5 h. Then, cells from the
2 L of culture are collected by centrifugation, and resuspended in 50 mL of buffer A (50 mM Tris-
HCl buffer pH 8.0 and 100 mM KCl + 1 mM PMSF). Next, the cells are spun again in a small
centrifuge and the pellet is weighted. Normally, cell pellets should weigh approx 3–3.5 g/L. The
cells need to be processed immediately or frozen at −70°C until use. Do not use cells stored for
more than 1 wk.
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Fig. 5. Example of single-channel current recordings from a Ca2+-activated potassium channel of
large conductance (BK channel) reconstituted in lipid bilayers. Currents were evoked by a voltage
pulse of 40 mV and contaminant Ca2+. Both chambers are filled with 100 mM KCl, 10 mM MOPS-K,
pH 7.0. The C indicates the closed state of the channel.
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5. To process cells for purification, a cell pellet weighing about 7 g is resuspended in 100 mL of cold
buffer A, with the addition of protease inhibitor buffer B (1 mM PMSF, 1 µM aprotinin, and 10 µM
leupeptin).

6. Cells are disrupted by passing twice through a cold cell homogenizer; the membrane suspension
is spun down at 100,000 g for 1 h, and the pellet is resuspended in 100 mL buffer B; decyl maltoside
solubilization grade is added to the membrane suspension (100 mL) to reach a final concentra-
tion of 40 mM. Membrane solubilization takes place for 2 h at room temperature in a rotating
device that provides constant motion to the mix. Ending the 2 h period, spin down the sample at
100,000g for 45 min, recover supernatant, and incubate it with 5 mL of cobalt resin (50% w/v)
per batch procedure for 2 h. The whole slurry is then loaded into a small column and washed
extensively with buffer A and 1 mM DDM (or 5 mM DM) and 5 mM imidazole.

7. After an extensive column wash with 5 mM imidazole in buffer A and 1 mM DDM, elute the
sample with 500 mM imidazole in buffer A supplemented with 1 mM DDM.

8. The yield for a wild-type channel is usually 4.5 ± 1.5 mg. Run a gel filtration to check the
tetrameric state of the proteins (see Note 21 and Fig. 6).

3.2.2. Reconstitution of Bacterial Ion Channels in Liposomes

1. Liposome generation: Clean a round bottom flask with water and chloroform (~100% purity). Put
into the clean flash, 1–2 mL of the washed lipid asolectin. Rotate and evaporate for 30–40 min
(25°C) until the formation of a thin layer of lipid in the flask is seen. Add 2–4 mL of buffer solu-
tion (100 mM KCl, 50 mM Tris-HCl, pH = 8.0) for a final concentration of 10 mg/mL (generally
the initial concentration of lipids is around 20 mg/mL) and bath-sonicate for 3–5 min for liposome
formation. This procedure guarantees relatively big yet not uniform liposomes (2,15,16).

2. Reconstitution of membrane protein: add 2–4 mL of liposomes and the required volume of mem-
brane protein (remember to always keep the protein in detergent) to a tube (15 mL). Generally, the
proportion for single channel records is: 1:2000–5000 (protein mass:lipid mass), and for macro-
scopic currents 1:50–100 (protein mass:lipid mass). Add biobeads and wash with methanol and
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Fig. 6. Gel-filtration chromatography of Streptomyces lividans K+ channel (KcsA) in DDM using
a Superdex 200 column. KcsA is stable as a tetramer in DDM, and thus, can be maintained in deter-
gent solutions for extended periods of time (1–2 wk).
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water. Fill the tube with buffer solution (15 mL). Incubate at room temperature O/N (14–16 h). To
remove the excess of detergent, quickly change the biobeads every 1–2 h (two to three times). Filter
the biobeads and spin down the sample at 60,000g for 2 h. Resuspend the precipitate in the buffer
solution (60 µL of solution/10 mg of lipids). Aliquote in 30 µL and store it at –70°C.

3.2.3. Patch Clamp Ion-Channel Recordings in Liposomes

1. To measure the current flux through ion channels, the liposome aliquots (30 µL) are spotted onto
glass microslides and allowed to dehydrate under a vacuum at 4°C for 14–16 h (O/N), which is
followed by rehydration (100 mM KCl, 50 mM Tris-HCl, pH 8.0) under humid conditions. The
liposomes are ready 2 h after rehydration.

2. For liposome recording, standard patch-clamp techniques are used (17). For single channel
recording in the inside-out patch configuration, chamber and pipettes are filled with 100 mM
KCl and 50 mM Tris-HCl, pH 8.0. A small aliquot (1–2 µL) of rehydrated liposomes is then
placed in the 0.5-mL patch-clamp chamber. The patch pipette tip is gently touched against unil-
amellar blisters (which arise spontaneously from the liposomes), and suction is applied. A seal
(>20 GΩ) should form either immediately or after application of a brief pulse of negative pres-
sure (<50 mm Hg) applied to the interior of the patch pipette. To record single-channel currents,
inside-out patches are formed by passing the pipette tip briefly through the solution–air inter-
face. Channel activation is achieved by applying a voltage protocol. Single-channel currents
can be filtered at 1 kHz and digitized at 5 kHz. Remember, the most important thing for the effi-
ciency of the patch is the resistance (2.5–4 MΩ) and shape of the pipettes. It is recommended
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Fig. 7. S. lividans K+ channel (KcsA) activity is preserved after reconstitution in liposomes. (A)
Single-channel events recorded from an isolated proteoliposome patch made up of channel proteins
and asolectin phospholipids (ratio 1:2000) at an applied voltage of +150 mV. The pipette solution
was: 200 mM KCl, 5 mM MOPS, pH 3.0, and the bath solution was: 200 mM KCl, 5 mM MOPS, pH
3.0. The pipette resistance was approx 2.6 MΩ; (B) current events at −150 mV corresponding to the
same patch in the outside-out patch configuration; and (C) macroscopic currents induced by KcsA
channels. The ratio between proteins and asolectin was 1:100. The pipette solution was: 200 mM KCl,
5 mM MOPS, pH 7.0, with the bath solution having the same composition. The holding potential was
+120 mV, and currents were elicited with a change of pH from 8.0 to 3.0.
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that one split the patch manually. If more efficiency in the patch is needed, add to the recording
solution 40 mM MgCl2, provided that it does not interfere with the experiment (see Fig. 8A). For
recording in outside-out patch configuration, the pipette needs to be slightly elongated. The first
step toward outside-out patch is the whole-cell configuration, which is obtained by breaking the
membrane with one potential pulse (40–50 mV of duration 1–2 s). Then, the pipette is slowly
withdrawn to facilitate the ruptured membrane to reform in the outside-out configuration (see
Note 22 and Fig. 7A).

3. For macroscopic currents recordings, the resistance of pipette must be about 1.5–2.5 MΩ;
pipette length is shorter than that of pipettes used in single channel recording. Otherwise, follow
the same procedure as for single-channel recording. (see Figs. 7B and 8B,C).

4. Notes
1. A major advantage of the oocyte model is that one can express well-defined and purified mole-

cules (i.e., cRNA coding for the gene of interest) and measure their function in the membrane of
a living cell. Hundreds of oocytes from the same female can be injected, insuring a well-con-
trolled statistical analysis of the data. The main disadvantages of the system are twofold. First,
there is a large biological variability from one set of oocytes to another independent of the traditional
factors invoked, such as season, water quality, and so on. This intrinsic variability requires one to
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Fig. 8. Aeropyrum pernix K+ channels activate after dissolving channels in DM and reconstitution in
asolectin-liposomes. Currents were elicited in cell-attached and inside-out patch configurations. The
pipette solution was: 200 mM KCl, 5 mM MOPS, pH 7.0, and the bath solution was: 200 mM KCl, 5 mM
MOPS, pH 7.0. (A) Single channel currents recorded at +150 mV from an inside-out patch. The ratio pro-
tein: lipid was 1:500; (B) inactivation process following a potential step from 0 to +100 mV under the
same conditions as the trace in A; (C) current corresponding to the activity of many A. pernix K+

channels KvAP channels in a patch made of proteins-lipid (ratio: 1:50). The potential protocol was
from (100 to +100 mV and back to (100 mV, recorded in the cell-attached configuration. The pipette
resistance was 1.5 MΩ.
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perform a large number of independent experiments. The second pitfall is that the oocyte may lack
or express endogenous components that are physiologically important to regulate the activity of
the channel under study (18).

2. The main criterion that makes a given membrane preparation suitable for fusion into planar lipid
bilayers is its purity. The use of a highly purified membrane fraction provides the potential repro-
ducibility that is critical in this kind of experimental work. However, crude membrane extracts
have also been used in some cases.

3. Lipids usually come dissolved in chloroform. The chloroform or any other solvent present has
to be completely evaporated before adding n-decane. This can be done by gently blowing a
stream of nitrogen over the vial until the lipids are completely dried and stuck to the inner walls.

4. Before opening the stock of lipids from the refrigerator at −80°C, remember to be sure that it has
reached room temperature, to avoid condensation of water inside the tube.

5. To preserve the lipid stock one has to avoid oxidation, whereas maintaining a constant con-
centration in chloroform. Thus, only expose the lipids to air when it is absolutely necessary.
Before closing the stock solution, this should be put under a stream of nitrogen for 2 s (but not
more!) to eliminate the oxygen present in the tube. Make the tube as air-tight as possible to
avoid evaporation.

6. By “glass rod” is meant a glass capillary tube having a melted tip with the form of a sphere,
which is used to spread the lipids. Some laboratories use a small brush or a plastic rod instead.

7. Check from time-to-time during the experiment that the electrodes have a uniform cover of
AgCl. If the electrodes appear light or nonuniform they will need to be chlorinated again for at
least 1 h. For this reason, it is advisable to have more than one pair of Ag/AgCl electrodes.

8. When measuring current across the bilayer one may see a slow and constant change in current
called “drift.” This happens because there is another electrical connection between the cis- and
trans-compartments. If a drift is seen, check that the air surrounding the chamber is not too
humid and that there is no water connecting the compartments. Sometimes there is a connection
so small that it cannot be seen with the naked eye. To avoid this, a small quantity of silicone can
be used to cover the problematic part of the chamber.

9. Because of adhesion and cohesion, water can go across the agar bridges contaminating the solu-
tion in the bath and causing noise. To avoid this, it is important that each bridge has a portion
that locates completely over the chamber surface.

10. The presence of the solvent makes the bilayer thicker than that of a cell; thus, artificial bilayers
have a smaller electrical capacitance per area. At higher voltages, the membrane with solvent thins,
which causes an increase in the electrical capacitance.

11. If the lipids have filled the hole, but they do not thin enough to become a bilayer, apply a large
voltage difference (e.g., 100 mV). One can also try painting the hole with a clean glass rod, to
remove the excess lipids. If this does not work, clean the chamber and start the experiment again.

12. The thinning of the bilayer can be seen optically with a microscope. As a formed bilayer has a
thickness of about 40 Å, it does not reflect light in the visible spectrum, so it appears black. This
is why planar bilayers are also called “black membranes.”

13. The noise in the bilayer recordings can be reduced by the following recommendations:
a. The chamber and the measuring system must be enclosed in a Faraday cage.
b. Floor and air vibrations can be attenuated by placing the chamber on a heavy platform seated

on an inflated rubber.
c. A smaller hole makes the bilayer more stable and lowers the electrical noise by reducing the

electrical capacitance (19).
14. For a more stable bilayer, use a larger fraction of POPC. This makes the bilayer more resistant,

but also makes it more difficult to insert channel proteins.
15. To increase the chance of fusion one can:

a. Add an aliquot of a concentrated solute to the cis-chamber to increase the osmolarity on the
cis side with respect to the trans-side, which promotes the fusion of vesicles. The magnitude
of the osmotic gradient necessary is variable, but a 3:1 gradient can be used as a start.
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b. Include in the lipid mixture an acidic lipid such as palmitoyl-oleoyl phosphatidylserine
(Avanti Polar Lipids) with a neutral lipid such as PE in, for example, a proportion of 1:3. A
larger fraction of negative charged lipid increases the chances of fusion. However, there are
two drawbacks of using PS: charged membranes can influence ion-channel properties (20)
and make bilayers unstable.

c. Use larger holes to form bilayers with greater surface areas, and thus, have a greater proba-
bility of fusion. However, realize that this increases the signal noise (19).

d. Use a magnetic stirring rod to stir the cis-chamber.
16. Sometimes too many channels incorporate. To keep channel incorporation low:

a. Sonicate the vial with the preparation used on the day of the experiment for 5 s. This lowers
the diameter of the vesicles, allowing fewer channels to incorporate into each vesicle.

b. In step 5, Subheading 3.1.2., resuspend the preparation with a lower concentration.
c. Do not create an osmotic gradient.
d. Do not use charged lipids, and use a fraction of POPC.

17. Many improvements have been done to study ion channels in planar bilayers since the method first
described by Mueller in the early 1960s (21). Montal and Mueller (22) devised a method for
forming a bilayer that has virtually no solvent by folding two monolayers; they can be of different
lipid composition. Most ion channels show no significant differences when inserted in these mem-
branes compared with those studied using painted bilayers with n-decane (as described in this pro-
tocol). Another method is the formation of bilayers on the tip of patch-style pipettes, also called
“tip–dip” bilayers (23–25). Tip–dip bilayers are the combination of two other techniques: patch-
clamping and planar lipid bilayers. In this technique, bilayers are made at the tip of patch-style
pipettes by passing the tip of the pipette through a monolayer of lipid two times. The main advan-
tage of tip–dip membranes is that they are very small (1–5 µm diameter) so the drawbacks associ-
ated with larger bilayers are avoided. Fast, small events can be detected with tip–dip membranes.
Today, it is possible to create pores of any precise dimension in silanizated silicon wafers. In this
material, bilayers are more stable than those formed on plastic. Single-ion channels can be incor-
porated when their currents have been measured (26). There is a new method that forms bilay-
ers easily and promptly (~10 s) by pressing them on an agarose layer, wherein fully functional
ion channels incorporate (27). This makes the first step toward the automatation of single ion-
channel recordings.
Although these methods form more stable and smaller bilayers, ion channels are still incorpo-
rated either by painting (as is presented in this protocol) or mixing the membrane preparation
with the lipids before the formation of the artificial bilayer. With these methods, the insertion of
an ion channel into a bilayer made in an aperture of less than 100 µm, while possible, has a low
probability. The ability to insert a single ion channel in a controlled and fast way in a bilayer of
any size is a major challenge for the progress of ion-channel reconstitution (28,29).

18. In the past, it was thought that larger concentrations of a divalent cation, such as Ca2+ in the cis
side of the bath solution resulted in increased channel incorporation; however, in the author’s
experience, the presence of Ca2+ does not influence the chance of fusion notoriously.

19. If one does not have a perfusion system, one can establish an osmotic gradient by adding an
appropriate aliquot to the cis chamber, and then another in the trans-chamber to equalize the
osmotic gradient.

20. When too much lipid or membrane preparation has been added (more than ~10 times each), the
bilayer can get so thick that ion channels will not work. In this case, it is better to clean the cham-
ber and start the protocol again.

21. If one cannot obtain a perfect peak for the gel filtration, use glycerol 10% during expression and
purification of the protein.

22. If one has problem patching the liposomes (particularly in the outside-out configuration), try using
the “Glup” preparation: mineral oil (mix of heavy:light oil, 1:4 mL) and Parafilm® (a square of
about 10 cm2 cut in small pieces). This cocktail, invented by Dr. Enrico Stefani, Department of
Anesthesiology, University of California at Los Angeles, is heated until the Parafilm is dissolved.
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After filling the patch pipette with solution, gently touch the pipette tip with the Glup solution. A Glup
covered pipette usually improves the chances of successfully patching the liposome membrane.
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39

The Use of Differential Scanning Calorimetry 
to Study Drug–Membrane Interactions

Thomas M. Mavromoustakos

Summary
Differential-scanning calorimetry is a thermodynamic technique widely used for studying drug–membrane

interactions. This chapter provides practical examples on this topic, highlighting the caution to be taken in analyzing
thermal data as well as scientific information that can be derived by the proper use of the technique. An example
is given using model bilayers containing high concentration of the anesthetic steroid alphaxalone. It is shown
that the breadth of the phase transitions and the maximum of the phase-transition temperature of the bilayer
depend on the equilibration conditions before acquiring the thermal scan. In addition, the quality of the thermo-
gram depends on its perturbation and incorporation effects; for dissecting these effects, a complementary 
technique such as solid-state nuclear magnetic resonance spectroscopy is necessary. 

Differential-scanning calorimetry is a useful technique to study the interdigitation effect of a drug by monitoring
∆H changes. Cholesterol, a main constituent of membrane bilayers, appears to disrupt the interdigitating effect. In
general, the thermal effects of the drug incorporated into a membrane bilayer depends on the drug stereoelectronic
properties.

Key Words: Differential-scanning calorimetry; drugs; lipid bilayers; membranes; phosphatidylcholines; 
vinblastine.

1. Introduction
Differential-scanning calorimetry (DSC) is a thermodynamic technique suitable for studying

phase transitions of membrane bilayers with and without inserted drug molecules. It has been
extensively used to investigate the thermal changes caused by the incorporation of the drugs
into the membrane bilayers. The technique is based on the differential heat flow between a
sample that undergoes phase transition within a specific temperature range and the inert 
reference material. During a phase transition, when the sample undergoes a thermally induced
event, the control system senses the resulting temperature difference between the sample and
reference cells, and thus, supplies heat to the sample cell to hold its temperature equal to that
of the reference. The temperature of the sample and the reference are varied at the same
programmed rate and the excess specific or differential heat is recorded as a function of 
temperature. The following diagnostic parameters in an endothermic or exothermic event
recorded during the phase transition are used for the study of drug–membrane interactions:

1. Tm (maximum of the temperature peak).
2. Tonset (the starting temperature of the phase transition).
3. Tm1/2 (the half-height width of the phase transition).
4. The area under the peak, which represents the enthalpy change during the transition (∆H) (Fig. 1).

From: Methods in Molecular Biology, vol. 400: Methods in Membrane Lipids
Edited by: A. M. Dopico © Humana Press Inc., Totowa, NJ

587

39_mavromoustakos  6/28/07  9:59 PM  Page 587



Owing to the complexity of biological membranes and their instability, the study of their
phase transitions is not an easy task. Therefore, lipid and especially, phospholipid bilayers
(which share many of the conformational and dynamic properties of natural membranes) are
used as model membranes. When hydrated, phosphatidylcholines spontaneously form multi-
lamellar bilayers. Thus, these phospholipids have received a great deal of attention in terms
of their physical properties in the presence and absence of drug molecules. 

In particular, L-α-dipalmitoyl phosphatidylcholine bilayers have been studied extensively,
as they show two endothermic transitions in a convenient temperature range: a broad 
low-enthalpy pretransition (Tm1/2 = 35.3°C) and a main phase transition (Tm = 41.2°C). Below
the pretransition, phospholipid molecules are arranged in a one-dimensional lamellar gel
phase (Lβ′), whereas above the main transition they exist in the liquid-crystalline phase (Lα′).
At temperatures between Tm1/2 and Tm, there is a ripple phase (Pβ′), which on the basis of
solid-state nuclear magnetic resonance (NMR) evidence, has been shown to be made up of
coexisting gel and liquid-crystalline components (1).

In such complex systems the lineshapes of the thermograms depend on the equilibration
time and temperature kept before running the experiment (see Notes 10–13). Generally, the
lineshapes are broader when the sample is not kept in the freezer or run immediately after
sealing. Longer equilibration times produce thermal profiles with shorter linewidths, whereas
the enthalpy change remains constant. An example that confirms these principles is given
with the potent anesthetic steroid alphaxalone (5α-pregnan-3α-ol-11,20-dione). Multilamellar
vesicles (MLVs) of dipalmitoylphosphatidylcholine (DPPC)/alphaxalone preparation with a
molar ratio of 80:20 (x = 0.20) were subjected to different equilibration conditions, before
performing a series of DSC experiments. 

Figure 2 shows a thermogram from a pure DPPC bilayer preparation and five thermal scans
from a DPPC/alphaxalone preparation run at different stages of equilibration (see Notes 1–7
and 9). When the sample was run immediately following hydration, the phase-transition tem-
perature was about 5–8 K less than that of DPPC. For example, Tm was 33°C in the first run,
and increased to 35°C by the third run. Other subsequent scans gave identical thermograms
to that obtained in the third run. These results are in agreement with the results obtained
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Fig. 1. An endothermic peak and the diagnostic parameters used for studying drug–membrane
interactions.
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by Connor et al. (2) and Makriyannis et al. (3) in which it was reported that the presence of
alphaxalone in DPPC bilayers reduced the phase-transition temperature by 8 and 4–5 K, respec-
tively. When the sample was kept at room temperature for 5 d, the thermogram had a Tm at
40°C, only about 1 K less than that of pure DPPC bilayers. When the sample was left in the
freezer for additional 5 d, it showed a Tm of 41°C, which possibly explains the previous results
reported by O’ Leary et al. (4).

A plethora of publications examining the thermal effects of drugs in DPPC bilayers is
available (2–18). For example, Jain et al. (14,15) studied the influence of 34-adamantane,
protoadamantane, and homoadamantane derivatives, as well as more than 100 other compounds
on the thermotropic behavior of DPPC bilayers. These authors found that the Tm or half-height
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Fig. 2. Normalized thermogram of DPPC bilayers without steroid and thermograms of DPPC bilayers
containing alphaxalone (x = 0.20) obtained (A) right after sealing; (B) second run; (C) third run; (D) after
leaving at room temperature for 5 d; and (E) after leaving in the freezer for five additional days.
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width of the DPPC bilayers was significantly affected with compound incorporation. They
also found that there was a shift in the transition peak toward lower temperatures, and an
increase in the half-height width of the transition. These parameters are related to the position
and localization of the added drug along the thickness of the bilayer, and are sensitive to
solute concentration. 

The authors also stated that the degree to which these parameters were affected by the 
different compounds could not be accounted for by simple considerations of lipid/water partition
coefficients, substitution constants based on free energy relationships, or the relative polarities or
sizes of substitute groups. Their observations are consistent with the hypothesis that the position
and orientation of a molecule within the bilayer are critical factors in determining the drug-
relative potency. In turn, the localization of a molecule in a lipid bilayer was determined by
the presence of the polar and apolar groups in the compound and by the geometric arrangements
of these groups within the molecule.

Another issue that must be addressed is whether the observed different thermal effects of
chemically similar compounds (i.e., alphaxalone and inactive congener ∆16–alphaxalone)
(Fig. 3) in MLVs are attributed to the compound abilities to incorporate in membrane bilayers
or to pack properly within them. Bilayer incorporation is a matter of lipophilicity of the drug,
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Fig. 3. Normalized thermograms of model membrane preparations of DPPC containing
alphaxalone or ∆16–alphaxalone at x = 0.20.
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whereas drug packing in the bilayer is related to stereoelectronic features of the drug; imper-
fect packing of the lipid chains is associated with conformational and dynamic changes in the
chain segments. These effects, which are observed as characteristic changes in the thermal
scans are collectively described as “membrane perturbation.”

Solid-state 2H NMR is a useful technique to dissect between the two factors that are
responsible for membrane perturbation by steroids or other membrane-active molecules,
namely, degree of incorporation and packing characteristics (19). The use of solid-state 2H
NMR shows that at x = 0.01 saturation has already occurred in the DPPC + ∆16–alphax-
alone, but not with DPPC + alphaxalone. Additionally, the spectral quantization allows to
estimate that at a steroid concentration of x = 0.01, both steroids incorporated nearly
equally. Having determined by an independent method that the concentration limit less
than which both steroids incorporate equally into DPPC bilayers, DSC scans were obtained
with x = 0.01 and x = 0.001 steroid concentrations. Changes in the main transition are not
easily discernible at the low steroid concentrations. However, such differences can be
observed clearly at the endothermic pretransition of the different DPPC preparations. 

At the higher steroid concentration of x = 0.01, the differences between the thermal pretran-
sitions of the two preparations are even starker, with the alphaxalone-containing preparation
having a considerably broader pretransition. The aforementioned experiment demonstrates that
when the two steroids are incorporated equally in a membrane system, alphaxalone perturbs the
membrane bilayer system more effectively than its inactive ∆16–alphaxalone. The experiment
confirmed results by other authors reporting that the presence or absence of pretransition is
related to the anesthetic activity of steroids (11) (Fig. 4).

Calorimetric and structural studies have demonstrated the formation of a thermodynamically
stable, interdigitated gel phase. The most characteristic calorimetric feature associated with
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Fig. 4. Normalized thermograms of model membrane preparations of DPPC containing steroids
with low concentrations of x = 0.001 (left traces) and x = 0.01 (right traces). (Top traces) lipid
bilayer alone; middle traces: DPPC + alphaxalone; (bottom traces) DPPC + ∆16–alphaxalone.
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this phase is a pronounced increase in the molar enthalpy of the main lipid-phase transition
(20–25). Such behavior was observed with the mitotic inhibitor vinblastine (Fig. 5), whose
activity is exerted by entering the animal cells and diffusing through the plasma membranes
(26,27). The main transition at DPPC bilayers is associated with ∆H = 8.1 ± 0.3 kcal/mol, and
the pretransition with ∆H = 1 ± 0.3 kcal/mol. (see Note 8). The encapsulation of vinblastine
sulfate within the DPPC membranes at a molar ratio x = 0.17 causes significant changes in
their thermotropic phase behavior. Specifically, the partitioning of vinblastine sulfate abolishes
the pretransition, with an abrupt increase in ∆H = 10.4 ± 0.4 kcal/mol, a simultaneous
broadening of the Cp peak, and the lowering of the transition temperature (Fig. 6).
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Fig. 5. Molecular structures of cholesterol, vinblastine, and DPPC and their lipophilic profiles.
Blue colors represent the polar moiety and brown the hydrophobic segments.
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Cholesterol has been reported to obstruct interdigitation of the alkyl chains. The interdigi-
tated phase of diheptanoylphosphocholine (DHPC) is abolished in the DHPC: cholesterol mem-
branes (28). Membrane-partitioned short-chain alcohols are countered by cholesterol leading to
the loss of interdigitization potential of membranes (29,30). The presence of cholesterol prima-
rily affects the fluidity of lipid membranes (31). X-ray diffraction studies have shown that
cholesterol positions parallel to the lipid bilayer acyl chains, with its hydrophobic steroidal
and alkyl chain parts extending in the lipophilic region of the membrane, and the polar part
locates in the vicinity of the esterified carbonyls. The hydroxyl group probably forms a
hydrogen bond with the oxygen of the esterified carbonyl groups (32).

The thermal effects of cholesterol on the phase transitions of mesomorphic states of phos-
pholipid bilayers have been extensively studied by DSC. At low concentrations, cholesterol
induces localized disorder in the gel phase. Cholesterol concentrations of approx 30% give
rise to the formation of the liquid-ordered phase. Although the phase is liquid, there is a high
degree of conformational ordering related to the lipid alkyl chains (33–36). NMR experi-
ments have demonstrated that cholesterol causes a conformational ordering effect above the
phase-transition temperature of phosphatidylcholine bilayers and a positional disordering
effect below the phase transition. This is termed the “buffer effect” (37–42). These unique
properties of cholesterol in lipid bilayers are all attributed to its molecular structure. More
explicitly, it contains: (1) a β-OH group at position 3, which gives its amphipathic character,
(2) a small relatively flexible tail, and (3) a flat fused-ring system.

The role of cholesterol (Fig. 5) in the lipid/vinblastine interdigitated bilayer system has
been examined using DSC (43). In addition, the role of lipid molecular characteristics in the
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Fig. 6. DSC scans for lipid bilayers containing DMPC (A), DPPC (B), DSPC (C), and DPPG (D).
(a) Phospholipid bilayers alone, (b) phospholipid bilayers containing χ = 0.17 vinblastine, (c) phospho-
lipid bilayers with incorporated χ = 0.10 cholesterol, (d) Addition of χ = 0.17 vinblastine in phospho-
lipid bilayers with incorporated χ = 0.10 cholesterol, (e) phospholipid bilayers with incorporated 
χ = 0.30 cholesterol, and (f) addition of χ = 0.17 vinblastine in phospholipid bilayers with incorporated
χ = 0.30 cholesterol. 
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vinblastine-induced interdigitation of the bilayer was examined. Such studies shed light on
the molecular requirements for bilayer interdigitation induced by bulky amphoteric mole-
cules. Moreover, the properties of cholesterol in phospholipid bilayers can be used to improve
the drug-encapsulation capacity of liposomal carriers. The addition of cholesterol at χ = 0.10
enhances the positional heterogeneity of DPPC bilayers in the gel phase rendering them more
fluid-like. The Cp peak for the main lipid-phase transition of the MLVs broadens, the pretran-
sitional peak disappears, and ∆H decreases (see Fig. 6C, second from the left).

When vinblastine at (χ = 0.17) is incorporated in the DPPC/(χ = 0.10) cholesterol bilayer,
the Cp peak sharpens, ∆H increases, and Tm decreases (Fig. 6D, second from the left). The
vinblastine incorporation in MLVs prepared from DPPC/cholesterol (χ = 0.30) has also been
studied. The Cp peaks for χ = 0.30 cholesterol are significantly broad. ∆H for MLV prepara-
tions containing DPPC/cholesterol (χ = 0.30)/vinblastine (χ = 0.17) is lower than that of the
corresponding preparation without vinblastine. These calorimetric results provide strong
evidence that vinblastine-induced interdigitation is obstructed by the presence of cholesterol
in DPPC bilayers. Given, cholesterol concentration is high enough, interdigitation becomes
impossible. Figure 7 shows quantitatively ∆H changes vs cholesterol concentration for large
unimellar vesicle (LUV) and MLV preparations (43).

Vinblastine-induced interdigitation of lipid bilayers was studied separately in membranes con-
taining phospholipids with shorter (DMPC) or longer alkyl chains (DSPC) than those of DPPC,
and in bilayers containing phospholipids with a different head-group (DPPG). For dimyristoyl
phosphatidylcholine (DMPC), distearoylphosphatidylcholine (DSPC), and dipalmitoylphos-
phatidylglycerol (DPPG), the modulation of the thermal properties induced by the addition of
cholesterol was also studied. The DSC results for all these membrane bilayers are illustrated in
Fig. 6, showing that the perturbing effect of vinblastine in these phospholipids is also specific.

Hydrated DMPC lipids exist in the gel phase for temperatures lower than 15°C, and in the
liquid-crystalline phase for temperatures higher than 24°C. The presence of χ = 0.17 vinblas-
tine causes significant broadening of the phase-transition temperature range, and thus, the 
formation of lipid domains containing different vinblastine concentrations, as well as lowering
of ∆H. The wide component at higher temperature may consist of pure DMPC bilayers,
whereas the narrow component of DMPC bilayers may contain the vinblastine molecules
intercalating into the bilayer.

The presence of χ = 0.10 cholesterol in the DMPC bilayers results in abolishing the pretran-
sition, marginal lowering of the phase-transition temperature, and decrease in ∆H. When a con-
centration of χ = 0.17 of vinblastine is added, the profile resembles that of DPPC/χ = 0.17
vinblastine. This indicates that the predominant concentration of drug over cholesterol governs
the thermal effects of DPPC/cholesterol bilayers. Moreover, the presence of χ = 0.30 cholesterol
causes a more significant broadening of the phase transition and further lowering of ∆H. At this
cholesterol concentration, the bilayers undergo a solid-disordered to a liquid-ordered phase tran-
sition. As shown in Fig. 6, the addition of χ = 0.17 vinblastine furthers a disordering effect,
almost entirely abolishing the main lipid-phase transition.

The results for DSPC, which has longer alkyl chains than DPPC (C-18 vs C-16), are anal-
ogous. DSPC bilayers exhibit the main lipid-phase transition around 54°C. The intercalation
of χ = 0.17 vinblastine into DSPC bilayers causes pronounced broadening of the temperature
width of the phase transition, lowering the phase-transition temperature, and decreasing ∆H.
The presence of χ = 0.10 cholesterol in DSPC bilayers results in the abolishment of the
pretransition, marginal lowering of the phase-transition temperature, and decrease of ∆H.
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When χ = 0.17 of vinblastine is added, a small additional decrease of the phase-transition
temperature as well as of ∆H, are observed. The DSPC/cholesterol (χ = 0.30) preparation
shows a DSC thermogram exhibiting a broad peak that has a phase transition about at the
same temperature as that of DSPC bilayers. 

It is possible that phase separation effects are dominant and responsible for this Cp profile.
When χ = 0.17 vinblastine is added to the DPPC/cholesterol (χ = 0.30) preparation, no signif-
icant differences from that of DPPC/cholesterol (χ = 0.30) are observed, suggesting again that,
as in DPPC bilayers, cholesterol determines the shape of the DSC profiles. DPPG bilayers show
the pretransition and the main phase transitions at 37 and 42°C, respectively. The addition of
χ = 0.17 vinblastine results in lowering of the phase transition and abolishment of the pretran-
sition as well as in decrease of ∆H. Similar effects are produced by χ = 0.10 cholesterol. On the
other hand, when χ = 0.17 vinblastine is added to the DPPG/χ = 0.10 cholesterol bilayer, an
additional decrease in the main lipid-phase transition temperature is observed. The DPPG/χ =
0.30 cholesterol preparation exhibits a very broad peak. The addition of χ = 0.17 vinblastine
results in a peak that ranges between 30 and 35°C, and a barely observable, very broad shoulder
extended up to 55°C. Vinblastine fails to induce interdigitation in lipids other than DPPC. This
is readily indicated by the ∆H trends recorded, which always show a decrease in ∆H in the pres-
ence of vinblastine in the bilayer (Fig. 8). The lowering of ∆H means that the interaction of the
bulky vinblastine with the various phospholipids induces disorder (8). As expected, the obtained
results also indicate that cholesterol augments vinblastine-induced disordering. This is an inter-
esting observation and shows that partial interdigitation induced by vinblastine is only specific
to DPPC bilayers. Thus, this interdigitation depends on the size of phospholipid alkyl chain and
the specifics of its headgroup.
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Fig. 7. ∆H changes vs cholesterol concentration for LUV (bottom) and MLV (top) preparations. 
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2. Materials
1. DPPC was purchased from Avanti Polar Lipids Inc. (Alabaster, AL).
2. Cholesterol and CHCl3 were purchased from Sigma Aldrich (St. Louis, MO).
3. Vinblastine sulfate was obtained from Eli Lilly Co. (Indianopolis, Indiana).
4. Solution for pre-equilibration of LUVs (see Subheading 3.1.2.): 100 mM N-Tris (hydroxymethyl)

methyl-2-aminoethanesulfonic acid (TES) and 100 mM NaCl, pH = 7.5, 300 mOs.

3. Methods
3.1. Differential-Scanning Calorimetry

3.1.1. Conventional DSC

1. Conventional DSC technique is applied for the study of MLV samples using a Perkin Elmer
(Norwalk, CT) DSC-2 or DSC-7 calorimeters.

2. The lipid with or without drug is dissolved in chloroform. The solvent is then evaporated by
rotavapore under vacuum (0.1 mmHg) at a temperature more than the transition temperature of
the phospholipid.

3. For measurements, this dry residue is dispersed in appropriate amounts of bidistilled water by
vortexing.

4. An aliquot of the samples (~5 mg) is sealed into stainless steel capsules obtained from Perkin
Elmer (Norwalk).

5. Before scanning, the samples are held above their phase-transition temperature for 1–2 min to
ensure equilibration.

6. All samples are scanned at least twice until identical thermograms are obtained using a scanning
rate of 2.5°C/min.
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Fig. 8. ∆H changes vs cholesterol concentration for MLV preparations in DMPC, DSPC, and
DPPG bilayers. 
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7. The temperature scale of the calorimeter is calibrated using indium (Tm = 156.6°C) as the 
standard reference sample.

3.1.2. High-Precision Microcalorimetry

1. The Valerian Plotnikov Differential Scanning Calorimeter (VP-DSC) microcalorimeter (Microcal
Inc. Northampton, USA) is used for the study of LUVs (see ref. 43 and citations therein).

2. The lipid mixture is dissolved in chloroform.
3. The solvent is subsequently slowly evaporated in a rotary evaporator.
4. MLVs are formed by adding ammonium sulfate 150 mM (pH = 5.3, 300 mOs).
5. The preparation is then frozen–thawed 15 times, and is extruded 10 times through two poly-

carbonate membranes of 200–nm pore size diameter using an extruder (Lipex Biomembranes
Inc., Vancouver, Canada) heated at 50°C.

6. The final lipid concentration of the formulations is 10 mg/mL.
7. The vesicle size distribution for the DPPC liposomes is determined using the Mastersizer

(Malvern Instruments Ltd., Worcestershire, UK)
8. Repetitive extrusion of MLVs through two-stacked polycarbonate filters with 100-nm pore size

after 10 freeze–thaw cycles results in LUVs with a size distribution of 180 nm in diameter.
9. Subsequently, the LUVs are passed through Sephadex G-75, pre-equilibrated with 100 mM TES

and 100 mM NaCl (pH = 7.5, 300 mOs); thus, a transmembrane pH gradient was created.
10. LUVs are incubated with the drug at 60°C for 5 min.
11. The mixed lipid/drug vesicles with encapsulated drug are separated from untrapped drug by 

filtration through a Sephadex G-75 (Merck, Darmstadt, Germany) column.
12. Drugs usually are assayed by ultraviolet spectroscopy at 262 nm, and the drug-phospholipid

molar ratio is determined by phosphate assay.
13. Heating and cooling scans are carried out at 15 K/h in order to study thermal history.

4. Notes
1. Follow precisely the calibration procedure described in the manual. 
2. If you use indium, tin, lead, or zinc as references, encapsulate them in aluminium pans because

they will alloy with the gold and platinum pans. 
3. It is advisable to use the phospholipid bilayer alone as a second reference, (i.e., if you study the

effect of a drug in DPPC bilayers, use DPPC itself as a second reference).
4. Optimize the baseline and substract it from the sample. 
5. Make sure that N2 is passed through the chamber, especially if you run experiments at low 

temperatures. If N2 is not passed, the cells will be frozen.
6. Make sure that the gloves you wear are in good condition. Holes will cause the escape of N2.
7. Use the proper reference sample during the experiment. Water or buffer is good enough for lipid

bilayers.
8. Calculate ∆H at least three times. Find the mean value and report it with the standard deviation.
9. Check the carrier gas for time to time in order to make sure that your N2 cylinder is not empty.

10. It is wise to run the samples containing lipid bilayers with or without drug molecule at high scan-
ning rates (10°C/min); start from a low temperature of a few degrees below the phase transition
and run up to a few degrees above the phase transition temperature. Leave the sample above the
phase-transition for some time (it is advised for at least 15 min) and then return it to ambient
temperature. Repeat this procedure more than three times (three cycles).

11. Make sure that your results are repeatable.
12. Store the samples in the refrigerator; run the samples after a few days or a week (or even a

month) later.
13. Examine whether the phase transitions are stable, or some phase separation is observed. Keep in

mind that you always have to follow the procedure described in step 10.
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Atomic Force Microscopy to Study Interacting Forces 
in Phospholipid Bilayers Containing General Anesthetics

Zoya V. Leonenko, Eric Finot, and David T. Cramb

Summary
Atomic force microscopy (AFM) can be used to reveal intimate details about the effect of anesthetics on phos-

pholipid bilayers. In AFM, surfaces are probed using a tip revealing lateral structural features at 10–20-nm reso-
lution and height features at 0.5-nm resolution. Additionally, information on the viscoelasticity of the surface can
be gained by examining the forces of tip–surface interactions. This is also known as force spectroscopy. In this
chapter, the use of AFM to observe and quantify anesthetic-induced changes in phospholipid bilayers is detailed.
The procedures developed to create supported phospholipid bilayers are described and the techniques developed
to generate the best AFM images and force spectroscopy results have been revealed.

Key Words: Atomic force microscopy; force spectroscopy; halothane; phospholipid bilayer; DPPC; phase
transition.

1. Introduction
The changes in the physical and chemical properties of biological membranes owing to

incorporation of anesthetics are of great interest for understanding the mechanism of anes-
thetic action. The molecular theory of anesthetic action includes the hypothesis that anesthet-
ics alter the lipid membrane structure, and therefore, its biophysical properties. Changes in
lateral pressure within bilayers (1), lipid packing in membranes (2–5), polarization of the
membrane, and the degree of motional disorder in lipid chains (5,6), which leads to bilayer
thinning (6–8) could all change the ability of cells to communicate with each other. Atomic
force microscopy (AFM) is a valuable technique to address the structural changes in lipid
bilayer membranes. AFM has proven to be advantageous not only for imaging biological
samples in liquid media (9,10), but also for allowing the study of sample physical properties
by measuring force of interactions between the AFM tip and the sample surface (11–13).

Previously, it was demonstrated that incorporation of general anesthetics into the bilayer
produces structural alterations in a supported phospholipid bilayer (8), such as bilayer area
and height (i.e., domain formation), each of which depends on the time of incubation and
concentration of anesthetics. Similar domain formation was observed when the membrane
underwent a melting transition (7). In spite of the visual similarity between an anesthetic-
induced domain formation and the heat induced gel–liquid phase transition, when observed
by AFM imaging, the mechanism of anesthetic action is likely to be different from the effect
of membrane melting. It is assumed that the physical properties of the domains produced in
lipid bilayers by halothane and by temperature are also different. To address these physical
properties, the atomic force microscope can be used as a force apparatus; it has proven to be
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an advantageous tool for the measurements of interaction forces between AFM probe and the
surface, giving information about the physical properties of the sample surface (14–16). In
this chapter, the procedures used to generate planar phospholipid bilayers supported on a mica
substrate are described in detail. Also the sample conditions, which provide AFM images of
the highest quality are detailed. Finally, the approach to force spectroscopy is conveyed.

2. Materials
2.1. Chemicals and Substrates

1,2-Dipalmitoyl phosphatidylcholine (DPPC) (Avanti Polar-lipids Inc., Alabaster, AL) is
used without further purification. Pure halothane (Sigma Chemical Co., Saint Louis, MO) is
used throughout. Freshly cleaved ASTMV-2 quality, scratch-free ruby mica (Asheville-
Schoonmaker Mica Co., Newport News, VA) is used throughout the study as a substrate. Micro
Cleanning Solution from ArrayIt® (Sunnyvale, CA 94089 USA) is used. Distilled, deionized,
nanopure quality water is used in the generation of all vesicles.

2.2. AFM Accessories

Magnetically, (Au–Cr-coated) type I Maclevers® (Agilent Technologies AFM [Tempe,
Arizona] are used for magnetic A/C (MAC) mode imaging and for force measurements. The
nominal spring constants of Au–Cr-coated Maclevers used are 0.6 N/m. The tip radius of curva-
ture is quoted as being typically 25 nm. Colloidal gold spheres of 5 and 14 nm in diameter from
Ted Pella Inc. (Redding, CA) (17) are used for calibration of the AFM scanner’s height reso-
lution. A calibration grid from Molecular Imaging is used for calibration in the lateral direction.

3. Methods
3.1. Vesicle Solution Preparation

Multilamellar vesicles are prepared by ultrasonication of phospholipid solutions. First,
a controlled volume of phospholipid dissolved in chloroform is added to a 10-mL round
bottom flask. The chloroform is then removed using a gentle stream of dry nitrogen. Following
this, the phospholipid is suspended in low-pI buffer or pure water, as appropriate, and stirred
for 30 min at room temperature. This produces a cloudy suspension. The suspension is then
subjected to 10 rounds of 10 min ultrasonication, followed by 15 min of stirring in a cold water
bath. After this regimen, the DPPC solution is found to become clear, suggesting the dissolution
of large particles.

3.2. Supported Bilayer Formation

The liquid sample cell is washed thoroughly. First, it is subjected to a 10-min sonication
in a diluted microcleaning solution (MCS). The MCS is diluted by mixing 50 mL of 20X
MCS and 950 mL ultrapure H2O to make 1 L of 1X MCS. After sonication, the cell is rinsed
with ultrapure water, and then sonicated 10 min further in ultrapure water. This procedure
removes all debris from the cell.

To create the supported planar bilayer, mica is freshly cleaved with double-sided adhesive
tape before each experiment. Mica consists of negatively charged layers that are bound
together by large, positively charged interlayer cations (K+ in the case of muscovite mica).
Each stratum consists of two hexagonal layers of SiO4, which are cross-linked by aluminum
atoms having OH3 groups incorporated. The electrostatic bonds between K+ and O atoms
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from the layer are weak and easily broken. This layer is disrupted after a cleavage procedure,
exposing a basal plane covered by K+. Thus, freshly cleaved mica in water carries a slightly
negative charge, with a density of 0.57 ions/nm (18). It is possible to adsorb a DPPC lipid
bilayer on mica without any further modification of the mica surface. Supported planar bilayers
are prepared for AFM imaging by the vesicle fusion method (8) as follows. Aliquots of 20 µL
(lipid concentration: 0.5 mg/mL; incubation time: 10 min) liposome solutions are deposited on
freshly cleaved mica. After a well-defined period of time (usually 10 min) the mica is gently
rinsed with ultrapure water and the cell is filled with ultrapure water. After this, the samples of
supported bilayers are ready for imaging. Then, the sample chamber is mounted onto the AFM
scanner. Supported bilayers are always kept in water, never dried or exposed to air.

To prepare bilayer samples with halothane, two methods are put forward. First, addition of
halothane into the vesicle solution, followed by an incubation of 1.5 h. A supported bilayer
could then be formed from the halothane-loaded vesicles method of vesicle fusion as described
earlier for pure vesicles. Second, addition of small volumes (60 µL) of pure anesthetic into the
AFM liquid cell containing the established supported bilayer, which is covered with 1 mL of
water. The sample is incubated for 1.5 h after the addition of halothane. Then, the nonpartitioned
halothane is carefully removed by pipeting with all the water filling the cell. The cell is then
gently rinsed by slowly adding water by pipet and removing it again. Following this, the cell is
filled with nanopure water. Fluorescence experiments show that an incubation time of 1.5 h is
optimal for halothane partitioning between water and bilayer and reach equilibrium, whether one
method is used or the other (19). Both ways of adding halothane give similar results. For the sake
of simplicity and reproducibility, the second method is used for all subsequent experiments.

3.3. AFM Imaging

AFM is a surface imaging technique with nanometer-scale lateral resolution and 0.1 nm
resolution normal to the sample, which operates by monitoring the forces of interaction acting
between a probe and a sample, while the sharp probe scans the sample surface. For imaging,
MAC mode AFM is used; this is a tapping mode available through Molecular Imaging AFM
in which a magnetically coated probe oscillates near its resonant frequency driven by an alter-
nating magnetic field. All images are taken using a Pico SPM microscope with AFMS-165
scanner (Molecular Imaging Inc.) in a liquid cell. All samples are imaged in ultrapure water
because degradation was observed in image quality with increasing pI (8). The highest con-
trast images are always obtained by imaging in ultrapure water (21).

In an attempt to minimize the osmotic shock to vesicles during rinsing, the original solutions
are thus prepared with a low-pI. This rinsing process occurs before the AFM tip encounters the
solution. Therefore, the tip is never exposed to a liposome solution, and should remain free of
lipid contamination. Magnetically, (Au–Cr-coated) type I Maclevers (Molecular Imaging Inc.)
are used for MAC mode imaging and force measurements. The scan rate is fixed to 20 mm/s.
The standard MAC mode fluid cell (Molecular Imaging) is used throughout.

A supported DPPC bilayer is formed on mica from vesicle solution, rinsed with water, and
covered with 1 mL of water in the AFM liquid cell; pure halothane (60 µL) is added into the
liquid cell and the cell is incubated for 1.5 h. After this, nonpartitioned halothane is removed
by gently rinsing and refilling the cell with water. The cell is mounted into the microscope
and after an equilibration of 10–15 min, the sample is imaged in water in tapping mode (MAC
mode). The amplitude set point for imaging is chosen at the near maximum of the resonance
frequency (80–90% of the maximum amplitude).

AFM and Anesthetics on Lipid Bilayers 603
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A typical image of the DPPC bilayer with halothane incorporated is shown in Fig. 1.
Halothane incorporation results in domain formation (see Fig. 1) (20). The thickness of the
higher and lower domains is measured as 3.5 nm.

3.4. AFM Force Measurements

In AFM force measurements, the probe is moved toward the sample, and the cantilever
deflection is measured as a function of the extent of the piezo electric tube. During approach
to the surface the attractive and repulsive forces being measured are characterized by van der
Waals and electrostatic interactions, as well as solvation, hydration, and compression-related
steric forces (11). The probe is then retracted from the surface. The retraction force curves
often show a hysteresis referred to as an adhesion pull-off event, which can be used to deter-
mine adhesion forces between the probe and the sample.

In the experiments, first the supported bilayer in tapping MAC mode is imaged. After the
image is completed and saved, the regime is switched into the contact mode and then, using the
same cantilever, the interacting forces are measured by positioning the AFM tip on different
locations using the image obtained in tapping mode. Force curves are collected at 10 locations
on the bilayer and then averaged. The force spectroscopy experiment consists of monitoring the
interaction between the AFM tip and the substrate by sensing the cantilever deflection (Zc) as a
function of the piezo elongation (Zp) and as the tip is moved toward and away from the substrate
(i.e., raw data). The raw data averaged for each sample are shown on Fig. 2.

Force measurements were performed on DPPC bilayers formed from water solutions with
and without halothane. It is a well-known fact that the force interactions depend on the velocity
of the surface approach (11), especially for soft, viscoelastic materials. The frequency sweep
has been varied over about four decades, from 0.01 to 10 Hz. The Z-range is 50 nm. Note that
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Fig. 1. A typical AFM image of DPPC bilayer with halothane incorporated. Supported bilayer was
formed on mica from vesicle solution, rinsed with water and covered with 1 mL of water in AFM liquid
cell, excess of halothane (60 µL) was added into the liquid cell, and the cell was incubated for 1.5 h. After
this, nonpartitioned halothane was removed with water, AFM cell was gently rinsed and filled with
water, Bilayer was imaged in taping mode (MAC mode). (A) imaged immediately after sample prepa-
ration and (B) after 30 min of imaging bilayer converts into thin domains.
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varying the scan frequency affects simultaneously the velocity at which the tip is withdrawn
from the bilayer and the contact time between the tip and the sample. At a fixed applied load,
increasing the frequency sweep rate increases the tip velocity yet decreases the contact time.

Statistical analysis reveals that 10 measurements at different locations of the same area are
required to determine parameters such as the adhesion and the long-range forces with 10%
accuracy. Data are collected over a time period of 2 h, and a total of 100 force curves are ana-
lyzed for each sample. Force curves are saved as plots and then converted into text files for
analysis. After the raw data are collected, they are converted into the “force vs separation
plots,” averaged and analyzed.

3.5. AFM Force Analysis

During AFM force measurements, the probe is moved toward the sample and the cantilever
deflection is measured as a function of the extent of the piezo electric tube. Force measure-
ments using the atomic force microscope (described in Subheading 3.4.) give the raw data of
cantilever deflection (δV) vs piezo movement (zpiezo). Raw data are transformed numerically
under a Matlab environment. As the tip–sample separation cannot be independently measured,
a systematic procedure for calculating the sensitivity of the apparatus is developed (7). This
measurement assumes that tip and the mica surface are brought into a nondeformable contact
in the higher loading region. Raw data (Zc vs Zp) are then converted into force (F) vs surface-
tip separation (D) using Hooke’s law: F = k Zc where k is the spring constant of the cantilever,
with the geometric relationship D = Zc − Zp for incremental changes.

Statistical data are extracted from a large set of measurements. The authors use the Gaussian
distribution in the following form:

(1)P x C e x( ) ( /(= −1

2
2 2

σ π
π− µ) )2
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Fig. 2. Cantilever deflection dZc as a function of the piezotube elongation  when the tip is retracted
from the sample. DPPC bilayers deposited on mica were measured under three conditions: (b) the
DPPC bilayer at T = 20°C (c) the DPPC bilayer at T = 50°C (d) the DPPC bilayer with halothane
incorporated. The adhesion curve on bare mica (a) is shown for comparison.
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where P(x) is the number of samples at the particular x point in the histogram, µ is the mean,
σ is the standard deviation, and C is the normalization constant. The bin size of the histogram
is determined statistically by dividing the range of measurements by the square root of the
number of measurements. The average of the adhesion force and the standard deviation are
obtained from the analysis of the whole set of the force curves, which are represented in
histogram form (P[x]) and then adjusted using a Gaussian law.

3.5.1. Adhesion Forces

Surface force profiles are measured among the silicon nitride tip, mica, and a pure DPPC
bilayer vs the profiles in a DPPC bilayer with halothane partitioned into it. To extract infor-
mation about adhesive forces, the approach part of the force curve was analyzed. Raw data
of the cantilever deflection corresponding to the retraction of the tip from the surface (after
contact with the tip), are shown in Fig. 2, plots a–d. Data corresponding to the mica surface
immersed in water are presented for comparison. Mica is characterized by an abrupt jump out
of contact (plot a in Fig. 2).

To analyze adhesive forces, the same statistical analysis was conducted that was used in the
previous work (7). It has been demonstrated that the force of a unit interaction between an AFM
tip and a surface can be determined from statistical analysis of a series of detachment force
measurements. For a statistical analysis based on adhesive forces originating from a discrete
number n, individual interactions or bonds have been used. The total force distribution follows
Poisson statistics, where both the adhesion force (Fadh) and the variance (σ) originates from a
number of individual bonds n:

and

The force of one bond (Fs) is therefore given by the square of the variance of the force
divided by Fadh. The value n is the ratio between Fadh and Fs. This analysis has the advantage
that the knowledge of the mean radius of curvature is not required, and gives information on
the nature of the bilayer. Table 1 presents the standard deviation of the adhesion force in the
gel phase DPPC bilayer and bilayer with halothane incorporated, as measured by the authors.
Data for gel phase DPPC bilayer at room temperature and fluid phase DPPC bilayer at 
elevated temperature from the previous paper (7) are shown for comparison.

This analysis allows to correlate microscale changes in the bilayer physical properties with
molecular structure and mobility of individual lipid molecules. Tail mobility can be seen as
the number of molecules n in contact with the AFM probe: the larger the n, the higher the
mobility. A change in mobility increases the number of bonding (n) and, thus, Fadh and σ.

3.5.2. Repulsive Forces

Repulsive forces are extracted by analyzing the approach part of experimental force curves.
Figure 3A shows four patterns of repulsive forces, measured through the AFM tip when
approaching the sample surface of pure mica (plot a), DPPC bilayer at room temperature (plot
b), DPPC bilayer at 50°C (plot c) (see also ref. 7), and DPPC bilayer with an excess of
halothane (plot d). The zero force intercept obtained from Fig. 3B is used to determine the
“effective bilayer thickness” corresponding to the related tip–sample distance.

σ 2 2= nFs

F nFadh s=
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Table 1
Experimental Adhesion Force (Fadh) and Its Standard Error Sigma 
on DPPC Bilayer and DPPC With Halothane, Measured at Room
Temperature; Calculation of the Number of Bindings n and the Mean
Force of a Single Bond Fs

DPPCa 22°C DPPC DPPC + halothane

Fadh 1 nN 1.5 nN 7 nN
σ 0.6 nN 0.8 nN 2 nN
Fs 0.3 nN 0.4 nN 0.5 nN
n 3 4 14

aData on DPPC bilayer at room and elevated temperature, measured earlier during
melting transition (11) are shown for comparison.

Fig. 3. (A) Surface force as a function of a tip–surface distance in liquid cell when the tip is
approaching the sample; (B) logarithmic representation of data in panel (A); (C) Distribution of
the “effective thickness” determined from force analysis (A) on mica, DPPC and DPPC with
halothane incorporated. Plots on 3A–C are ascribed as: (a) bare mica (is shown for comparison),
(b) the DPPC layer at T = 22°C, (c) the DPPC layer at T = 50°C, and (d) the DPPC layer with
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4. Notes
1. All liposome solutions are sonicated at controlled temperature between 25° and 30°C, not to

exceed the melting temperature of the DPPC bilayer (42°C) by addition of ice or cold water into
the sonication bath.

2. When preparing supported bilayers on mica, the time of incubation and amount of solution
added has to be adjusted, in order to obtain good coverage of mica by the bilayer. To form a sup-
ported DPPC bilayer on mica small aliquots (20–30 µL of 0.5 mg/mL) DPPC solution in water
were used. The incubation time can vary from 5 to 30 min.

3. Sometimes it is necessary to produce holes in the bilayer in order to measure the bilayer thickness.
One way to do so is using the AFM tip and scratch a hole in the bilayer by imaging a very small
area at high scanning rate and high load force in contact mode. Although this method produces
a hole in the bilayer, it may also produce mechanical defects in the tip, and contaminate the
lipids adsorbing to the tip from the sample, which reduces the resolution and quality of the image.
Another, less-invasive method is used to produce holes. First, one needs to scan a prepared,
supported bilayer, because in general, holes are naturally present in the bilayer. If not, one can
rinse the cell with supported bilayer with a stream of water from a plastic bottle; this procedure
readily produces the required holes, and does not contaminate the cantilever.
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