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Tribute 

Arnost Kleinzeller, 1914-1997 

On February 1,1997, Arnost Kleinzeller, M.D., Ph.D.. D.Sc., and Profes- 
sor Emeritus of Physiology at the University of Pennsylvania, died at the 
age of 82 after a long battle with cancer. He was an internationally known 
physiologist and biochemist whose groundbreaking scientific work demon- 
strated how kidney cells regulate the contents of water and salt and how 
they move sugars through tissue membranes. 

A leader during the Cold War in building links between the scientific 
community in Czechoslovakia and the West, Professor Kleinzeller orga- 
nized a major international scientific congress in Prague in 1960. The work 
of that congress helped establish the course of research over the next two 
decades for the emerging field of biological fluid and solute transfer. 

The openings he developed with Western scientists brought him increasing 
political pressure from the orthodox Czech communist regime. In 1966 with 
the help of American colleagues, Professor Kleinzeller and his family es- 
caped, settling first at the University of Rochester and then in 1967 moving to 
the University of Pennsylvania, where he was named Professor of Physiology. 

At  the University of Pennsylvania Professor Kleinzeller taught at the 
medical school and conducted research in the Department of Physiology. 
During summers he was a researcher at the Mount Desert Island Marine 
Biological Laboratory in Maine. He wrote over 150 scientific papers and 
monographs and was one of the editors of the scientific series Current 
Topics in Membranes and Transport. He continued to campaign for greater 
openness in international scientific exchange as a member of the Committee 

xi 
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on Scientific Freedom and Responsibility of the American Association for 
the Advancement of Science. He was elected to Germany’s prestigious 
Academia Leopoldina in 1966 and was elected fellow of the College of 
Physicians of Philadelphia. 

Professor Kleinzeller was born December 6,1914, in Ostrava, Czechoslo- 
vakia. In 1938 he graduated from the Masaryk University’s Medical School 
in Brno and published his first scientific report. That same year, following 
the signing of the Munich Pact, he was forced to flee his native country to 
England, where continued his scientific studies and worked for the Czech 
government in exile. He completed his Ph.D. under the Nobel laureate Sir 
Hans Krebs and continued his postdoctoral work at Cambridge University. 

Professor Kleinzeller is survived by his wife of 54 years, Lotte, two 
daughters, Anna Romancova of Prague and Jana Richman of Forest Hills, 
New York, and three grandsons. 

Friends and Colleagues 
Department of Physiology 
University of Pennsylvania 

Arnost Kleinzeller, to me, was synonymous with Current Topics in Mem- 
branes. He served as editor for many years and put the force of his intellect 
and passion for science into it. Working as co-editor with him for 7 years 
was an experience to be cherished. It was a troubling time because the 
sciences were in transition from an era of broad, scholarly, archival treatises 
to something else, involving new speeds of information of exchange and 
storage. How to guide Current Topics in Membranes through this changing 
world of science was a constant question. Arnost could be fiery in defense 
of the academic high ground against the inclination of publishers to peek 
at their bottom line or their occasional lapses of due respect for scholars. 
Arnost’s standards and his sense of the dignity of intellectual endeavor 
were among his many awesomely admirable traits. What I enjoyed most, 
however, was the fun of discussing science with him. Whenever we got 
together to deal with the series, our discussions always turned to science 
questions: What is most important and exciting in our field? How might 
we capture this in a volume of the series? Who has the breadth of vision 
and the skills to be an outstanding guest editor? We always parted with 
the sentiment that the sheer fun of the science itself more than compensated 
for our burden of editorial responsibilities. Even during his final suffering, 
Arnost was intent upon seeing one more volume come into being: a volume 
celebrating 100 years since Overton’s landmark publication in membrane 
biology. This idea of his, one of many that kept us in animated conversation, 
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has now come to fruition. It is perfectly fitting that this volume be dedicated 
to the memory of another important figure in the history of membrane 
biology: Arnost Kleinzeller himself. 

Douglas M. Fambrough, Ph. D.  
Professor of Biology 

The Johns Hopkins University 

In his last publication to appear in his lifetime, Arnost Kleinzeller ex- 
plored the history of the cell membrane, as exemplified by research on the 
erythrocyte membrane and the early contributions by William Hewson 
(Kleinzeller, 1996). Kleinzeller describes how the earlier insights into the 
existence of a cell membrane were disregarded for the greater part of the 
19th century, as was the concept of a cell membrane as a distinct and 
functionally important cellular structure, a concept that was revived by 
Overton and which, in the 20th century, has played a signal role in cellular 
physiology. It is a concept to which Arnost Kleinzeller contributed through- 
out his professional life, as both experimenter and theorist. In a 1994 
publication (Kleinzeller et al., 1994), he and colleagues focused on the two 
choline transport systems in lung cell membrane vesicles; in 1992 he co- 
authored a study of the polarity of glucose transport in cultured renal 
epithelia (Miller et al., 1992), glucose transport and kidney cells having 
been topics of life-long interest. Still in 1992, he published an experimental 
study on cellular volume regulalion (Ziyadeh et al., 1992), again a topic 
that challenged him throughout his professional career. These publications 
are witness not only to his undimmed intellectual drive and curiosity, but 
also to his tenacity, as he suffered from chronic and debilitating illness for 
several years after his formal retirement in 1985. 

I first met Arnost Kleinzeller in the late 1960s, after he and his wife, 
Lotte, had emigrated to the United States. It was the second time he had 
had to leave his native Czechoslovakia because of a totalitarian regime. 
When we met, I was struck by his biochemical approach to physiological 
events and therefore asked him to join me as co-editor of the series that 
became Current Topics in Membranes and Transport. That the term mem- 
branes appeared in the series title may well have been due to Arnost's 
interests and expertise. As editor, Arnost Kleinzeller applied the same 
demands of rigor to others that he applied to himself, stimulating critical 
analysis and encouraging a well-formulated viewpoint, but mindful of con- 
trary evidence. 

In the Preface to the first volume of Current Topics in Membrane and 
Transport we wrote " . . . of necessity, recognition [the first step of biologi- 
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cal transport of solutes] must occur at the system boundary, most frequently 
the membrane boundary of cells or organelles.” Arnost Kleinzeller devoted 
his life to understanding how this boundary permitted communication, yet 
provided individuality. He shall be missed. 
Kleinzeller, A. (1996). William Hewson’s studies of red blood corpuscles and the evolving 

concept of a cell membrane. Am. J .  Physiol. 271 (Cell Physiol. 40), Cl-C8. 
Kleinzeller, A., Dodia, C., Chander, A., and Fisher, A. B. (1994). Na+-dependent and Na+- 

independent systems of choline transport by plasma membrane vesicles of A549 cell line. 
Am. J. Physiol. 267, C1279-C1287. 

Miller, J. H., Mullin, J.  M., McAvoy, E., and Kleinzeller, A. (1992). Polarity of transport of 
2-deoxy-D-glucose and o-glucose by cultured renal epithelia (LLC-PK1). Biochim Bio- 

Ziyadeh, F., Mills, J. W., and Kleinzeller, A. (1992). Hypotonicity and cell volume regulation 
in shark rectal gland: Role of organic osmolytes and actin. Am. J .  Physiol. 262, F468-F479. 

phys. Act0 1110,209-217. 

Felix Bronner, Ph. D. 
Former editor of Current Topics in Membranes and Transport 

It is difficult to know how to begin when writing about Arnost Kleinzeller, 
for he was a man who had a significant impact on so many different areas 
of my life. 

I first came to know him while working in his laboratory at MDIBL in 
the mid-l970s, washing dishes and doing basic laboratory routine. I quickly 
came to find that nothing was routine to Arnost, that the smallest tasks 
were as important as the largest. He taught me the importance of discipline 
and perseverence, in life and in science, and these lessons have helped me 
throughout my career. 

One trait that stands out is Arnost’s ability to maintain a sense of humor 
while pushing forward with his ideas. His trademark rubbing of his hands 
and face in a moment of intense laboratory work was one of his many 
memorable characteristics. Arnost’s unique personality made him a joy to 
work with and helped take the sting out of the “bad days” where everything 
that could go wrong did. 

Although Arnost had high expectations, he had great compassion and 
treated me as family as well as student. I will remember Arnost as the 
person who started me on my way in many aspects of my life. He will 
surely be missed as a teacher and friend. 

Jonathan M. Goldstein 
Department of Neurology 

Yale University School of Medicine 
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Arnost Kleinzeller was a wonderful colleague and friend. It was a pleasure 
to go to him with a particularly difficult scientific problem and reap the 
benefit of his encyclopedic knowledge and wide experience. He would often 
think about the problem and come back in a day or two with a suggestion 
that often turned out to be quite helpful and insightful. 

Arnost had little tolerance for sloppy thinking or sloppy work, but that 
was balanced by his soft, compassionate side. He was the first to offer 
guidance to those who needed help and was particularly generous to stu- 
dents and junior colleagues working with him. This help often extended to 
guiding his “offspring” in both their careers and their personal lives. 

I remember Arnost as a great friend who knew when to listen and when 
to offer advice. I miss our conversations, scientific and nonscientific. But 
most of all I miss the pleasure of sharing his zest for life. 

Leon Goldstein 
Division of Biology and Medicine 

Brown University 

In 1965 the Department of Physiology of the School of Medicine of the 
University of Pennsylvania needed to increase its strength in cell physiology 
and biophysics and began considering a number of potential faculty. We 
heard that Arnost Kleinzeller had managed to slip out of Czechoslovakia 
with his family and was now at the University of Rochester under the wing 
of Aser Rothstein. Arnost had a superb reputation as a junior colleague 
of Sir Hans Krebs in England, from whence at the end of World War I1 
he returned loyally to Prague, taking posts at the Technical University and 
then Charles University and finally becoming Head of the Laboratory 
for Cell Metabolism of the Czechoslovakian Academy of Sciences. He 
established a great reputation abroad while there. He was also famous for 
having his laboratory operate in different languages on different days. He 
and Lotte visited us in Philadelphia and he eventually agreed to join our 
department in June of 1967, giving us instant recognition in cell physiology. 

Arnost was a precise and demanding teacher and preceptor, no nonsense 
about science. He organized many activities, large and small, while at Penn. 
Probably the first was a wonderful course in cell physiology techniques, 
making available for the first time in our medical school bench-side instruc- 
tion in many new methods, cell fractionation, membrane transport by radio- 
activity measurements, and many basic methods now commonplace, but 
then new. Students, and even some professors, came from all over the 
school. The faculty was drawn from many parts of the university, even 
from abroad. 
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He was an encyclopedia of information on physiology and biochemistry, 
having grown up with the latter field. His research concentrated on the 
kidney, which so neatly brought together physiology, biochemistry, and 
biophysics. He kept abreast of new techniques and was able to review 
with knowledge a wide area of physiology, which enabled him to edit this 
wonderful series with Felix Bronner. His great interest in history led him 
later to do research on Overton, whom he considered ahead of his time 
and deserving of more credit for developing our concept of the cell mem- 
brane than he received. 

As a colleague he was tremendously loyal to our department and a great 
support to me as chairman, even when he thought my judgment was wrong, 
a not infrequent occurrence. I sought his advice all the time on scientific 
matters. 

Arnost was the very model of a cultured European academic. He knew 
music and played the violin, though unfortunately I never heard him. He 
knew Greek and Latin, about which I often consulted him, and was familiar 
with the great classics of Western civilization. 

As he grew older he suffered a considerable series of illnesses, including 
the ignominy and near devastation of a childhood infectious disease, all of 
which he bore with fortitude. He visited me frequently all these later years 
with recent humorous anecdotes and some pungent gossip. Except for a 
brief factual bulletin concerning the state of his health, he voiced no com- 
plaints. 

It is impossible to say anything about Arnost’s long career here without 
mentioning Lotte, who supported him in all things but never hesitated to 
be sure that he did not feel he was too far above the salt. When he was 
ill, she was an avenging angel. 

Arnost Kleinzeller was a tremendous scientist, a wonderful friend, a 
delight to know, and I miss him. 

Robert E. Forster 11, M. D. 
Isaac Ott Professor Emeritus 

University of Pennsylvania 
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CHAPTER 1 

Charles Ernest Overton’s Concept 
of a Cell Membrane 
Amost Kleinzeller’ 
Department of Physiology, University of Pennsylvania School of Medicine, 
Philadelphia, Pennsylvania 19104 

I. A Brief Biography of Ernest Overton 
11. Exchange of Solutes across the Cell Boundary 

111. Meyer-Overton Theory of Narcosis 
IV. Role of Cations in the Excitability Process 
V. Overton’s Scientific Personality 

References 

1. A BRIEF BIOGRAPHY OF ERNEST OVERTON 

A century has elapsed since (Charles) Ernest Overton (1865-1933) pre- 
sented his views on the osmotic properties of cells in the period 1895-1902. 
He is justifiably recognized as a pioneer in the development of a comprehen- 
sive concept of the cell membrane (Hober, 1926; Collander, 1965; Smith, 
1962; Kleinzeller, 1995). As noted in Collander’s appraisal of Overton’s 
achievements on the occasion of his 100th birthday, he established several 
milestones in the field: 

1. A “lipid-impregnated boundary layer” is a determinant of the osmotic 
properties of living cells. Both diffusion- and metabolism-linked active 
processes function in solute exchange between cells and their immedi- 
ate environment. 

2. The lipids of the cell (membrane) are involved in the phenomenon 
of narcosis. 

’ Deceased. 
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2 Arnost Kleinzeller 

3. An exchange of sodium and potassium across the membranes of 

Most of Overton’s papers were published in German. This chapter dis- 
cusses the experimental basis for these crucial elements of a comprehensive 
concept of the structure and function of a cell membrane. Such an evaluation 
of necessity must take into account the framework of knowledge of the 
field at the time of Overton’s creative life. 

Ernest Overton (in his publications, Overton used only this first name) 
was born in 1865 in Stretton, Cheshire, England. On his mother’s side he 
was distantly related to Charles Darwin. Because of his mother’s chronic 
illness, the family moved in 1882 to Switzerland. In 1884, Overton entered 
the University of Zurich as a student of botany under the preceptorship 
of Professors A. Dodel and E. Strasburger (in Bonn, Germany), defended 
his Ph.D. thesis in 1889, and was appointed “Docent” (roughly equivalent 
to lecturer) in biology in 1890. 

During his time in Zurich, Overton was scientifically most productive. 
In the period of 1888-1893, Overton published seven papers related to his 
botanical interests (1888, 1889, 1890a,b; 1891, 1893a,b). His observations 
(1893a,b) on the reduction of chromosomes (meiosis) in certain plant cells 
gained him the reputation of a skilled and innovative investigator. Overton 
returned to strictly botanical subjects only in three papers published in 
1897,1899a, and 1899b. He established his scientific status primarily by his 
papers on the osmotic properties of cells, research that was also begun 
in Zurich. 

In 1901, Overton joined the renowned Department of Physiology at the 
University of Wurzburg (Germany) as assistant to the electrophysiologist 
Professor M. von Frey. In 1907 he accepted a call to become chairman of 
the newly established Department of Pharmacology at the University of 
Lund (Sweden) where he served until his death in 1933. It was in Lund 
that Overton married Dr. Louise PetrCn, a member of a well-known Swedish 
academic family, and raised his family of four children. His contributions 
to science from the Lund period were rather limited. Comments of his 
daughters (Dr. S. Thesleff of Lund, personal communication) would suggest 
that protracted health problems and difficulties in mastering the Swedish 
language may have been a contributing factor. 

Although he had not received formal medical training, his contribution 
to the medical field was acknowledged by honorary medical degrees by the 
universities of Lund and Jena. 

muscle and nerve cells is responsible for their excitability. 

II. EXCHANGE OF SOLUTES ACROSS THE CELL BOUNDARY 

Overton’s interest in this field was prompted by his genetic experiments, 
which required a substance that would enter plant cells rapidly. The work 
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of Nageli and Cramer (1855), de Vries (1871,1884), and Pfeffer (1877) had 
established the existence of an osmotic barrier between the protoplasm of 
plant cells and their environment. The evidence was based on observations 
of protoplasmic permeability: while healthy cell protoplasts were readily 
permeable to water, they were impermeable to many solutes, including the 
plant pigment anthocyan (Nageli and Cramer, 1855) or sucrose from beet 
roots (de Vries, 1871). This permeability barrier was lost following cell 
death or major injury, as judged by changes in the appearance of the 
protoplasm and cessation of protoplasmic streaming. 

The phenomenon of plasmolysis was firmly established, that is, a retrac- 
tion of the protoplasm from the cellulose wall of plant cells exposed to 
impermeable external solutes, as shown in Fig. 1. Intracellular vacuoles 
also reduced their volume under plasmolytic conditions, and the phenome- 
non was reversible (deplasmolysis). The observations were interpreted as 
osmotically induced flows of water across a thin osmotic barrier, for which 

FIGURE 1 Scheme of a plant cell from the osmotic point of view. (a) Normal and (b) 
plasmolysed state. 
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Pfeffer used the equivalent terms plasma skin (“Plasmahaut”, 1877,1891), 
skin layer (“Hautschicht”, 1886), or plasmatic membrane (1900). He sug- 
gested (1891) that the membranes facing the external and inner (vacuolar) 
spaces had identical properties and could actually fuse. In his view, the 
nature of the plasma membrane was proteinaceous, rejecting Quincke’s 
proposal of an oil-like protoplasmic surface (1888). The idea that mem- 
branes were composed of proteins had many adherents, particularly when 
Ramsden (1904) demonstrated the spontaneous formation of solid films on 
the interface of protein solutions and air. 

Investigators in the field employed solutions of sucross or salts as osmotic 
agents. There were some early observations that not all hypertonic solutes 
produced plasmolysis. For instance, Klebs (1887) found that glycerol was a 
poor plasmolytic agent, and this observation was confirmed and extended by 
de Vries (1888). At the time, no explanation of the phenomenon was offered. 

Pfeffer’s (1886) careful study of the cellular uptake of dyes allowed 
him to consider additional properties of the putative osmotic barrier. He 
proposed that in addition to the “static” properties of the plasma skin 
(reflected by simple osmotic phenomena), living cells also had the capacity 
to take up or exclude solutes. At the time, his suggestion that the plasma 
skin was a “protoplasmic organ capable of regulating the exchange of 
solutes” between the cell and its immediate environment was a cry in the 
scientific wilderness. 

Overton’s systematic exploration of the relationship between the chemi- 
cal constitution of solutes, mainly organic, and their plasmolytic effects, with 
reference to the properties of the putative osmotic barrier, was presented in 
a series of three papers read to the Zurich Naturalist Society (1895, 1896, 
1899~). Having observed that solutions of ethanol and other aliphatic alco- 
hols did not produce plasmolysis in the cells of the alga Spirogyra, Overton’s 
concept of the phenomenon was broad. Given van’t Hoff‘s (1887) demon- 
stration of basic similarities between the laws governing the physical behav- 
ior of gases (the relationship among pressure, volume, and number of 
molecules) and the osmotic properties of solutions, Overton illustrated his 
concept by comparing a plant cell to a soccer ball (Fig. 2). Here, the elastic 
rubber balloon ( k )  was inflated to 1.5 atmospheres pressure, in turn also 
inflating the external leather cover ( I ) .  Because rubber is impermeable to 
air whereas leather is permeable to all gases, any pressure increase would 
produce a shrinkage of the rubber balloon (to ki). If, however, the rubber 
ball were permeable to the external gas, an equilibration of pressures 
outside and inside the rubber balloon would take place, and hence no 
retraction. Thus, the absence of balloon retraction indicates a permeability 
of the balloon to the gas. Similarly, a putative cell membrane (or skin) 
permeable to water would display plasmolysis when the cell was exposed to 
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FIGURE 2 Demonstration of the relationship between osmotic and gas pressures as 
observed in plasmolytic experiments. A soccer ball with an outer leather covering that is 
permeable to air and an internal rubber bladder containing air are shown. When the pressure 
outside is increased (analogous to an increased osmolarity of the solution around a plant 
cell), the permeable leather cover does not change in volume, while the internal bladder shrinks. 

an impermeable solute, If, however, the solute were permeable, plasmolysis 
would be slowed down or absent, with an ultimate equilibration of the 
solute concentration on both sides of the membrane. The rate of the ob- 
served volume changes of the balloon or protoplasm becomes a measure 
of the permeability of the structure separating the external and internal 
compartments. Hence, the use of plasmolysis as an experimental tool (the 
“osmometric method”) focused on both the steady state of plasmolysis and 
its rate. 

The osmometric technique employed by de Vries and Pfeffer consisted 
of observing changes of the cell volume of plants immersed in solutions of 
various solutes. This procedure presented certain problems. While in plant 
cells, plasmolysis and deplasmolysis could be followed visually, in animal 
cells the preparation had to be weighed to determine volume changes. 
Furthermore, the potential cellular toxicity of solutes had to be considered. 
Overton (1 895,1902a) refined the osmometric technique, taking into consid- 
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eration the fact that the osmotic pressure of a solution equals the sum of 
partial pressures of the solutes present. The improved techniques permitted 
a considerable decrease in the actual concentrations of potentially toxic 
solutes, while allowing accurate measurements of changes of cell volume 
either by direct visual observation or by weighing (Overton, 1907). 

An overview of Overton’s results testing hundreds of different solutes 
led to his recognition of a relationship between the chemical structure of 
solutes and their osmotic properties. That is, lipid-soluble solutes (including 
physiologically and pharmacologically active substances such as anesthetics, 
narcotics, and certain alkaloids) penetrated the cell membrane fastest. In 
fact, some of these, such as ethanol, entered the cell at rates comparable 
to that of water. The study permitted statements about the relationship 
between the chemical nature of solutes and their permeability. The general 
rule appeared to hold widely that the 1ipid:water partition coefficient was 
a determinant of solute permeability, and Overton (1895) generalized that 
“the living protoplasm of all basic organisms (plant cells, protozoa, ciliary, 
and epithelial cells) is readily permeable for various organic solutes.” 

However, Overton found some clear exceptions to this rule, as physiologi- 
cal solutes such as glucose or amino acids did not appear to diffuse across 
the cellular osmotic barrier. The apparent absence of permeability to inor- 
ganic ions, particularly of Na+ and K+, was also puzzling. This was first 
noted by de Vries (1884) and endorsed by Overton (1895, 1899~). Earlier 
experiments using plasmolytic techniques had demonstrated that some 
plasma “membranes” were permeable to inorganic salts (de Vries, 1884). 
Overton sought an explanation for such anomalies by proposing permeabil- 
ity mechanisms different than those inolving osmosis, with a direct involve- 
ment of living cells. However, Osterhout (191 1) later showed that Overton’s 
experimental material, the alga Spirogyru, happened to be moderately 
permeable to a variety of inorganic salts. 

Generalizing from his experimental data, Overton (1895) concluded that 
the ability (or lack thereof) of a solute to pass the osmotic barrier does 
not depend primarily on the size of the molecule (the concept of a molecular 
sieve, as visualized by Traube and Pfeffer). Furthermore, the osmotic barrier 
displays a permeability determined by the lipid-impregnated boundary layer 
of the protoplasm (Overton, 1899~). Overton thus adopted the concept 
that the determinant for a solute passing a membrane barrier is its solubility 
in the membrane, a view expressed previously by Pfeffer (1886). This idea 
was first suggested by Graham (1851) and by Lhermite (1855), who used 
the term “affinity between solute and membrane components.” The concept 
was later resurrected by Nernst (1890). 

The postulated lipid-impregnated boundary layer represented a general 
characteristic of plant and animals cells. This generalization was based on 
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Overton’s (1895,1899~) experiments on the osmotic properties of tadpole 
cells, as well as in part on Hamburger’s (1887) work demonstrating that 
the osmotic properties of red blood cells were identical to those observed 
earlier in plant cells. Hamburger was not aware of the early experiments 
of Hewson (1773) on this topic (Kleinzeller, 1996). Overton (1902, 1904b) 
later extended this work to a study of the osmotic properties of muscle 
cells and to water flows in frogs exposed to salt solutions. Arguments 
in favor of the lipid-impregnated cell boundary layer might have been 
strengthened if reference had been made to the observations of Schmidt 
(1891) who demonstrated that the “plasma skin” of a variety of plants 
readily allowed the entry of neutral fat as well as fatty acids. Quincke 
(1888) first suggested that the protoplasm was enveloped by a very thin 
(less than 1 pm) layer of an essentially liquid, oil-like substance. His view 
was based on studies of cell movement, and the postulated lipid layer was 
not considered as a constituent of the cell osmotic barrier. 

With remarkable prescience, Overton (1899c, 1900) suggested that the 
lipid material impregnating the cell membrane could have properties similar 
to cholesterol esters and/or phospholipids (lecithin), given their immiscibil- 
ity with water and reflecting the fact that the cell surface was wettable by 
aqueous solute solutions. Overton (1900) sought to underpin this hypothesis 
by investigating the cellular uptake of organic dyes. Since 1887, Ehrlich 
(1902) had drawn attention to the correlation between the neurotropic 
action of basic vital dyes (aniline derivatives) and their affinity for cell 
lipids (lipotropic property); acidic (sulfonated) dyes were not taken up by 
the cells. Pfeffer (1886) has also described the vital staining of plant cells 
with basic aniline dyes. After referring to his own early experiments on 
vital cell staining, Overton ( 1890a,b) indeed found a distinct correlation 
between the rapid cellular uptake of basic aniline dyes and their solubility 
in lipids, particularly in solutions of lecithin and cholesterol esters, while 
acidic dyes were not taken up. This study was subsequently criticized (Ruh- 
land, 1908, 1912; Kiister, 1911) for not taking into account the colloidal 
nature of the dyes; Ruhland emphasized the role of molecular size in 
controlling the entry of vital stains into living cells. 

Overton also noted that a certain amount of excess lipid had to be present 
in the cells in order to explain the “de novo” formation of a boundary 
layer of fragments of protoplasm formed on crushing cells. As observed 
by Nageli and Cramer (1855) and Pfeffer (1877) these fragments (see 
Fig. 3) displayed osmotic properties. 

While the permeability properties of many solutes were consistent with 
the established laws of diffusion, Overton (1899~) defined a set of phenom- 
ena where cellular activity was required to produce flux against prevailing 
osmotic gradients and related these active transfers of solutes to the secre- 
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FIGURE 3 Formation of protoplasmic globular fragments from damaged cells. These 
membrane-bounded fragments have osmotic properties (Pfeffer, 1900). 

tory or absorptive processes in animal cells. It followed that such processes 
were associated with the expenditures of metabolic energy. In particular, 
Overton (1902a) considered in detail the need for a special pathway for 
the entry of glucose into heart muscle in order to explain the discrepancy 
between the apparently low permeability of the muscle for this crucial 
metabolic substrate and the assessed rate of its utilization. Several hypothet- 
ical pathways were considered, all involving cell metabolism. 

Overton shared the earlier view of Pfeffer (1886) that the permeability 
barrier needed to be regulated in order to meet the physiological require- 
ments of the exchange of solutes between cells and their environment. 
Pfeffer’s collaborator Nathansohn (1904) then pointed more specifically to 
the regulatory role of the protein membrane component for the selective 
permeability of lipid-insoluble substrates. 

Overton’s concept of the function and structure of a lipid-impregnated 
cell boundary layer differed in several respects from the views of earlier 
investigators. Schwann (1839) had put forward the early criteria of a mem- 
brane of plant and animal cells as a distinct cell structure that serves as a 
mechanical envelope of the fluid protoplasm and is the site of exchanges 
of solutes between the cell and its environment. 

As opposed to Schwann (1848), Pfeffer (1877), or de Vries (1871), 
Overton did not consider such a boundary layer to be a distinct cell struc- 
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ture. In fact, Overton (1907) emphatically rejected Koeppe’s (1897) deliber- 
ately neutral term of a limiting cell partition (“Wand”) as the site of the 
exchange of anions in red blood cells. Presumably under the influence of 
Schultze’s (1861) and Briicke’s (1861) criticisms of the cell membrane theory 
(see also Kleinzeller, 1996), he was concerned about interpretating experi- 
mental results on red blood cells in the absence of their full “life activities.” 
He also distanced himself from Pfeffer’s (1877) concept of a very thin cell 
membrane (or skin) similar in its properties to Traube’s (1867) precipitation 
membrane. However, Overton (1907) did cite his own experiments, demon- 
strating that the putative boundary layer was very thin. The idea of a 
structure distinguished by a physical cohesiveness different from that of 
the bulk protoplasm may not have been appealing to him. Hober (1926) 
later commented that although evidence for a plasma membrane in Pfeffer’s 
sense did not exist because of visibility limitations (Pfeffer, 1886), such a 
term was justifiable on the basis of available observations in which nonopti- 
cal techniques could detect -1-nm-thick layers (Freundlich, 1923). 

The putative “boundary layer” was the site of the osmotic barrier of 
living cells. Previously, Nageli and Cramer (1855) assumed the involvement 
of the whole protoplast in osmotic function, although they suggested that 
on injury of the cell, the protoplasm may form on its interface with water 
a membrane that then protects the cell content from damaging effects. 
Overton emphasized the unique role of this boundary layer by pointing 
out experiments of de Vries (1885) and Pfeffer (1886) that showed that 
the protoplasm could be destroyed effectively without affecting the osmotic 
properties of the system. 

Pfeffer believed that many (but not all) osmotic phenomena could be 
explained in terms of the known laws of diffusion. Overton (1896) empha- 
sized since 1895 that, as opposed to such Pfeffer’s “static” view of the 
osmotic barrier, compelling physiological data on absorptive and secretary 
activities and the unequal distribution of cations between cells and their 
environment required a participation of cellular activity in “active” pro- 
cesses that proceeded in the opposite direction than predicted by the laws 
of diffusion. Examples such as absorption of salts from the intestine 
were given. 

Previously, Hoppe-Seyler (1877-1881) suggested the participation of cell 
metabolism in secretary and absorptive processes. Overton then demon- 
strated his intuitive understanding of the role of the osmotic barrier by two 
statements: “Active participation of cells matters only for such solutes 
which are not at all, or only slowly, taken up by most cells by a strictly 
osmotic process (1899c, p. 102).” and “One might even say that most 
organisms try to avoid in their metabolism such compounds which can 
quickly pass through the plasma skin by the physical pathway: moreover, 
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when such compounds transiently occur, the organisms try to convert these 
into other compounds which lack such capability” (1895, p. 200). This 
represented a new functional concept of the cell osmotic barrier. In particu- 
lar, Overton did not perceive a single comprehensive concept of cell perme- 
ability, but envisaged several pathways (at least two) by which solutes 
passed across the osmotic barrier. Opponents of Overton’s lipid membrane 
concept (Ruhland and Hoffmann, 1925) argued wrongly against his theory 
by pointing out that a variety of cell substrates did enter the cells despite 
their insolubility in lipids. 

Overton’s observations and concepts on the osmotic properties of cells 
were described during the period of 1895-1899, and a detailed account was 
given in an extensive review in 1907. Most of the actual experimental data 
were planned for full publication (1895, p. 159, 186) but Overton never 
devoted time for this chore. 

Observations on the potassium-induced swelling of muscles (Overton, 
1902b, 1904a) and the rapidly advancing information on the osmotic re- 
sponse of many cells, particularly red cells (Hamburger, 1887; Hedin, 1897), 
prompted Overton (1904a, 1907) to analyze cell volume changes in some 
detail. The question raised was whether cell “membranes” allow electro- 
lytes to cross a nondissociated molecules, as individual ionic species or a 
combination of such pathways, and possible effects on the cell volume 
at equilibrium. 

A simple model system where an osmotic barrier separated pure water 
from an electrolyte solution such as KC1 demonstrated the various results 
when the partitioning “membrane” was assigned differing permeabilities 
for water, KCl, or K+ and C1-. Furthermore, it was assumed that no external 
hydrostatic or other pressures were involved. For the simplest case, the 
membrane being permeable only to water, the net flux of water toward 
the electrolyte solution would occur. For a membrane permeable to water 
and KCl (but not the ionic species), there would be some next flux of water 
across the membrane while KCl would flow in the opposite direction and 
dissociate. At equilibrium, the concentrations of KCl, K+, and C1- in both 
compartments would be identical. 

For a second membrane permeable to water, K+, and C1- but not to KCl, 
the equilibrium again would be characterized by equal concentrations of 
both ionic species. However, here the permeabilities of both ionic species 
must be considered: if these differed, a transient electrical potential gradient 
would occur. Finally, for a membrane permeable to water and only one of 
the ionic species, there would be a flow of water across the membrane, but 
the very small flux of the ionized species would generate an electrical 
potential, which would prevent further ionic fluxes. 

This analysis of a model system introduced the novel concept that studies 
of the cell membrane permeability for an electrolyte should consider sepa- 
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rately the fluxes, as well as the equilibrium distribution, of the nondissoci- 
ated molecule and/or of the individual ionic species. Such studies then 
required actual measurements of the net water flux, the fluxes of electro- 
lytes, and possible electrical potentials across the membrane. This imagina- 
tive approach became acceptable only decades later as ionic channels and 
cotransport systems became better understood. Overton also showed how 
to answer some of the questions by available experimental approaches. 
For instance, in Overton’s (1902b, 1904b) study of the potassium-induced 
swelling of muscles, he demonstrated the role of membrane permeability 
for KCl by comparing effects of solutions of KCl with those employing an 
impermeant anion such as phosphate or sulfate. 

Based on Overton’s (1902b, 1904b) own experiments and a previous 
pioneering experimental study of Koeppe (1897), Overton also emphasized 
the electroneutral exchange of different ionic species of the same charges. 
Such exchange per se would not be associated with net volume changes. 

Overton later returned to this topic. In his 1913 study of the hemolytic 
action of saponins on cells, he interpreted the hemolytic process as resulting 
from a specific interaction of the saponins with cholesterol in the cell surface. 
Overton (1918) also showed that treatment with saponins increased the 
permeability of tadpole skin and gill cells greatly for substances that did 
not otherwise cross the membrane. Strictly speaking, these findings were 
not internally consistent with a simple lipid membrane, but Overton 
did not offer any suggestion on this point. A later study on the uptake of 
organic acids and their esters in 1925 did not yield novel results. 

Overton’s concept of a “lipid-impregnated boundary layer of the proto- 
plasm” (with the possible involvement of phospholipids and cholesterol), 
later known as the lipid membrane theory, is a pioneering contribution to 
the membrane field. Furthermore, the conceptual analysis of cell water 
(volume) changes as a function of the permeability properties of the mem- 
brane for solutes deserves recognition. The idea of an active cellular uptake 
(or extrusion) of solutes involving cell metabolism was less original, but 
his convincing presentation of this concept may have been crucial for the 
subsequent recognition of this phenomenon. Overton’s (1895, 1896, 1901) 
studies on the relationships between the chemical structure of solutes and 
their osmotic properties also represented a milestone in general pharma- 
cology. 

111. MEYER-OVERTON THEORY OF NARCOSIS 

Overton’s principal contribution to this topic was published in a single 
scholarly monograph in 1901; the actual experimental work and underlying 
ideas logically developed from studies presented in his first lecture on the 
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osmotic phenomena in 1895, and his general views on narcotic action were 
discussed in some detail in his 1899c lecture. 

Texts of pharmacology available near the end of the 19th century (Her- 
mann, 1874; Binz, 1891) mention several ideas on the possible mechanism 
by which narcotic effects are produced, that is, by a transient inhibition of 
oxidative processes or coagulation of protoplasm (Bernard, 1875). How- 
ever, several early observations related narcotic effects to protoplasmic 
(particularly nervous tissue) lipids, in which the narcotics affected cell 
function indirectly. Bibra and Harless in 1847 (Overton 1901; Winterstein, 
1919) claimed that brain lipids of ether-narcotized dogs were somehow 
extracted by the ether and suggested that the anesthetic effect is determined 
by the solubility of tissue lipids in narcotics. This line of investigation was 
taken up by Hermann (1866). Having demonstrated the presence of lecithin 
in the “stroma” of red blood cells, he described the hemolytic action of 
aliphatic narcotics and suggested that lecithin, cholesterol, and other fatty 
materials were the site of action of narcotics due to their affinity to lipids. 
Pohl (1890) reported an actual accumulation of the narcotic in the brain 
lipids of chloroform-narcotized dogs. Richet (1893) pointed out the appar- 
ent inverse relationship between the toxicity of narcotics and their solubility 
in water. 

The lipid theory of narcosis was presented independently by Meyer (1899) 
and Overton (1899c, 1901). While Overton had generated ample experimen- 
tal data that enabled him to make his general comments in his 1899 lecture, 
Meyer apparently was not aware of Overton’s work when he published his 
results in 1899. Overton (1901) then acknowledged the availability of Mey- 
er’s manuscripts prior to their publication. Because the pharmacological 
properties of narcotics indicated their primary action on the central nervous 
system, both authors started with the established knowledge that most 
narcotics show a high solubility in lipids and suggested that their action is 
based on this property, keeping in mind the high lipid content of nervous 
tissue. Such views were opposed to earlier ideas that emphasized the solubil- 
ity of lipids in narcotics (see earlier). 

It followed that narcotics, being mostly chemically unreactive, could 
act by affecting the physical state of tissue lipids. An interaction between 
narcotics and lipids implied an important role of narcotic partitioning 
between a lipid phase and cellular water. Experimental data of Meyer 
(1899), Baum (1899, in Meyer’s laboratory), and, most extensively, of 
Overton (1901) documented amply these points, particularly the close 
correlation between the effect of narcotics and their 1ipid:water partition 
coefficient. Overton’s contribution was made possible by his improved 
methods for determining the lipid-water partition coefficient in tissues. 
His elegant “physiological” method of determining partition coefficient 
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appears to be particularly useful. Here, small tadpoles or freshwater 
invertebrates were employed as indicators, and the minimal aqueous 
concentration of the narcotic required for complete narcosis was deter- 
mined. Equilibration of the aqueous solution of known narcotic concentra- 
tion with a measured volume of an oil-like solvent then permitted the 
actual partition coefficient to be determined. When interpreting his data, 
Overton (1895) emphasized his observation that narcotics passed rapidly 
into cells through the “lipid-impregnated protoplasmic boundary layer” 
and might then act either on the osmotic properties of this layer or on 
intracellular components. Overton’s lipoid theory of narcosis embraced 
two essential components: the relationship of the narcotic effect to their 
lipid solubility and the lipoid theory of permeability. This last point left 
open the actual mechanism by which narcotics produce their effects 
(Overton, 1899). Alcock (1906), Hober (1907), and other investigators 
later began studies of the effect of narcotics on the ionic processes 
underlying the excitability of muscles as well as on cell permeability 
(Hober, 1926). 

Overton’s experience with narcotic effects contributed to two subsequent 
studies (with I. Bang) on the effects of snake venom (Bang and Overton, 
1911a,b). A short abstract on the effect of narcotics (Overton, 1925b) 
demonstrated his continuous interest in the field. The lipid theory of narco- 
sis stimulated new experimentation and also produced many comments 
(Winterstein, 1919), thus allowing the field to develop further. 

N. ROLE OF CATIONS IN ME EXCITABILITY PROCESS 

This masterly study was presented in four papers (1902-1904) and was 
prompted by an effort to extend earlier research on plants and whole 
animals to isolated animal tissues. In the light of previous work on muscles, 
the focus was broadened to analyze the relationship between osmotic phe- 
nomena and the excitability of muscle and nerves. 

Hales (1733) first noticed that injection of salt-free water into the blood 
circulation of dogs produced a massive swelling of all tissues, with spontane- 
ous convulsions of muscles; these phenomena were absent when salt solu- 
tions were injected. Nasse (1869) extended such studies by exploring the 
concentrations of various salts necessary to preserve muscle excitability. 
Another indication of the possible role of ions in the excitation process 
was provided by the observation in 1880 of Biedermann (1895) who demon- 
strated spontaneous rhythmic contractions of frog muscles immersed in 
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slightly hypertonic solutions of NaCl and postulated a specific role of sodium 
salts in the contraction process. 

The osmotic properties of isolated frog muscles were studied later by 
Loeb (1898) and Cooke (1898), who analyzed their data in terms of 
diffusion of salts and water into muscles immersed in solutions of varying 
salt concentrations. They interpreted their results in terms of the muscle 
as a sac containing isotonic fluid, enveloped by the semipermeable peri- 
mysium. 

Overton (1902a, 1904a,b) pointed out shortcomings in these previous 
studies, stemming primarily from a lack of appreciation of the muscle as 
a multiphase structure where the fibers are surrounded by perifibrillar fluid. 
In order to study the osmotic effects on muscles, it was necessary to measure 
actual weight changes during the course of an experiment. Overton (1902a) 
explored the effects of hypotonic NaCl solutions and demonstrated that 
the muscles swelled less than predicted on the basis the laws of diffusion. 
That is, at equilibrium the volume increase should have been proportional 
to the reciprocal of the change of osmotic pressure. Hence, the evaluation 
of osmotically induced fluid uptake by the tissue must take into account 
diffusion of salt solutions from the surrounding medium into the perifibrillar 
space as well as the semipermeable properties of the muscle fibers. This 
research in effect opened a new chapter of cell physiology: the study of 
cell volume and its regulation. 

With his improved understanding of the underlying osmotic processes, 
Overton (1895,1899~) established the similarity between the osmotic prop- 
erties of frog muscles with those of plant cells, including the great permeabil- 
ity of the muscle fibers for short chain alcohols and narcotics. As mentioned 
earlier, Overton (1902b) observed a relatively small permeability of resting 
muscle fibers for physiologically important substrates such as electrolytes, 
amino acids, or glucose and concluded that cellular activity must be involved 
in the inward transport of these solutes. 

Immersion of muscles in isotonic solutions of sucrose (or other neutral 
organic solutes) produced a rapid loss of perifibrillar NaCl as well as muscle 
excitability and electrical current conductance (Overton, 1902b). This phe- 
nomenon was fully reversible on reimmersion of the tissue in isotonic NaCl 
solutions. Given the available knowledge that most of the tissue NaCl was 
present in the perifibrillar fluid while the bulk of the fibrillar electrolyte 
was potassium chloride, it was reasonable to conclude that Na' in the 
extrafibrillar space played a role in muscle excitability. Experimental evi- 
dence bore out such conclusion. For instance, any sodium salt could reverse 
the sucrose block of excitability. Reversal of the sucrose block could also 
be produced by Lit and NH4+, whereas K', Rb+, or Cs' produced a paralysis 
of the muscle in the presence of C1-, as already observed by Grandeau 



1. Overton's Concept of a Cell Membrane 15 

(1864). Mg2' was innocuous, whereas solutions of Ca2+, Sr2t, and particu- 
larly Ba2' were toxic. 

Overton (1902b) did not observe a loss of excitability of nerves upon 
immersion in sucrose solution; however, he pointed out that this observation 
did not necessarily imply differences in the actual excitatory process in 
both tissues and correctly considered the possibility that the perineural 
sheath may retain sodium around the fibers. Subsequently, Overton (1903) 
presented evidence for the essential role of Na' in the excitability of nerves 
and the central nervous system. 

When interpreting the observed specific role of Nat in the excitatory 
process, Overton (1902b) put forward a novel concept of an exchange of 
Na' against K' at the muscle fiber-perifibrillar fluid interface during a 
particular short phase of the muscle contraction process. Overton was fully 
aware of the logical problems arising from this suggestion by pointing out 
that repeated contractions might lead to a gradual increase of fibrillar 
Na' unless a mechanism was available to reconstitute the previous ionic 
distribution, and he specifically noted that the secretary properties of glan- 
dular tissues could be a related phenomenon. 

His increasing understanding of osmotic processes in muscle permitted 
Overton (1902b, 1904a) to explore the actual mechanism by which 
potassium salts produced a curare-like paralysis of muscle, first recognized 
in Bernard's laboratory (Grandeau, 1864). Previous data demonstrated 
an unusual swelling of frog muscles immersed in isotonic KCI (Loeb, 
1898) associated with an initial brief spontaneous twitching. Overton 
found that at room temperature, the paralysis of muscle fibers immersed 
in 0.11 M KCI developed within minutes, was not associated with any 
volume change, and was fully reversible by reimmersion in isotonic NaCI. 
For the complete paralysis of most muscles, a threefold increase of the 
KCl in physiological solutions was sufficient. Prolonged exposure to 0.1 1 
M KCl produced an irreversible swelling as well as loss of excitability 
and impulse conductance. Potassium salts with permeable anions (Cl-, 
Br-, I-, NO3-) shared properties with KC1. However, potassium salts of 
impermeant anions such as phosphate or sulfate produced muscle paralysis 
that was reversible even after several days, and no fiber swelling was 
seen. This implied a role of K+ permeability in the observed phenomenon. 
A series of experiments demonstrated that K' effects on muscle fibers 
and nerves were identical. The fact that K' did not affect the contractile 
system in sperm motility pointed to a direct effect of K' on the 
excitability process. 

From these findings, Overton (1904a) drew a series of important conclu- 
sions. Because no apparent entry of KCl was observed during the initial 
paralytic phase (there was no weight change), the observed effects appeared 
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to be due to changes of Kf concentration in the perifibrillar fluid. Overton 
suggested that during some transient phase of the actual excitation process 
the permeability of the fiber “boundary layer” increased, allowing a de- 
crease in the existing normal diffusion potential of Kf. Such a mechanism 
of the excitatory process may also involve “an exchange of sodium ions in 
the perifibrillar fluid with potassium ions in the muscle fiber” (Overton, 
1902b). The major irreversible swelling phase would then reflect a net entry 
of KCl (plus water) into the fibers, a point that was elaborated only several 
decades later by Boyle and Conway (1941). 

Overton was aware of Bernstein’s views on the role of K+ in the excitatory 
process, as Bernstein’s (1902) paper had appeared in the same issue of 
Pfluegers Archiv as Overton’s 1902b report, but he did not comment on 
the complementary hypotheses. Bernstein (1902) and Brunings (1903) both 
postulated that the selective permeability of the muscle fiber for K+ was 
lost on activation, with the cell membrane now becoming highly permeable 
for all ionic species. Both concepts shared the assumption that the ionic 
permeability of the cell membrane was regulated in the course of the 
excitatory process. 

It may appear that it took an inordinate length of time for the recognition 
of Overton’s ideas about the role of cations in the excitability process. 
A cursory search indicates that in the years following the publication of 
Overton’s views many investigators had recognized that excitability is in- 
deed associated with an exchange of Na+ for K+ (Rothenberg, 1950; Keynes, 
1951). However, only Hodgkin (1951) finally recognized Overton’s contri- 
bution. The most plausible explanation for this delay appears to be the 
fact that Overton’s evidence for ionic exchange was indirect. Furthermore, 
there was a need to sort out the ionic events involved in the resting and 
action potentials of excitable cells, as well as a desire for an overwhelming 
accumulation of experimental evidence by an increasing level of experimen- 
tal sophistication to convince even the most conservative minds of the 
new concept. 

Overton’s imaginative new hypothesis of the ionic mechanism of the 
excitation in muscles and nerves found justification in the brilliant studies 
of Hodgkin and Huxley (1952). In a conversation with this author, Andrew 
Huxley commented that “If people had listened to what Overton had to 
say in 1902, the work of Alan (Hodgkin) and my own would have been 
obsolete.” This tribute to Overton referred specifically to the discovery of 
the overshoot and its attribution to sodium entry. Andrew Huxley has also 
suggested (personal communication) that the lack of general acceptance 
of Overton’s views may have arisen from the inadequate and indeed mis- 
leading reference to Overton’s work in William Rayliss’s influential “Princi- 
ples of General Physiology.” 
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V. OVERTON’S SCIENTIFIC PERSONALITY 

Judging from his papers on osmotic phenomena, Overton focused his 
whole attention on scientific observations. It would appear that he was a 
compulsive experimenter, preferring to carry out all experiments alone 
rather than with students or collaborators. The only instance of cooperation 
with a colleague is reflected in the two joint papers with I. Bang (Bang and 
Overton, 1911a,b). 

Overton’s papers reveal an uncommon reluctance to underpin often 
brilliant generalizations and intuitive statements with convincing reports 
on actual concrete measurements. As also noted by Collander (1965), a 
portion of his published work, particularly that originating in Zurich (1895- 
1900), are transcripts of his lectures to the Zurich Naturalist Society and 
represent preliminary communications that summarize previous informa- 
tion and focus on crucial open questions. The promised full publication of 
the enormous amount of data on the osmotic properties of cells (1895, 
1899c) never appears, thus exposing Overton to criticisms (Ruhland and 
Hoffmann, 1925; Collander, 1965). An exception is his 1901 monograph 
on narcosis, and the four papers on muscle and nerve in 1902a and 1904a, 
possibly reflecting good advice of Overton’s preceptor, Professor Frey. 
However, Overton’s shortcomings in this respect did not restrain him from 
criticizing other authors of supplying insufficient experimental details. 

Despite the breadth and depth of Overton’s erudition, ranging from 
botany, physiology and pharmacology to organic and physical chemistry, his 
papers have rather surprising occasional omissions of pertinent references. 
Thus, the exposition of his views on what he termed “active” permeability, 
involving a direct involvement of cellular function, did not mention similar 
views on the subject put forward by Pfeffer (1886). When emphasizing the 
role of cellular mechanisms involved in some absorptive and secretary 
processes (Overton, 1895, 1899c), the absence of a reference to E. W. 
Reid’s (1890, 1892, 1900) ingenious experimental work and its scholarly 
interpretation is unexpected. This omission is still more glaring in Overton’s 
(1907) otherwise scholarly review of absorptive and secretary processes. 
The same impression is gained when noticing that in the presentation of 
the lipid surface layer hypothesis, Overton did not mention Quincke’s 
(1888) hypothesis of lipids as a thin boundary layer of the protoplasm. 
However, Overton (1902) criticized other investigators for similar minor 
sins of omission in referring to previous work. 

Another of Overton’s traits emerges when noticing that he did not care 
to respond to, or even mention, critical comments of his peers (Collander, 
1965). Thus, given Overton’s concern about the passage of lipid-insoluble 
physiological solutes (salts, sugars, amino acids) across cell membranes, 
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one would have expected at least some comments on Nathanson’s hypothe- 
sis when this topic was comprehensively discussed in the 1907 review. 

The impact of major contributions to science depends to a considerable 
extent not only on the actual new observations and novel ideas, but also 
on the ability to communicate them persuasively to a typically conservative 
audience of one’s peers. Overton was a pioneer in the experimental explora- 
tion of the structure and function of the cell membrane and in the creative 
formulation of new working hypotheses in the field. At the same time, he 
was a master in convincingly presenting his ideas to the broader scientific 
audience (but not necessarily to his peers), thus stimulating experimentation 
and new ideas. 
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I. BILAYERS IN BIOLOGICAL MEMBRANES 

A. introduction 

A lipid bilayer consists of two apposed lipid monolayers with the hydro- 
philic lipid head groups facing the surrounding fluid spaces on each side 
of the bilayer and the hydrophobic lipid hydrocarbon chains localized in 
the bilayer center. Such an arrangement of lipid molecules represents an 
ideal functional and structural boundary for cells. The lipid bilayer in mem- 
branes is quite narrow (only 50 A in total thickness) and flexible, allowing 
cells and cell organelles to respond and structurally accommodate to chang- 

Current Topics in Membranes, Volume 48 
Copyright 0 1999 by Academic Press. All rights 01 reproduction in any form reserved. 
1063-.5823/99 $30.00 

23 



24 Thomas J. McIntosh 

ing situations. Because it contains a thin (about 30 A) layer of hydrocarbon 
in its interior, the bilayer provides an extraordinary semipermeable barrier 
for cells, allowing water to cross the cell membrane readily, yet preventing 
the transmembrane passage of ions and large hydrophilic molecules. The 
ion gradients across membranes, produced by membrane-embedded ion 
pumps, are critical to cell functions, including the production of ATP, nerve 
conduction, and muscle contraction. Moreover, the bilayer is a suitable 
environment for a variety of membrane-bound enzymes and recognition 
molecules. 

B. Membrane Structure 

Early evidence for the presence of a lipid bilayer at the boundary of cells 
came from the work of Gorter and Grendel (1925), who made the critical 
and fundamental observation that the amount of lipid that could be ex- 
tracted from red blood cells was sufficient to cover the cell surface twice. 
They argued that the most probable explanation for this observation was 
that the cell surface was covered with a double layer of lipids. Although 
there were mistakes in their estimations of membrane surface area, their 
basic observation was valid and influenced subsequent work on membrane 
structure tremendously. 

One of the earliest and most famous structural models of biological 
membranes was published by Danielli and Davson (1935). The permeability 
and surface tension properties of lipid films led these investigators to pro- 
pose a model in which the membrane contained a lipid bilayer with protein 
molecules arranged on the surfaces of the bilayer (actually they argued 
that the lipid layer was between “unimolecular and trimolecular thickness,” 
but their much reproduced diagram depicted a lipid bilayer). 

In the 1950s and 1960s electron microscopy was first used to examine 
the surface of cells. The observation that many different membranes had 
the same appearance in thin sections, two darkly staining bands about 20 
A thick surrounding a pale staining zone about 35 A thick, led J. D. 
Robertson (1957, 1965) to propose that all biological membranes had a 
lipid bilayer at their core (the “unit membrane” concept). The idea was 
that the hydrophobic interior of the bilayer should not pick up much stain, 
whereas the hydrophilic lipid head group region with associated proteins 
should stain intensely. At that time there was some debate at the molecular 
interpretation of thin section images (Sjostrand, 1963; Sjostrand and Bara- 
jas, 1970), and some authors in the 1960s (Lucy, 1964; Sjostrand, 1963) (see 
reviews by Hendler, 1971; Stoeckenius and Engelman, 1969) argued that 
the membrane might contain globular subunits or lipid micelles. However, 
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electron microscopic images of freeze-fracture replicas (Branton, 1966) and 
extensive X-ray diffraction analysis of membranes of nerve myelin (Finean 
and Burge, 1963; Worthington and Blaurock, 1969; Caspar and Kirschner, 
1971), retinal rods (Gras and Worthington, 1969; Corless, 1972), erythro- 
cytes (Wilkins et al., 1971), and sarcoplasmic reticulum (Dupont et al., 1973; 
Worthington and Liu, 1973; Herbette et al., 1977) provided strong evidence 
for the presence of lipid bilayers in plasma and organelle membranes. 

Later models of membrane structure, such as the “fluid mosaic” model 
of Singer and Nicolson (1972) and refinements of that model (Capaldi and 
Green, 1972; Bretscher and Raff, 1975; Israelachvili, 1977; Bloom et al., 
1991), have all incorporated the lipid bilayer as the structural core of the 
membrane. In these models the bilayer provides a fluid matrix containing 
globular integral membrane proteins. There has been extensive and ongoing 
study concerning the organization and disposition of specific proteins in 
biological membranes. However, for many years it has been clear that 
mammalian plasma and organelle membranes contain lipid bilayers that 
serve as a structural framework and permeability barrier. 

Because of the importance of the lipid bilayer as the structural core of 
biological membranes, there has been sustained effort to understand the 
structure and physical properties of phospholipid bilayers. This chapter 
summarizes some of the major findings of this work. 

I I .  PHASE BEHAVIOR OF MEMBRANE PHOSPHOLIPIDS 

A. Membrane Lipid Composition 

Biological membranes of eukaryotic cells contain three main types of 
lipids: phospholipids, glycolipids, and cholesterol. The relative amounts of 
these three components vary from membrane to membrane, with phospho- 
lipids being the most abundant lipid in many mammalian membranes and 
glycolipids and cholesterol being found in appreciable amounts in plasma 
membranes. The zwitterionic phospholipids phosphatidylcholine (PC) and 
phosphatidylethanolamine (PE) are the most common membrane phospho- 
lipids, but the charged lipids phosphatidylglycerol (PG), phosphatidylserine 
(PS), and phosphatidylinositol (PI) are also present, and the charged phos- 
pholipid cardiolipin is a major phospholipid in the inner mitochondria1 
membrane. 

B. Lipid Polymorphism: Individual Lipids 

Because of their presence in most all biological membranes, the structure 
and self-aggregation properties of membrane phospholipids have been in- 
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vestigated thoroughly by a number of laboratories using a variety of tech- 
niques. Pioneering X-ray diffraction studies (Schmitt and Palmer, 1940; 
Bear et al., 1941; Palmer and Schmitt, 1941) showed that hydrated PE, 
PC, sphingomyelin, and various membrane lipid extracts give diffraction 
patterns with spacings consistent with stacks of lipid bilayers. Thus, these 
X-ray results in the 1940s were supportive of the contemporary Danielli- 
Davson lipid bilayer model (Danielli and Davson, 1935) of membrane 
structure. However, in the late 1960s and early 1970s systematic X-ray 
studies (Luzzati, 1968; Luzzati et al., 1968; Rand and Luzzati, 1968; Rand 
and Segupta, 1972; Tardieu et al., 1973; Ranck et al., 1974) showed that 
both synthetic phospholipids and lipids isolated from membranes exhibit 
polymorphism. That is, depending on the lipid head group, hydrocarbon 
composition, temperature, pH, and water content, phospholipids can form 
lamellar phases (bilayers) with their hydrocarbon chains in either a partly 
ordered (gel) conformation or a highly disordered (liquid-crystalline) con- 
formation or else form nonlamellar (nonbilayer) phases. 

1. Lamellar (Bilayer) Phases 
The gel to liquid-crystalline phase transition temperature of lipid bilayers 

has been measured for a variety of phospholipids and glycolipids (Lad- 
brooke et al., 1968; Hinz and Sturtevant, 1972; Chapman et al., 1974; Shipley 
et al., 1974; Jain, 1975; Mabrey and Sturtevant, 1976; Curatolo et al., 1977; 
Keogh and Davis, 1979; Chen et al., 1980; Mason et al., 1981; Hauser et al., 
1982; Huang and Mason, 1986; Lewis et al., 1987; Lohner et al., 1987; 
Epand, 1990; Kariel et al., 1991; Huang et al., 1993). The phase transition 
temperature and enthalpy depend on a number of factors, including lipid 
head group, hydrocarbon chain length, number of double bonds, and 
amount of cholesterol present. Some of the important general conclusions 
that have emerged from this work include: (1) the longer the hydrocarbon 
chain, the higher the phase transition temperature (Ladbrooke and Chap- 
man, 1969; Hinz and Sturtevant, 1972; Janiak et al., 1976; Keogh and Davis, 
1979; Stumpel et al., 1983); (2) the presence of double bonds decreases the 
transition temperature (Calhoun and Shipley, 1979a; Reed and Shipley, 
1989); (3) the type of lipid head group influences the phase transition 
temperature (Ladbrooke and Chapman, 1969; Chapman et al., 1974; Cal- 
houn and Shipley, 1979a; Hauser et al., 1982; Maggio et al., 1985; Epand, 
1990), and (4) the presence of increasing concentration of cholesterol tends 
to decrease the enthalpy of the phase transition (Ladbrooke et al., 1968; 
Calhoun and Shipley, 1979b). Because of their hydrocarbon chain composi- 
tions (chain length and number of double bonds), most lipids found in 
biological membranes have melting temperatures well below physiological 
temperature, meaning that the lipids are in the liquid-crystalline phase at 
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37°C. However, because some membrane lipids, such as sphingomyelin and 
uncharged glycolipids, melt at much higher temperatures, the isolated lipids 
form gel or ordered phases at 37°C (Shipley et al., 1974; Curatolo et al., 
1977; Calhoun and Shipley, 1979a; Ruocco et al., 1983; Ruocco and Shipley, 
1986). Also, lipids that have the capacity to hydrogen bond with neighboring 
lipids (such as PE and glycolipids) tend to have higher phase transition 
temperatures than lipids that do not hydrogen bond with neighbors (such 
as PC). 

2. Nonlamellar Phases 
Nonlamellar phases, such as hexagonal phases (hexagonally close-packed 

arrays of lipid tubes) and cubic phases (three-dimensional networks of 
connected lipids rods or globules) have been observed and characterized 
for several phospholipids by X-ray diffraction (Reiss-Husson, 1967; Gruner 
et al., 1988; Lindblom and Rilfors, 1989; Gawrisch et al., 1992), freeze- 
fracture electron microscopy (Deamer et al., 1970; Lindblom and Rilfors, 
1989), and nuclear magnetic resonance (NMR) (Cullis and DeKruijff, 1978a; 
Cullis et al., 1980). The polymorphism of lipid systems has been analyzed 
from both a theoretical and an experimental perspective (see reviews by 
Mariani et al., 1988; Lindblom and Rilfors, 1989; Seddon, 1990). In terms 
of biological membranes, the most important features of this work deal 
with the lipid phases observed at physiological temperature, hydration, pH, 
and ionic strength. In general, under physiological conditions, cholesterol 
forms crystalline structures (Loomis et al., 1979), various membrane glyco- 
lipids form micelles, hexagonal phases, gel or liquid-crystalline bilayers 
(Curatolo, 1987a; Curatolo and Jungalwala, 1985; Curatolo et al., 1977), 
PCs form liquid-crystalline bilayers (Tardieu et al., 1973), and membrane 
PEs form either liquid-crystalline bilayers or hexagonal phases (Cullis and 
DeKruijff, 1978b; Seddon et al., 1983, 1984; Gruner et al., 1988; Marsh and 
Seddon, 1982; Rand et al., 1990), depending on the degree of unsaturation 
in their hydrocarbon chains. 

Differences in the phase behavior of the most common membrane phos- 
pholipids, PC and PE, were initially related to the shapes of the phospholipid 
molecules. Cullis and DeKruijff (1979) and Israelachvili et al. (1980) noted 
that lipids that are approximately cylindrical in shape (the excluded area 
of the head group region is approximately the same as the excluded area 
of the hydrocarbon region) tend to form bilayers, whereas molecules that 
are cone shaped (the area of the head group is smaller than the area of 
the hydrocarbon chain region) tend to form hexagonal phases. Thus, PCs 
and PEs with saturated hydrocarbon chains (which are approximately cylin- 
drical in shape) form bilayers, whereas PEs with unsaturated chains (which 
are cone shaped because of their relatively small head group and bulky 
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hydrocarbon chain regions) tend to form hexagonal phases. Gruner (1985, 
1989) has pointed out that in addition to molecular shape, other factors, 
such as electrostatic interactions and hydrogen bond formation, may be 
involved in determining the aggregation properties of phospholipids. He 
explained transitions between lipid phases in terms of a “competition be- 
tween the elastic energy of bending the interfaces and energies resulting 
from the constraints of interfacial separation” (Gruner, 1989). Both Gruner 
(1985) and Seddon (1990) argue that the main factor that drives the transi- 
tion from a bilayer to a nonbilayer phase is the tendency of one or both 
monolayers of the bilayer to curl, with the curling arising from an imbalance 
in lateral forces between the head group and hydrocarbon regions of each 
lipid monolayer. 

C. Lipid Polymorphism: Mixtures of Lipids 

Importantly, mixtures of phospholipids, glycolipids, and cholesterol ap- 
proximating the mix found in biological membranes form liquid-crystalline 
lamellar phases under physiological conditions (Ladbrooke et al., 1968; 
Ladbrooke and Chapman, 1969; Lecuyer and Dervichian, 1969; Levine and 
Wilkins, 1971; Curatolo, 1987a). Cholesterol is a key player in ensuring 
that such lipid mixtures form liquid-crystalline bilayers. Cholesterol is 
typically found in high concentrations (>25 mole percent total lipid) in 
plasma membranes. Thus, even though some plasma membranes, such as 
nerve myelin membranes, contain a high concentration of lipids (sphingo- 
myelin and glycolipids) that form gel phase bilayers, the presence of choles- 
terol keeps these membranes in a fluid, liquid-crystalline bilayer phase. 

Thus, a key conclusion of these extensive studies on lipid polymorphism 
is that lipid mixtures with the compositions found in biological membranes 
form lipid bilayers, although specific isolated membrane lipid components, 
such as unsaturated PEs, tend to form nonlamellar phases. This tendency 
of specific membrane components to form nonbilayer phases has been 
postulated to affect several critical membrane functions, such as membrane 
fusion and the activity of membrane-bond proteins (Gruner, 1985; Hui, 
1987). 

111. STRUCTURE OF PHOSPHOLIPID BILAYERS 

The organization of bilayers composed of phospholipids, mixtures of 
phospholipids with cholesterol, and membrane glycolipids has been ana- 
lyzed by spectroscopic techniques, including NMR and electron spin reso- 
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nance (reviewed by Bloom er al., 1991), and by X-ray and neutron diffrac- 
tion. This chapter focuses on detailed structural data that have been 
accumulated over the years using diffraction methods. 

Early diffraction work centered on determining the critical structural 
characteristics of the bilayers: the width of the bilayer and the area per 
lipid molecule. In notable early work, Levine et al. (1968) and Levine and 
Wilkins (1971) used X-ray diffraction data to calculate one-dimensional 
electron density profiles across bilayers of synthetic and naturally occurring 
PCs, and Rand and Luzzati (1968) determined profiles for lipids extracted 
from erythrocyte membranes. These relatively low-resolution profiles not 
only proved that these lipids formed bilayers, but also gave quite accurate 
values for the separation of the lipid phosphate groups from apposing 
monolayers of the bilayer and provided information on the localization 
and orientation of cholesterol in phospholipid bilayers. Higher resolution 
electron density profiles provided additional details on the organization of 
hydrated or partially hydrated PC bilayers (Lesslauer et al., 1972; Franks, 
1976; Torbet and Wilkins, 1976; Sakurai et al., 1977; Franks et al., 1978; 
McIntosh, 1978). Such studies showed that the lipid thickness and area per 
lipid varied systematically as a function of the number of carbons in the 
lipid acyl chains (McIntosh, 1978; Lewis and Engelman, 1983; Sun et al., 
1996) and that the area per molecule increased with the number of double 
bonds in the acyl chains (Lewis and Engelman, 1983; McIntosh etal., 1995a). 

Three-dimensional atomic resolution structures obtained for single crys- 
tals of PC (Pearson and Pascher, 1979), PE (Hitchcock et al., 1974), and 
cerebrosides (Pascher and Sundell, 1977), show that these molecules crystal- 
lize in a bilayer configuration with solid phase hydrocarbon chains. Such 
single crystal studies provide information on the intra- and intermolecular 
interactions within the bilayer and, for example, show the hydrogen bond 
network in bilayers of cerebrosides (Pascher and Sundell, 1977). Electron 
diffraction studies of epitaxially crystallized phospholipid multilayers have 
shown details of phospholipid organization, including the orientation of the 
lipid head groups (Dorset, 1987a,b; Dorset and Zhang, 1990). Particularly 
relevant to lipids in biological membranes, X-ray diffraction studies have 
provided details on the organization of phospholipids in hydrated, liquid- 
crystalline bilayers such as found at the core of biological membranes. 
High-resolution studies of partially hydrated liquid-crystalline PC bilayers 
provided the packing, distributions, and thermal motions of specific portions 
of the lipid molecules in the bilayer, such as the terminal methyl groups, 
double bonds, and head group moieties (Wiener et al., 1991; Wiener and 
White, 1992a,b). 

Another method for analyzing X-ray diffraction data, often called the 
gravimetric method, was developed by Luzzati (1968). In this method, the 
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repeat period for lipid-water mixtures is determined as a function of water 
content and, with the assumption that the lipid and water form separate 
layers, the area per lipid molecule and the partial lipid thickness are calcu- 
lated from the volume fraction of water and the repeat period. This method 
has limitations in that the lipid area cannot be calculated in the presence 
of excess water and the precise determination of water content is difficult 
(Klose et al., 1988; Koenig et al., 1997). Nonetheless, this method has been 
valuable in providing estimates of lipid areas per molecule for a variety of 
lipid systems, including natural and synthetic PCs (Reiss-Husson, 1967; 
Small, 1967; Tardieu et al., 1973; Janiak et al,, 1979), PC/cholesterol mixtures 
(Lecuyer and Dervichian, 1969), PE (Reiss-Husson, 1967), sphingomyelin 
(Reiss-Husson, 1967), and glycolipids (Reiss-Husson, 1967). One of the 
most important early discoveries was that the area per phospholipid mole- 
cule in the bilayer decreased with increasing cholesterol concentration 
(Lecuyer and Dervichian, 1969). 

Formalisms that combine X-ray and dilatometry data have allowed very 
precise determinations of the areas per lipid molecule and the number of 
waters per lipid molecule (McIntosh and Simon, 1986a; Nagle and Wiener, 
1988; Nagle et al., 1996). An interesting finding has been that the area per 
molecule for fully hydrated PE bilayers is significantly less than that of 
fully hydrated PC bilayers of similar hydrocarbon chain composition (McIn- 
tosh and Simon, 1986a; Nagle and Wiener, 1988; Nagle, 1993; Nagle et al., 
1996). That is, presumably because of intermolecular hydrogen bonding, PE 
molecules pack more tightly in the plane of the bilayer than PC molecules. 

Neutron diffraction results have provided valuable information on the 
distribution of water with respect to the bilayer and also on the conforma- 
tion of specific regions of the lipid molecule. Because of the large difference 
in coherent scattering length of deuterium (D) and hydrogen (H), DzO- 
H20 exchange can be used to localize water in hydrated bilayer prepara- 
tions, and selectively deuterated lipid can locate specific atoms in the bilayer. 
For PC bilayers, neutron density profiles show that water enters the lipid 
head group region of the bilayer and penetrates up to the hydrocarbon 
core (Zaccai et al., 1975; Worcester and Franks, 1976). The incorporation 
of cholesterol into the bilayer decreases the depth of water penetration 
into the bilayer (Simon et al., 1982; Simon and McIntosh, 1986). Elegant 
studies with specifically deuterated PC bilayers have localized labels in both 
head group and hydrocarbon chain regions of the bilayer (Buldt et al., 
1978, 1979; Zaccai et al., 1979). These studies show that in both gel and 
liquid-crystalline PC bilayers the head group is oriented approximately 
parallel to the plane of the bilayer (Buldt et al., 1979) and that the glycerol 
backbone is oriented such that two acyl chains are out of register by about 
1.8 A (Buldt et al., 1978). 
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An important structural feature of bilayers in biological membranes is 
that they are asymmetric; the lipid composition of the outer monolayer 
(facing the extracellular space) differs from that of the inner monolayer 
(facing the cytoplasm) (Bergelson and Barsukov, 1977; Rothman and Len- 
ard, 1977; Devaux and Zachowski, 1994). For example, in red blood cell 
membranes, PC and SM are enriched in the outer monolayer, whereas PE 
and PS are enriched in the inner monolayer (Bergelson and Barsukov, 
1977; Rothman and Lenard, 1977) and glycolipids are found in the outer 
monolayer (Steck and Dawson, 1974). As outlined in Section VI, this lipid 
asymmetry has functional significance in membrane-membrane interac- 
tions and in the association of cytoplasmic proteins with the plasma mem- 
brane (Bazzi et al., 1992). 

IV. STABILITY AND MECHANICAL PROPERTIES OF BILAYERS 

Experiments comparing the mechanical properties of cell membranes 
and lipid bilayers have provided critical information both on membrane 
structure and on the effects of specific lipids on bilayer toughness. Of 
particular note, micropipette aspiration experiments, developed originally 
by Mitchison and Swann (1954), have been used by a number of investiga- 
tors (LaCelle, 1970; Leblond, 1973; Waugh and Evans, 1976; Evans and 
Hochmuth, 1977; Evans and Skalak, 1979a; Evans and Needham, 1987; 
Needham and Hochmuth, 1989) to study both plasma membranes and 
lipid bilayers. 

As described in detail by Evans and Skalak (1979b), membranes orga- 
nized as described in the Singer-Nicolson fluid mosaic model (Singer and 
Nicolson, 1972) would behave as a two-dimensional fluid layer. However, 
mechanical experiments show that plasma membranes have certain proper- 
ties of solids, such as elasticity. For example, the elastic shear modulus of 
a biological membrane is one to two orders of magnitude greater than the 
surface viscosity of a liquid-crystalline lipid bilayer (Evans and Skalak, 
1979b). Because the liquid-crystalline bilayer is a fluid structure, these 
solid characteristics must be due to connections between proteins associated 
with the bilayer (Evans and Hochmuth, 1977; Evans and Skalak, 1979b). 
Membrane-associated cytoplasmic proteins, such as spectrin in red blood 
cells (Marchesi et al., 1970) and dystrophin in skeletal muscle (Mandel, 
1989), likely perform such a scaffolding role and interconnect specific intrin- 
sic membrane proteins. Thus, membranes are now thought to contain intrin- 
sic proteins embedded in a sea of fluid lipids with underlying cytoplasmic 
proteins providing structural rigidity and support (Evans and Skalak, 
1979b). 
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Micropipette aspiration experiments with lipid vesicles have provided 
details on how specific lipids affect bilayer mechanical properties, such as 
bending rigidity, surface shear rigidity, area expansion moduli, and tensile 
failure (see Needham and Zhelev, 1996). Researchers (Kwok and Evans, 
1981; Evans and Needham, 1987; Needham and Nunn, 1990) have deter- 
mined the thermal area expansivity, elastic area compressibility, and lysis 
tension for vesicles composed of lipids with similar hydrocarbon chain 
compositions to those typically found in biological membranes, namely 
phosphatidylcholine derived from egg yolks (EPC) or its synthetic analog 
stearoyloleoylphosphatidylcholine (SOPC). It has been found that bilay- 
ers composed of mixtures of PE and PC with similar hydrocarbon chains 
have similar thermal area expansivities and lysis tensions, indicating that 
such phospholipid mixtures have similar cohesive properties to single- 
component bilayers (Evans and Needham, 1987). However, vesicles com- 
posed of other specific membrane lipids have quite different mechanical 
properties. For example, vesicles composed of lipids with highly unsaturated 
acyl chains have a significantly smaller area compressibility modulus, a 
lower bending modulus, and a smaller lysis tension (Needham and Nunn, 
1990; McIntosh et al., 1995a) than SOPC vesicles. However, the incorpora- 
tion of cholesterol into SOPC vesicles increases the compressibility modulus 
and the lysis tension significantly (Needham and Nunn, 1990). That is, 
cholesterol increases the bilayer toughness (Needham and Nunn, 1990) 
while maintaining the bilayer in a liquid-crystalline phase. This important 
observation should be noted in relation to Overton’s prescient speculations 
in 1899 on the significance and possible roles of cholesterol in cell mem- 
branes. 

V. INTERBILAYER INTERACTIONS 

The adhesive and repulsive interactions between lipid bilayers are of 
interest for several reasons. For instance, the close approach and adhesion 
of apposing lipid bilayers, a final stage in the fusion of biological membranes, 
is affected by the nonspecific short-range pressures between the bilayer 
surfaces (Parsegian and Rand, 1983; Rand and Parsegian, 1989). Other 
pressures, such as the electrostatic and van der Waals pressures, can be 
felt at long distances and influence the initial approach of cell membranes 
(LeNeveu et al., 1977), as well as the binding of proteins to the bilayer 
surface. 

Sophisticated methods have been developed to measure both short- and 
long-range interbilayer interactions. Methods include a surface force appa- 
ratus that measures interactions between bilayers coated on curved solid 
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surfaces (Israelachvili et al., 1979; Marra and Israelachvili, 1985) and an 
osmotic stress-X-ray diffraction method that measures pressure-distance 
relations between apposing bilayers in multilamellar lipid vesicles (LeNeveu 
et al., 1977; Parsegian et al., 1979; McIntosh and Simon, 1986b). Although 
each method has its strengths and weaknesses (see reviews by Rand and 
Parsegian, 1989; Leikin elal., 1993; McIntosh and Simon, 1994a; Israelachvili 
and Wennerstrom, 1996), the two methods are complimentary and similar 
pressure-distance data have been obtained with the two methods (Horn 
et al., 1988). 

Several critical features of interbilayer interactions have been elucidated 
by the mid-1990s. For bilayers containing charged phospholipids, such as 
phosphatidylglycerol or phosphatidylserine, there is a long-range repulsive 
pressure that depends on the amount of charged lipid in the bilayer and 
the salt concentration in the aqueous phase (Cowley et al., 1978; Marra, 
1986; Israelachvili and Wennerstrom, 1996). This pressure can be explained 
by electrostatic repulsion and double-layer theory. 

For uncharged lipid bilayers there is strong short-range repulsion that is 
not dependent on ionic strength and cannot be explained by electrostatic 
theory (Cowley et al., 1978; LeNeveu et al., 1977; Parsegian et al., 1979; 
Parsegian and Rand, 1983; Rand and Parsegian, 1989). Many theoretical 
(Marcelja and Radic, 1976; Schiby and Ruckenstein, 1983; Gruen and Mar- 
celja, 1983; Dzhavakhidze et al., 1986; Kornyshev and Leikin, 1989; Leikin 
and Kornyshev, 1990, 1991; Israelachvili and Wennerstrom, 1992; Korny- 
shev et al., 1992; Lipowsky and Grotehans, 1993) and experimental studies 
(LeNeveu et al., 1977; Parsegian et al., 1979, 1991; Marra and Israelachvili, 
1985; McIntosh and Simon, 1986b, 1993; Israelachvili and Marra, 1986; 
McIntosh et al., 1987, 1989, 199Sa; Rand et al., 1988; Rand and Parsegian, 
1989) have been undertaken to determine the physical origin of these 
interactions. Two general types of repulsive interactions are thought to 
exist between neutral bilayers: hydration pressure and entropic (steric) 
pressures. Hydration pressure is due to the partial polarization of water 
molecules by the hydrophilic bilayer surface (Marcelja and Radic, 1976; 
Schiby and Ruckenstein, 1983; Gruen and Marcelja, 1983; Kornyshev and 
Leikin, 1989; Leikin and Kornyshev, 1991). Entropic pressures have been 
shown or postulated to arise from several sources, including the direct 
interaction between head groups from apposing bilayers (McIntosh et al., 
1987,1989), thermally driven undulations or fluctuations of the entire mem- 
brane surface (Helfrich, 1973; Helfrich and Servuss, 1984; Evans and Parse- 
gian, 1986), and protrusions of individual lipid molecule into the fluid space 
between bilayers (Israelachvili and Wennerstrom, 1990, 1992). 

Several reviews have been presented on these hydration and entropic 
interactions (Rand and Parsegian, 1989; Cevc, 1993; McIntosh and Simon, 
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1994a, 1996a; Parsegian and Rand, 1995; Israelachvili and Wennerstrom, 
1996). Experimental studies (McIntosh and Simon, 1993; McIntosh et al., 
1995a) have indicated that the hydration pressure extends about 3 or 4 A 
from the membrane surface. Other key experimental findings are that the 
range and magnitude of the total repulsive force between bilayers depend 
critically on both the type of lipid head group and the composition of the 
lipid acyl chains. Lipids with large, bulky head groups, such as glycolipids 
(Kuhl et al., 1994; McIntosh and Simon, 1994b) or lipids with covalently 
attached hydrophilic polymer chains (Kenworthy et al., 1995; Needham et 
al., 1992), have strong interbilayer pressures due to the steric interactions 
between the bulky head groups. In terms of acyl chains, PCs with polyunsat- 
urated chains have much longer-ranged repulsive pressures than PCs with 
saturated chains or chains containing one double bond (McIntosh et al., 
1995a). In the case of PCs with polyunsaturated chains, analysis of observed 
pressure-distance data (McIntosh et al., 1995a) indicate that the range of 
the repulsive force can be explained by theoretical treatments of entropic 
interactions due to membrane undulations (Evans, 1991). Another interest- 
ing point is that lipids that can hydrogen bond to each other, such as PE 
(McIntosh and Simon, 1996b) and the glycolipid lactosyl ceramide (Yu et 
al., 1998), have extremely large adhesion energies that prevent apposing 
bilayers from swelling apart or disjoining. This is thought to be due to 
hydrogen bond formation between apposing bilayers (McIntosh and Simon, 
1996b; Yu et al., 1998). 

VI. ROLES OF SPECIFIC LIPIDS IN MEMBRANE BILAYEN 

As noted earlier, two fundamental roles of lipid bilayers in biological 
membranes are that they form the basic structural matrix of membranes 
and serve as a permeability barrier for many water-soluble molecules. These 
basic roles of bilayers could be accomplished by bilayers formed from 
almost any membrane phospholipid. Therefore, a fundamental question of 
membrane biology has been the reason for the presence of such a vast 
variety of membrane lipids, including cholesterol and many different classes 
of phospholipids and glycolipids. The roles of specific lipids in biological 
membranes has been the focus of numerous studies, and a number of 
functional roles for specific classes of membranes have been demonstrated 
or postulated (see reviews by Curatolo, 1987b; Spector and Yorek, 1985; 
Merrill and Schroeder, 1993); Bienvenue and Marie, 1994; Dowhan, 1997). 
This section summarizes some of the key functional roles of specific mem- 
brane lipids. 
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Cholesterol, which is found in high concentrations (greater than 25 mol%) 
in many plasma membranes, but in low concentrations (less than 5 % )  in 
mitochondrial or endoplasmic reticulum membranes, is now known to have 
an important role in controlling the order (fluidity) of membrane lipids. 
As noted earlier, cholesterol has a condensing effect on liquid-crystalline 
bilayers, reducing the area per lipid molecule in the plane of the membrane. 
Also, the presence of cholesterol reduces the magnitude of the gel to 
liquid-crystalline phase transition temperature of phospholipids (Calhoun 
and Shipley, 1979b; Ladbrooke et al., 1968). Thus, plasma membranes with 
appreciable quantities of lipids (such as glycolipids and sphingomyelin) that 
melt at temperatures above physiological temperature are kept in a fluid 
(liquid-crystalline phase) by the presence of cholesterol. In addition, cho- 
lesterol helps increase the mechanical toughness of lipid bilayers (Needham 
and Nunn, 1990). 

Cardiolipins, phospholipids found in the inner mitochondrial membrane, 
are thought to have a role in proton conduction in the respiratory chain 
(Hoch, 1992). Conditions that alter membrane cardiolipins have been shown 
to slow mitochondrial respiration. Moreover, the integrity of the inner 
mitochondrial membrane depends specifically on cardiolipins (Hoch, 1992). 

Phosphatidylinositol (PI), a phospholipid found in relatively low concen- 
trations in membranes, has been shown to anchor specific proteins to the 
membrane bilayer (Fergusun et al., 1985; Low and Kincaid, 1985; Low and 
Saltiel, 1988; Romero, 1988; Selvaraj et al., 1988; Deckert et al., 1996). 
Several functionally diverse proteins are thought to be bound to the mem- 
brane by covalent attachment to a glycosylated phosphatidylinositol (GPI) 
moiety. Although most of these proteins are bound to the cell surface, 
evidence also shows that cytoplasmic proteins may be bound to membranes 
through this mechanism (Low and Saltiel, 1988). One structural feature of 
cell surface GPI-anchored proteins is that they tend to cluster into domains 
or caveolae in the cell plasma membrane. GPI-anchored proteins have 
been shown to be involved in several important cellular functions, including 
signal transduction, adhesion, phagocytosis, and transport (Selvaraj et al., 
1988; Deckert et a/., 1996). 

Membrane glycolipids play a number of important roles in membranes, 
such as cell adhesion, cell-cell recognition, interactions with the extracellu- 
lar matrix, and modulation of transmembrane signaling (see reviews by 
Curatolo, 1987b; Hannun and Bell, 1989; Zeller and Marchase, 1992; Jungal- 
wala, 1994; Maggio, 1994). For example, gangliosides, glycosphingolipids 
containing sialic acid found in the plasma membrane of all vertebrate 
tissues, are thought to be involved in cell adhesion and tissue development 
as well as influencing signal transduction processes through interactions 
with membrane proteins (Zeller and Marchase, 1992). Because most of 
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these functions involve interactions of the cell with its surroundings, it is 
not surprising to find that glycolipids occur primarily in the outer monolayer 
of the cell plasma membrane. 

Evidence has also accumulated concerning the role of lipids in the func- 
tioning of membrane proteins (see reviews by Spector and Yorek, 1985; 
Merrill and Schroeder, 1993; Bienvenue and Marie, 1994). Membrane lipids 
are thought to modulate the function of a variety of proteins, including 
receptors involved in cell signaling, enzymes, and extrinsic proteins. For 
example, an increase in the unsaturated fatty acid content of membrane 
phospholipids modifies the binding properties of the insulin receptor and 
other membrane receptors (Spector and Yorek, 1985). A number of mem- 
brane protein activities are modified by changes in membrane cholesterol 
content, phospholipid head group type, or degree of phospholipid hydrocar- 
bon chain unsaturation (Moore et al., 1981; Poon et al., 1981; Baldwin and 
Hubbell, 1985; Spector and Yorek, 1985; Rudy et al., 1989; Yeagle, 1989; 
Bienvenue and Marie, 1994; Brown, 1994; Litman and Mitchell, 1996). 
Specific lipids have also been shown to be critical to the interaction of 
cytoplasmic proteins with the plasma membrane. For example, the interac- 
tion of protein kinase C in signal transduction depends on the presence of 
phosphatidylserine and phosphatidylethanolamine in the inner monolayer 
of the cell membrane (Bazzi and Nelsestuen, 1991; Bazzi et al., 1992). 
It has been argued that this is one reason that these lipids are located 
preferentially on the inner monolayer (Bazzi et al., 1992). 

Another potential role for PE and other lipids that tend to form nonbi- 
layer phases (see earlier) is the promotion of membrane fusion. The addition 
of PE has been shown to enhance fusion between liposomes (Hui et al., 
1981; Bentz et al., 1985; Ellens et al., 1986; Conner and Huang, 1987; Allen 
eta/., 1990), presumably because of its propensity to form nonbilayer phases 
(Hui et al., 1981; Ellens et al., 1986; Conner and Huang, 1987; Allen et al., 
1990; Seddon, 1990), which could destabilize the bilayer at the point of 
fusion, and because of its large adhesion energy (Evans and Needham, 
1987; Marra and Israelachvili, 1985; Rand and Parsegian, 1989; Seddon, 
1990; McIntosh and Simon, 1996b), which would tend to hold PE-containing 
bilayer close together. 

Finally, and quite importantly, several membrane phospholipids and gly- 
colipids are sources of second messengers critical to cellular signaling (see 
reviews by Berridge and Irvine, 1984,1989; Nishizuka, 1984,1986; Majerus 
et al. 1986; Hannun and Bell, 1989; Merrill and Jones, 1990; Merrill, 1991; 
Haeffner, 1993; Ghosh et al., 1997). The first membrane lipid to be discov- 
ered as a source of second messengers was PI (Nishizuka, 1984, 1986). In 
this signal transduction process, stimulation of membrane-bound receptors 
initiates the hydrolysis of PI, leading to the production of two second 
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messengers, diacylglycerol and inositol 1,4,5-trisphosphate (Berridge and 
Irvine, 1984,1989). Diacylglycerol then stimulates protein kinase C, whereas 
inositol 1,4,5-trisphosphate acts by releasing calcium from internal stores 
(Nishizuka, 1984). Membrane sphingolipids, such as SM and various glyco- 
lipids, also are the source of second messengers, such as sphingosine and 
lysoshingolipids, that act by inhibiting protein kinase C (Hannun and Bell, 
1989; Merrill, 1991). More recently it has been shown that the most common 
membrane lipid, phosphatidylcholine, can also be the source of second 
messengers (Mene et al., 1989; Rogers and Hammerman, 1989; Asaoka et 
al., 1992; Azzi et al., 1992; Haeffner, 1993; Liscovitch et al., 1993; Zeisel, 
1993; Li et al., 1995). 

VII. SUMMARY 

Since the prescient observations of Overton more than a century ago, 
an enormous amount of information has been obtained on the structure, 
properties, and functional roles of the lipid layer at the boundary of cells. 
The lipid bilayer forms a thin, flexible, semipermeable barrier that compart- 
mentalizes all cells and many cell organelles. Moreover, it is now known 
that the bilayer is actively involved in a variety of cell functions and that 
its lipid components are important sources of second messengers used in 
cell signaling. 
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1. INTRODUOION 

It is quite unusual in biology that ideas put forward a century ago still 
remain subjects of active research. Ernest Overton’s hypotheses about 

Current Tooics in Membranes. Volume 48 49 
Copyright 0 1999 by Academic Press. All rights of reproduction in any form reserved. 
1063-5823/99 $30.00 



50 Andrew Pohorille et al. 

the distribution of small solute molecules in biological membranes and 
their permeation across these membranes are two notable exceptions. In 
1899 Overton found that the permeabilities of membranes to different 
solutes correlate with the waterloctanol partition coefficients of the solutes. 
At approximately the same time, Overton and Meyer proposed indepen- 
dently that the solubilities in a lipid phase of solutes that induce anesthe- 
thesia correlate with their anesthetic potencies (Overton, 1901; Meyer, 
1899). 

Both correlations had far-reaching implications arising from the biologi- 
cal importance of the processes to which they are related. Although trans- 
port of many nutrients, such as sugars and amino acids, across cell mem- 
branes is mediated actively by specialized proteins, passive permeation 
remains the most common mechanism by which small solutes cross cell 
membranes. Water, oxygen, carbon dioxide, nitrous oxide, and many toxins 
are examples of molecules transported by this simple mechanism. Further- 
more, the unassisted permeation of drugs across cell membranes is the 
dominant mechanism of drug delivery. The Overton rule implies that the 
rates by which all these compounds cross membranes can be predicted 
readily from simple measurements of partition coefficients between water 
and a bulk, nonpolar liquid. 

The Meyer-Overton relationship for anesthetics has probably been even 
more influential. The correlation between the potencies of anesthetic 
compounds and their solubilities in olive oil, considered a model of the 
membrane interior, was found to be remarkably accurate for all conven- 
tional anesthetics and for different animals (Koblin, 1990). This naturally 
led to the hypothesis that anesthetics act inside the lipid bilayer of neuronal 
tissue by disrupting its structure and making it permeable to the ions that 
mediate the transmission of nervous signals (Meyer, 1937). Several differ- 
ent mechanisms for this effect have been postulated (Janoff and Miller, 
1982). 

In recent years, a growing body of evidence has accumulated that cannot 
be reconciled with the original ideas of Overton. In particular, it was found 
that the relationship between permeation and partition coefficients embod- 
ied in the Overton rule does not hold well for small solutes (Lieb and 
Stein, 1969; Walter and Gutknecht, 1986). Instead, the permeability of the 
membrane to these solutes is inversely proportional to their size. In the field 
of anesthesia, an increasing number of experiments indicate that anesthetics 
exert their action by interacting with membrane receptors rather than by 
any nonspecific disruption of the lipid bilayer (Franks and Lieb, 1994). 
Perhaps the most spectacular evidence of the interaction of anesthetics 
with receptors has been provided by Mihic and Harris (1997), who showed 
that single point mutations in glycine and GABA receptors abolished their 
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response to anesthetics, without affecting their gating capabilities. Further, 
several compounds have been discovered that exert no anesthetic action, 
even though they were predicted to be good anesthetics by the Meyer- 
Overton relationship (Koblin et af., 1994; Liu et af., 1994). Several other 
anesthetic compounds have been found to have potencies that differ mark- 
edly from that expected from their lipid-phase solubilities (Koblin et af., 
1 994). 

In view of these findings, the relationships established by Overton need 
to be reconsidered. It is natural to concentrate on the properties that were 
unknown to Overton and, consequently, were not accounted for in his 
hypothesis: the detailed, molecular structure of lipid bilayers, the surround- 
ing water, and membrane proteins. Computer simulations are a particularly 
convenient approach to this task as they can reveal levels of molecular 
detail often unavailable from experiments. This chapter does not attempt 
to review all the studies on this subject. Several papers cover this territory 
very well (Pohorille and Wilson, 1993; Stouch, 1997; Stouch and Bossalino, 
1996; Marrink and Berendsen, 1996). Instead, this chapter shows, through 
selected examples, how computer simulations enrich the picture of solute 
behavior in membranes originally drawn by the work of Overton. 

From the theoretical point of view, the permeation of small, nonelectro- 
lyte solutes across membranes and the distribution of anesthetics in the lipid 
bilayer are different, but closely related, phenomena. Because anesthetics 
equilibrate rapidly across different cellular compartments, their distribu- 
tions are determined by the thermodynamic equilibrium properties of the 
system. If the free energy of the solute, AA(z), along the coordinate z 
perpendicular to the membrane is calculated, the concentration distribution, 
c(z). relative to the concentration in a bulk phase (e.g., water or the gas 
phase), cb, can be obtained as 

where T is the temperature and kB is the Boltzmann constant. 
Although in most practical approaches to the calculation of membrane 

permeability to solute molecules a knowledge of AA(z) is also necessary, 
it alone is insufficient. A description of the local, diffusive behavior of the 
solute in different regions of the membrane must be available as well. 
Thus, both the equilibrium and the dynamic behavior of the system must 
be known. 

The next section presents a brief description of the methods of molecular 
simulations used to study the interactions of solutes with membranes. This 
is followed by a discussion of the distribution of anesthetics in the lipid 
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bilayer and the mechanisms by which nonelectrolytes permeate membranes. 
The chapter ends with a summary. 

I I .  METHODS OF SIMULATION 

A. Molecular Dynamics Method 

The method of choice for computational studies of membrane systems 
at a molecular level has been the molecular dynamics method (Roux and 
Karplus, 1994; Allen and Tildesley, 1987). Computationally efficient, this 
method can be adapted easily to account for any experimentally determined 
constraints on molecular conformation and is at the heart of a number of 
more advanced simulation methodologies, some of which are described 
next. The main idea behind the molecular dynamics method is simply the 
solution of Newton’s equations of motion for all of the atoms in the system 
under study. In this way, a time history of the system, a trajectory, can be 
computed. Many thermodynamic and dynamic properties of the system can 
be computed from the trajectory using the methods of classical statistical 
mechanics. 

For simulations of small molecules in membranes, the system consists of 
the molecules of the solute, a bilayer and solvating water molecules-all 
represented at the atomic level. The system as a whole is placed in a 
box-the primary simulation cell-whose dimensions in the x,y plane paral- 
lel to the interface are of the order of 40 X 40 A and which contains 
approximately 5 X lo3 atoms. To obtain results for a macroscopic system 
from simulations of such a box, the contents of the primary cell are repli- 
cated periodically in space, forming an infinite lattice of identical simulation 
cells. In this way, as a molecule exits the primary cell from one side, its 
periodic image enters the primary cell from the opposite side. This is a 
standard approach to handling edge effects in molecular dynamics. 

B. Potential Energy Functions 

In order to solve Newton’s equations of motion for an atom, the forces 
acting on that atom, F, must be known. These forces depend, in turn, on 
the interactions between all the atoms in the system and are computed 
from a potential energy function, U, which describes the stretching of 
chemical bonds, the bending of bond angles, the rotation of dihedral angles, 
and the electrostatic and van der Waals interactions between atoms: 
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Here r, 4, and B are bond lengths, planar bond angles, and dihedral angles, 
respectively, re,, 4eeq, and O,, are their values at equilibrium, R,l is the 
distance between atoms i and j ,  and q, is the partial charge on atom i. Kb, 
KO, V,,, A,, and are atom-type specific parameters. For polarizable, 
atomic solutes, such as Xe, an additional term depending on the atomic 
polarizabilities must be added (Guillot et af., 1991; Berry et al., 1980). By 
adopting this functional form it is assumed that existing chemical bonds 
cannot be broken or new ones made. Much work has been invested in the 
construction of potential energy functions of this type and they have been 
used successfully to reproduce a wide range of properties of pure mem- 
branes (Bassolino-Klimas et al., 1995; Tu et al., 1996; Tobias et af., 1997; 
Merz, 1997; Tieleman et af., 1997; Wilson and Pohorille, 1994) and their 
mixtures with small solutes and peptides (Bassolino-Klimas et al., 1995; 
Marrink and Berendsen, 1996; Pohorille and Wilson, 1996; Damodaran et 
af., 1995; Shen et al., 1997). 

In simulations of the anesthetic membrane-water system, water was 
represented by the TIP4P potential (Jorgensen et af., 1983). To describe 
membranes made of glycerol l-monooleate (GMO), potential energy func- 
tions developed by Wilson and Pohorille (1994) were employed while simu- 
lations of phospholipids were performed using potential energy functions 
developed by Berkowitz and co-workers (Essmann et af., 1995a). The poten- 
tial energy functions for the anesthetics were designed such that they repro- 
duced the solvation energies of these molecules in water and a nonpolar 
phase (Pohorille and Wilson, 1996; Chipot et al., 1997; Pohorille et af., 1996, 
1997, 1998). Other calculations discussed in this chapter utilized similar 
potential energy functions. 

The accurate computation of the electrostatic interactions between 
groups carrying large charges, such as phospholipid head groups or the side 
chains of ionizable amino acids, poses a challenge to the simulator due to 
the long distances over which these interactions are nonnegligible. For the 
relatively small system sizes and periodic boundary conditions employed 
in computer simulations, this long interaction range means that charged or 
polar groups interact significantly with their periodic images. To compute 
correctly the electrostatic interaction energy, and hence the force, a method 
was borrowed from studies of the physics of ionic crystals: the Ewald sum. 
In this method, interactions between all the periodic images of the atoms 
are summed correctly. As implemented directly, however, this method is 
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exceedingly computationally demanding. Advances, however, have reduced 
its computational cost through the use of a spatial grid. In this new method, 
called particle mesh Ewald (PME) (Essmann et al., 1995b), the Ewald sum 
is evaluated through the solution of a differential equation on a grid, using 
the efficient fast Fourier transform method. In simulations of phospholipids, 
PME was employed to compute long-range, electrostatic interactions. 

C. Molecular Dynamics for Membrane Systems 

Once a potential energy function is specified, the equations of motion 
in the molecular dynamics method are solved iteratively for all the atoms 
in the primary cell. Using the current positions of the atoms, the forces are 
computed. The forces and the current velocities are then used to compute 
the new positions and velocities of the atoms after a small increment of 
time. This increment is determined by the fastest motions in the system- 
generally the stretching of chemical bonds between heavy atoms and hydro- 
gen atoms-and is usually limited to a few femtoseconds. In order to 
compute thermodynamic averages with sufficient accuracy, trajectories of 
several nanoseconds must be computed. Thus the state of the system must 
be advanced on the order of lo8 steps. Increases in computer performance 
and simulation methodology, however, have rendered simulations of this 
length, and longer, quite feasible. 

In standard molecular dynamics, the energy of the system is approxi- 
mately conserved while the temperature fluctuates. Experiments, however, 
are most often performed under conditions of constant temperature, not 
constant energy. Moreover, during simulations of molecules inserted into 
membranes, the size and shape of the membrane, and therefore the dimen- 
sions of the primary simulation cell, must be allowed to change. When a 
solute is placed into a membrane, lipids surrounding the solute are com- 
pressed relative to their state in the pure membrane. For the membrane 
to relax to its equilibrium state, the surface area, and perhaps the thickness, 
of the membrane changes. Even when the membrane has relaxed, its surface 
area continues to fluctuate around the equilibrium value. To account for 
these fluctuations, the standard method needs to be modified. In extended 
Lagrangian methods (Martyna et al., 1994, 1996), equations of motion for 
the atoms are derived that couple the motions of the atoms to fluctuations 
in the total energy and shape and size of the primary cell. These equations 
of motion are no longer Newton’s equations and special techniques are 
needed to solve them. An alternative is to combine standard molecular 
dynamics with a probabilistic sampling of total energies and cell geometries. 
This approach is called hybrid Monte Carlo and has been used in the 
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simulation of polymers (Forrest and Suter, 1994) and small, water-soluble 
proteins (Brass et al., 1993) under conditions of constant temperature. 
Hybrid Monte Carlo procedures have been developed for studying mem- 
brane systems under conditions of constant temperature, with constant 
pressure normal to the membrane and constant membrane surface tension 
(New and Pohorille, 1998). Studies of distributions of anesthetics and non- 
anesthetics in model bilayers at clinically relevant concentrations were 
performed using hybrid Monte Carlo and are discussed in Section 111. 

A wide range of properties may be computed directly from a molecular 
dynamics simulation trajectory (Allen and Tildesley, 1987). Thermody- 
namic properties, such as kinetic temperature, pressure, or membrane sur- 
face tension, may be computed as simple averages over the series of config- 
urations composing the trajectory. Structural quantities, such as nuclear 
magnetic resonance (NMR) order parameters of the lipid chains, may 
also be computed directly. Even transport coefficients, such as the lateral 
diffusion constant of lipids, may be computed, either as the time integral 
of an equilibrium time correlation function or as the long-time limit of a 
mean-square variation. In particular, the local diffusion coefficient, D ( z ) ,  
in the direction perpendicular to the plane of the membrane can be calcu- 
lated from the fluctuations of the force, F(z,t), acting in the z direction on 
a solute constrained to lie at depth z in the bilayer: 

D ( z )  = (kB7‘)2 / / i  < F(z,t)F(z,O) > dr, (3) 
where <.> denotes statistical averaging. 

D. Free Energy Calculations 

Often, the main goal of computer simulations is to determine the free 
energy of a solute molecule as a function of its position in the membrane. 
Because free energies cannot be expressed as statistical averages of mechan- 
ical properties, special techniques for their evaluation are required. 

One common approach to the computation of free energies is called 
umbrella, or importance, sampling (Chipot et al., 1997; Allen and Tildesley, 
1987). In this method, a series of molecular dynamics simulations is per- 
formed, in which the system is constrained to lie in several, overlapping 
ranges (“windows”) along a predefined coordinate. For example, to com- 
pute the free energy change accompanying the movement of a small organic 
molecule across an interface, the position of the molecule in a direction 
perpendicular to the interface would be defined as such coordinate. For 
each window, the probability, P, of finding the solute at different values 
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of the chosen coordinates will be obtained. This probability is connected 
uniquely with the change of the free energy, AA, by the relation: 

AA = -kBT log P. (4) 
AA over all windows is obtained from the requirement that it must be a 
continuous function of the chosen coordinate. 

A limiting case of umbrella sampling is to reduce the size of the window 
to a single point. This leads to the average force method (Marrink and 
Berendsen, 1994) in which the derivative of the free energy is computed 
directly from 

where < F,(zo) > is the average force, in the z direction, exerted on the 
molecule when it is constrained to lie at zo and NA” is the number of sam- 
ples used in the averaging. By fixing z at a set of zo’s, the free energy 
change over the whole range may be reconstructed by the integration of 
Eq. (5 ) .  The force, F,, can fluctuate greatly, however, thus requiring long 
simulations for each value 20. 

Another, very powerful, method for estimating the free energies of solute 
molecules is the particle insertion method (Widom, 1963, 1982; Pohorille 
and Wilson, 1996). In contrast with the previous approach, only the system 
without the solute needs to be simulated. Then, advantage is taken of the 
relationship between the free energy of a solute molecule added to the 
system, AA, and the corresponding change in the potential energy, SU, of 
this system: 

AA = -kBT log < exp(-SU/kBT) > . (6) 
Returning to the example of computing the free energy change accompa- 

nying the movement of a small organic molecule across an interface, the 
particle insertion method starts from a molecular dynamics trajectory of 
the interface without the solute. For each configuration appearing in the 
trajectory, a number of attempted insertions of the ligand into the configu- 
ration are made and the change in potential energy accompanying each 
insertion is recorded. For a sufficiently large set of configurations and 
attempted insertions, the free energy can be computed accurately from 
Eq. (6). The particle insertion method has been applied successfully to 
calculations of the free energies of methane, fluoromethanes, and noble 
gases in water-membrane systems (Pohorille and Wilson, 1996, 1998; 
Schweighofer and Pohorille, 1998). 

A major advantage of the particle insertion method is that it may yield 
free energies of several different solutes at many different locations (inser- 
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tion sites) from a single simulation of the system in the absence of these 
solutes. This method, however, also has a major limitation. Because inser- 
tions that result in the overlap between the added particle and another 
atom yield very large values of SU, they add little to the estimate of AA. 
Thus the particle insertion method is efficient only for solutes sufficiently 
small that they can fit into the voids that form transiently in the system. 

111. DISTRIBUTION OF SOLUTES IN A BILAYER 

A. Interfacial Activity of Polar, Nonamphiphilic Solutes 

The distribution of solutes across a water-membrane system depends 
strongly on their chemical structure. Ions and very polar molecules reside 
mostly in water, and their concentrations in the lipid bilayer are negligible 
(Deamer and Volkov, 1995). In contrast, nonpolar solutes, such as hexane 
(Simon et al., 1977), partition preferentially into the membrane interior 
while their solubilities in water are very low. Amphiphilic molecules tend 
to concentrate at the water-membrane interface in a manner such that 
their polar parts are exposed to water, while their nonpolar parts are buried 
in the lipid phase (Israelachvili, 1992). 

Although nonpolar, short-chain alkanes and amphiphilic, unbranched 
alcohols are anesthetics-alcohols, in fact, are quite potent, even more so 
than predicted from the Meyer-Overton relationship (Fang et al., 1996); 
most anesthetics, including those used in clinical practice, do not fall into 
any of the simple catagories described earlier. These molecules exhibit 
some degree of polarity or polarizability, but cannot be divided into spatially 
separated polar and nonpolar segments and, therefore, cannot be classified 
as amphiphiles. The distribution of such solutes in the lipid bilayer is not 
immediately obvious and requires separate studies. These studies were 
performed on nearly 30 molecules of anesthetic interest, which differed 
widely in chemical structure, anesthetic potency, and solubility in both 
water and nonpolar phases (Pohorille et al., 1996, 1997, 1998; Chipot et al., 
1997; Pohorille and Wilson, 1996). The list of these molecules is given in 
Table I. The simulated systems were at the physiological temperature of 
310 K. 

For each molecule, the investigation consisted of several steps. First, the 
solubilities of the solutes in water and hexane, chosen as a model, nonpolar 
medium, were calculated and compared with the experimentally measured 
solubilities. These simulations tested the potential energy functions used 
to describe the solute and its interactions with the environment. Both 
calculated and measured solubilities are listed in Table I. In most cases, 
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TABLE I 
Free Energies of Solvation of Anesthetic Solutes in Water and Hexane 

Solubilities (kcal/rnol) 

Molecule 

Water Hexane 
MAC 

Calc. Exp. Calc. Exp. (atrn) 

Cyclopropane" 
Nitrous oxidea 
(R)-desfluranea 
(R)-isoflurane" 
Methanol" 
Ethanola 
ButanoP 
Hexanol' 
Arb 
Krb 
Xeb 
CH4' 
CH3F' 
CH2F; 
CHF,' 
CF4' 
CF2C1,d 
CHFzCH2F' 
CF2CICFzCld 
CF3CF3' 
n-Butaned 
CHF2CF2CF2CHF2d 
CF2ClCFCICFC1CF2Cld 
CF~CFCICFC~CF~~ 
1-Chloro-l,2,2-trifluorocy~lobutane~ 
Octafluorocyclobutaned 
1 ,2-Dichlorohexafluorocyclobutaned 

0.6 
0.4 
0.7 
0.5 

-5.2 
-5.2 
-4.9 
-3.9 

2.2 
1.8 
1.4 

2.1 
-0.1 
0.1 
1 .o 
3.2 
1.7 

-0.6 
3.2 
4.1 

-0.6 
2.0 
2.2 
4.2 

-0.3 
3.6 
2.7 

0.95 
0.51 
0.92 
0.31 

-4.94 
-4.96 
-4.74 
-3.74 

2.16 
1.85 
1.48 

2.30 
-0.04 
-0.05 
0.97 
3.29 
1.91 

2.67 
4.07 

1.13 
2.35 
3.96 

-0.28 
3.95 
2.73 

-0.56 

-0.56 

-2.2 
-0.7 
-2.1 
-3.2 

-1.3 
-2.1 
-3.8 
-5.4 

0.5 
-0.02 
-0.6 

0.0 
-0.8 
-0.4 
-0.1 
0.4 
-0.4 

-1.5 
-1.8 
-0.7 

-1.5 
-2.8 
-3.8 
-3.1 

-3.8 
-1.5 
-3.4 

-1.95 
-0.76 
-1.75 
-2.67 

-1.35 
-2.23 
-3.87 
-5.46 

0.54 
-0.14 
-0.87 

0.00 
-0.67 
-0.55 
-0.19 
0.57 

-0.47 

-1.34 
-2.15 
-0.18 

-1.34 
-2.07 
-3.35 
-3.17 

-3.55 
-1.20 
-3.25 

0.17 
1.48 
0.057 
0.0146 

0.0019 
0.00096 
0.00014 
0.00002 

7.31 
1.61 

9.89 
1.04 
0.718 
1.65 

1.11 

0.115 
1.27 

0.115 
0.0587 
0.03 

27.0 

58.8 

NA 

NA 
0.0151 

NA 
NA 

From Pohorille et al. (1997). 
From Pohorille et al. (1998). 
From Pohorille and Wilson (1996). 
From Chipot et al. (1997). 
From Pohorille et al. (1996). 

the agreement between these two quantities is quite good. The standard 
deviation for all the compounds is 0.4 kcallmol and the largest discrepancies 
do not exceed 0.8 kcal/mol. Next, the free energies for transferring the 
solute across the water-hexane and water-membrane interfaces were de- 
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termined. In most simulations, a glycolipid, glycerol 1 -monooleate, was the 
membrane-forming material, although some simulations for membranes 
built of the phospholipid 1-palmitoyl2-oleoyl sn-glycero 3-phosphocholine 
(POPC) in the liquid-crystalline state were also performed. The comparison 
between water-membrane and water-hexane interfaces illuminates the 
influence of the lipid head groups and the partial ordering of the lipid tails 
on the distribution of anesthetics. In the final step, the calculated profiles 
of AA(z) were converted to concentrations using Eq. (1) and analyzed for 
correlations with anesthetic potencies. 

In Fig. 1, the profiles of AA(z) across the water-GMO interface are shown 
for three clinical anesthetics: isoflurane, desflurane, and nitrous oxide. The 
profiles of AA(z) were obtained by the “window” method described in the 
previous section. All three profiles exhibit a minimum near the interface. 
As shown in Fig. 2, a similar result was obtained for the same compounds 
at the water-hexane interface. From Eq. (1) it follows that these compounds 

isoflurane 

0 5 10 15 20 25 30 35 

z (Angstroms) 
FIGURE 1 Free-energy profiles for the clinical anesthetics isoflurane (dotted line), des- 

flurane (solid line), and nitrous oxide (dashed line) at the water-GMO interface. The bilayer 
center is at z = 0 and the head groups are between z = 10 A and z = 17 A. 
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FIGURE 2 Free-energy profiles for the clinical anesthetics isoflurane (dotted line), des- 
flurane (solid line), and nitrous oxide (dashed line) at the water-hexane interface. The interface 
is at z = 0. 

are active interfacially, i.e., tend to concentrate at the interface between 
water and a nonpolar medium. An increase in the interfacial activity of 
small, neutral solutes as their polarity increased was found in computer 
simulations of other anesthetics (Pohorille et d., 1996, 1997, 1998; Chipot 
et al., 1997; Pohorille and Wilson, 1996). The tendency to accumulate at 
the interface was also observed in NMR studies on isoflurane and other 
clinical anesthetics, halothane, enflurane, and xenon, in phospholipid bi- 
layers (Baber et d., 1995; Xu and Tang, 1997). 

B. Origin of the Interhacia1 Activity of Polar Solutes 

The origin of the interfacial activity of polar solutes can be analyzed 
conveniently through the consideration of five nearly spherical, isosteric 
molecules-methane and its four fluorinated derivatives: CH3F, CH2F2, 
CHF3, and CF4 (Pohorille and Wilson, 1996). These molecules are suffi- 
ciently small that AA(t) for each of them can be calculated accurately using 
the particle insertion method outlined in the previous section. From the 
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results, shown in Fig. 3, it is clear that the dipolar CH2F2 and CHF3 (dipole 
moments of approximately 2 D) concentrate at the interface whereas the 
nonpolar CH4 and CF, partition into the interior of the membrane. These 
results can be clarified by dividing the process of dissolving the solute into 
two hypothetical stages. In the first stage, a molecule with the same van 
der Waals parameters as the real solute, but without any atomic partial 
charges, is dissolved. The free energy in this stage is dominated by the 
reversible work of creating a cavity in the solvent large enough to accommo- 
date the solute. In the second stage, the original values of the atomic partial 
charges are restored. The free energies associated with the two stages 
will be called nonelectrostatic and electrostatic to stress the nature of the 
dominant interactions, and the total free energy of dissolving the real solute 
is the sum of these two terms. It should be kept in mind, however, that 
each term contains both electrostatic and nonelectrostatic contributions 
from solvent reorganization. 
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E 
3 1.0 

a 

5 

Y 

0.0 

-1.0 

I 
I I I 

I I I I 

WATER I HEADS! TAILS I HEADS; WATER 
I I I I 
I I I I 
I I I I 
I I I I c-- 

I I I 

I I 

-_ 
/ 

'. 
I 1 I ,- 
I I I /- 

'* I '. 1 

\ '  

I I I I 
I I I I 

1 , ,  II -2.0 

2 (Angstroms) 

FIGURE 3 Free-energy profiles are methane, CH4 (solid line), and its fluorinated deriva- 
tives: CH3F (dotted line), CHzFz (daghed line), CHF, (long-dashed line), and CF4 (dotted- 
dashed line) at the water-GMO interface. 
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The calculated electrostatic and nonelectrostatic contributions to AA(z) 
for CH4 and CH2F2 are shown in Fig. 4. For both molecules, the nonelectro- 
static term decreases as the solutes are transferred from water to the mem- 
brane interior. This is a reflection of the hydrophobic effect: it is more 
difficult to disrupt solvent structure and create a cavity in water than in a 
nonpolar medium. The same argument explains the poor solubilities of 
nonpolar solutes in water, compared to other organic solvents (Pratt and 
Pohorille, 1992). The electrostatic contribution to AA(z) behaves oppo- 
sitely. It increases (becomes less negative) during the transfer of the solute 
from the polar, aqueous solvent to the nonpolar membrane interior. Both 
contributions change mostly in the interfacial region. For the dipolar CH3F, 
the magnitude of changes in both terms are similar. This yields a minimum 
in AA(z) located at an interfacial position in which the absolute values of 
the rates of change in these terms are equal. For nonpolar CH4, the electro- 
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2 (Angstroms) 
FIGURE 4 Components of the free-energy profiles of CH4 and CH2F2 at the water-GMO 

interface. The nonelectrostatic component for C& is shown with a solid line and that for CH2F2 
with a dashed line. The electrostatic component for CHzFz is shown with a dashed-dotted line. 
The electrostatic component for CH4, essentially nil, is not shown. 
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-2.0 
-30.0 

static term is negligible and the behavior of AA(z) is determined by the 
cavity formation term, which exhibits a minimum in the membrane interior. 

It can be noticed from Fig. 4 that the nonelectrostatic term is not constant 
in the hydrocarbon core of the membrane, but instead decreases toward 
the center of the bilayer. This decrease is due to the increasing disorder 
of the lipid chains, and the decreasing atomic density, as the depth in the 
membrane increases. The lower density, in turn, creates more voids between 
the tails of the lipid molecules and lowers the reversible work of cavity 
formation. A similar result was noted in other molecular dynamics studies 
of small solutes in membranes (Marrink and Berendsen, 1996) and was 
obtained from a mean-field lattice theory (Marqusee and Dill, 1985). This 
result indicates that packing of the membrane has an important effect on 
the distribution of solutes. This conclusion should apply not only to the 
interior of the bilayer, but also to the head group region. As can be seen 
in Fig. 5, this is indeed the case. Figure 5 shows AA(z) for transferring 
CH,, CH2F2, CF,, and another simple anesthetic, Xe, across the interfaces 
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between water and the POPC bilayer. The profiles are similar to those in 
the water-GMO system, presented in Fig. 4. The main difference is the 
presence of a barrier on the water side of POPC bilayers. A very similar 
barrier was found for bilayer systems made of dipalmitoylphosphatidylcho- 
line (DPPC) (Schweighofer and Pohorille, 1998). This barrier can be attrib- 
uted to the dense packing of phospholipid head groups, which, in turn, 
increases the reversible work of cavity formation. This can be gauged 
from the probability distribution of finding cavities of different sizes in the 
membrane, which is connected with the reversible work of cavity formation 
by a relations analogous to Eq. (4) (Pohorille and Pratt, 1990). Other 
computer simulations (Marrink and Berendsen, 1996) and NMR studies of 
the distribution of different anesthetics in phospholipid bilayers (Baber et 
al., 1995; North and Cafiso, 1997; Tang et al., 1997; Xu and Tang, 1997) are 
consistent with this interpretation. 

C. Distribution of Anesthetics and Nonanesthetics at 
Clinically Relevant Concentrations 

The difference between the distributions of polar and nonpolar solutes 
can be seen very clearly by placing two structurally similar solutes, 1,2,3- 
trifluoroethane (TFE) and perfluoroethane (PFE), at anesthetically relevant 
concentrations in the water-GMO system. TFE is polar and is an anesthetic 
whereas PFE is nonpolar and, contrary to the predictions from the Meyer- 
Overton relationship, exerts no anesthetic action (has no immobilizing ef- 
fect). The number of TFE molecules in the system was calculated from the 
profiles of AA(z), previously obtained for a single TFE solute, such that it 
corresponded to a partial pressure of 1 MAC. MAC (the maximum alveo- 
lar concentration) is the average applied partial pressure of an anesthetic 
needed to suppress the movement of animals in response to a painful stimu- 
lus. This quantity is used broadly as a measure of anesthetic potency; lower 
values of MAC indicate higher potencies. The values of MAC for TFE and 
other anesthetics are listed in Table I. The same procedure for identifying 
the number of molecules in the system cannot be applied to PFE as this com- 
pound is nonanesthetic and, therefore, does not have a MAC. Instead, the 
highest attainable partial pressure was used: the vapor pressure. In total, 
6 TFE or 32 PFE molecules were placed in the simulation box, whose initial 
x,y dimensions, parallel to the plane of the membrane, were 36.9 X 36.9 A. 
By applying hybrid Monte Carlo, the dimensions of the box were allowed to 
fluctuate during the course of the simulations such that the water-bilayer 
interfacial tension remained constant. This allowed the membrane to adjust 
to the presence of the anesthetics. 
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The distributions of both molecules, averaged over lo4 hybrid Monte 
Carlo steps, are shown in Fig. 6. Although these distributions have not 
equilibrated fully, as manifested by their asymmetry with respect to the 
center of the bilayer, the difference is striking: TFE is located predominantly 
near the interface whereas PFE partitions into the membrane interior. 
Clearly, the distributions of these two compounds in the membrane are not 
in agreement with expectations based on the Meyer-Overton relationship. 

D. Interfacial Revision to the Meyer-Overton Relationship 

The results discussed so far not only indicate that the Meyer-Overton 
relationship needs to be revised, but also suggest an alternative hypothesis. 
If anesthetics tend to concentrate at the interface, then perhaps their anes- 
thetic potencies correlate better with interfacial solubilities than with solu- 
bilities in the nonpolar membrane interior. This hypothesis can be tested 
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FIGURE 6 Density profiles for the nonanesthetic perfluoroethane (solid line) and the 
anesthetic, 1.1,2-trifluoroethane (dashed line) at the water-GMO interface at 310 K. 
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using the calculated profiles of AA(z) from which the interfacial solubilities, 
Kint, are obtained as 

where c is a constant that defines the units of Kint. In general, the calculated 
solubilities depend on the choice of the interfacial region [zl, z2] along the 
z direction. In practice, however, this choice has only a minor influence on 
the values of Kht for different compounds with respect to each other. 

The correlation of anesthetic potencies with Kin, at the water-GMO and 
water-hexane interfaces is shown in Figs. 7 and 8. For comparison, the 
correlation with the solubilities in olive oil (the Meyer-Overton relation- 
ship) for the same compounds is also shown in Fig. 9. As can be seen, 
all compounds that obey the Meyer-Overton relationship also obey the 
interfacial relationship. More importantly, the interfacial correlation also 
applies to the compounds for which the Meyer-Overton relationship fails. 
Among these compounds are 1,2-dichloro-perfluoroethane (CF2Cl-CF2C1) 
and 1,2,3,4-tetrachloroperfluorobutane (CF2Cl-CFCl-CFC1-CF2C1), which 
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FIGURE 7 Correlation between solubilities at the water-GMO interface, Kint. and MAC. 
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are less potent than predicted by the Meyer-Overton relationship, and 
straight chain alcohols, which are more potent than predicted. Furthermore, 
the interfacial relationship can explain the lack of immobilizing activity of 
nonanesthetics: these compounds can never reach the anesthetizing concen- 
tration at the interface. 

E. Implications of the Interfacial Activity of Anesthetics 

In view of the mounting evidence that anesthetics act on membrane 
receptors, the results in Fig. 7 raise a question about the relationship be- 
tween the interfacial correlation and the mechanism of anesthesia. It is, of 
course, possible that no such relationship exists and the observed correlation 
is not relevant to the mechanism of anesthesia. More likely, the interfacial 
correlation indicates that anesthetics act at the water-membrane interface 
either by interacting directly with membrane receptors or by influencing 
lipids, which, in turn, perturb the receptor. Because the interfacial relation- 
ship holds very well for different aqueous interfaces, such as water- 
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membrane and water-hexane interfaces, it is quite possible that it will be 
equally accurate for the interfacial system containing water, membrane, 
and the interfacial portion of a membrane protein. It should be further 
noted that molecular models of receptors (Ortells and Lunt, 1995, 1996; 
Ortells et al., 1997; Sankararamakrishnan and Sansom, 1996; Tikhonov and 
Zhorov, 1998) place the sites of the single point mutations that abolish the 
response of GABA and glycine receptors to anesthetics (Mihic and Harris, 
1997) near the water-membrane interface. 

Although less popular, indirect mechanisms are also possible. It has 
been shown that the proper composition of the lipid bilayer is needed for 
functioning of the nicotinic acetylcholine receptor (Saffron et al., 1997), 
which is related closely to the GABA and glycine receptors. This indicates 
that lipids can influence receptor action. Several mechanisms by which 
anesthetics may modulate this influence have been proposed. According 
to one view, by concentrating in the head group region, anesthetics can 
slightly modify the electrostatic surface potential and, by doing so, induce 
conformational transitions in receptors (Qin et al., 1995). Another elegant 
hypothesis has been put forward by Cantor (1997), who proposed that 
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interfacially located anesthetics change the lateral stress tensor profile 
across the membrane, which, in turn, changes the equilibrium between the 
open and the closed states of a channel receptor. At present, however, all 
hypotheses about the molecular mechanism of anesthesia remain specula- 
tive and a considerable body of experimental and theoretical work will 
have to be performed before we arrive at a well-founded molecular theory 
of anesthesia. 

IV. MEMBRANE PERMEABILITY OF SMALL MOLECULES 

A. Models of Permeation 

The Overton rule has a direct conceptual connection with the traditional 
description of membrane permeability: the solubility-diffusion model 
(Hanai and Dayton, 1966; Fiokelstein and Cass, 1967). In this model, it is 
assumed that the rate-limiting step in solute permeation through mem- 
branes is the diffusion of the solute in the bilayer. The bilayer is treated 
as a homogeneous, isotropic lamella of width W b ,  sharply separated from 
the aqueous medium. The diffusion constant is assumed to be the same 
everywhere in the bilayer and is equal to Dh. If any interfacial barriers that 
may be encountered by the solute during its entrance into or exit from the 
membrane are neglected, the permeability, P, is given as 

where & , w  is the bilayedwater partition coefficient. Because variations in 
the widths of different membranes and in diffusion constants for different 
solutes are typically smaller than variations in the partition coefficient, 
changes in Kbw have the largest influence on changes in P. If Kbw is further 
approximated as the partition coefficient between a bulk, nonpolar phase 
(e.g., octanol or liquid alkane) and water, the solubility-diffusion model 
yields the Overton rule. The best correlations with membrane permeabil- 
ities were found for partition coefficients between hexadecane or 1,9- 
decadiene and water (Walter and Gutknecht, 1986; Xiang and Ander- 
son, 1994a). 

The assumptions of the solubility-diffusion model are quite restrictive 
and do not allow for the incorporation of information about the molecular 
structure of the membrane. A more general formulation that applies to 
inhomogeneous media and only requires that thermodynamic gradients in 
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the system be small was given by Marrink and Berendsen (1994). The 
permeability was represented as: 

where AA, is the free energy of the solute in bulk water and D(z) is the 
diffusion coefficient of the solute, which generally depends on z. The limits 
of integration, z1 and z2, correspond to positions in bulk water on both 
sides of the bilayer. 

The most distinguishing feature of this formula is that it incorporates 
information about both the equilibrium and the dynamic behavior of the 
solute in the bilayer. Equilibrium properties of the solute are described by 
AA(z), which were discussed extensively in the previous section. The dy- 
namic properties are characterized by the diffusion coefficient, which is not 
assumed to be uniform over the membrane, but, instead, is considered to 
be a function of the depth. This quantity can be calculated using Eq. (3). 

B. Distribution of Free Volume in Membranes and 
Its Influence on Solute Dlfislon 

Simulation studies of the permeation of water, ammonia, oxygen and 
model, Lennard-Jones particles through a phospholipid bilayer revealed 
that the membrane should not be considered as an isotropic, homogeneous 
medium, but instead is described much better by a three-region model 
(Marrink and Berendsen, 1994,1996). Due to its high density, the interfacial, 
head group region is characterized by a high viscosity. In this region the 
diffusion constant is low. The next region comprises the portion of the 
hydrocarbon chains adjacent to the head groups. This region is highly 
ordered and motions of the chains are strongly correlated. In this respect, 
its properties are similar to those of a soft polymer. This region is also 
characterized by the anomalous diffusion of solutes, which cannot be well 
described by the Stokes-Einstein relation connecting the diffusion rate 
with the volume of the penetrant. This will be discussed further later. The 
third region is formed by the hydrocarbon tails of lipid molecules and is 
located in the center of the bilayer. Because the tails are highly disordered, 
properties of this region resemble those of a liquid alkane. Because the 
atomic density in the tail region is lower than elsewhere in the membrane, 
diffusion in this region is the fastest. Diffusion constants in different regions 
can differ substantially, sometimes by as much as a factor of five. The idea 
of different, although not well separated, membrane compartments also 
emerges from experimental studies (Miller, 1986). 
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The rate of diffusion is not the only characteristic that distinguishes the 
three regions of the lipid bilayer. Another property that changes with the 
depth in the membrane is the distribution of the free volume. This property 
has already been discussed briefly in the context of the reversible work of 
cavity formation and its contribution to AA(z). Detailed studies on the size 
and shape of cavities in a lipid bilayer (Marrink et al,, 1996) revealed that 
large cavities are quite rare in the dense head group region. The probability 
of finding a cavity in this region decreases exponentially with the volume 
of the cavity. A different distribution of the free volume is observed in the 
chain region adjacent to the head groups. Here, the probability of finding 
a cavity scales as a power of the volume of the cavity. A relatively large 
number of cavities in this region are aspherical, with their long axis aligned 
preferentially with the lipid chains along the bilayer normal. In contrast, 
cavitities in the low-density central region of the membrane are distributed 
nearly isotropically and their average size is considerably larger. 

Although the distribution of the free volume is an equilibrium property 
of pure membranes, it provides valuable clues to the mechanism of perme- 
ation of small solutes across lipid bilayers. This was noticed for the first 
time in molecular dynamics simulations of benzene in DPPC membranes 
(Bassolino-Klimas et af.,  1993,1995). Occasionally, benzene molecules expe- 
rienced large, rapid displacements (jumps) that cannot be explained by the 
conventional picture of Einsteinian diffusion. Instead, these jumps can be 
related to the presence of cavities in the membrane. The solute may become 
trapped in one such cavity, where it undergoes rattling motions until a 
pathway opens to another, nearby cavity. This usually requires a rearrange- 
ment of the surrounding lipid molecules, often through the gauche-trans 
isomerization of their segments. It could be predicted that jumps play the 
most important role in diffusion through the best ordered region of the 
hydrocarbon chains, near the lipid head groups. This, indeed, appears to 
be the case for very small solutes (Marrink and Berendsen, 1996), although 
for benzene a considerable number of jumps was also found in the center of 
the bilayer (Bassolino-Klimas et af. ,  1995). This general picture of diffusion 
through membranes, emerging from computer simulations, is consistent 
with the proposal of Lieb and Stein (1969) that small solutes move in the 
bilayer by “hopping” between voids. This same mechanism is not available 
to large solutes that cannot encounter cavities of their size. This conclusion 
was confirmed in simulations of the large drug molecules adamantane and 
nifedipine (Alper and Stouch, 1995). 

The anomalous, hopping diffusion mechanism may explain the unusually 
strong dependence of the permeation rate of small solutes on their size-a 
dependence that is in variance with the Overton rule. In this picture, the 
availability of cavities large enough to accommodate a solute decreases 
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rapidly with the size of the solute, thus making large, hopping motions less 
likely for larger solutes. It should be noted that another explanation of the 
unusual size dependence of permeabilities, based entirely on the solubility 
part of the permeation process, has also been proposed (Xiang and Ander- 
son, 1994b). The existence of solute jumping motions in the bilayer, how- 
ever, appears, at present, to be well documented. 

V. SUMMARY 

Only recently, nearly 100 years after Overton formulated his remarkably 
insightful ideas about the behavior of solutes in membranes, have we started 
to develop a detailed, molecular understanding of the complex, multicom- 
ponent, inhomogeneous systems called biomembranes. Equipped with this 
new understanding, we are now ready to refine Overton’s concepts and 
reconcile them with recent experimental data. Computer simulations play 
an important role in this process by providing accurate, molecularly detailed 
information about the equilibrium and dynamical properties of solutes in 
model lipid bilayers. 

Computer simulations reveal that solutes are distributed nonuniformly 
in a membrane and that their permeation across the bilayer cannot be 
characterized satisfactorily by a single diffusion coefficient. Instead, it is 
more appropriate to consider the membrane as consisting of at least three 
different regions comprising, respectively, lipid head groups, rigid hydrocar- 
bon chain segments adjacent to the head groups, and fluid hydrocarbon 
tails in the center of the bilayer. Nonpolar solutes accumulate preferentially 
in the tail region, whereas polar, but not necessarily amphiphilic, solutes 
concentrate close to the water-membrane interface, near the outer or inner 
boundaries of the head group region. This tendency explains why anesthetic 
potencies of some compounds deviate considerably from the Meyer- 
Overton relationship. In fact, potencies of anesthetic compounds correlate 
better with their interfacial solubilities than with solubilities in the mem- 
brane interior, as postulated by Meyer and Overton. As a consequence, it 
appears more likely that anesthetics act on their targets, presently believed 
to be membrane receptors, near the water-membrane interface rather than 
inside the bilayer. 

The different degrees of packing and rigidity of different regions in the 
bilayer influence permeation of small solutes across membranes. These 
solutes often do not diffuse via an Einsteinian mechanism but, instead, 
translocate via hopping motions between voids in the membrane, coupled 
with translational and conformational motions of the surrounding lipids. 
This, in turn, leads to the observed deviations from the Overton rule for 
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small solutes, which exhibit an unusually strong dependence of their perme- 
ation rate on their size. 

Even though Overton’s original ideas have been recently revised, we 
should bear in mind that they have formed the point of departure for most 
of the modern studies on the behavior of small solutes in membranes, thus 
facilitating progress in this field. We should also appreciate that what we 
know now is undoubtedly not the whole story and much work needs to be 
done before we gain a satisfactory understanding of interactions between 
small solutes and different membrane components. For example, despite 
extensive, century-old efforts, the molecular site and mechanism of anesthe- 
sia still remain elusive. 
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1. INTRODUCllON 

The permeability of membranes to solutes is a fundamental property of 
all cellular life. Living cells depend on membranes that provide a substantial 
barrier to ionic solutes such as protons, sodium, potassium, and calcium in 
order to maintain the ion gradients necessary for bioenergetic functions, 
nerve cell activity, and regulatory processes. Paradoxically, the same mem- 
branes must offer much lower barriers to the flux of water, oxygen, and 
carbon dioxide, which need to move rapidly into and out of the cell. The 
lipid bilayer itself can act as a semipermeable barrier membrane for the 
general functions just described, but most biological membranes also incor- 
porate specialized transport systems in the lipid bilayer to facilitate the 
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specific uptake of nutrient solutes such as glucose and amino acids. Channel 
proteins and ion pumps are present as well to produce ionic concentration 
gradients and membrane potentials characteristic of the life process. 

Overton had no idea of the structural complexity of biological mem- 
branes, yet was still able to recognize that membranes somehow provide 
a barrier to the free diffusion of solutes. It is for that remarkable insight 
that we honor him with this centennial volume. This chapter focuses on 
the general barrier properties of membranes that are associated with the 
lipid bilayer, and other chapters discuss the contributions of embedded 
proteins. Our knowledge of bilayer permeability properties has advanced 
far beyond what Overton established for a series of neutral polar solutes. 
We now know that despite being approximately the same size, solutes such 
as sodium ions, hydrogen ions, water, and oxygen permeate the lipid bilayer 
at rates that vary by 12 orders of magnitude. How could such a vast differ- 
ence in permeation rates be imposed by a seemingly simple bimolecular 
layer of amphiphilic molecules? Furthermore, while monovalent cations 
such as sodium and potassium ions permeate a lipid bilayer at approximately 
the same rate, a monovalent anion such as chloride permeates approxi- 
mately 2 to 3 orders of magnitude faster, depending on the composition 
of the bilayer. Surprisingly, hydrogen ions (protons) penetrate the same 
bilayer at rates 5 orders of magnitude faster than other monovalent cations. 

Given these remarkable facts, can the results be accounted for by a single 
unified theory or does the vast range in bilayer permeabilities arise from 
the interplay of multiple properties intrinsic to the bilayer itself as well as 
the interaction of solutes with both aqueous and nonpolar phases? The 
answer, of course, is that no single model of transbilayer transport can 
describe all solute permeation processes. This chapter first discusses the 
basic model proposed by Overton, which does a surprisingly good job of 
accounting for transport of small neutral solutes. It then describes excep- 
tions to the Overton rule and shows how recent advances have expanded 
our understanding of this fundamental process. 

11. OVERTON’S CONCEPT OF MEMBRANE PERMEABILITY 

Overton’s ideas about membrane permeability arose from experimental 
evidence gathered in numerous investigations on the osmotic properties of 
both plant and animal cells at the end of the last century (Overton, 1895, 
1899). Many of his experiments were aimed at the assessment of the plasmo- 
lytic potency of nonionic solutes in cells. In a typical experiment, a cell was 
placed in a hypertonic solution and the resultant shrinkage of the cell 
(plasmolysis) was observed either visually or by weight measurements. 
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Solute molecules that were relatively membrane impermeable caused per- 
manent plasmolysis. For instance, the volume of root hairs from Hydro- 
churis moms submerged in a 7.5% solution of sucrose decreased to a limiting 
value and remained so almost indefinitely (Overton, 1899). Many solutes, 
however, could diffuse across membranes at measurable rates, and the time 
it took for the cells to regain their original size was used to estimate the 
permeability of a given solute. Overton carried out numerous experiments 
and established a relationship between permeability and chemical structure 
for a large variety of solutes. His findings are known today under the term 
“Overton’s rule.” This rule simply states that the permeability coefficient 
of a solute is linearly related to its partition coefficient between oil and 
water. In other words, solutes that dissolve well in organic solvents such 
as hexane or octanol can penetrate membranes more rapidly than solutes 
that are less soluble in such solvents. 

As illustrated in Fig. 1, with only a few exceptions, Overton’s rule holds 
true for a surprisingly large number of compounds. In addition to providing 
a very practical method to predict the relative permeability of a given 
solute, Overton’s observations also make a profound statement about the 
nature of the selective permeation barrier that a cell membrane imposes 
on solutes. The correlation between permeability and partition coefficient 
suggests that solute molecules need to dissolve into a hydrophobic layer 
present in all membranes as they enter or leave the cell. 

At the time Overton put his ideas forward they were not always undis- 
puted. Today, they are an important and fundamental part of our general 
understanding of membrane structure and function. In a slightly more 
sophisticated verison, they are reflected in the well-known “solubility- 
diffusion” mechanism for transmembrane solute transport. Many of the 
experimental techniques pioneered by Overton are still in use today. Typical 
applications include studies on the passive permeability of membranes or 
activity measurements of transmembrane channels. The same techniques 
can also be used in vesicular lipid bilayers such as liposomes (Bangham, 
et al., 1967), which now permit studies of isolated, reconstituted transport 
proteins without the interference of other membrane proteins present in 
biological membranes. 

111. PERMEATION BY THE SOLUBILITY-DIFFUSION MECHANISM 

This section begins by reviewing how the permeability coefficient for a 
solute can be calculated according to the solubility-diffusion mechanism. 
This approach is based on simple laws of diffusion and has been used 
extensively to describe the permeation of many compounds, particularly 
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selection of solutes (data from Orbach and Finkelstein, 1980; Walter and Gutknecht, 1986). 

small polar molecules (Finkelstein, 1987). Predictions of the solubility- 
diffusion mechanism are then compared to experimental findings, both for 
ions and for nonelectrolytes. Finally, the solubility-diffusion mechanism is 
related to the observations made by Overton nearly a century ago. 

A. Theory 

The solubility-diffusion model postulates that the permeating species 
must first partition into the hydrophobic region of the membrane, diffuse 
across it, and then leave the membrane by dissolving into the aqueous 
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phase on the other side of the membrane. Figure 2 describes this scenario 
schematically. To simplify matters, the properties of the hydrophobic region 
are approximated by those of an oil-like liquid such as octanol or a long- 
chain fluid hydrocarbon. These properties include the dielectric constant 
E ,  which is assumed to be constant throughout the entire hydrophobic 
moiety of the bilayer, having a value similar to a liquid hydrocarbon. It is 
postulated furthermore that the structure of the bilayer is static and has well- 
defined boundaries at which the change from a hydrophilic to hydrophobic 
environment occurs rather abruptly. In addition, it is assumed that the 
diffuison through the hydrophobic region of the bilayer is the rate-limiting 
step of the overall process. Such simplifications might seem at first to call 
into question the reliability of this approach, but in fact the solubility- 
diffusion model turned out reasonably satisfactory in predicting the relative 
rates of solute transport across lipid bilayers. 

A 
FIGURE 2 Permeation of a solute by the solubility-diffusion mechanism. 
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Transport phenomena can be described by Fick’s first law of diffusion: 

J = -D (g), 
where J is the flux, expressed in moles of permeating species per second 
and bilayer area, and D is the diffusion coefficient of the permeating particle 
in the hydrophobic region. The driving force of the flux is the gradient of 
the chemical potential across the membrane. In the absence of electrical 
fields, the potential gradient is reduced to a concentration gradient. Assum- 
ing that the concentration of the permeant inside the bilayer changes lin- 
early (Fig. 3), this gradient can be expressed as the concentration difference 
at the two boundaries divided by the thickness of the hydrophobic region 

I 

FIGURE 3 Concentration profile of a solute as it crosses a bilayer according to the 
solubility-diffusion mechanism. 
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d, as indicated in Eq. (3). To obtain the concentration difference inside the 
bilayer (Aclrc), it is easiest to use the concentration difference of the perme- 
ant in the aqueous phase (Acw) ,  which is known from the experimental 
conditions. The concentration gradient inside the hydrophobic part can 
then be calculated using the partition coefficient K of the permeant in a 
water/hydrocarbon system: 

Ache = Ac, K. (2) 
Equation (1) can then be written as 

Because it is customary to characterize the permeability of bilayers by their 
permeability coefficient P rather than by flux, J needs to be divided by the 
concentration difference in the aqueous phase to give the final expression: 

J DK p = - = -  
Ac, d ' 

(4) 

Due to the low solubility of many solutes in hydrocarbon-like liquids, 
experimentally determined values of D are often unavailable. Instead, val- 
ues measured in water are often used as a substitute. It has been pointed 
out by Finkelstein (1987) that this approximation is reasonable in most 
cases. Water is one of the rare instances in which D has been measured in 
both aqueous and hydrophobic environments, and the numbers are differ- 
ent by less than an order of magnitude. Considering the difficulties involved 
in obtaining an accurate value for K, this difference is within the limits of 
experimental error. 

The structure of a number of bilayers is known from X-ray studies (Lewis 
and Engelman, 1983), providing the basis for a reasonable estimate of the 
average thickness of the hydrophobic region, d. However, it should be kept 
in mind that Wiener and White (1992) have shown that the thickness is 
just that, an average, and that the bilayer undergoes substantial fluctuations 
over time, so that at any given instant there are regions both significantly 
thinner and thicker than the average value. These have the potential to 
give rise to transient defects in the bilayer barrier, which will become 
important later. 

A related point is that it is not a simple matter to decide where to draw 
the boundary between the aqueous and the hydrophobic phase, as it is 
certainly a somewhat arbitrary choice. It is generally agreed that the polar 
head group region should not be included in the hydrophobic part. For 
instance, if the bilayer is cowposed of phosphatidylcholines, the second 
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carbon atom in the fatty acid is often regarded as the location at which 
this transition from hydrophobic to hydrophilic occurs. 

In many cases, particularly in those where the permeants have a very 
low solubility in hydrophobic solvents, the partition coefficient K is calcu- 
lated rather than measured. This can be achieved by computing the Gibbs 
free energy, AG, that is necessary to transfer a solute from an aqueous into 
a hydrophobic phase: 

K = exp [=I. -AG 

The total free energy AG can be split into several contributions, including 
electrostatic, hydrophobic, and solute-specific terms: 

AG = AGB + AGI + AGD + AGH + AGsp. (6) 
Table I summarizes how the individual energy contributions can be calcu- 
lated explicitly. The first three terms in Eq. (6) are of electrostatic nature: 
AGB represents the Born energy of transfer of an ion or dipole from water 
into a bulk hydrophobic solvent (Born, 1920; Bell, 1931). Because E, is 
considerably larger than &, the Born energy is always large and positive, 
making the partitioning of ions into the membrane highly unfavorable. 
AGB can be regarded as the primary origin of the permeability barrier for 
charged solutes. 

The second term, AGI, accounts for the fact that the membrane is not 
really a bulk phase but a thin slab of hydrophobic matter embedded into 
an aqueous environment (Neumcke and Lauger, 1969, Parsegian, 1969). 
AGI, which is usually referred to as “image energy,” has a negative sign 
and a maximum at the center of the bilayer. Although the numerical value 
of AGI is only a fraction of AGB, its contribution to the overall free energy 
increases as the thickness of the bilayer is reduced and can have a noticeable 
effect on the permeabiltiy coefficient. 

Because many bilayers possess an internal dipole potential that favors 
the partitioning of anions over cations into the bilayer, its effect is included 
by adding AGD to AG (Flewelling and Hubbell, 1986). The origin of the 
dipole potential is presumably related to oriented dipole molecules at the 
bilayer interface, most likely lipid head groups or tightly bound water 
molecues. The strength of the dipole potential is believed to be in the range 
of -240 mV for typical membrane lipids. 

The hydrophobic term in Eq. (6), AGH, accounts for the energy that is 
required to transfer an uncharged cavity the size of an individual solute 
atom or molecule from water into the bilayer. AGH is always negative 
and linearly proportional to the surface area of the solute (Uhlig, 1937). 
Depending on the solute size, AGH can make a considerable contribution 
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TABLE I 
Various Contributions to  the  Gibbs F ree  Energy of Transfer from 
Wate r  into the Center  of t he  Hydrophobic Region of a Bilayer' 

Ion Dipole  

p - 2  

4" 
n + r/d 

n - r/d E w  8hu  

Hydrophobic energy: 

AGs = - N ,  4 nr2 yU,! 

Energy from dipole potential: 

AGs = - N ,  4 xr2 y 

AGD = - N ,  q Ad 

' N o ,  Avogadro's number: q, charge; r, radius, E", dielectric constant of 
vacuum; E ,  dielectric constant of solvent; p,  dipole moment; a, effective dipole 
size; d, bilayer thickness; x,distance perpendicular from interface; y ,  surface 
energy between water and hydrophobic solvent; A+, dipole potential 

to AG, even canceling a significant portion of AGB in the case of large mole- 
cules. 

Finally, if the solute molecule undergoes specific interactions with either 
the water or the bilayer interior, the corresponding energy contributions 
are acknowledged in the term AGsp. Examples for specific interactions are 
hydrogen bonds between the solute and water molecules (Paula etal., 1996). 
Furthermore, the shielding effect of hydrating water molecules reduces the 
effect of the dipole potential inside the bilayer and is included in this term 
as well. 

After having added all the terms that contribute to AG, the partition 
coefficient K can be obtained according to Eq. (5 ) .  If the reference state 
for the energy calculation is the state of infinite dilution, K must be con- 
verted into molarities before P is calculated. 
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B. Permeability of Nonelectrol’es 

The value of any theory is tested when its predictions can be compared 
with experimental results. If the solubility-diffusion theory is correct, it 
should be possible to assess the permeability coefficient of any solute given 
the diffusion coefficient, partition coefficient, and the bilayer thickness. 
Critical tests of permeability theories can be carried out by measuring the 
permeability coefficient as a function of a parameter that can be varied 
experimentally and checking the results against the theoretical prediction. 
One such parameter is the partition coefficient K.  In the past, the solubility- 
diffusion model has been validated for nonelectrolytes by a large number 
of measurements in which partition coefficients ranging over many orders of 
magnitude were graphed against permeability coefficients and the expected 
straight line was obtained (Fig. 1). Another useful parameter is the thickness 
of the hydrophobic region of the bilayer. Its effect on P can be obtained 
directly from Eq. (4), in that varying the bilayer thickness from very thin 
(20 A) to very thick (37 A) should cause P to decrease by a factor of 
roughly five. As illustrated in Fig. 4, this is exactly what is observed for the 
nonelectrolytes urea, glycerol, or water itself (Paula et al., 1996), providing 
additional support for the mechanism. 

Overton was the first to recognize that permeability coefficients are pro- 
portional to the partition coefficient of the permeant in an oil/water system. 
Equation (4) verifies the linear relationship between P and K. It should 
be noted that Overton used measured bulk partition coefficients rather 
than calculated ones. A drawback of this approach is that the effect of the 
finite thickness of the bilayer is not accounted for and consequently bilayer- 
specific effects arising from image forces or internal dipole potentials are 
ignored. For instance, certain solutes have a higher P value than estimated 
from Overton’s rule, and these exceptions are mostly small molecules with 
high dipole moments for which the effects of image forces and dipole 
potentials are strongest. 

In summary, Overton’s rule provides a good first estimate of P for solutes 
with known partition coefficients. Furthermore, at a time when there was 
virtually no knowledge of membrane structure, it offered remarkable insight 
into the nature of the permeation barrier imposed by membranes. 

C. Permeability of Ionic Solutes 

Can the same principles that apply to nonelectrolytes be used to estimate 
the permeation of ions? From the experimental point of view it is notewor- 
thy that permeability coefficients of ions are much smaller than those of 
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FIGURE 4 Permeability coefficients for water, urea, and glycerol [experimental data 

from Paula er al. (1996)l. Solid lines are calculated values (solubility-diffusion mechanism) 
and the dashed line is calculated values (pore mechanism for water). 

small nonelectrolytes. The higher permeation barrier originates mainly in 
the Born energy, which is large and positive and causes the solubility of 
ions in the bilayer interior to be very low (Parsegian, 1969). In contrast, 
the contribution of the Born energy for nonelectrolytes only plays a role 
if the molecule is relatively small and possesses a significant dipole moment. 

When calculating permeability coefficients according to the solubility- 
diffusion mechanism, it is crucial to use hydrated ionic radii, as bare radii 
give values that are orders of magnitude below experimental results. This 
is most apparent for protons, which give absurd values if the bare radius 
is used. It has been shown that ionic permeation can be described properly 
by using hydrated radii in conjunction with the solubility-diffusion mecha- 
nism (Paula et al., 1996,1998). The method works well for halide anions and 
also for cations, if the bilayer is sufficiently thick. However, discrepancies 
become apparent for cations in thin bilayers. These are addressed in Sec- 
tion IV. 
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IV. PERMEATION THROUGH TRANSIENT PORES 

Although the solubility-diffusion mechanism is satisfactory for most per- 
meants, there are a few instances in which it clearly fails. These mismatches 
are encountered in thinner bilayers if the permeants are positively charged 
ions, such as potassium in liposomes made from phosphatidylcholines. In 
this case, the permeability coefficients are greater than predicted by the 
solubility-diffusion model. To account for this discrepancy, transient pores 
in the bilayer produced by thermal fluctuations have been suggested as an 
alternative pathway (Fig. 5). Parsegian (1969) showed that the energy of 
an ion located inside an aqueous pore is significantly smaller than the 
energy of the same ion in the hydrophobic part of the bilayer. As a result 
of this lower diffusion barrier, the permeation rate of ions is accelerated. 
The primary question here is whether a sufficient number of pores is present 
in the bilayer so that the net rate of ions permeating through pores can 
exceed that of ions permeating by solubility and diffusion. Intuitively, this 
pathway becomes an attractive alternative as bilayers tend to become more 
unstable with decreasing bilayer thickness. 

d - 
FIGURE 5 Permeation through hydrophilic pores. 
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A. Theoly 

The following paragraphs use the potassium ion as an example to illus- 
trate permeation through transient pores. Calculating a permeability coef- 
ficient for an ion through a bilayer of a given thickness is mathematically 
challenging, although attempts have been made to achieve this goal (Markin 
and Kozlov, 1985). For simplicity, the approach introduced by Hamilton 
and Kaler (1990) will be used. This model is semiempirical and is based on 
a number of assumptions, but has the advantage of being easy to approach 
mathematically without losing its validity. 

The model assumes that permeants pass through transient, hydrated 
pores formed by thermal fluctuations in the bilayer. Hydrophilic pores are 
assumed in the model rather than unhydrated, hydrophobic pores because 
their formation is considered to be energetically less costly and therefore 
more likely. The rate at which permeants cross the bilayer is related to the 
probability at which pores of sufficient size and depth appear in the bilayer. 
The probability of pore formation can then be written as an exponential 
function of the energy necessary to form a pore of given area and depth. 
Hamilton and Kaler (1990) expressed these ideas in the following equation: 

where the parameters k ,  and k2 are the energies required to create a pore 
of unity area and of unity depth in the bilayer. They were determined by 
fitting a set of experimental data to Eq. (7). Alternatively, one could use 
bending constants of bilayers to calculate the energy that is required to 
form a pore of given size. Equation (7) can then be used to compare 
theoretical to measured permeability coefficients as a function of parame- 
ters such as bilayer thickness or solute size. 

B. Comparison of Pore and Solubility-Difision Permeation Models 

By using the appropriate parameters for a potassium ion, Eq. (7) yields 
a more adequate description of potassium permeability in thin bilayers 
than the corresponding equation for the solubility-diffusion mechanism 
(Fig. 6). Because of the strong dependence of P on d, the pore mechanism 
predicts a steep increase in P as the thickness of the bilayer is reduced, 
which is exactly what is observed in experiments. This strongly suggests 
that permeation through transient hydrated pores in thin bilayers is the 
dominating pathway for potassium ions. In thinner bilayers, permeation by 
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from Paula et al. (1998)J Solid lines are solubility-diffusion mechanism and dashed lines are 
pore mechanism. 

solubility and diffusion contributes insignificantly to the overall ion trans- 
port, but becomes increasingly relevant in thicker bilayers. 

In general, Eqs. (4) and (7) offer the possibility of comparing the charac- 
teristic parameter sensitivity of P for the two mechanisms. For example, 
as illustrated in Fig. 7, the sensitivity of the pore mechanism to solute size 
is much less than that of the solubility-diffusion mechanism. Exactly the 
opposite is true if the bilayer thickness d is varied. Here, the pore mechanism 
exhibits greater parameter sensitivity (see Fig. 6). These very different 
characteristics become useful when assigning a permeation mechanism to 
a certain solute. This point is illustrated by discussing the permeation of 
the inorganic anions chloride, bromide, and iodide through phospholipid 
bilayers whose thickness is varied between 32 and 48 carbon atoms (Paula 
et al., 1998). 
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Interestingly, the pore mechanism does not provide a satisfactory answer 
for these halides, despite the fact the their bare radii are in the same size 
range as that of potassium (K' = 1.6 A; C1- = 1.8 A). If P of a halide is 
plotted versus d, the resulting graph more closely resembles that expected 
from the solubility-diffusion mechanism, even in the region of thin bilayers. 
Furthermore, the permeability coefficient increases by a factor of roughly 
five in the order Pel < PBr < PI, although the hydrated radii are very 
similar. This order of increase in P plus its strong radius dependence can 
only be explained by the solubility-diffusion mechanism using hydrated 
ionic radii and not by the pare mechanism. Both observations indicate 
that the solubility-diffusion mechanism is the preferred path for halide 
permeation. Table I1 summarizes the contrasting parameter sensitivities of 
the two mechanisms. 
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TABLE I1 
Comparison of the Parameter Sensitivity of the Solubility-Diffusion and the 

Pore Mechanism 

Parameter Solubility-diffusion mechanism Pore mechanism 

Bilayer thickness Moderate sensitivity Pronounced sensitivity 

Solute radius Pronounced sensitivity Little sensitivity 

Sign of solute charge Panion ' Pcation Panion > Pcation" 

Depends on the nature of the lipid head group. 

V. PROTON PERMEATION 

Among all the permeants that are of biological interest, protons should 
be regarded as a special case. Proton transport across cell membranes 
has many biologically important functions. For example, chemical energy 
gained by the redox reactions of the respiratory chain is stored in an 
electrochemical gradient across the mitochondria1 membrane, which is then 
used for ATP synthesis. Obviously, processes like this require membranes 
that provide a sufficiently large diffusion barrier for protons. Passive proton 
permeation has therefore been the center of interest of many studies (Nich- 
ols and Deamer, 1980; Elamrani and Blume, 1983; Perkins and Cafiso, 1986). 

One of the most intriguing experimental observations is the magnitude 
of the permeability coefficient for protons, which surpasses that expected 
from other monovalent cations by several orders of magnitude. How might 
such a large anomaly arise? 

We can begin by attempting to calculate the permeability expected from 
the solubility-diffusion model and the transient pore model. In order to 
do this, we need to assign an appropriate radius to the permeating hydrogen 
cation. Clearly, using the radius of a bare proton gives unrealistically small 
values for P and ignores experimental evidence for the hydration of protons 
in aqueous solutions. Species such as H30+ or H904+ seem to be a better 
choice. In the case of the solubility-diffusion model, the radius of H30' 
yields permeability coefficients that are orders of magnitude lower than 
what is observed experimentally, while the radius of H904+ gives a P value 
that is consistent with experimental data (Paula et al., 1996). However, this 
is an arbitrary choice with no experimental support, and it is therefore 
worth considering whether other mechanisms could also account for the 
proton permeability anomaly. 

One possibility is that transient defects occur to some extent in virtually 
all lipid bilayers and that their relative numbers are a function of bilayer 
thickness. As discussed earlier, thinner bilayers have larger numbers of 
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such defects, which becomes a dominant permeation mechanism for ions 
such as potassium. It also seems likely that the transient defects exist over 
a wide range of time scales, with some being so short lived that potassium 
ions simply do not have sufficient time to diffuse across the bilayer. How- 
ever, protons can diffuse by a special mechanism that is not available to 
other cations, which involves hopping along hydrogen-bonded chains of 
water. One example of this hopping is the translocation that occurs along 
the single strand of water molecules in the gramicidin channel (Myers and 
Haydon, 1972; Levitt et al., 1978; Akeson and Deamer, 1991). A more 
general mechanism for proton transport in biological systems has been 
explored by Nagle and Tristram-Nagle (1983). 

To explain the extraordinarily high proton permeability when it was first 
observed in liposomes, Nichols and Deamer (1980) postulated that protons 
might travel along water wires that span the membrane through short-lived 
defects. A proton could then travel through very short-lived defects that 
do not exist long enough to accommodate other monovalent inorganic ions. 

Molecular dynamics simulations have provided considerable insight into 
permeation processes across membranes. The strength of this method is 
that it takes into account inhomogeneities in the bilayer and that it presents 
molecular details that continuum models such as those described earlier 
cannot provide. The first solutes whose permeations through bilayers were 
described by simulations were small molecules such as methane and helium 
(Sok and Berendsen, 1992). More recently, biologically more interesting 
species such as water and protons have been addressed as well (Marrink 
and Berendsen, 1994; Marrink et al., 1996). The result for protons is highly 
pertinent to the discussion here. That is, Marrink et al. (1996) showed that 
a single strand of water produced within a transient defect in a lipid bilayer 
could exist for a few picoseconds, just long enough to accommodate the 
transport of a single proton before being dispersed. 

To summarize, we now have two alternative hypotheses that at least 
qualitatively account for the anomolously high proton permeability of lipid 
bilayers. If protons can partition into bilayers as H904+, the solubility- 
diffusion mechanism can account for the high permeability. However, if 
short-lived transient defects are present that allow protons, but not other 
cations, to be translocated along hydrogen-bonded water chains, the anom- 
aly would be explained by a variation of the pore model. It will be interesting 
to see whether future research approaches will be able to test experimentally 
the two hypotheses. 

VI. SUMMARY 

Overton’s basic concept of solubility and diffusion can account for a 
remarkable variety of solute transport across the lipid bilayer moiety of 
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membranes, particularly for the diffusional translocation of small neutral 
molecules. The solubility-diffusion model can also account for the transport 
of monovalent cations and halide ions in typical lipid bilayers, but it must 
take into account other energy barriers, particularly Born energy and hydro- 
phobic energy related to the size of the hydrated ion. Solubility-diffusion 
fails when one attempts to describe cation transport across thin lipid bilayers 
such as those composed of 14 carbon phosphatidylcholines, and it becomes 
necessary to propose that a second process comes into play, which is ion 
translocation through transient defects in the bilayer. This mechanism be- 
comes most important for explaining proton translocation, which occurs at 
five to six orders of magnitude greater rates than expected from the perme- 
ation of other monovalent cations. Here the best explanation is that very 
short-lived strands of hydrogen-bonded water in the defects allow protons 
to cross by hopping along hydrogen-bonded chains of water molecules, a 
mechanism that is not available to other cations. 
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1. INTRODUCTION 

One of the early descriptions of water transport appeared in a monograph 
by Dr. W. Pfeffer (1877), in which many highly perceptive observations 
are made about how water might move across lipid and cell membranes. 
There are numerous hints about molecular advances to come more than a 
century later, such as the existence of “membrane particles” involved in 
water transport. The underpinnings for much of the recent work were 
established in the 1950s and 1960s, where water transport was characterized 
in erythrocytes, kidney tubules, and amphibian urinary bladder. These 
tissues were found to have remarkably higher water permeability than lipid 
bilayers, and in the case of amphibian urinary bladder, water permeability 
could be turned on and off by addition of the hormone vasotocin. In human 
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erythrocytes, a constitutively high water permeability could be inhibited 
by >90% by mercurial sulfhydryl reagents. 

Much of the work in the field in the 1970s and 1980s was directed at the 
characterization of water permeability in different artificial and biological 
membranes and in the search for the molecules responsible for facilitated 
water transport. The 1980s were a time of significant advances in defining 
the cell biology of vasopressin-regulated water permeability in amphibian 
urinary bladder and kidney-collecting duct epithelia. Elegant analyses by 
freeze-fracture electron microscopy suggested a membrane-cycling mecha- 
nism in which vasopressin induces the exocytic insertion of vesicles contain- 
ing specific intramembrane particles (putative water channels) into the 
apical plasma membrane. The resultant increased water permeability is 
subsequently turned off by hormone removal and endocytic retrieval of 
the water-transporting particles. The reader is referred to Finkelstein (1987) 
and Verkman (1989) for further descriptions and references to older work 
in the field. 

The 1990s have been a time of remarkable advances in the molecular 
identification and structure-function analysis of water transporting proteins 
in cells. There are now at least 10 water-transporting proteins (“water 
channels” or “aquaporins”) in mammals and many more in plants, bacteria, 
and other organisms (reviewed in Agre et al., 1993; Chrispeels and Maurel, 
1994; Van 0 s  et al., 1994; Knepper, 1994; Verkman et al., 1996). Several 
different types of membrane transporters have been found to carry water 
under some conditions. Technical advances in the measurement of water 
transport and in structure analysis by diffraction methods have yielded key 
information on water channel structure-function relationships. Transgenic 
mouse models with specific deletions in water channel proteins have been 
developed to study the physiological role of water channels. This chapter 
reviews the basic biophysical description of water transport, modern mea- 
surement approaches, current knowledge about how water moves through 
bilayers and aquaporin water channels, and recent advances in the field. 
Although significant progress has been made in the past decade, there are 
major discoveries yet to come, particularly in the realm of translating the 
advances in basic science into clinically useful diagnostic and therapeutic 
modalities. 

I I .  BIOPHYSICS OF WATER TRANSPORT 

A. Parameters Defining Water Permeability 

This section briefly reviews the biophysical parameters that characterize 
water transport. More extensive treatment of this subject can be found in 
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Finkelstein (1987) and Verkman (1989). Consider a semipermeable mem- 
brane separating compartments 1 and 2 (Fig. 1) in which there is one type 
of impermeant and permeant solute. The volume flow (J,, cm3/sec) across 
the membrane is defined by 

J v  = Pf s v w  [ ( G 2  - CiJ + up(cp2 - Cpl) + (PI - P2)/RT], (1) 
where P f  (cm/sec) is the osmotic water permeability coefficient, S (cm2) is 
the membrane surface area, vw (18 cm3/mol) is the partial molar volume 
of water, P is the hydrostatic pressure (atm), up is the reflection coefficient 
of the permeant solute, cII and c , ~  are the osmolalities of impermeant solutes 
on sides 1 and 2, and cpl and cp2 are the osmolalities of permeant solutes 
on sides 1 and 2. Jv is defined as positive in the direction from side 1 to 2. 
Pf is a phenomenological coefficient that is independent of osmotic gradient 
size and direction for simple membranes. Equation (1) also provides a 
accurate description of transport across complex barriers such as epithelia, 
provided that the details of individual pathways are taken into account. 
The flux (I,,  mol/sec) of an uncharged permeant solute (cp) is 

J, = P,  s (CPl - cp2) + J ,  (1 - up) <cp>, (2) 
where P,  (cm/sec) is the solute permeability coefficient and <cp> is the 
mean solute concentration in the pore. Equations (1) and (2) (the Kedem- 
Katchalsky equations) are formally valid for small osmotic and solute gradi- 
ents and should be used with caution in real experimental situations. For 
charged solutes, the equations are modified to include electroosmotic phe- 

semipermeable 
/ membrane 

C P 2  
C i2 

FIGURE 1 Water and solute transport across a semipermeable membrane. A membrane 
is depicted with specified osmotic water permeability coefficient ( P t ) .  permeant solute diffusion 
coefficient (PJ, and solute reflection coefficient (up). lmpermeant solutes (cI1 and cI2) and 
permeant solutes (cpl and cpz) are shown. Transmembrane volume flow (Jv) and solute flux 
(I,) are indicated. See Eqs. (1) and (2) for a quantitative description of coupled water and 
solute transport. 
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nomena. The second term in Eq. (2) defines the solvent drag of a solute 
with up less than unity. Equations (1) and (2) have been integrated numeri- 
cally for specific geometries in various studies involving up determination 
(Levitt and Mlekoday, 1983; Pearce and Verkman, 1989; Shi et al., 1991; 
Yang and Verkman, 1998). Values of up << 1 have been taken as evidence 
for a common water/solute pathway; however, the experimental determina- 
tion of up is often challenging and subject to a variety of artifacts. 

For water movement through distinct water-transporting units such as 
aquaporin-type water channels, it is useful to define a single channel osmotic 
water permeability pf (cm3/sec) as pf = Pf/n, where n is the membrane 
density of functional water channels (number/cm2). The single channel 
water permeability has been thought to be useful in describing channel 
geometry. However, it is becoming evident that water channels have a 
complex structure in which relating pore geometry to water permeability 
will require atomic resolution structure information and molecular dynam- 
ics computations. 

Another useful parameter describing a water-transporting membrane is 
the Arrhenius activation energy (E,, kcal/mol), obtained from the slope of 
a plot of In Pf vs URT, where R is the gas constant and T is the absolute 
temperature. E, is generally high (> 8 kcal/mol) for water movement 
through a lipid membrane and low (< 6 kcal/mol) for water movement 
through aqueous channels (Finkelstein, 1987; Verkman, 1989). The high 
E, for water movement through lipid may be related to the formation 
and breaking of hydrogen bonds as water moves between aqueous and 
membrane phases. The low E, for channel-mediated water transport is 
related to the weak temperature dependence of water self-diffusion and 
of the diffusion of small solutes in an aqueous phase. It is noted that 
conclusions about water-transporting mechanisms based on E, values 
should be viewed cautiously in biological membranes where multiple water- 
transporting pathways might be present and where the lipid and protein 
states may undergo complex temperature-dependent changes. It is also 
noted that E, can be low (-5 kcaymol) if Pf is unstirred-layer limited, even 
in the absence of water channels. 

The ratio of osmotic-to-diffusional water permeability (Pf/Pd) can also 
provide useful information about the presence of a facilitated water- 
transporting pathway. The diffusional water permeability coefficient Pd 
(cm/sec) is defined in terms of the rate of water transport (exchange) across 
a membrane in the absence of an osmotic gradient, 

J H ~ O  = p d  s ([H20*1] - [Hz0*2]), (3) 
where .IHZO is the diffusive water flow and [H20*] is the concentration of 
“labeled” water (see later). Pf/Pd should equal unity for a simple lipid 
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bilayer membrane that does not contain water channels. Pf/Pd can be greater 
than unity when water moves through a wide pore or narrow channel or 
when measured Pd is less than true membrane Pd because of unstirred 
layers. Various equations have been derived that relate pf and Pf/Pd to 
pore geometries (e.g., right cylindrical wide pore and narrow channel, 
telescope-like pore; Finkelstein, 1987; Hill, 1994); however, as mentioned 
earlier, it is unlikely that these simplified equations provide useful informa- 
tion for real channels. 

B. Measurement of Water Permeability 

Of the parameters listed earlier, the osmotic water permeability is the 
most important parameter in characterizing a water-transporting pathway. 
Various strategies have been developed for the measurement of osmotic 
water transport across the limiting membrane in vesicles and cells and 
across serial membrane barriers in epithelia. In vesicles and cells, the rate 
of water transport is deduced from the time course of vesicle/cell volume 
change in response to an imposed osmotic gradient. Transepithelial water 
transport requires the measurement of net water displacement by direct 
volume determination or from the dilution of a membrane-impermeant 
marker. The available methods are reviewed next with emphasis on newer 
methods for water transport measurement. 

1. Pf in Liposomes and Vesicles 
Light-scattering and fluorescence-quenching methods are suitable for the 

measurement of Pf in reconstituted proteoliposomes and in biomembrane 
vesicles such as plasma membrane vesicles and endosomes. Light scattering 
is based on the dependence of elastically scattered light on liposome volume. 
Usually a stopped-flow apparatus is used to establish an osmotic gradient. 
Pf is computed from the time course of scattered light intensity, vesicle 
size, and an empirically determined relation between light scattering and 
vesicle volume (Van Hoek and Verkman, 1992). Fluorescence quenching 
is based on concentration-dependent self-quenching of certain fluorophores 
such as FITC-dextran and carboxyfluorescein (Chen et al., 1988). Vesicles 
or liposomes are loaded with a high concentration of fluorophore and 
subjected to an inwardly directed osmotic gradient. Water efflux causes 
vesicle shrinkage and increasing fluorophore concentration, resulting in 
self-quenching and decreased fluorescence (Fig. 2A). Pf is determined as 
in the light-scattering method but with an empirical fluorescence vs volume 
relation. Fluorescence quenching has been used to measure water perme- 
ability in plasma membrane vesicles (Chen et al., 1988) and endosomes 
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from toad urinary bladder (Shi et al., 1990) and kidney (Verkman et al., 
1988) containing the vasopressin-sensitive water channel. 

2. Pf in Cells in Suspension 
The light-scattering method has been used extensively to measure water 

permeability in erythrocytes (Levitt and Mlekoday, 1983; Macey, 1984), 
but has limited applications in larger and more complex cells. Light scatter- 
ing was used recently to show that immunoisolated type I alveolar epithelial 
cells from lung had the highest water permeability of any mammalian cell 
membrane studied to date (Dobbs er al., 1998). Concerns in the use of 
light scattering in cells include unstirred layers, uncertainties in cell surface 
area, possible artifacts arising from cell shape changes, and (volume- 
independent) light scattering from intracellular structures. For this reason, 
Pf data should be confirmed by measurements in membrane vesicles isolated 
from the cells, as was done in the type I cell study. For very large cells 
such as Xenopus laevis oocytes, cell volume can be monitored directly by 
image analysis (Zhang er al., 1990). 

FIGURE 2 Optical methods for the measurement of osmotic water permeability across 
membranes. (A) Self-quenching of an entrapped fluorescent dye. Liposomes or vesicles are 
loaded with a membrane-impermeant dye. In response to an increase in external osmolality, 
there is decreased volume, increased fluorophore concentration, and fluorescence self- 
quenching. ff is determined from the time course of the decreasing fluorescence. (B) Total 
internal reflection fluorescence (TIRF) microscopy. Cells are grown or immobilized on a 
transparent support and the cytoplasm is stained with a fluorescent dye. The cells swell in 
response to a decrease in extracellular perfusate osmolality, resulting in cytoplasmic dye 
dilution. The concentration of cytoplasmic dye is measured by TIRF optics using a laser beam 
to illuminate only 100-200 nm of the cytoplasm beneath the cell surface. fr is determined 
from the time course of decreasing fluorescence. ( C )  Spatial-filtering microscopy. A cell layer 
is positioned in the object plane of a phase contrast for dark-field microscopy. Cell swelling 
in response to a decrease in perfusate osmolality results in a redistribution of transmitted 
light between zero and higher order beams. Spatial filtering in the back focal plane produces 
a change in integrated signal intensity in the image plane, which is directly related to changes 
in cell volume. (D) Perfused cylindrical epithelia such as kidney tubules or airways. The tubule 
is perfused at constant flow with a solution containing a membrane-impermeant fluorescent dye 
and bathed in a solution of different osmolality. In the steady state, fluorescence changes 
along the tubule axis because of transepithelial water movement. ff is determined from the 
fluorescence at the distal end of the tubule. (E) Airspace-to-capillary water permeability in a 
perfused lung. The airspace is filled with saline containing a membrane-impermeant fluorescent 
probe, and pleural surface fluorescence is monitored by epifluorescence microscopy. In re- 
sponse to a decrease in osmolality in fluid perfused into the pulmonary artery, water moves 
into the airspace and dilutes the flucnophore. Surface fluorescence provides a quantitative 
measure of intraalveolar fluorophore concentration. See text for references and additional de- 
tails. 
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3. Membrane Pf in Adherent Cells and Epithelia 
Measurements of cell plasma membrane water permeability are often 

required in adherent or flat cell sheets such as cultured or transfected cells 
and in intact epithelia such as amphibian urinary bladder. Although Pf 
measurements have been made by light scattering in some types of cells 
cultured on glass coverslips (Fischbarg et al., 1990; Echevarria and Verk- 
man, 1992), the light-scattering method has limited utility in these systems 
for the reasons mentioned earlier. Several new strategies have been devel- 
oped to measure Pf in adherent cells and intact epithelia. A total internal 
reflection fluorescence (TIRF) method was developed for Pf measurement 
in cells cultured or immobilized on a transparent rigid support (Farinas et 
al., 1995). Cell cytoplasm was stained with a polar fluorescent indicator 
such as calcein, and relative cell volume (inversely proportional to indi- 
cator concentration) was deduced from the TIR fluorescence from a thin 
(< 200 nm) layer of cytoplasm near the transparent support (Fig. 2B). 
TIRF was applied to measure Pf in cells transfected with the vasopressin- 
regulated water channel AQP2 (Katsura et al., 1995; Valenti et al., 1996). 
A strategy to measure the volume of nonadherent epithelial cell layers, 
such as cells cultured on porous supports or epithelial layers, was developed 
based on the dependence of intracellular refractive index on cell volume. 
A proof-of-principle study was initially done utilizing laser interferometry 
(Farinas and Verkman, 1996) in which changes in intracellular refractive 
index were quantified by measurement of the small changes in optical path 
length of a laser beam passing through a cell layer. Although membrane 
Pf could be measured in cultured epithelial cells and an intact epithelium 
(toad urinary bladder), the interferometry method is impractical for use in 
most laboratories because of the requirement of specialized optical instru- 
mentation and the need for constant temperature, vibration-free facilities. 
A simple method has been developed to exploit the dependence of the 
intracellular refractive index on cell volume utilizing spatial filtering Fourier 
optics as found in common phase contrast and dark-field microscopes (Fig. 
2C; Farinas et al., 1997). With the appropriate arrangement of optics, the 
intensity of transmitted monochromatic light is a direct measure of cell 
volume. The spatial filtering method was used to measure apical vs basolat- 
era1 membrane water permeabilities in MDCK cells, primary cultures of 
tracheal epithelia, and intact toad urinary bladder. 

4. Transepithelial Pf in Intact Tissues 
The classical gravimetric method to measure osmotically induced trans- 

epithelial water transport in amphibian urinary bladder sacs involves serial 
measurements of sac weight. For a flat cell layer, such as cells cultured on a 
porous support or intact epithelia, net volume transport has been measured 
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using Ussing chambers and sensitive capacitance probes (Toriano et al., 
1998) or, when water transport rates are high, using a membrane- 
impermeant volume marker on one side of the chamber (Deen et al., 1997). 
For a cylindrical epithelial cell layer, such as a kidney tubule, Pf has been 
measured by in vitru perfusion using a membrane-impermeant marker 
perfused through the lumen. In the presence of a perfusion bath-to-lumen 
osmotic gradient, transepithelial Pf is determined from perfused vs collected 
marker concentrations, lumen flow, lumen and bath osmolalities, and tubule 
length and surface area. A fluorescence method to measure marker concen- 
tration (without the need for collection of luminal fluid) was developed in 
which a membrane-impermeant fluorescent indicator, such as FITC- 
dextran, was used as the luminal volume marker (Fig. 2D; Kuwahara et 
al., 1988). This method provided an accurate real-time measurement of Pf 
in the perfused kidney-collecting duct (Kuwahara et al., 1991) and distal 
airways (Folkesson et al., 1996) Specialized techniques for Pf measurements 
in intact organs have been developed. To measurement Pf between the 
airspace and capillary compartments in lung, the airspace was filled with 
fluid containing a membrane-impermeant fluorophore at low concentra- 
tions and the pulmonary artery was perfused with solutions of specified 
osmolalities (Fig. 2E; Carter et al., 1996). Pleural surface fluorescence is 
monitored continuously by epifluorescence microscopy. Because of the 
finite penetration depth of the excitation light, the surface fluorescence 
signal is directly proportional to the airspace fluorophore concentration 
and thus to airspace osmolality. In response to a change in pulmonary 
artery perfusate osmolality, water flows between the airspace and perfusate 
compartments. The pleural surface fluorescence method was used to dem- 
onstrate high airspace-to-capillary water permeability in mouse lung (Carter 
et af., 1996) and developing neonatal rabbit lung (Carter et al., 1997). A 
method has been developed to measure microvascular endothelial Pf in 
intact lung by filling the airspaces with an inert perfluorocarbon and perfus- 
ing the pulmonary artery with solutions of different osmolalities containing 
identical fluorophore concentrations (Carter et al., 1998). 

5. Diffusional Water Permeability 
As described earlier, measurements of diffusional water permeability 

( P d )  are potentially useful if care is taken to avoid or carefully correct for 
unstirred layer effects. Conventional strategies utilize radioactive water 
(3H20) or magnetically labeled water ['H nuclear magnetic resonance 
(NMR)]. However, 'H20 uptake studies are generally impractical because 
of rapid water diffusional transport rates, and 'H NMR requires large 
sample quantities and the use of toxic paramagnetic quenchers to decrease 
proton relaxation times. A simple optical strategy has been developed to 
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measure Pd based on the dependence of the fluorescence quantum yield 
of certain fluorophores to solution H20/D20 content. After screening a 
series of fluorophores, it was found that the fluorescence of aminonaptha- 
lene trisulfonic acid (ANTS) increased by more than three-fold in D 2 0  vs 
H20. D20/H20 exchange was used to measure Pd in liposomes and red 
cell membranes (Ye and Verkman, 1989), perfused kidney tubules (Kuwa- 
hara and Verkman, 1988) and airways (Folkesson et al., 1996), and the 
intact perfused lung (Carter et aL, 1996). Other potentially feasible strategies 
to measure Pd include exploiting the different infrared absorbances, refrac- 
tive indices, and densities of D 2 0  vs H20. 

111. WATER TRANSPORT ACROSS LIPID MEMBRANES 

Lipid bilayers have consistently very low permeability for small ions and 
polar solutes. However, a wide range of water permeabilities have been 
found, with Pf values of < cdsec  for some membranes below their 
phase transition temperature to values as high as 0.01 cm/sec (reviewed in 
Fettiplace and Haydon, 1980). Many studies have demonstrated that water 
permeability through lipid bilayers depends strongly on lipid composition 
and sterol content, which alter lipid structure and fluid state. In general, 
maneuvers that decrease membrane fluidity (e.g., cholesterol addition) 
result in decreased Pf, whereas maneuvers that increase membrane 
fluidity (e.g., general anesthetics) result in increased Pf. Although a simple 
solubility-diffusion mechanism (in which permeability depends on water 
partitioning and diffusion in lipid) has provided crude values (generally 
underestimates) for Pd in some membranes, such simple considerations are 
not useful in predicting effects of lipid composition on water permeability. 
In the older literature, various models involving the diffusion of intramem- 
brane defects have been proposed to describe transport across lipid mem- 
branes. Although there has been little recent work in this area, it might be 
useful to reexamine the mechanistic basis of water movement through 
lipids using recent biophysical studies of membrane structure by X-ray and 
neutron-scattering methods and fluorescence spectroscopy. 

There has been recent interest in mechanisms that are responsible for 
making biological membranes relatively water impermeable. The Pf of 
various biological membranes, such as the ascending limb of Henle in 
kidney and the mammalian urinary bladder (Chang et al., 1994), are lower 
than Pf in many artificial lipid bilayers. Of the cultured mammalian cells 
that have been studied, MDCK canine kidney epithelial cells have relatively 
low water permeability (Farinas et al., 1995; Timbs and Spring, 1996). It 
has been proposed that low membrane fluidity in biological membranes 
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(not containing water channels) is a primary determinant of their low water 
permeabilities (Lande et al., 1995). Additional cellular factors may also be 
involved, such as effects of membrane proteins on lipid structure, bilayer 
asymmetry, and effects of skeletal protein-membrane interactions. The 
maintenance of low water permeability in some membranes is probably 
important physiologically. In kidney, for example, dilute urine is formed 
by the transport of salts (without water) out of the lumen of the ascending 
limb of Henle, with subsequent passage of urine through the lumen of the 
unstimulated collecting duct. 

IV. WATER TRANSPORT ACROSS BIOLOGICAL MEMBRANES: 
WATER CHANNELS 

A. Aquaporin Water Channels 

There are at present at least 10 water-transporting proteins identified in 
mammalian tissues, many more in plants, and a few in other organisms 
including amphibia and bacteria. Each of the proteins is small (28-31 kDa) 
and related to the major intrinsic protein (MIP) of lens fiber. Aquaporin- 
type water channels contain several conserved amino acid sequences, in- 
cluding two NPA motifs, with overall amino acid identities of 20-60% after 
sequence alignment. Hydropathy plots of the aquaporins are similar and 
suggest six transmembrane helical segments. In addition, homology in 
amino acid sequence between the first and second halves of each protein 
suggests genesis from tandem, intragenic duplication of a three transmem- 
brane segment (Reizer et al., 1993). 

Several of the aquaporins are expressed only in one tissue. MIP (also 
called AQPO) is expressed only in lens, and AQP2 (Fushimi et al., 1993) 
and AQP6 (Ma et al., 1996, 1997a) only in kidney. The other aquaporins 
are expressed widely. AQPl was cloned initially from erythrocytes (Preston 
and Agre, 1991) and is expressed widely in epithelia (kidney proximal tubule 
and descending limb of Henle, choroid plexus, ciliary body, gallbladder) and 
vascular endothelia (Hasegawa et al., 1993, 1994a; Nielsen et al., 1993a,b). 
AQP3 was cloned from kidney (Ishibashi et al., 1994; Ma et al., 1994; 
Echevarria et al., 1994) and is expressed in kidney-collecting duct, colonic 
epithelia, large airways, urinary bladder, conjunctiva, skin, and urinary 
bladder (Frigeri et al., 1995a,b). AQP4 was cloned initially from lung 
(Hasegawa et al., 1994a) and is expressed at the basolateral membrane of 
kidney-collecting duct, ependymal cells lining brain ventricles, astroglial 
cells in brain and spinal cord, skeletal muscle sarcolemma, and epithelial 
cells in stomach, trachea, airways, and colon (Frigeri et al., 1995a,b). AQP5 
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(Raina et al., 1995) is expressed in salivary and lacrimal glands and in lung 
alveolar epithelia. AQP7 (Ishibashi et al., 1997a; Kuriyama et al., 1997) is 
expressed in testis, adipose tissue, heart, and kidney. AQP8 (Ishibashi et al., 
1997b; Ma et al., 1997b; Koyama et al., 1997) is expressed in gastrointestinal 
organs (liver, colon, pancreas) and in testis and placenta. AQP9 (Ishibashi 
et al., 1998) is expressed primarily in peripheral leukocytes and, to a lesser 
extent, in gastrointestinal organs. Thus, aquaporins are generally expressed 
in cells involved in fluid transport; however, there are many exceptions 
such as AQP3 (expressed in skin and urinary bladder), AQP4 (astrocytes 
and skeletal muscle), AQP8 (hepatocytes), and AQP9 (leukocytes). The 
expression of water channels in nonfluid-transporting cells raises the possi- 
bility that some aquaporins have an as yet unidentified nonwater- 
transporting role. 

Functional studies of aquaporins have been done by the reconstitution 
of purified protein in liposomes (for AQPl and AQP4; Van Hoek and 
Verkman, 1992; Zeidel et al., 1992; Yang et al., 1997) and using heterologous 
expression systems including Xenopus oocytes, transfected mammalian cells 
and yeast (Ma et al., 1993; Katsura et al., 1995; Laize et al., 1995; Valenti 
et al., 1996; Yang et al., 1996). When purified and reconstituted in proteolipo- 
somes, AQPl increases water permeability approximately 100-fold, without 
increased permeability to protons, urea, and other small solutes (Preston 
et al., 1992; Van Hoek and Verkman, 1992; Zeidel et al., 1992). In Xenopus 
oocytes, AQPs 1, 2, 4, 5, and 6 appear to form water-selective channels 
(Fushimi et al., 1993; Hasegawa et al., 1994; Raina et al., 1995; Ma etal., 1996). 
Water movement through AQP4 is not mercurial sensitive (Hasegawa et 
al., 1994) because of the absence of a cysteine residue at a position equiva- 
lent to cysteine 189 in AQPl (Shi et al., 1995). Quantitative determination 
of single channel water permeabilities in Xenopus oocytes indicated that 
AQP4 has the highest intrinsic water permeability, followed by AQPl and 
AQP5, with relatively low intrinsic water permeability for MIP, AQP3, 
and AQP6 (Yang and Verkman, 1997). AQPs 3, 7,8, and 9 also transport 
various amounts of urea and glycerol along with water (Ishibashi et al., 
l994,1997a,b, 1998; Ma et al., 1994,1997b; Echevarria et al., 1994; Kuriyama 
et al., 1997). The role of solute transport through the aquaporins is not clear 
nor is it known why many related aquaporins with similar function exist. 

B. Aquaporin Water Channel Structure 

The majority of information about water channel structure has come 
from studies on AQPl because it is purified readily in large quantities from 
human erythrocytes. Early ultrastructural studies of AQPl topography 
were done by freeze-fracture electron microscopy (Verbavatz et al., 1993). 
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Intramembrane particles of <8 nm diameter and with a tetrameric substruc- 
ture were found in reconstituted proteoliposomes containing AQPl and in 
AQP1-transfected CHO cells. Although AQPl forms tetramers in mem- 
branes, it appears that each of the monomers functions independently 
as a water channel and probably contains its own water pore. Several 
heterodimers were constructed containing wild-type and mutated AQPl 
monomers (Shi et al., 1994). I t  was found that the water permeability and 
mercurial inhibition propertied of the heterodimers were equal to the sum 
of the properties of the individual monomers. Spectroscopy analysis of 
purified AQPl by circular dichroism and Fourier transform infrared spec- 
troscopy indicated 40-60% helical content, consistent with multiple 
membrane-spanning a helices (Van Hoek et al., 1993). 

Topological analysis of AQPl by epitope tagging and vectorial proteolysis 
suggested that matured AQPl monomers contain six membrane-spanning 
domains (Preston et al., 1994a). Interestingly, a study of AQPl biogenesis 
indicated that AQPl monomers are synthesized at the endoplasmic reticu- 
lum in an immature form containing four principal membrane-spanning 
domains (Skach et al., 1994). Water movement through individual AQPl 
monomers has been proposed to involve an aqueous channel formed by 
polar residues of helical domains (Skach et al., 1994) and/or by /3-sheet 
protein folds involving NPA residues (Jung et al., 1994). 

A series of AQPl structural studies were done by three groups by electron 
crystallography of two-dimensional AQPl crystals formed in reconstituted 
proteoliposomes. The Jap group utilized unmodified bovine CHIP29 (Li 
and Jap, 1997) and the Engel group has used unmodified human AQPl 
(Walz et af., 1997). The author’s group used enzymatically deglycosylated 
human AQPl that is relatively homogeneous in size (Cheng et al., 1997). 
The former studies were done using glucose-embedded specimens, whereas 
the Cheng et al. (1997) study was done by electron cryocrystallography in 
ice. The most recent data from each of the groups are in qualitative agree- 
ment. As shown in a side view (Fig. 3), each AQPl monomer probably 
contains six helical transmembrane domains forming a barrel that surrounds 
a putative aqueous pore. There is substantial extramembrane density and 
there may be densities lying above and below the pore; however, at the 
current resolution (4-6 A in plane) it is not possible to identify individual 
chains and residues. Work is in progress to improve the resolution obtain- 
able from two-dimensional cryjtals and to establish three-dimensional crys- 
tals for high-resolution X-ray crystallography. 

C. Water Movement through Nonaquaporin Pathways 

As described earlier, water can move across a biological membrane 
through the lipid portion of the membrane and through aquaporin-type 



FIGURE 3 Three-dimensional structure of an AQPl water channel monomer. Recon- 
struction adapted from Cheng et al. (1997) based on electron cryocrystallography of two- 
dimensional crystals of human AQPl in reconstituted proteoliposomes. There are six 
membrane-spanning tiled a helices labeled A-F. A putative aqueous pore is located at the 
center of the helices. 
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water channels. Numerous other transmembrane proteins, including ion 
channels, are presumed to contain an aqueous channel. Demonstration of 
electroosmotic phenomena supports the idea that ion channels can transport 
water under some conditions. The CFTR chloride channel, which when 
mutated causes the disease cystic fibrosis, is able to transport water when 
activation by CAMP (Hasegawa et al., 1992). However, the membrane 
densities of CFTR and other ion channels are generally <1 pm-’ of mem- 
brane. Even if the single channel water permeability is exceptionally high 
(lo-’’ cm3/sec), the membrane water permeability conferred by a channel 
at a density of 1 pm-2 is quite low cm/sec). In contrast, aquaporin- 
type water channels are generally expressed at membrane densities of 
103-104 pm-’. It is thus unlikely that ion transporters contribute importantly 
to net membrane water permeability. Other single-solute and cotransport 
proteins have been found to be able to transport water when expressed at 
high densities in Xenopus oocytes, including the glucose transporter GLUTl 
(Fischbarg et al., 1990; Zhang et al., 1991), the sodium-dependent glucose 
cotransporter SGLTl (Loo et al., 1996), and the urea transporter UT3 
(Yang and Verkman, 1998). Water transport by GLUTl and SGLTl is 
blocked by glucose transport inhibitors, and water transport by UT3 is 
blocked by urea transport inhibitors. Demonstration of a low urea reflection 
coefficient in oocytes expressing UT3 supported the conclusion that water 
and urea share a common pathway through UT3 (Yang and Verkman, 
1998). Although it is likely that water movement through many other 
membrane proteins will be demonstrated, it is unclear whether nonaqua- 
porin water channels provide a quantitatively important route for water 
transport in cell membranes. Initial studies in knockout mice lacking specific 
aquaporins (see later) suggest that aquaporins provide the major route for 
water permeation in many tissues. Functional studies are needed in knock- 
out mice lacking the nonaquaporin proteins that have nonzero water perme- 
ability. 

D. Transgenic Aquaporin Knockout Mice 

Several lines of indirect evidence have suggested that aquaporins have 
an important role in mammalian physiology: their strong expression in 
fluid-transporting tissues, their regulation in development, and the causal 
relationship of AQP2 mutations with the human disease nephrogenic diabe- 
tes insipidus (NDI) (Deen et af., 1995). Humans lacking AQPl (Colton 
null blood group) have been reported to be phenotypically normal (Preston 
et al., 1994b), although formal clinical studies have not been done on these 
rare individuals. Natural deletions of other aquaporins have not been identi- 
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fied. Unfortunately, nontoxic aquaporin inhibitors are not available at pres- 
ent to study the in vivo effect of functional aquaporin deletion. To study 
the role of aquaporins in mammalian physiology, the author’s laboratory 
has been generating transgenic knockout mice lacking specific aquaporins. 

1. AQPl Knockout Mouse 
A transgenic mouse lacking detectable AQPl protein was generated by 

targeted gene disruption (Ma et al., 1998). Knockout mice survived and 
appeared grossly normal, except for 10-15% decreased body weight com- 
pared to litter-matched wild-type and heterozygous mice. In kidney, AQPl 
is expressed strongly in the plasma membranes of proximal tubule, thin 
descending limb of Henle, and descending vasa recta. Initial evaluation of 
renal function indicated a severe urinary concentrating defect in AQPl 
knockout mice. After a 36-hr water deprivation, knockout mice became 
severely dehydrated with a 35% reduction in body weight and an increase 
in serum osmolality to >500 mOsm. The urine osmolality (-600 mOsm) 
was no higher than that before water deprivation. In contrast, body weight 
in wild-type and heterozygous mice decreased by 20-22 %, serum osmo- 
lality remained normal (310-330 mOsm), and urine osmolality rose to 
>2500 mOsm. It was concluded that AQPl knockout mice are unable to 
create a hypertonic medullary interstitium by countercurrent multiplication. 
Experiments indicate that proximal tubule reabsorptive capacity is also 
defective in AQPl null mice (Schnermann et al., 1998) and thin descending 
limb of Henle water permeability is greatly reduced (Chou et al., 1999). In 
isolated microperfused S2 segments of the proximal tubule, osmotic water 
permeability was decreased strongly in AQPl knockout mice, and isosmolar 
fluid absorption in the absence of an osmotic gradient was reduced by 50%. 
Free-flow micropuncture confirmed that AQPl knockout mice manifest 
defective proximal tubule reabsorption in vivo. AQPl is also expressed 
strongly in pulmonary microvascular endothelia where it has been proposed 
to provide the major route for transendothelial water movement. Using 
the pleural surface fluorescence method described earlier (Carter et al., 
1996), it was found that osmotic water permeability between the airspace 
and capillary compartments is more than five-fold decreased in AQPl 
knockout vs wild-type mice (Bai et al., 1999). Phenotype studies are in 
progress to determine the role of AQPl in eye, gastrointestinal, and neuro- 
muscular physiology. 

2. AQP4 Knockout Mouse 
Transgenic knockout mice lacking AQP4 water channels were also gener- 

ated by targeted gene disruption (Ma et al., 1997c). Their survival, growth, 
and gross appearance were not different from that in litter-matched wild- 
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type mice. Knockout mice had a mild decrease in maximum urine osmolality 
after water deprivation. In the vasopressin-treated, microperfused inner 
medullary-collecting duct, osmotic water permeability was four-fold lower 
in AQP4 knockout vs wild-type mice (Chou et al., 1998). It was concluded 
that AQP4 is the major functional basolateral membrane water channel of 
the inner medullary-collecting duct. The relatively mild defect in the urinary 
concentrating ability of AQP4 knockout mice is consistent with its selected 
expression in inner medulla; water channel AQP3 is expressed in more 
proximal portions of the collecting duct. An interesting result from AQP4 
knockout mouse was the demonstration that AQP4 is the “orthogonal 
array protein” (OAP). OAPs are regular square particle arrays that have 
been observed by freeze-fracture electron microscopy in many tissues, in- 
cluding the basolateral membrane of kidney-collecting duct epithelia, astro- 
cytes in brain, and skeletal muscle plasmalemma. It was proposed initially 
that AQP4 is the OAP protein based on its tissue distribution (Frigeri et 
al., 1995b) and the presence of OAPs in AQP4-transfected CHO cells 
(Yang et al., 1996). Direct evidence was obtained subsequently from freeze- 
fracture studies on kidney, skeletal muscle, and brain of wild-type vs. 
Knockout mice. OAPs were identified in every sample from wild-type and 
heterozygous mice and in no sample from AQP4 knockout mice (Verbavatz 
et al., 1997). Figure 4 is a freeze-fracture electron micrograph of AQP4- 
expressing CHO cells, showing E-face and P-face OAPs (A) and a gold 
label fracture with AQP4 antibody (B). 

3. AQP2 and Nephrogenic Diabetes Insipidus 
As described earlier, vasopressin increases transepithelial water perme- 

ability strongly in kidney-collecting duct and amphibian urinary bladder 
by a membrane-cycling mechanism. Mutations in AQP2 cause the rare 
non-X-linked form of hereditary NDI (Deen et al., 1994), in which a defec- 
tive urinary concentrating ability causes hypernatremia and dehydration if 
adequate hydration is not provided. At present >15 different mutations in 
human AQP2 have been identified that are associated with autosomal 
recessive NDI. Heterologous expression studies in Xenopus oocytes sug- 
gested that an impaired routing of some AQP2 mutants might contribute 
to the cellular pathogenesis of NDI (Deen et al., 1995). A mammalian cell 
transfection model was used to investigate the mechanisms responsible 
for defective cell water permeability in NDI caused by AQP2 mutations 
(Tamarappoo and Verkman, 1998). In a Xenopus oocyte expression system, 
it was found that the intrinsic water permeabilities were similar for wild- 
type AQP2 vs mutants L22V, T126M, and A147T; the R187C and C181W 
AQP2 mutants were nonfunctional. In transiently transfected CHO cells 
that were pulselabeled with [35S]methionine, half-times for AQP2 degrada- 
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FIGURE 4 Freeze-fracture electron microscopy of CHO cells stably expressing water 
channel AQP4. (a) E-face and P-face (inset) imprints showing large orthogonal arrays (arrows). 
(b) Gold label fracture with AQP4 antibody showing gold particles associated with orthogonal 
arrays. Scale bar: 150 nrn. 
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tion were -4 hr for wild-type AQP2 and L22V and decreased mildly by 
up to 50% for NDI-causing mutants. Subcellular localization as determined 
by immunofluorescence and membrane fractionation indicated that a major 
reason for defective cell function was mistrafficking of AQP2 mutants with 
retention at the endoplasmic reticulum. 

One strategy used to correct the trafficking defect in NDI involved the 
use of “chemical chaperones”-small molecules (such as glycerol) that 
facilitate protein folding in v i m .  Glycerol has been shown in cell culture 
models to correct the defective processing of AF508 CFTR in cystic fibrosis, 
the prion protein PrP, the viral oncogene protein pp6OsrC, and mutants of 
the tumor suppressor protein p53 (Tatzel et al., 1996; Sat0 et al., 1996; 
Welch and Brown, 1996; Brown et al., 1996, 1997). It was found that the 
growth of cells in media containing 1 M glycerol for 48 hr resulted in the 
correction of mutant AQP2 mistrafficking as assessed by localization studies 
and the measurement of cell membrane water permeability (Tamarappoo 
and Verkman, 1998). The trafficking defect could also be corrected by other 
chemical chaperones at lower concentrations, including dimethyl sulforide 
and trimethyamine oxide (50-100 mM). Animal studies are in progress to 
investigate whether chemical chaperones could constitute a clinically useful 
strategy to treat specific forms of NDI. 

V. SUMMARY 

Substantial recent progress has been made in understanding the mecha- 
nisms of water transport across membranes. Major questions in the field 
are the detailed molecular mechanisms by which water moves through 
water channels proteins and the role of water channels in animal and plant 
physiology. Phenotype analysis of transgenic mouse models of aquaporin 
deletion and mutation is likely to be highly informative. Screening for 
aquaporin mutations in human genetic diseases associated with abnormali- 
ties of fluid balance may be informative. Finally, the manipulation of aqua- 
porin expression and targeting by pharmacological agents or gene transfer 
might provide new therapies for water retention, pulmonary edema, glau- 
coma, and other common clinical problems involving fluid regulation. 
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1 .  INTRODUCTION: BIOLOGICAL ROLE 

Cell membranes of virtually all animal cells are far more permeable 
to water than to ions, e.g., in Ehrlich ascites tumor (EAT) cells, water 
permeability exceeds ionic permeability by five orders of magnitude (see 
Hoffmann, 1978). This high water permeability is caused predominantly 
by the presence of water channels: aquaporins (Agre et af., 1993; Knepper, 
1994; Verkman et al., 1996). Water is therefore in thermodynamic equilib- 
rium across the plasma membrane of animal cells, and cell volume is deter- 
mined by the relationship between extracellular and intracellular concentra- 
tions of osmolytes. 

The cytoplasm contains a large number of impermeable anionic macro- 
molecules. The colloid osmotic pressure arising from these impermeable 
macromolecules must therefore be counteracted by the Na+,K+ pump with 
the constant use of metabolic energy. Thus even at unchanged osmolarity, 
all cells still have to regulate their volume constantly via this “pump-leak” 
mechanism (see, e.g., Tosteson, 1964). 

In addition to maintaining a constant cell volume under steady-state 
conditions most cells have developed a multitude of volume regulatory 
mechanisms that become activated rapidly by the minute and gradual per- 
turbation of cell volume. These mechanisms not only serve to control cell 
volume but influence a variety of cellular functions, making cell volume 
control an integral part of many physiological functions. 

In mammals, with the exception of the mammalian inner renal medulla, 
extracellular osmolarity is maintained within narrow limits. However, a 
variety of clinical conditions can lead to pathological changes in extracellu- 
lar osmolality, resulting in anisotonic volume disturbances (see McManus 
and Churchwell, 1994; Hoffmann and Dunham, 1995; Lang et al., 1998a,b). 

Conversely, a far more common cause for cell volume pertubations is 
changes in the cytoplasmic solute concentration, which is associated with 
a number of physiological events. 

i. A wide variety of hormones have been shown to alter cell volume 
(Haussinger and Lang, 1991; Haussinger etaf., 1993; see Lang etal., 1998a,b). 
Insulin causes hepatocytes to swell by activation of both Na+/H+ exchange 
and Na+,Kt,2C1- cotransport, and this swelling is suggested to be involved 
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in the stimulation of protein and glycogen synthesis and to inhibit proteoly- 
sis and glycolysis (see Haussinger et al.. 1994; Agius et al., 1994). Glucagon, 
however, shrinks hepatocytes presumably by activation of K' and C1- chan- 
nels and has the opposite effect on the enzyme activity (Vom Dahl et al., 
1991). Similar to insulin, several growth factors increase cell volume by 
stimulating Nat/H+ exchange and Na+,K+,2Cl- cotransport (see e.g., Hun- 
ziker et al., 1994). 

ii. Nat-dependent uptake of sugars and amino acids leads to cell swelling 
and has also been shown to activate volume regulatory mechanisms (see 
MacLeod, 1994). Obviously, the entry of Na+-coupled nutrients represents 
a continous challenge to cell volume constancy, but it is also an integral 
part of the transport function (see Schultz, 1992; Lang and Rehwals, 1992; 
Harvey, 1994). 

iii. Secretagogues enhance ion exit, resulting in cell shrinkage, during 
the initiation of secretion in salivary glands, pancreatic acinar cells, and 
shark rectal glands (see, e.g., Hoffmann and Ussing, 1992; Foskett, 1994; 
Hoffmann and Dunham, 1995). 

iv. Exercising muscle may lead to the cellular accumulation of lactate 
and increased cell volume (Saltin et al., 1987). The intracellular acidosis 
will increase the cell swelling by activation of Na+/H+ exchange. 

v. Swelling of astroglial cells is a serious event in trauma, ischemic stroke, 
hypoxic/anoxic insult, status epilepticus and many other pathological states 
in the mammalian brain (see Friedman and Haddad, 1993). 

For reviews on the fundamentals of short-term cell volume regulation, 
see Chamberlin and Strange (1989), Hoffmann and Simonsen (1989), Okada 
and Hazama (1989), Schultz (1989a,b), Lewis and Donaldson (1990), Geck 
(1990), Lang et al. (1990), a series of reviews edited by Gilles et al. (1991), 
Sarkadi and Parker (1991), Hoffmann and Ussing (1992), Spring and Hoff- 
mann (1992), Parker (1993b), Hoffmann et al. (1993), Al-Habori (1994), 
Macknight et al. (1993, 1994), a collection of articles edited by Strange 
(1994a), McManus et al. (1995), Sachs (1996), Hoffmann and Dunham 
(1995), and Lang el al. (1998a,b). 

One approach to studying these volume regulatory mechanisms is by the 
experimental manipulation of extracellular solutes (anisosmotic volume 
regulation). Although there may be some differences in the pathways lead- 
ing to activation between isosmotic and anisosmotic volume regulation 
(see, e.g., MacLeod, 1994; Foskett, 1994; Strange, 1994b), the anisosmotic 
volume regulatory model has produced significant insight into basic regula- 
tory mechanisms and is the major emphasis of this chapter. 

Long-time adaptation of volume regulatory mechanisms involves the 
activation of expression of a series of effector genes. In this way, the 
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synthesis of proteins such as enzymes and membrane transport proteins 
are induced. These mechanisms are not dealt with here. (For excellent 
reviews, see, e.g., Yancey, 1994; Burg, 1994; Kwon, 1994; Kwon and Han- 
dler, 1995; Burg et af., 1996.) 

I I .  MEMBRANE TRANSPORT MECHANISMS IN 
REGULATORY VOLUME DECREASE (RVD) 

Swelling causes cells to activate separate K+, C1- and organic osmolyte 
channels, Kt,Cl- cotransporters, or coupled K+/H+ and CI-/HC03- ex- 
changers, resulting in a loss of osmolytes and a concomitant loss of cell 
water (regulatory volume decrease or RVD). In most cell types the majority 
of the osmotically active solute lost during the RVD response is KCl. In 
some cell types, a number of organic osmolytes do, however, play a very 
significant role. In EAT cells, about 70% is KCl and 30% is amino acids, 
predominantly taurine (Hoffmann and Hendil, 1976). Figure 1 shows the 
various types of transport sytems involved in the RVD response. That 
hypotonic swelling (Fig. 1, upper left) results in the activation of separate, 
but functionally coupled K' and C1- conductive transport pathways was 
first proposed in EAT cells (Hoffmann, 1978,1985; Hoffmann et af., 1984, 
1986) and human lymphocytes (Cheung et af., 1982; Grinstein et af., 1982a-c, 
1984; Sarkadi et af., 1984a,b, 1985) and has been reported in numerous 
symetrical cells as well as epithelial cells (for references see Hoffmann and 
Dunham, 1995; Lang et af., 1998a,b). During the RVD response in EAT 
cells the Na+ conductance is decreased (Hoffmann, 1978), whereas the Kt 
conductance is increased about 2-fold and the C1- conductance is increased 
about 60-fold (Lambert et al., 1989). At low external (and internal) Ca2+, 
KramhQft et af. (1986) could demonstrate both Kt,Cl- cotransport and Kt 
and C1- conductance channels after swelling of EAT cells (see Fig. 1, 
upper right). 

The cell membrane is depolarized in hypotonically swollen cells because 
the increase in C1- conductance exceeds the increase in the K+ conductance 
(see Hoffmann and Dunham, 1995). In EAT cells a depolarization of 
-20 mV in a hypotonic solution is observed during RVD (Lang et af., 1987; 
Lambert et al., 1989). 

Usually more cations are lost from cells during RVD than C1-, depending 
on the buffering capacity of the cell (see Freeman et af., 1987; Lew and 
Bookchin, 1986). In EAT cells the K+ loss exceeds the C1- loss during 
RVD by about 1.6-fold (Hendil and Hoffmann, 1974); this difference is 
due to the loss of HC03-, resulting in acidification of the cytoplasm during 
RVD (Livne and Hoffmann, 1990). 
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FIGURE 1 Features of RVD <md isotonic cell shrinkage after the addition of Ca2'- 
mobilizing agonists in EAT cells. (Top kff) During RVD, under standard conditions, a ChTX- 
insensitive IK,val is activated together with a tamoxifen-sensitive I C ~ , ~ , , ~ ,  a mini C1- channel. Icl,vOl 
increases 30 times more than I K , ~ ~ ~  and the membrane potential Em depolarizes. (Top right) In 
Ca"-depleted cells, K,CI cotransport is activated in addition to activation of the channels. (Eor- 
tom left) Ca2'-mobilizing agonists activate a ChTX-sensitive I K , c ~  and a niflumic acid-sensitive 
I c ~ , ~ ~ ,  which is also a mini CI-. channel. The increase in IK,ca activity is higher than the increase 
in lcl,ca?,. and therefore the cell hyperpolarizes. In the two previous situations, the K' loss is 
partially balanced electrically by HCO3- loss through the Cl-/ HCO3- exchanger, resulting in 
acidification of the cells. After agonist stimulation the initial acidification is, however, followed 
by an alkalinizationcaused by shrinkage activation of NHE. (Botfom right) An increase in [Ca"], 
during the period of cell swelling accelerates the RVD response. The ChTX-sensitive I K , c ~ .  the 
ChTX-insensitive I K , ~ ~ ~ ,  the niflumic acid sensitive Ic.l .~a.  and the tamoxifen sensitive ICI.. ,~,~ are 
all activated. The change in membrane potential depends on whether the increase in K7 conduc- 
tance or the increase in CI- conductance is highest. Redrawn and extended from Hoffmann 
(1997). 
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A. Swelling-Activated K' Channel (IK, vo,) 

Activation of K+ leak efflux in response to cell swelling was observed in 
the early 1970s in lymphocytes (Roti-Roti and Rothstein, 1973) and EAT 
cells (Hendil and Hoffmann, 1974). Volume-sensitive Kt channels have 
later been described in patch-clamp studies in tracheal epithelial cells (Butt 
et al., 1990), EAT cells (Christensen and Hoffmann, 1992), rat hepatocytes 
(Sandford et al., 1992), MDCK cells (Banderali and Roy, 1992), and a 
toad epithelial cell line (Nilius et a1.,1995a). Directly stretch-activated K' 
channels are located mainly in the basolateral membrane of different kidney 
cells, where they play a volume regulatory role (see Giebisch, 1995). 

Among the cloned K+ channels shown to be important in volume regula- 
tion are the two voltage-gated Kt channels, the Kv1.3 (n-type) K' channel 
(Deutch and Chen, 1993) and the Kv1.5 channel (Felipe et al., 1993), as 
well as the "min K' channel" (Busch et al., 1992; Busch and Maylie, 1993). 
The cell membrane is depolarized in hypotonically swollen cells (see ear- 
lier), and the depolarization can open voltage-gated K' channels. RVD in 
human lymphocytes involves voltage-gated Kv1.3 (n-type) K+ channels 
that are charybdotoxin (ChTX) sensitive as well as a ChTX-insensitive K' 
channel (Lewis and Calahan, 1995). The ChTX-insensitive Kt channel 
dominates during RVD in rat thymocytes (Rotin et al., 1991). The molecular 
identity of this channel is still not clear (see Lewis and Calahan, 1995). 

Many of the properties of ZK,vol are not explained by the known cloned 
channels, and additional channels must be operative. In EAT cells, the 
ZK,vol cannot be activated directly by membrane stretch (Christensen and 
Hoffmann, 1992), and is insensitive to all inhibitors of Kv1.3 tested as 
well as to ChTX and clotrimazole inhibitors of Ca2+-activated K+ channels 
( Jgrgensen et al., 1997). The ZK,vol in EAT cells is also insensitive to tetraeth- 
ylammonium (TEA) (Jgrgensen et al., 1997), which blocks the voltage- 
gated type 1 (Kv3.1) Kt channel in lymphocytes (Lewis and Calahan, 1995). 
It can, however, be blocked by Ba2+ (Jgrgensen et al. 1997) and by quinine 
(Hoffmann et al., 1984). In whole cell studies it has been demonstrated 
that ZK,vol in EAT cells is insensitive to ChTX and apamin and can be 
activated in the absence of a detectable increase in [Ca"] (Riquelme et 
al., 1998). It is likely that this channel and the swelling-activated, ChTX- 
insensitive, voltage-independent channel seen in thymocytes are the same. 

Ca2+-activated Kt channels will contribute to RVD in cells in which 
[Ca2'Ii is increased during RVD (see Section IV,H). The Ca2+-activated 
KC channel in EAT cells, described previously as a small inward-rectifier K+ 
channel (Christensen and Hoffmann, 1992), was found to have essentially no 
role in a normal RVD response (Riquelme et al., 1998). Addition of a Ca2'- 
mobilizing agonist at the time of maximal swelling in hypotonic medium 
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will, however, accelerate the RVD response dramatically (Hoffmann et al., 
1993). This is due to the activation of ChTX-sensitive Ca2+-activated K’ 
channels (Fig. 1) distinct from and in parallel with the ChTX-insensitive 
channel activated by cell swelling (Riquelme et al., 1998). In lymphocytes 
in which cell swelling can induce an increase in [Ca”], both voltage-sensitive 
and Ca2’-activated K’ channels can function simultaneously in volume 
regulation (Schlichter and Sakellaropoulos, 1994). 

8. Swelling-Activated CT Channels 

A swelling-activated chloride current (Zcl,vol), is probably present in all 
mammalian cells, where it is responsible for the regulation of membrane 
potential, intracellular pH, and cell volume. There seems to be cell-type- 
dependent differences in the voltage-dependent inactivation of Zcl,vol, proba- 
bly reflecting different affinities for divalent cations and protons (Nilius et 
al., 1997a). The anion permeability sequence of Zcl,vol is, in most cells, 
including EAT cells: SCN->I->NO->Br~>Cl->F- corresponding to 
Eisenmann’s sequence I (see Nilius et al., 1994a; Okada, 1997). The inhibitor 
pharmacology is quite variable between different cells types. The stilbene 
derivative 4’,4’-diisothiocyano-stilbene-2’,2’-sulfonic acid (DIDS) is a po- 
tent inhibitor in some cell types but only inhibits in very high concentrations 
in others, such as EAT cells (Pedersen, et al., 1998a). This is in accordance 
with a very moderate inhibition by DIDS of the RVD response in EAT 
cells (Hoffmann et al., 1986). Niflumic acid has no effect on Zcl,vol in e.g. 
EAT cells (Pedersen et al., 1998a), whereas it inhibits Zcl.vol strongly in 
other cells, such as mouse cortical collecting duct cells (Meyer and Korb- 
macher, 1996). Tamoxifen, an antiestrogen drug, likewise has very different 
effects on Zcl.vol in different cell types with a strong effect seen in EAT 
cells (Pedersen et al., 1998a), in T84 cells (Valverde et al., 1993), and in 
mouse cortical collecting duct cells (Meyer and Korbmacher, 1996). As 
discussed by Nilius et al. (1997a), the varying effect of blockers might as 
well reflect different pathways for swelling activation as the presence of 
different channels. 

Depletion of intracellular adenosine 5’-triphosphate (ATP) inhibits ZCI,,~ 
in most cell types (see Okada, 1997). It seems that a nonhydrolytic binding 
of ATP to the channel or to a regulating protein is required for the activation 
of ZCl.vol in analogy with the regulation of NHE (see later). However, 
extracellular ATP in a high concentration inhibits Zcl,vol probably by block- 
ing the open channel (see Okada, 1997). For reviews on swelling activated 
C1- channels see, for example, Jentsch (1996), Strange et al. (1996), Nilius 
et af.  (1997a), and Okada (1997). 



130 Else K. Hoffmann and John W. Mills 

1. Single Channel Measurements 
On the single channel level the C1- channels described to be activated 

by cell swelling in different cell types can be divided roughly into three 
major groups based on their single channel conductance Nilius et al., 1997a: 

i. Outward rectifiers or nonrectifiers with a small conductance or “mini” 
C1- channels (0.1-12 pS) were described in cell-attached patches from 
several different cell types (Christensen et al., 1989; Christensen and Hoff- 
mann, 1992; Zhang and Jacob, 1997; Kubitz et al., 1992) and by stationary 
noise analysis in others (Lewis etal., 1993; Schumacher et al., 1995; Stoddard 
etal., 1993; Nilius et al., 1994b; Doroshenko and Neher, 1992). From analyses 
performed on C6 glioma cells, it was suggested that single channel conduc- 
tances obtained in the previously mentioned studies by stationary noise 
analysis might be underestimated significantly (Jackson and Strange 1995; 
Strange et al., 1996). Provided that this is correct, these C1- channels might 
be of the larger conductance type discussed later and different from the 
EAT cell type mini C1- channel, where the small conductance (3-7 pS) is 
determined directly by single channel current measurements in cell- 
attached patches (Christensen and Hoffmann, 1992). The volume-sensitive 
mini C1- channel in EAT cells is insensitive to [Ca2+Ii in excised patches 
and is not activated directly by membrane stretch. The channel activates 
in an all/or none fashion with few channel closures (Christensen and Hoff- 
mann, 1992). 

ii. Outward rectifiers with intermediate unitary conductance (10-100 pS) 
are described from single channel recordings in cell-attached patches and 
in the outside-out patch configuration in many cells (Nilius et al., 1997a; 
Okada, 1997). In several cases, the channels could not be found in cell- 
attached patches (Boese et al., 1996; Worrell et al., 1989). The relatively 
few cases in which volume activation of the intermediate conductance 
channel has been described in the cell-attached patch configuration include 
osteoblasts (Kelly et al., 1994), rabbit atrial myocytes (Duan et al., 1997a), 
and nonpigmented ciliary epithelial cells (Zhang and Jacob, 1997). In EAT 
cells an outwardly rectifying C1- channel with a conductance of 34 pS was 
recorded in isolated inside-out patches, but the channel was never seen in 
cell-attached patches in either isotonic or hypotonic media (Christensen 
and Hoffmann, 1992). It is therefore possible but not certain that EAT 
cells, such as nonpigmented ciliary epithelial cells (Zhang and Jacob, 1997), 
have both the low conductance and the intermediate conductance of 
volume-activated channels. Intermediate conductance channels have been 
suggested to be the channel-mediating efflux of organic osmolytes, the 
so-called volume-sensitive organic osmolyte/anion channel (VSOAC) (for 
further description see Strange et al., 1996; Nilius et al., 1997a; Okada, 1997, 
Kirk and Strange, 1998). 
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iii. Swelling-activated “maxi channels” with a very large unitary conduc- 
tance (> 100 pS) are found in renal cortical collecting duct cells (Schwiebert 
et af., 1994) and bovine ciliary epithelial cells (Zhang and Jacob, 1997). 

From these results it seems most reasonable to conclude that there are 
several types of volume-sensitive anion channels with different volume set 
points and activation mechanisms. This could be important in the ability 
of cells to selectively respond to different types of cell swelling (Strange et 
al., 1996). 

2. Molecular Identification of Volume-Regulated CI- Channels 
Two C1- channel proteins expressed from cloned genes seem to be volume- 

activated C1- channels. These are C1C-2 (Thiemann et d., 1992; Grunder 
et af., 1992; see Jentsch, 1996) and CIC-3 (Coca-Prados et al., 1996; Duan 
et al., 1997a,b). The properties of expressed C1C-2 channels differ from 
native volume-activated C1- channels in that they are inwardly rectifying 
and more permeable to C1- than to I- ( Jentsch, 1996). Functional expression 
of C1C-3, however, results in an outwardly rectifying channel more perme- 
able to I- than to C1-, which is modulated strongly by cell volume and 
exhibits many properties identical to most Zcl.vol in native cells (Duan et 
al., 1997a,b; Yamazaki et al., 1998). Thus, ClC-3 might encode for Zcl,vol in 
many mammalian cells. Two other proteins expressed from cloned genes, 
P-glycoprotein (P-gp) (Valverde et al., 1992) and pIcln (Paulmichl et al., 
1992, 1996) were suggested to be swelling-activated C1-channels, but are 
more likely to be regulators of lcl,vol (Valverde et af., 1995;1996; Vanoye 
et al., 1997; Krapivinsky et af., 1994). Even a direct regulatory function for 
P-gp (Cahalan et al. 1994; Rasola ef  al. 1994; Luckie et al. 1996) and for 
pIICln (Voets et al., 1996) has, however, been questioned. 

3. Separate Swelling- and Ca2+-Activated Anion Currents 
Ca2’-activated C1- channels have been described in various nonexcitable 

and excitable cells (for reviews see Valverde et al., 1995; Jentsch, 1996; 
Nilius et al., 1997b). In most cells, the swelling-induced activation of C1- 
channels does not require an increase in [Ca’+], (Nilius et al., 1997a,b). In 
EAT cells, separate chloride currents, ICI,Ca and ZCl,vol, are activated by an 
increase in [Ca2’], and by cell swelling, respectively. The kinetics of the 
two currents are different: Zcl.Ca is activated and deactivated at depolarized 
potentials at hyperpolarized potentials. In contrast, Z C ~ , ~ ~ ~  exhibits time- and 
voltage-dependent deactivation at depolarized potentials and reactivation 
at hyperpolarized potentials. IcI,Ca is inhibited by niflumic acid, 5-nitro-2- 
(3-phenylpropy1amino)benzoic acid (NPPB) and DIDS, with niflumic acid 
being the most potent inhibitor. In contrast, Zcl,vol was unaffected by niflumic 
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acid (100 pM), but was abolished by tamoxifen (10 pM). Figure 2 demon- 
strates that RVD in EAT cells is blocked completely by tamoxifen but is 
unaffected by niflumic acid, indicating that ICI.Ca does not play any role in 
the RVD response. 

lnhlbltlon of whole cell Cl'current (Ic, ) 

Tamoxifen Niflumic acid 
I (10uMI (100uM) 

L V O l  76% = 0% 
ICI.Ca2+ - 60% 

1.8 1 

I I I I I I I I 

0 1 2 3 4 5 6 7  
Time (rnin) 

FIGURE 2 Roles of and Z,-I,Ca in the RVD response in Ehrlich ascites tumor cells 
(EATC). Effect of tamoxifen, an inhibitor of I ~ l , ~ ~ l .  and niflumic acid, an inhibitor of ICI,Ca, 
on whole cell C1- currents and on RVD in EATC. The whole cell C1- current was investigated 
using the whole cell patch clamp technique. The effect of the inhibitors on I c ~ , ~ ~ ~  was assesed 
from the time course of the current activated by exposure to 27% hypotonic solution measured 
at 100 mV in the presence and absence of tamoxifen (10 p M )  or niflumic acid (100 p M ) ;  
the effect on Ic,,ca was measured with a pipette solution containing 100 nM [Ca*+]. The 
percentage inhibition of and ICI,Ca by the C1- channel blockers was calculated from the 
current magnitude in nA measured at 100 mV in the presence of the inhibitor in percent- 
age of the mean of the current magnitudes measured before application of the inhibitor. 
Cell volume is monitored over time using a Coulter counter and is given relative to the ini- 
tial volume in control cells (0), in the presence of tamoxifen (10 pM,  O), or niflumic acid 
(100 pM, A). Inhibitors were added 1 min prior to the hypotonic exposure. At time zero, a 
sample of the cell suspension is diluted 500-fold in hypotonic (150 mOsm) Ringer solution. 
The figure is representative of 12 independent experiments for measurements of current 
inhibition and 3 independent experiments for measurement of RVD. Redrawn from Hoffmann 
and Pedersen, (1998); values for inhibition of I ~ l . ~ ~ l  and Ic1.c. are from Pedersen et al., (1998a). 
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C. Swelling-Activated Organic Osrnol'e Efflux 

The loss of organic osmolytes is mediated via a leak pathway that is separate 
from the uptake system (channel mediated), as shown first for the swelling- 
activated taurine efflux in EAT cells (Hoffmann and Lambert, 1983) and 
astrocytes (Kimelberg et al., 1990). The loss of organic osmolytes has later 
been shown to be channelmediated in most cells studied (Strange etal., 1996). 
The high permeability of VSOAC to large organic anions raised the possibil- 
ity that the channel is also permeable to organic solutes such as taurine 
(Strange and Jackson, 1995; Strange et af., 1996: Okada, 1997). As described 
earlier, VSOAC seems to mediate the swelling-activated efflux of organic 
osmolytes such as myo-inositol, taurine and sorbitol (Okada, 1997; Strange 
et al., 1996; Boese et al., 1996; Kirk and Strange, 1998). 

In EAT cells, however, the major pathway for the efflux of taurine 
is pharmacologically distinct from Zcl,vol (Lambert and Hoffmann, 1994). 
Evidence shows (i) that DIDS is a strong inhibitor of the taurine channel 
but only inhibits Zcl.vol marginally and (ii) that arachidonic acid (AA) inhibits 
Zcl,vol strongly but activates the swelling-activated taurine efflux (Lambert 
and Hoffmann, 1994). A possibility for separate C1- and taurine channels 
has also been suggested in rat mammary tissue (Shennan et al., 1994) and 
in HeLa cells (Stutzin et al., 1997). In renal inner medullary collecting duct 
(IMCD) cells there seems to be separate channels for betaine and sorbitol 
loss distinct from the myo-inositol/taurine channel (Ruhfus et al., 1996). 

Based on observations obtained with trout erythrocytes and by expression 
of band 3 anion-exchange protein in oocytes, Motais et al. (1997) provided 
evidence that swelling-induced taurine movements occur via a channel 
controlled by band 3. However, taurine efflux is not dependent on the 
presence of band 3 proteins in mammalian cells (Sanchez-Olea et af., 1995), 
arguing against this as a general phenomenon. 

D. K',CT Cotransport Involved in RVD 

The swelling-activated K' efflux in duck erythrocytes was found to occur via 
a K', C1- cotransporter with a 1 : 1 stoichiometry. Volume-sensitive K',Cl- 
cotransport is very active in red cells from patients with sickle cell anemia 
(Canessa et af., 1987), resulting in a reduced cell volume and an increased 
polymerization of hemoglobin. It has been suggested that there is a direct 
interaction between the mutant hemoglobin and the K',Cl- cotransporter 
(Oliviera et al., 1992). For reviews dealing specifically with K',C1- cotrans- 
port, see Lauf et al. (1992) and Payne et al. (1996). For other reviews dealing 
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with Kt,C1- cotransport involved in RVD, see Palfrey (1994), Parker (1994), 
McManus and Churchwell (1994), and Hoffmann and Dunham (1995). 

1. Structure of the K+,CI- Cotransporter 
The K+,Cl- cotransporter was cloned recently (Gillen et al., 1996; Payne 

et al., 1996). The family of Kt,Cl- cotransporters is, according to their 
tissue distribution, divided into two subgroups denoted KCC-1 and KCC- 
2. Cotransporters of the KCC-1 subgroup are distributed widely, whereas 
the single KCC-2 gene is found only in brain neurons. Hydropathy profile 
analyses show that overall structure and transmembrane topology are 
shared by the cotransporters from the KCC-1 and KCC-2 subgroups: all 
consist of 12 transmembrane domains, four potential N-linked glycosylation 
sites, and a large, cytoplasamic COOH-terminal domain (Gillien et al., 
1996; Payne et al., 1996). 

2. Kinetics of Swelling Activation of the K+,CI- Cotransporter 
Applying LK sheep erythrocytes as a model system, Dunham and col- 

leagues (1993) have developed a more advanced model of the two-state 
model of Jennings and Al-Rohil (1990) with three states A-B-C for 
swelling activation and shrinkage inactivation of K+,C1- cotransport (Dun- 
ham et al., 1993; see Hoffmann and Duham, 1995). Swelling causes a rela- 
tively slow conversion of cotransporters from state A to state B, followed 
by a fast conversion of state B to state C. The A to B conversion is dependent 
on Mg2+, entails an increase in J,,,, and is controlled by dephosphorylation, 
whereas the reverse reaction is controlled by a protein kinase. Thus, swelling 
activation is a consequence of an inhibition of this volume-sensitive kinase 
(see Hoffman and Dunham, 1995).The B to C conversion, however, entails 
a decrease in apparent affinity for Kt, and the mechanism of this step has 
been suggested to involve mechanical changes in the membrane (Kelley 
and Dunham, 1996). Evidence has been provided that the three-state model 
for the swelling activation of Kt,Cl- cotransport also applies to human 
erythrocytes (Kaji and Gasson, 1995) and it is likely that a similar mecha- 
nism may exist for the swelling control of K+,Cl- cotransport in other cells. 

E. R/H+ Exchange Involved in RVD 

Parallel activation of Kt/H+ exchange and C1-/HC03- exchange after 
cell swelling has been well described in Amphiuma red blood cells (Cala, 
l980,1983a,b; Cala et al., 1986), where Ca2t is found to act as a modulator. 
K+/H+ exchange has been shown to play a role in mitochondria1 volume 
regulation (Garlid, 1996). Evidence indicates that a NHE protein could 
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also be responsible for mediating K+/H' exchange in Amphiuma red blood 
cells (Cala, 1986). However, the fact that DIDS can specifically label the 
K+/H+ exchanger, whereas it does not seem to have any affinity for NHE, 
argues against that idea (Cala and Maldonado, 1994). 

111. MEMBRANE TRANSPORT SYSTEMS INVOLVED IN VOLUME 
REGULATORY INCREASE (RVI) 

The most common pathways for osmolyte uptake in RVI are the 
Nat,K',2C1- cotransporter as well as the Na+/H' and C1-/HC03- exchanger 
working in parallel. Following exposure to a hypertonic medium and con- 
comitant osmotic cell shrinkage, a regulatory volume increase (hypertonic 
RVI) can be observed in certain cell types, whereas other cell types show no 
indication of hypertonic RVI (for references, see Hoffmann and Dunham, 
1995). Nearly all cells show, however, a volume recovery in response to 
reintroduction of an isosmotic medium following a hyposmotic challenge, 
called the "RVI-after-RVD protocol" or "post-RVD RVI." For a detailed 
discussion of possible reasons for this failure to elicit hypertonic RVI, see, 
for example, Hallows and Knauf (1994) and Hoffmann and Dunham (1995). 
Briefly, the decreased intracellular C1- concentration after RVD is sug- 
gested to play a permissive role for the activation of Na',Kt,2C1- cotrans- 
port in several cell types (Ussing, 1982; Hoffmann et af., 1983; Grinstein et 
af., 1983; Breitwieser et af., 1990; Engstrom et af., 1991; Haas and McBrayer, 
1994; Whisenant etaf., 1993). In the shark rectal gland, the level of phosphor- 
ylation of the NKCC protein is increased by a decline in the intracellular 
C1- concentration under isotonic conditions, suggesting that the dependence 
of C1- might be caused by a C1- -sensitive kinase (Lytle and Forbush, 1996). 
In salivary gland epithelia, an agonist-induced decline in the intracellular 
C1- concentration is required for the activation of Na+ influx and it is 
proposed that this reflects an activation of the Na+,K+,2Cl- cotransporter 
as well as NHE, although the roles of C1- on the individual transporters 
were not assessed directly (Robertson and Foskett, 1994). 

A. Shrinkage-Activated Na' Channels 

There is early evidence that cell shrinkage activates conductive Na' leak 
fluxes (Parker et af., 1975; Hoffmann, 1978) and in a few cells it has been 
demonstrated that electrolyte accumulation is partly accomplished by a 
shrinkage-activated Na' channel (Civan et al., 1996; Wehner and Tinel, 
1998). 
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B.  Nat , Kt ,2Ct Cotransport 

That an anion-cation cotransport system is activated by cell shrinkage 
and is an important mechanism in RVI was first described in avian red 
blood cells (Kregenow, 1973; see Kregenow, 198l), L cells (Gargus and 
Slayman, 1980), simian virus-transformed 3T3 cells (Bakker-Grunwald et 
al., 1982), EAT cells (Hoffmann et al., 1983), rat red blood cells (Duhm 
and Gobel, 1984), and tracheal epithelial cells (Shorofsky et al., 1984) and 
has later been established in a large number of cell types (for references 
and/or discussions), see Haas, 1994; Hoffmann and Dunham, 1995; Lang 
et al., 1998a,b). 

In EAT cells, shrinkage activates the bumetanide-inhibitable influxes of 
K’ and C1- from near zero value at the physiological steady state to about 
30 pmol X g dry wt-’ X min - I  after cell shrinkage (Hoffmann et al., 1983). 
Because Na+,K+,2Cl- cotransport is accompanied by an increased Na+ 
efflux via the Na+/K+ pump, the net result is K, C1 uptake. The restoration 
of cell volume is complete within a few minutes, at which time the cotrans- 
porter is again inactivated. The bumetanide-sensitive net flux has the stoi- 
chiometry 1 : Na, 1 : K, 2 : C1 (when measured in the presence of ouabain 
and Ba2+) and the K+ and C1- flux ratio (influx/efflux) for the bumetanide- 
sensitive components is equal to the experimentally determined combined 
concentration ratio (Jensen etal., 1993). Also, in duck red cells, the stoichio- 
metric ratio of net cotransport is 1 : Na, 1 : K, 2 : C1, but the ratio of unidirec- 
tional fluxes varies, revealing the presence of Kt/Kt exchange in high K 
cells and Naf/Nat exchange in high Na cells. A model incorporating these 
features has been presented (Lytle et af., 1998). 

1. Mechanism and Primary Structure 
Because Na+,Kt,2C1- cotransport is electroneutral, the transport is inde- 

pendent of and does not affect the membrane potential. Outside the cell, 
the ions are thought to bind in the order Nat, C1- h, Kt, C1- 1 where C1- h 
and C1- 1 refer to C1--binding sites with high and low affinity, respectively, 
and to be transported in a “first on, first off” manner, known as “glide 
symmetry” (Stein, 1986; see Hoffmann and Dunham, 1995). The two C1- - 
binding sites seem to have very different affinities in EAT cells, with C1- 
h having an extremely high C1- affinity (Krarup et al., 1996). During the 
translocation process, the cotransporter passes a stable state in which the 
ions are trapped (occluded) within the transmembrane domains of the 
cotransport protein, inaccessible from either side of the membrane (Krarup 
et al,, 1996). 
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Bumetanide and similar diuretics were suggested to exert their inhibitory 
effect on the cotransporter by competing for C1- at the extracellular face 
of the membrane (see Haas, 1994). The disruption of actin filaments by 
cytochalasin B increased the affinity for bumetanide in EAT cells and 
simultaneously activated the cotransporter (Hoffmann et al., 1994) (see 
Section V). On a bumetanide-Sepharose affinity gel, two proteins were 
isolated from EAT cell membranes with molecular masses of 85 and 39 
kDa, respectively (Feit et al., 1968). Antibodies raised against these proteins 
inhibited NKCC as well as the RVI response (Dunham et al., 1990). The 
antibodies also cross-reacted with NKCC from mouse kidney (Haas et al., 
1991) and Xenopus laevis oocytes (Suvitayavat et al., 1994). Whether these 
EAT cell proteins are regulatory subunits of NKCC is still not known. 

A family of isoforms of NKCCs have been cloned comprising the NKCC- 
1 and NKCC-2 subgroups. NKCC-1 consists of NKCCs located in the 
basolateral membrane of epithelia, including the shark rectal gland cotrans- 
porter (Xu et al., 1994) and two mammalian homologues (Delpire et al., 
1994; Payne et al., 1995). They consist of a polypeptide of about 1200 amino 
acids, resulting in a molecular mass in the range of 130-132 kDa. They 
have consensus phosphorylation sites for protein kinase C (PKC) and casein 
kinase I1 (Payne and Forbush, 1995) and protein kinase A (PKA) (Reagan, 
1995). The NKCC involved in RVI in EAT cells has more than 90% homol- 
ogy with the epithelial NKCC-1 isoform from mouse kidney (B. S. Jensen 
and E. K. Hoffmann, unpublished results). NKCC-2 consists of NKCCs 
located in the apical membrane of epithelia. Cloned members include a 
rabbit kidney NKCC-2 (Payne and Forbush, 1994), a rat kidney NKCC-2 
(a protein of -115 kDa) (Gamba et al., 1994), and a mouse kidney NKCC- 
2 (Igarashi et al., 1995). The NKCC-2 cotransporters are smaller than the 
NKCC-1 cotransporters, with molecular masses in the range of 120- 
121 kDa. Like NKCC-ls, NKCC-2s have consensus sites for PKA, PKC, 
and casein kinase I1 (Payne and Forbush, 1995). 

C. Parallel Na+/H+ and Ct/HCO,- Exchangers in RVI 

The primary event in the RVI response is, in many cells, the activation 
of NHE. If the intracellular H' buffering capacity and/or C1-/HC03- ex- 
changer activity is limited, activation of NHE will elicit a sizeable increase 
in pHi without an increase in cell volume (Cala and Grinstein, 1988). In 
contrast, in cells with a large H+ buffering capacity and a large capacity 
for C1-/HC03- exchange, activation of NHE will result in little change in 
pHi but substantial cell swelling because the net result is electroneutral 
uptake of NaCl followed by osmotically obliged water (Grinstein et al, 
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1992a). In EAT cells, NHE contributes about 35% to RVI in the presence 
of HC03-, whereas RVI in EAT cells in nominally HC03- free medium 
is mediated almost exclusively by NKCC (Pedersen et al., 1996a; see Hoff- 
mann, 1997). 

Parallel activation of NHE and a C1-/HC03- exchanger has been shown 
to mediate RVI in many cell types (Cala, 1980,1983b; Grinstein et al., 1984; 
Shrode et al., 1995; Pedersen et al., 1996a). For extensive reviews on the 
functions and regulation of NHE, see Orlowski and Grinstein (1997), Pail- 
lard (1997), and Wakabayashi et al., (1997). 

Five distict mammalian isoforms of NHE (NHE-1 through NHE-5) have 
been cloned at this time, and a putative sixth isoform has been cloned 
(Sardet et al., 1989; Wang et al., 1993; Klanke et al., 1995; see Orlowski 
and Grinstein, 1997). The “housekeeping” NHE-1 isoform appears to be 
present in the plasma membrane of nearly all mammalian cells, where it 
is responsible for pH and volume regulation (Sardet et al., 1989; Grinstein 
et al., 1992b; Sarkadi and Parker, 1991). It is activated by hyperosmotic 
cell shrinkage and inhibited by cell swelling (Kapus et al., 1994). In polarized 
epithelial cells, NHE-1 is localized primarily to the basolateral membrane 
whereas NHE-3 is localized exclusively in apical membranes (see Wakabay- 
ashi et al., 1997; Paillard, 1997). NHE-2 is like NHE-1, both are activated 
normally by hypertonicity and inhibited by hypotonicity, whereas NHE-3 
appears always to be inhibited by hypertonicity (Kapus et al., 1994; Nath 
et al., 1996). The physiological role of NHE-2 is not clear. However, if 
transfected stably into AP-1 cells, NHE-2 regulates pHi and cell volume. 
NHE-4 may be important for volume regulation in renal inner medulla, as it 
is activated by relatively strong hypertonicity (Bookstein et al., 1994; 1996). 

All NHE isoforms have a membrane topology of 10-12 transmembrane 
segments. The carboxy-terminal region at the cytoplasmic site has consensus 
phosphorylation sites for calmodulin mitogen-activated protein (CaM) ki- 
nase I1 and microtubule-associated protein (MAP) kinase but not for PKA 
and PKC (Fliegel and Frohlich, 1993). 

In adherent fibroblasts, NHE-1 is shown to be localized to focal adhesion 
sites and with F-actin, vinculin, and talin (see Section V). In fact, the 
carboxy-terminal cytoplasmic domain of NHE-2 contains two domains, 
which resemble the SH3-binding domains known from other transporters 
to mediate interactions between the transport proteins and the cytoskeleton 
(see Orlowski and Grinstein, 1997). 

The cytoplasmic region of NHE-1 contains a high- and low- affinity CaM- 
binding site (Bertrand et al., 1994). Shrinkage-induced activation of NHE- 
1 and NHE-2 is inhibited strongly by ATP depletion (see Demaurex and 
Grinstein, 1994), which appears to cause an acidic shift in the pHi “set 
point” in all cell types studied, including EAT cells (Pedersen et al., 1996a). 
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It seems that the maximal activity of NHE-1 requires ATP hydrolysis- 
dependent events and hydrolysis-independent binding of ATP (Demaurex 
et al., 1997). NHE does not have a consensus site for nucleotide binding 
(Orlowski et al., 1992) and it is suggested that the effect of ATP depletion 
is related to cytoskeletal rearrangements (Goss et al., 1994) (see also Sec- 
tion V). 

D. Organic Osmol’es 

High ionic concentrations interfere with the structure and function of 
macromolecules, including proteins. Thus the possible cellular variation in 
the concentration of electrolytes is limited. During prolonged exposure to 
hypertonicity, volume regulation therefore depends mainly on the loss or 
accumulation of organic osmolytes; during short-term exposure, the release 
or uptake of organic osmolytes can be quite important. Organic osmolytes 
are metabolically more expensive to accumulate than ions, but unlike ions, 
organic osmolytes, even at high concentrations, are non-pertubing to macro- 
molecules (Brown and Simpson, 1972; Somoro, 1986; Winzor et al., 1992). 
Organic osmolytes are involved in cell volume regulation in many cell types 
(for reviews see Chamberlin and Strange, 1989; Law, 1991; Law and Burg, 
1991; Garcia-Perez and Burg, 1991; Strange et al., 1996, Kinne 1993; Hoff- 
mann and Dunham, 1995). In some cells the release of organic osmolytes 
may account for as much of half of the total RVD (Garcia-Romeu et 
al., 1991). 

Four classes of organic osmolytes are used in mammalian cells: free 
amino acids and their derivatives (e.g., taurine, proline, alanine), sugars 
and polyols (e.g., sorbitol, myo-inositol), urea, and certain methylated com- 
pounds (e.g., betaine, glycerophosphoylcholine) (Yancey, 1994). Organic 
osmolytes are specifically important for cell volume regulation in the brain, 
where cell volume alterations and alterations of ionic composition cannot 
be tolerated (see Strange et al., 1993; Gullans and Verbalis, 1993; Law, 
1994), and in the renal medulla, where extracellular osmolarity may become 
more than fourfold that of isotonicity (Garcia-Perez and Burg, 1991; Burg 
et al., 1996). 

The intracellular concentration of most individual amino acids is low, 
and only alanine, glycine, GABA, taurine, glutamate, P-alanine, and proline 
are quantitatively of any importance in cell volume regulation. The amino- 
sulfonic acid taurine was the first amino acid shown to be involved in 
volume regulation in fish erythrocytes (Fugelli and Zachariassen, 1976) and 
in mammalian cells (Hoffmann and Hendil, 1976). It was later found that 
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taurine plays a role in volume regulation in numerous different cell types 
(see Law and Burg, 1991; Hoffmann and Dunham, 1995). 

Taurine is well suited as an osmolyte. It is the end product of the metabo- 
lism of the sulfur-containing amino acids methionine and cysteine, its per- 
meability is very low, and it is present at high concentrations in most 
invertebrate and vertebrate cells and tissues. In EATC the taurine concen- 
tration is 53 mmol/liter cell water, whereas the taurine concentration in the 
ascites fluid is only 0.01 mM (Hoffmann and Lambert, 1983). 

An increase in the concentration of organic osmolytes is achieved by 
increased uptake and synthesis and is decreased by an increased degradation 
and an increased passive leak. Most of these processes are long-term effects, 
resulting from an increased expression of genes, and are not dealt with in 
this chapter. Excellent reviews can be found elsewhere on that subject (see 
e.g., Kwon, 1994; Kwon and Handler, 1995; Burg et al., 1996). 

IV. VOLUME SENSING AND SIGNAL TRANSDUCTION 

Signals of volume change can either be mechanical changes, such as 
deformation of the membrane lipid bilayer or reorganization of the cy- 
toskeleton, or be changes in the concentration of cellular solutes such as 
small ions or macromolecules (see Hoffmann and Dunham, 1995). These 
two mechanisms can possibly work together; for instance, in sheep red 
blood cells, both mechanisms were suggested to be involved as the swelling 
signal leading to the activation of KC1 cotransport (Dunham, 1995). 

Sensors of the signals can be stretch-activated channels or other integral 
membrane proteins responding to the radial strain of the membrane 
G-proteins and/or enzymes such as phospholipases (PLAs). The sensors of 
cell volume change initiate the signal transduction pathway, eventually 
activating the effectors, i.e., volume-sensitive transport proteins. The cy- 
toskeleton may be involved at several levels: (i) in sensing swelling signals 
as well as generating them, (ii) in transducing the signal, and (iii) in the 
activation of the effectors. The role of the cytoskeleton in volume regulation 
will therefore be dealt with in a special section (Section V). 

A. Volume Signals 

1. Macromolecular Crowding and/or Ionic Strength 
The thermodynamic activity of a given protein in a “crowded” solution 

of macromolecules is greater than the activity of that protein at the same 
concentration in an “uncrowded” solution, and a slight change in concentra- 
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tion can produce large changes in activity (macromolecular crowding). 
Several examples indicate that changes in macromolecular crowding can 
be used as a signal after changes in cell volume. By varying hemoglobin 
concentrations and volumes of the ghosts and by comparing the set points 
for the activation of K+,CI- cotransport and NHE, it was demonstrated 
that the set points expressed as a percentage of dry weight were exactly 
the same for cells and ghosts, but differed when they were expressed per 
cell volume (Colclasure and Parker, 1991, 1992). It did not matter whether 
the dry weight was hemoglobin or serum albumin. The signaling substance 
was obviously total protein and independent of the specific proteins. Further 
evidence for this type of mechanism comes from studies with urea, which 
reduces macromolecular crowding by reducing the thermodynamic activity 
of the proteins (Collins and Washabaugh, 1985; Minton, 1983; Prakash et 
af., 1981; Yancey, 1994). Urea strongly activates Kt,C1- cotransport in 
erythrocytes (Parker, 1993a; Dunham, 1995; Kaji and Gasson, 1995). 

Based on these results, it seems likely that changes in macromolecular 
crowding serve as signals of volume change (Minton et al., 1992; Zimmerman 
and Minton, 1993; Minton, 1994). 

The thermodynamic activity of the proteins and thus the macromolecular 
crowding is reduced by increasing ionic strength. In agreement with this, 
Parker et al. (1995) showed that an increase in ionic strength decreases the 
set point for both the K+,Cl- cotransporter and NHE. Oppositely, in C6 
cells (Emma et al., 1997) and in bovine endothelial cells (Nilius et af., 1998), 
a reduction in intracellular ionic strength is found to decrease the set point 
for the volume-activated anion channel. Thus, the ion transporters involved 
in volume regulation may be differentially sensitive to ionic strength and 
macromolecular crowding. 

2. The Intracellular CI- Concentration 
A C1--sensitive protein kinase has been described in human airway epi- 

thelium (Treharne et al., 1994), and C1- has been found to modulate the 
function of certain G-proteins (Higashijima et af., 1987). Jackson and co- 
workers (1996) suggested that a reduction of intracellular C1- was the signal 
for activation of the swelling-activated C1- channel in skate hepatocytes. 
In these experiments, as in others involving changes in cell volume, it is 
not easy to distinguish between changes in ionic strength and changes in 
intracellular C1-, and the effect seen by Jackson and co-workers might well 
be caused by the ionic strength (see Section 111). As described in Section 
I11 there is solid evidence for a decrease in C1- playing a permissive role 
for activation and phosphorylation of a NKCC after cell shrinkage. Con- 
versely, in barnacle muscle, an increase in C1- seems to amplify the sensitiv- 
ity of NHE to cell shrinkage (Hogan et al., 1997). Thus intracellular C1- 
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might be important for determining which mode of osmolyte gain is acti- 
vated after cell shrinkage; if C1- is low, the cotransporter is favored and if 
C1- is high, salt uptake via the coupled exchangers might be favored. 

B. Volume Sensors 

Only in yeast have osmosensing membrane proteins been demonstrated. 
These are a transmembrane histidine kinase and another transmembrane 
protein containing an SH3 domain (Maeda et al., 1996). No homologous 
protein has as been found yet in mammalian cells (see, however, Section 
V for a discussion of the possible role of integrins.) 

1. G-Proteins 
G-proteins are interesting candidates for volume sensors. In cell-free 

liposomes it has been demonstrated that a heterotrimeric G-protein can 
be activated by shear stress (Frangos and Gudi, 1997), and G-proteins seem 
to be involved in the activation of RVD as well as RVI responses. Thus, 
G-proteins appear to play a role in the swelling-induced activation of the 
85-kDa cytosolic phospholipase Az (PLAz) (see later) and of Z ~ l , , , ~ l  in a 
number of cell types (Nilius et al., 1997a), and G-proteins are involved in 
the shrinkage-induced activation of NHE in barnacle muscle fibers (Hogan 
et al., 1997). 

2. Phospholipase Az 
PLAzs are a large group of acylhydrolases that catalyze the hydrolysis 

of the sn-2 fatty ester bond of phospholipid, forming arachidonic acid and 
lysophospolipid. Nine groups of PLAs have been identified (for reviews, 
see Dennis, 1994, 1997). Of these, the 85-kDa cytosolic PLAz (cPLAz), a 
group IV phospholipase Az, seems to be the one of interest for cell volume 
regulation. The cPLA2 is phosphorylated by PKC and a MAP kinase and 
this event is dependent on transducing G-proteins and a rise in [CaZtli (see, 
e.g., Piomelli, 1996). Cell swelling was first suggested to activate phospholi- 
pase A2 in human platelets (Margalit et al., 1993a), and inhibitors of phos- 
pholipase Az interfere with the RVD process, the activation of ZCl,vol, and/ 
or an organic osmolyte channel in several cell types (Lambert and Hoff- 
mann, 1994; Mitchell et al., 1997; Nilius et al., 1994c; Basavappa et al., 1998). 
Swelling-induced release of arachidonic acid, a result of PLAz activation, 
is demonstrated in EAT cells (Thoroed et al., 1997) and CHP-100 neuro- 
blastoma cells (Basavappa et al., 1998)(see Fig. 3, top and Fig. 5, top). The 
swelling-induced arachidonic acid release, Zcl,vol , and RVD was inhibited 
by AACOCF3, an inhibitor of cPLAz in both cell types (Basavappa et al., 
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FIGURE 3 Effect of an inhibitor of the cytosolic 85-kDa cPLA2 on the swelling-activated 
[3H]-arachidonic acid release and on activation of ICl.vnl in CHP-100 neuroblastoma cells. 
(Top) Effect of hypoosmotic solution on release of [3H]-AA in CHP-100 cells. Cells were 
loaded with [3H]-AA (1 WCi/ml) for 18 hr, washed, and subsequently exposed to isotonic 
[290 mOsm (O)] or hypotonic [190 mOsm (O)] medium, respectively, both containing 1.0% 
(w/v) BSA to scavenge extracellular fa ty  acids. In studies with the cPLA2 blocker, cells were 
pretreated for 4 hr with AACOCF3 (10 p M ) ( A ) .  Samples of the extracellular medium were 
collected every 2 min. Accumulated [%I-AA cpm values are relative to the total amount of 
radioactivity. The total amount of radioactivity was calculated as the sum of radioactivity in 
all time samples plus radioactivity in the lysed monolayers at the end of the experiment. 
(Bottom) Cells were preloaded with 96Cl (2 yCilrnl) for 2 hr, washed, and exposed to the 
same treatments. Redrawn from Figs. 2 and 5 in Basavappa et al., (1998). 
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1998; Thoroed et al., 1997) (see Fig. 3). In EAT cells, the swelling-induced 
release of arachidonic acid was inhibited by guanosine-5’-0-(2- 
thiodiphosphate) (GDPPS), consistent with the involvement of a G-protein 
(Thoroed et al., 1997). Moreover, from inhibitor studies and from a phos- 
pholipase D (PLD) assay it is concluded that neither PLD nor PLC is 
involved in the increased release of arachidonic acid during RVD and that 
events associated with RVD are mediated exclusively by the activation of 
cPLAz (see Fig. 4). Because there is no change in the release of [14C]stearic 
acid from EAT cells after the reduction of osmolarity (Thoroed et al., 1997), 
this argues against PLC or PLAl being involved in the release of AA 
(Fig. 5 ,  top). In endothelial cells it was similarly found that shear stress 
activated cPLAz (Oike et al., 1994; Nilius et al., 1994c; Pearce et al., 1996). 
Finally, osmotic swelling can increase PLA2 activity directly in large mem- 
brane vesicles (Lehtonen and Kinnunen. 1995). 

A number of different mechanisms leading to the swelling-induced activa- 
tion of cPLAz can now be suggested: (i) changes in the lipid bilayer may 
act as a mechanosignal activating a heterotrimeric G-protein or by direct 

FIGURE 4 Enzymatic pathways involved in the release of phosphatidic acid (PA), arachi- 
donic acid, and stearic acid from membrane phospholipids. X: the polar head group can be 
choline, ethanolamine, serine, or inositol. The site of action of inhibitors used in Thoroed et 
al. (1997) is indicated. Redrawn and extended from Thoroed et aL, (1997). 



FIGURE 5 (Top) Effect of cell swelling on the rate of [3H]-arachidonic acid and 
['4C]stearic acid release from Ehrlich cells. Cells are preincubated with the respective isotop 
for 2 hr, washed, and exposed to a hypotonic medium. The hypotonic incubation medium 
contains 0.5% (wlv) BSA in order to scavenge the fatty acids released from the cells. The 
release of [3H]-arachidonic acid is linear for 2 min after which the rate of release again 
decreases; the release of [I4C]stearic acid is linear in the whole 8-min period. Values for the 
rate of release in hypotonic medium i$ given relative to the release in isotonic medium. Values 
are given ? SEM (n = 4). In 50 additional experiments the [3H]-arachidonic acid release 
after cell swelling has been determined (as a control for various inhibitors) with similar results. 
Redrawn from Figs. 2 and 3 in Thoroed et al., (1997). (Bottom) Formation of [14C]stearic 
acid-labeled lysophosphatidyl choline (['4C]-lysoPC) during the first 145 sec of a RVD response 
or during the same time period in isotonic medium. Cells are preincubated with [14C]stearic 
acid as described. The ['4C]stearic acid activity in the IysoPC spot was estimated as a percentage 
of the total cell associated radioactivity. The various radioactive lipid spots on the thin-layer 
plates were localized by autoradiography, scraped off the plate, and measured by liquid 
scintillation spectrometry. The formation of [14C]-lysoPC was significantly higher during RVD 
that under isotonic conditions. Redrawn from Fig. 4 in Thoroed et al. (1997). 



146 Else K. Hoffmann and John W. Mills 

activation of cPLA2 (Fig. 6); (ii) swelling-induced changes in the cytoskele- 
ton could alter cPLA2 activity (Akiba et al., 1993); (iii) swelling-induced 
activation of SA-cat channels (Christensen and Hoffmann, 1992) could lead 
to localized increases in [Ca2+], which would also be expected to stimulate 
PLA2 activity; and (iv) a swelling-activated tyrosin kinase could be upstream 
of the activation PLA2 (Craig and Johnson, 1996) as it is known that certain 
tyrosine kinases, via Ras or Rac, activate PLA2 (Peppelenbosch et al., 1995). 

C. Role of Arachidonic Acid and Lysophosphatidic Acid 

Arachidonic acid in itself can affect ion channels and can influence [Ca2+li 
in cells. Extracelllular application of AA ihhibits ZcI,vol directly in many cell 
types (Lambert and Hoffmann, 1994; Basavappa et al., 1998; for further 
references, see Okada, 1997). In contrast, a micromolar concentration of 
AA is well known to activate K+ channels in several cell types (Petrou et 
al., 1994; Meves, 1994). Arachidonic acid has been shown directly to release 
Ca2+ from internal stores in EAT cells (Jflrgensen et al., 1998) and to 
induce an increase in [Ca2+Ii in B cells from pancreas (Ramanadham et al., 
1992). This in turn can activate ZCI,Ca and ZK,Ca. In rat inner medullary 

FIGURE 6. PLA2 and/or a heterotrimeric G-protein as the volume sensor. Model show- 
ing how changes in the lipid bilayer may act as a mechanosignal by activating heterotrimeric 
G-proteins directly or by direct activation of cPLA2. Cell swelling results in some kind of 
radial strain, and it is suggested that this can activate cPLA2 and/or heterotrimeric G-proteins 
(see text and Figure 4 for discussion and references). 
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collecting duct cells, cell swelling activates PLA2, resulting in a release of 
arachidonic acid, which in turn leads to an increase in [Ca”], (Tinel et 
af., 1997). 

As seen from Fig. 4, phosphatidic acid may also be hydrolyzed by PLA2 
with the two products arachidonic acid and lysophosphatidic acid (LPA). 
LPA is known to elicit numerous biological functions (Moolenaar et af., 
1997). The potential role of LPA in cell volume regulation has not yet been 
investigated but it is an obvious candidate because its downstream signal 
cascade includes the Ras-Raf-MAP kinase cascade and Rho, which has been 
implicated in RVD (Tilly etaf., 1996) and in cytoskeletal rearrangement (see 
Section V). 

D. Eicosanoids ds Messengers 

Three main classes of oxygenase enzymes are implicated in the metabo- 

1. Prostaglandin H-synthase: (cyclooxygenase and peroxidase) producing 
prostaglandins, prostacyclins, and thromboxanes. 

2. Cytochrome P450 produces a family of epoxyeicosatrienoic acids 
(EETs). 

3. A variety of lipoxygenases, producing leukotrienes (LTs), hepoxilins, 
and hydroxy eicosatetradnoic acid (HETEs). The lipoxygenase (LIP) 
5-LIP catalyzes the oxygenation of AA to 5-HPETE, which is con- 
verted via a series of steps to the peptidoleukotrienes, including leuko- 
triene D4 (LTD4) (see, e.g., Ford-Hutchinson et al., 1994). 

lism of arachidonic acid to eieosanoids (see, e.g., Piomelli, 1996): 

1. LTD4 as Messenger 
In several cell types, inhibitors of the 5-LIP pathway or the leukotriene 

receptors inhibit RVD and/or Icl.vol (Diener and Scharrer, 1993; Doro- 
shenko and Neher, 1992; Mastrocola et al., 1993; Thoroed and Fugelli, 
1994a,b; Fatherazi et af., 1994; Jgrgensen et af., 1996; Light et af., 1997). 
However in C6 glioma cells, LIP inhibitors are found to affect Ic.l.vol directly 
(Strange et af., 1996). It is therefore important to measure swelling-induced 
changes in levels of arachidonic acid metabolites and to directly test the 
effect of these on the activation of the channel before a role in volume 
regulation can be assigned. Studies on EAT cells have provided evidence 
for an involvement of LTD4 in regulating swelling-activated channels. The 
main lines of evidence are: 

1. A swelling-induced increase in release of LTD4 and/or C4 (LTC4) has 
been demonstrated (Lambert et al., 1987). 
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2. LTD4 accelerates RVD (Lambert et al., 1987; Jargensen et al., 1996). 
3. Activation of taurine efflux after the addition of LTD4, apparently via 

a Ca2+-independent organic osmolyte channel, has been demonstrated 
(Lambert and Hoffmann, 1993; Lambert, 1998). 

4. The RVD response, as well as the LTD4-induced acceleration of the 
RVD response, is inhibited strongly by the LTD4 receptor antagonist 
L649,123 (1 p M )  (Jgrgensen et al., 1996). 

5. Desensitization of the LTD4 receptor by preincubation with 100 nM 
LTD4 inhibits a subsequent RVD response ( Jargensen et al., 1996). 

LTD4 is also demonstrated to be the messenger for swelling activation 
of the C1- channel during RVD in isolated crypt cells from rat colonic 
epithelium (Diener and Scharrer, 1993). Moreover, in hepatocytes from 
lipopolysaccharide-treated rats, LTD4 appears to activate Ca2+-dependent 
and -independent anion conductances (Meng et aZ., 1997). In contrast, in 
some other cells, LTD4 does not seem to play any role in the activation of 
Zcl,vol (Basavappa et al., 1998; Fatherazi et al., 1994; Hainsworth et al., 1996; 
Ackerman et al., 1994). 

Further evidence for the role of LTD4 comes from studies where the 
addition of omega-3 FA (EPA C20 : 5,  n-3) to the diet of the mouse hosts 
of EAT cells altered the fatty acid composition of the cellular membrane 
phospholipid pool. This resulted in an accelerated RVD response and a 
net C1- loss following hypotonic exposure in the EAT cells (Lauritzen et 
al., 1993). The total leukotriene synthesis (LTD4 plus LTD5) in cells en- 
riched with EPA was enhanced compared to the total leukotriene synthesis 
in control cells. In agreement with this, evidence shows that EPA is a poor 
substrate or even an inhibitor of the cyclooxygenase (Needleman et aZ., 
1986), whereas it may be a better substrate than AA for the lipoxygenase 
(Careaga-Houck and Sprecher, 1990). In cells where the membrane is en- 
riched with EPA, the swelling-induced shift from prostaglandin to leuko- 
triene synthesis (Lambert et al., 1987) could thus be augmented and the 
RVD response accelerated (see Lauritzen et al., 1993). This might be of 
significance for humans on an omega-3 FA diet. 

2. Lipoxygenase Products and K+ Channels 
Lipoxygenase products can modulate K+ channels, but only in a few 

cases has this been described to be important in the swelling activation of 
K+ channels: The 12-LIP product, hepoxilin A3, and the 5-LIP metabolite, 
LTD4 activate the swelling-activated K+ channel in human platelets (Mar- 
galit et al., 1993b) and in EAT cells (Hoffmann, 1998), respectively. In red 
blood cells from the mud puppy, a 5-LIP metabolite is likewise responsible 
for the swelling-induced activation of K+ channels (Light et aZ., 1997). In 
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EAT cells, LTD4 activates a ChTX-sensitive, Ca2+-activated K+ efflux with 
an ECSo of about 10 nM as well as a ChTX-insensitive, Ca2+-independent 
Kt efflux with an ECSo of about 2 nM (Hoffmann, 1998). As described 
earlier, the volume-regulating K' channel is ChTx insensitive and Ca2' 
independent. Because the addition of 3 nM LTD4 to EAT cells in hypotonic, 
Ca2+-free medium accelerates the RVD response in the absence of a mea- 
surable increase in [Ca'+], (Jotgensen et al., 1996), this indicates that LTD4 
interacts with the volume-activated channel. An interesting idea would be 
that the swelling-activated Kt channel could be a LTD4 receptor-gated 
channel. 

E. ATP ds an Autocrine Messenger 

ATP is released and appears to play important roles in autocrine signaling 
under stress situations in various cell types, including mechanical stress in 
an epithelial cell line (Grygorczyk and Hanrahan, 1997), endothelial cells 
(Hamada et al., 1998), and EAT cells (Pedersen et al., 1999); hydrostatic 
pressure in rabbit urinary bladder (Ferguson et al., 1997); and osmotic cell 
swelling in rat hepatocytes (Wang et al., 1996a). Extracellular ATP exerts 
its effects on ion transport via P2X receptors, which are ligand-gated cation 
channels, and P2Y receptors, which are G-protein coupled (see Burnstock, 
1996,1997). In EAT cells, as in many other cells types, the main P2 receptors 
are the P2Y1 and P2Y2 subtype (Pedersen et al., 1999). Stimulation of these 
receptors with micromolar concentrations of ATP results in the release of 
inositol 1,4,5-trisphosphate [Ins(1,4,5)P3] (Dubyak, 1986) and an increase 
in [Ca"], (Artalejo and Garcia-Sancho, 1988). 

1. K+ Channels 
ATP activates Ca2+-dependent ChTX-sensitive K' channels in EAT cells 

(Hoffmann, 1998) and in many other cell types (Nilius et al., 1995b; Strflbaek 
et al., 1996), accelerates the RVD response in EAT cells (Hoffmann, 1998), 
and induces cell shrinkage when added in isotonic steady state (Pedersen 
et al., 1998b). However, as discussed earlier, separate swelling- and Ca2+- 
activated K+ currents have been demonstrated in EAT cells, and ATP is 
found to only activate the ChTX-sensitive, Ca2+-activated K' efflux, not 
the ChTX-insensitive, volume-activated K' efflux (Hoffmann, 1998). Thus, 
at least in EAT cells, ATP is not the message for activating ZK,vol. 

2. k l , " O l  

Separate Zcl.vol and ZCI,Ca were also demonstrated in many cells, including 
EAT cells (see earlier). ZCI,Ca i s  activated by ATP in many cell types (see 
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Nilius et al., 1995b; Strobaek et al., 1996), and activation of Ca2+-indepen- 
dent C1- channels by ATP has actually been reported (Guo et aZ., 1997). 
It awaits further analysis whether ATP via P2Y receptors might activate 
both k! l ,"Ol  and ICI,Ca. 

F. The Role of Phosphatidyl Inositoi 4,s-bisphosphate 

Osmotic swelling and shrinkage in EAT cells are associated with a de- 
crease and an increase in phosphatidyl insositol 4,5-bisphosphate [PtdIns 
(4,5)P2], respectively (Christensen et al., 1988; Harbak et al., 1995). In other 
cells, an increase in volume results in a transient increase in Ins(1,4,5)P3 
(Dahl et al., 1991; Suzuki et al., 1990; Baquet et aZ., 1991), indicating that 
there would be a concomitant decrease in PtdIns(4,5)P2. Because a decrease 
in PtdIns(4,5)P2 regulates actin polymerization (Schafer and Cooper, 1995), 
the change in this phospholipid during RVD and RVI could be important 
for the volume-associated changes in the F-actin cytoskeleton that may be 
part of the signaling mechanism. (see Section V). 

C. &$+/Cnlmodulin in Signal Transduction 

Ca2+ is an ubiquitous intracellular messenger involved in the regulation 
of numerous cellular processes. Ca2' has also been implicated as having 
either a direct or a participatory role in the RVD response following cell 
swelling in most cells investigated, but although a certain level of [Ca"] is 
often required, an increase in [Ca2+Ii is not necessary in many of the cells 
investigated. For reviews of the role of Ca2+ in cell volume regulation, see 
Pierce and Politis (1990), McCarty and O'Neil (1992), Hoffmann et al., 
(1993), Foskett (1994), and Hoffmann and Dunham (1995). 

1. Cat Influx and/or a Change in [Ca2+Ii? 
An increase in [Ca2+Ii following a hypotonic exposure has been demon- 

strated in several cell types, especially epithelial cells, fibroblasts, and astro- 
cytes, and in most of these cells Ca2+ influx plays a key role in the RVD 
response (for references, see Foskett, 1994; Hoffman and Dunham, 1995). 
For example, volume recovery is blocked by the removal of external Ca2+ 
and by Ca2+ channel blockers. A biphasic [Ca2+Ii increase is induced by 
hypotonicity in the case of intestine 407 cells (Hazama and Okada, 1990). 
Both phases were dependent on the influx of extracellular Ca2+, but the 
second rise was due to Ca2+ release from internal stores, a Ca2+ -induced 
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Ca2+ release (CICR). Such a mechanism has also been proposed in renal 
A6 cells (Urbach et al., 1995) and HeLa cells (Sardini et al., 1995). 

In other cell types, the volume response is essentially unaffected by the 
removal of external Ca2+ (see Foskett, 1994; Hoffmann and Dunham, 1995). 
In proximal convoluted tubule cells and salivary acinar cells, there is still 
a swelling-induced increase in [Ca’.], in the Ca2+-free medium, which is 
mediated by the release from internal stores (Beck et al., 1991; Breton et 
al., 1992; Foskett er al., 1994). However, in these cases, it was concluded 
that the RVD response was not dependent on this increase in [Ca”],. 
Finally, no change in [Ca”], could be detected in human lymphocytes 
during RVD (Grinstein and Smith, 1990; Ross and Cahalan, 1995) and no 
evidence of increased [Ca”] was recorded in a cell suspension of fura-2- 
loaded EAT cells (Jensen et al., 1993; Thomas-Young et al., 1993; Harbak 
and Simonsen, 1995). When [Ca’’], was measured in single EAT cells, a 
transient increase in [Ca’+], was observed in only 6% of the cells at 1 mM 
external Ca2+ and almost never in media with low or zero extracellular 
Ca2+ (Jorgensen ef al., 1997). Similar results were obtained in single cell 
analyses of human lymphocytes during RVD (Schlichter and Sakellaro- 
poulos, 1994). Thus, a measurable increase in [Ca”], is not necessary for 
a RVD response in EAT cells: in the few cells in which it is seen, it is 
probably an epiphenomenon as was suggested in salivary acinar cells and 
proximal tubule cells (Breton et al., 1992; Foskett et al., 1994). 

Although the RVD response of EAT cells in hypotonic medium thus 
takes place without a detectable increase in [Ca’.],, an increase in [Ca”], 
induced by the addition of Ca’+-mobilizing agonists at the time of maximal 
swelling will accelerate the rate of the RVD response dramatically. A 
transient increase in [Ca”], can be induced by the addition of ATP, uridin- 
triphosphate (UTP), bradykinin, thrombin, or histamine in EAT cells (see 
Hoffmann etal., 1993; Pedersen et al., 1998b,c), which is shown to accelerate 
the RVD response significantly (Hoffmann et al., 1993; Hoffmann, 1998). 
As shown in Fig. 1, (lower right), this is due to the activation of Ca2’- 
dependent, ChTX-sensitive K+ channels, in parallel with the swelling- 
activated, ChTX-insensitive K+ channels ( Jorgensen et al., 1997; Riquelme 
et al., 1998; Hoffmann, 1998). In summary, the RVD response can take 
place without an increase in [Ca”],, but any increase will accelerate the 
response (for similar conclusions, see Schlichter and Sakellaropoulos, 1994; 
Ross and Cahalan, 1995). 

2. Is a Certain [Caz+Ii a Prerequisite? 
An unperturbed resting [CaZsli seems to play a permissive role and to 

be necesssary for RVD in rabbit medullary thick ascending limb cells 
(Montrose-Rafizadeh and Guggino, 1991) and in vascular endothelial cells 
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(Sziics et al., 1996). In initial studies with EAT cells, there was a complete 
block of the RVD response and of the swelling-induced efflux of Kt and 
C1- after chelating [Ca2+]i by 1,2-bis( O-aminophenoxy) ethane-N,N,N’,N’- 
tetraacetic acid (BAPTA) (Jplrgensen et al., 1996). Subsequently, it was 
shown that the RVD response in cells where [Ca2+Ii is buffered by BAPTA 
is not inhibited significantly when BAPTA loading is performed in a K’ 
equilibrium medium, thus avoiding the BAPTA-induced KC1 loss ( Jgr- 
gensen et al., 1997). In line with this, depletion of intracellular Ca2+ or 
chelation of cytosolic Ca2’ does not affect the RVD response in lymphocytes 
(Grinstein and Smith, 1990). Thus the role of an unperturbed resting level 
of [Ca”] in the RVD response is still an open question and may vary 
between cell types. 

3. Role of [CaZ+], and Calmodulin (CaM) in RVI 
An increase in [Ca2+Ii is generally not observed during RVI and does 

not seem to play a role in the shrinkage-induced activation of NKCC or 
in the activation of NHE (Hoffmann and Dunham, 1995). However, a 
localized increase in [Ca2+Ii cannot of course be excluded (Marsault et al., 
1997). CaM, however, seems to play an important role. CaM antagonists 
inhibit the shrinkage-induced activation of NKCC (Jensen et al., 1993; 
Krarup et al., 1998) and of NHE (Pedersen et al., 1996a) in EAT cells as 
well as in many other cell types (O’Donnell et al., 1995; Lytle and Forbush, 
1992b; Tanimura et al., 1995; Pewitt et al., 1990; Wakabayashi et al., 1997). 
CaM-binding motifs are located in the cytoplasmic tail of NHE-1, and if the 
high-affinity CaM-binding site is deleted, NHE is activated (Wakabayashi et 
al., 1994) and cannot be activated further by hypertonicity (Bertrand et al., 
1994), which led to the suggestion that cell shrinkage could remove an 
autoinhibitory effect of the CaM-binding regions. 

4. Isotonic Cell Shrinkage 
Many agonists, secretagogues, several hormones, growth factors and neu- 

rotransmitters exert their effect via plasma membrane receptors and elicit 
a transient rise in [Ca2’Ii by the activation of PLC, which hydrolyzes Pt- 
dIns(4,5)P2, resulting in a production of Ins(1,4,5)P3 and diacylglycerol 
(DAG). The increase in [Ca2+Ii evokes Z~1.c~ and IK,ca, resulting in KC1 loss 
and cell shrinkage. This is a very important part of the stimulated fluid and 
electrolyte secretion by secretory epithelia in airways, salivary glands, and 
pancreas (see Petersen, 1992; Hoffmann and Ussing, 1992; Frizzell and 
Morris, 1994; Greger, 1996) but also occurs in nonsecretory, nonpolarized 
cells. For example in EAT cells (see Hoffmann et al., 1993; Pedersen et al., 
1998c) and other cell types (for references, see Lang et aL,1998a,b), ATP, 
bradykinin, and thrombin elicit an increase in Ins(1,4,5)P3 and an increase 
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in [Ca2+Ii followed by a transient shrinkage due to the activation of ZCI,Ca 
and ZK,Ca (see Hoffmann et al., 1993; Pedersen et af., 1998~). Recovery is 
caused primarily by the activation of NKCC, but NHE is also activated 
(Pedersen et al., 1998~). A similar effect has been described in rat parotid 
acini (Manganel and Turner, 1991) and in Ha-ras-transformed NIH-3T3 
fibroblasts (Woll et af., 1993). 

H. Protein Phosphoylation 

Protein kinases can be tranducers of the volume signal. An obvious idea 
was that a protein kinase could be inhibited by cell swelling and activated 
by cell shrinkage, which seems to apply to human, duck, and sheep red 
blood cells (Parker, 1994; Palfrey, 1994). In general, the picture is more 
complicated, however, and several kinases seem to be involved. 

1. RVD and Ion Channels 
Activation of tyrosine kinases during RVD was demonstrated in several 

cell types (Lepple-Wienhues et al., 1998; Schliess et af., 1995; Sadoshima et 
af., 1996; Tilly etal., 1996a). In Jurkat lymphocytes, the activity of the tyrosine 
kinase (p561ck) correlated with the time course of RVD and appeared to be 
involved in the activation of Zcl,vol (Lepple-Wienhues etaf. ,  1998). In intestine 
407 cells, inhibition of the focal adhesion kinase, p125FAK, inhibited ZCl.vol 
(Tilly et af., 1996a) (see Section V,D.2 for further discussion). 

In contrast, protein kinase C inhibits ZCl,vol in some cell types (Duan et 
al., 1997a; Hardy et af., 1995; Coca-Prados et af., 1996). PKC is activated 
after cell shrinkage and in the late phases of RVD in EAT cells (Larsen 
et af., 1994). This might play a role in keeping Zcl,vol low during RVI and 
in the termination of the RVD response (Hoffmann and Dunham, 1995). 

2. K+,CI- Cotransporter 
K+,Cl- cotransport is deactivated by phosphorylation and activated by 

dephosphorylation, thus K+,CI cotransport in rabbit, human, and sheep 
red blood cells is blocked by inhibitors of the serinekhreonine protein 
phosphatases 1 and 2A (Jennings and Schulz, 1991; Starke and Jennings, 
1993; Kaji and Tsukitani, 1991; Bize and Dunham, 1994). That protein 
phosphatase 1 is indeed responsible for the dephosphorylation step was 
demonstrated by Krarup and Dunham (1996) on resealed ghosts from 
dog erythrocytes. 

As mentioned earlier, kinase activity is volume sensitive, being inhibited 
by cell swelling ( Jennings and Al-Rohil, 1990; Dunham et af., 1993; Kaji and 
Tsukitani, 1991). This volume-sensitive kinase is still unidentified. However, 
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sequence analyses from cloned Na+ ,2C1- and K+,Cl- cotransporters have 
identified consensus sites for casein kinase I1 and PKC (Gillen et al., 1996; 
Payne et a/., 1996). Because there seems to be a coordinated activation/ 
inhibition of the Nat ,K+,2Cl- cotransporter and the Kt,2C1- cotransporter 
(see Parker, 1994; Palfrey, 1994), it is tempting to speculate that PKC and/ 
or casein kinase I1 could be responsible for the phosphorylation of both 
cotransporters. It should be noted, however, that the coordinated regulation 
might as well involve phosphorylation/dephosphorylation of a regulator. 

3. RVI 
Activation of tyrosine kinases has been measured during RVI in several 

cells. Thus cell shrinkage activated the tyrosine kinases p59fgr and p56/ 
59hck rapidly in human neutrophils. The signaling pathway was proposed 
to involve the activation of tyrosine kinases followed by the activation of 
a small G-protein RhoA and increased phosphorylation of myosin light 
chain (MLC) (Krump et al., 1997), which may be the result of RhoA’s 
inhibition of myosin phosphatases (Kimura el af., 1996). In several cell 
types, shrinkage-induced phosphorylation of MLC is due to the activation 
of myosin light chain kinase (MLCK) (Shrode et al., 1995; Klein and O’Neill, 
1995; Takeda et al., 1993). Finally, PKC, which is activated by cell shrinkage 
in EAT cells (Larsen et a1.,1994), will also phosphorylate MLC (Takeda et 
af., 1993). A likely hypothesis therefore is that a crucial event in the activa- 
tion of NHE and NKCC may be the increased phosphorylation of MLC, 
which in turn leads to changes in the cytoskeleton (see Section V). 

Extracellular signal-regulated protein kinases (ERKs) are serinehhreo- 
nine protein kinases, including ERKl and ERK2, that activate stress- 
activated protein kinases (SAPKs), and p38 kinases. Excessive osmotic 
shrinkage triggers several proteins involved in this ERK cascade, including 
SAPKs and p38 in several mammalian cell types (Sheikh-Hamad et af., 
1998; Matsuda et af., 1995). In MDCK cells, p38 activity is essential for the 
shrinkage-induced induction of the betaine transporter (Sheikh-Hamad et 
af., 1998), and preliminary results in EAT cells have indicated that the 
inhibition of p38 inhibits the upregulation of NKCC after 30 min of hyperto- 
nicity (E. K. Hoffmann, unpublished results). In yeast, the activation of a 
p38-like kinase by hypertonicity seems to involve two independent osmo- 
sensors: a transmembrane histidine kinase and a transmembrane protein 
that contains an SH3 domain (Maeda et al., 1996). In CHO cells, inhibition 
of the Janus kinase (JAK), which is upstream from ERK, inhibits the 
shrinkage-induced activation of NHE (Garnovskaya et al., 1997). It has 
also been demonstrated that the tyrosin kinase, Pyk2, is activated by hyper- 
osmolarity and can activate SAPK through the small G-protein Rho (Tok- 
iwa et af., 1996). However, even though the ERK superfamily appears to 
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be activated by cell shrinkage in many cell types, in other cell types, such 
as human neutrophils, ERK1/2, SAPK, or p38 are not activated upon 
hypertonic cell shrinkage (Krump et al., 1997). Finally, it must be noted 
that the activation of SAPK and p38 by cell swelling has also been reported 
in a few studies (Sadoshima et al., 1996; Tilly et al., 1996b), thus the picture 
is not very clear at the moment. 

4. NHEs 
Even though NHE is activated by phosphorylation, cell shrinkage does 

not result in phosphorylation of the NHE protein (Grinstein et al., 1992b), 
and shrinkage-induced activation of NHE is not prevented by the deletion 
of the phosphorylation site on NHE (Bianchini et al., 1995). Thus, the 
phosphorylation-dependent events probably involve accessory proteins 
rather than NHE itself. Candidates could be components of the cytoskele- 
ton (see Wakabayashi et al., 1997; Orlowski and Grinstein, 1997). Activation 
of NHE by hypertonicity in astrocytes seems to involve the myosin light 
chain, which is phosphorylated upon cell shrinkage. ML-7 inhibits the 
shrinkage-induced activation of NHE, although it should be noted that the 
ICso value was 56 pM which is a very high compared to the ICs0 value for 
MLCK, which is 0.3 pM, making it possible that the observed effect of 
ML-7 was nonspecific. In EAT cells, MLCK inhibition inhibits NKCC 
and RVI strongly (Krarup et al., 1998) but does not inhibit NHE-induced 
alkalinization seen after exposure to hypertonicity (Varming et al., 1998). 
As mentioned earlier, PKC can phosphorylate MLC as well. In EAT cells 
it is suggested that a PKC isoform is involved in the shrinkage activation 
of NHE, as chelerythine, a specific inhibitor of PKC, inhibits the shrinkage- 
induced activation of NHE at concentrations where the drug is specific for 
PKC (Pedersen et al., 1996a; Varming et al., 1998). Thus a role for MLC 
in NHE activity in EAT cells cannot be ruled out. It should also be noted 
that PKC does not appear to be involved in the shrinkage-induced activation 
of NHE-1 in other cell types (Wakabayashi et al., 1997). 

5. NKCC 
A number of studies have demonstrated that NKCC is activated via 

protein kinases (Pewitt et al., 1990; Torchia et al., 1992; Jensen et al., 1993; 
Lytle and Forbush, 1992b; Haas et al., 1995; Klein and O’Neill, 1995; O’Don- 
nell et al., 1995; Krarup et al., 1998) and is inhibited by phosphatases (Pewitt 
et al., 1990; Palfrey and Pewitt, 1993; Paulais and Turner, 1992; Vigne et 
al., 1994; O’Donnell etal., 1995; Krarup et al., 1998) and direct phosphoryla- 
tion of NKCC proteins after cell shrinkage has been demonstrated (Lytte 
and Forbush, 1992b; Xu et al., 1994; Torchia et al., 1992; O’Donnell et 
al., 1995). 
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a. Protein Kinase A. After agonist-mediated increases in CAMP (Lytle 
and Forbush, 1992b; Tanimura et al., 1995), PKA is found to play an 
important role in the activation of NKCC, but PKA is apparently not 
involved in the shrinkage-induced activation (Pewitt et al., 1990; Hoffmann 
and Dunham, 1995; O’Donnell et al., 1995; Krarup et al., 1998). 

b. Ca2+-Dependent Kinases. A permissive [Ca2+Ii is necessary for the 
activation of NKCC as the buffering of intracellular Ca2+ prevents shrinkage 
activation of NKCC (O’Donnell et al., 1995; Ikeda et al., 1995; Krarup et 
al., 1998), pointing to an involvement of Ca2+-dependent protein kinases. 
The role of PKC in the shrinkage activation of NKCC differs between cell 
types from a weak stimulatory role in EAT cells to no effect in bovine 
endothelial cells (O’Donnell et al., 1995) and to downregulation of 
shrinkage-induced NKCC activity in sweat glands (Toyomoto et al., 1997). 
Anti-CaM drugs are very effective inhibitors of shrinkage-induced activa- 
tion of NKCC (O’Donnell, 1991; Jensen et al., 1993; Krarup et al., 1998) 
pointing to the involvement of CaM-dependent kinases. The CaM- 
dependent protein kinase MLCK seems to play a central role in the 
shrinkage-induced activation of NKCC in EATC (Krarup et al., 1998) and 
in bovine endothelial cells (Klein and O’Neill, 1995; O’Donnel et al., 1995), 
whereas inhibitors of CaM-dependent kinase I1 are uneffective as inhibitors 
of the acetylcholine-induced or shrinkage-activated NKCC (Ikeda et aL, 
1995; Krarup et al., 1998). 

c. Steady State. Under isotonic conditions, NKCC activity is low in 
many cell types. Inhibition of serinehhreonine phosphatases activates 
NKCC dramatically (Hoffmann and Dunham, 1995; Haas, 1994; Vigne et 
al., 1994; O’Donnell etal., 1995; Krarup et al., 1998), indicating a continuous 
phosphorylation/dephosphorylation of the transporter in the steady state. 
Three kinases seem to be involved in the steady-state phosphorylation of 
NKCC in Ehrlich cells, i.e., PKA, PKC, and MLCK, whereas only PKC 
and MLCK are involved in the shrinkage-induced activation of NKCC 
(Krarup et al., 1998). 

In conclusion, increased phosphorylation of MLC seems to be an impor- 
tant step in the activation of volume regulatory transporters after cell 
shrinkage. This phosphorylation could be mediated by MLCK and/or by 
PKC or by an inhibition of myosin phosphatase, which is downstream of 
the small G-protein, RhoA. Phosphorylation of MLC could then in turn 
promote coordinated myosin-actin interactions with associated proteins, 
resulting in activation of NKCC and possible NHE. 

There is also evidence for long-term (5 hr) effects of cell shrinkage on 
the amount of NKCC expressed in EAT cells (Jensen and Hoffmann, 
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1997). On such a longer time scale, it is likely that the ERK family kinases, 
p38 and SAPKs play important roles. 

V. CYTOSKELETON AND CELL VOLUME REGULATION 

For the purposes of this chapter, the term cytoskeleton will refer to the 
actin-associated cytoskeletal system. The broad use of the term will also 
include filament arrays composed of other distinct cytoskeletal proteins 
such as myosin and spectrin, realizing that these could be discussed as a 
separate functional group (Bennett and Lambert, 1991; Baehler, 1996). 
This chapter does not discuss the microtubule or intermediate filament 
portion of the cytoskeleton. For reviews on isotypes, polymerization kinet- 
ics, and general cellular distribution and function of all three of these 
systems, see elsewhere (Herman, 1993; Carlier, 1991; Hasson and Mooseker, 
1995; Klymkowsky, 1995; Mandelkow and Mandelkow, 1995; Sun et al., 
1995; Cowin and Burke, 1996; Vie1 and Branton, 1996; Chou et al., 1997; 
Wade and Hyman, 1997). 

A. C’oskeleton and the Cell Volume Regolatoy Response 

This section discusses the evidence that specifically addresses the role 
that the cytoskeleton may play in volume regulatory mechanisms. This 
discussion focuses entirely on the potential role of the actin cytoskeleton 
as there is an abundance of evidence that microtubules and intermediate 
filaments do not appear critical to any of the volume regulatory mechanisms 
(for exceptions, see Downey et al., 1995; Linshaw et al., 1992). 

Numerous studies have attempted to correlate changes in the actin- 
based cytoskeleton with volume changes or to determine if experimental 
alteration of the cytoskeleton affects the volume regulatory process. There 
is no consensus on what role, if any, actin filaments may play in volume 
regulation, although there is some indication that disruption of the steady- 
state organization of actin filaments does affect volume regulatory pro- 
cesses. For example, in EAT cells, cell swelling results in a loss of cellular 
actin staining, and treatment with high concentrations of cytochalasin, which 
lowered F-actin levels, partially inhibits RVD (Cornet et al., 1993a). In 
shark rectal gland cells there is a reversible reduction in basolateral F-actin, 
staining and a rearrangement of F-actin bundles is seen during hypotonic 
challenge (Ziyadeh et al., 1992; Henson et al., 1997). This rearrangement 
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is also seen in RCCT-28A cells (Fig. 7) and in T84 cells (Matthews et al., 
1998). In PC12 cells there is a rearrangement of actin that correlates with 
a reduction in F-actin staining (Cornet et al., 1993b, 1994). In HSG cells, 
1 pM cytochalasin D inhibits the RVD response completely (Fatherazi et 
al., 1994). This effect of cytochalasin treatment is also seen in osteosarcoma 
cells (Lo et al., 1995). In human fibroblasts, exposure to hypotonic medium 
results in a reduction in F-actin content per cell followed by recovery (Bibby 
and McCulloch, 1994). In B lymphocyte myeloma cells, the cortical actin 
ring is disrupted by hypotonic challenge and treatment with cytochalasin 
increases the rate of chloride channel activation under mild (10%) hypotonic 
challenge (Levitan et al., 1995). In human neutrophils, treatment with cyto- 
chalasins did not alter RVD and did not alter the F-actin content (Downey 
et al., 1995). The same authors did report, however, that cytochalasin treat- 
ment in Jurkat cells caused a reduction in F-actin and completely inhibited 
the RVD response in dilute media. Conversely, in cardiac myocytes, F- 
actin does not change during hypotonic swelling or RVD (Zhang et al., 
1997). Treatment with phalloidin to stabilize the actin filament system 
decreases the degree of swelling as compared to untreated controls (Zhang 
et al., 1997). 

Although the evidence just presented indicates that the actin filament 
system may be involved in the RVD response, it also suggests that this role 
may be highly cell specific or take part in only a part of the regulatory 
response. In a detailed study in HL-60 cells, Hallows and co-workers (1991, 
1996) reported that the F-actin content dropped in cells exposed to hypo- 
tonic challenge and rose in those undergoing RVI in hypertonic medium. 
When the cells were exposed to cytochalasin, which lowered F-actin levels, 
the cells exhibited normal RVD and RVI, indicating that F-actin levels, 
and normal organization of filaments, were not critical to the regulatory 
process (Hallows et al., 1991). A subsequent study from these authors 
pointed out that the portion of F-actin present in the Triton-insoluble 
fraction (“cytoskeletal actin”) declined during cell swelling but did not 
recover during RVD (Hallows et aL, 1996). After treatment with cytocha- 
lasin there was a dramatic drop in the Triton-insoluble fraction of F-actin. 
During subsequent RVD and RVI there was no further change in this pool 
of F-actin, but the cells exhibited normal regulatory responses. In agreement 
with Hallows et al. (1991, 1996), Moran et al., (1996) reported that there 
is a reversible decrease in F-actin during cell swelling in cultured astrocytes; 
however, disruption of the cytoskeleton with cytochalasins does not affect 
RVD. These results support the hypothesis that the “cytoskeletal actin,” 
especially those aggregated and crosslinked filaments visualized by phalloi- 
din staining, may not be involved in regulatory mechanisms. That portion 
of F-actin present as possibly short oligomeric filaments and not cross- 



FIGURE 7 Localization of F-actin in RCCT-28A cells. Plane of focus is at base of cells. (Left) Control conditions. Actin filaments 
can be seen as stress fibers and as membrane-associated actin at the cell periphery. (Right) Five minutes in hypotonic medium. 
Notice that the F-actin organization is disrupted. (J. W. Mills, unpublished results). Results are similar to the results reported in T84 
cells after 30 min in hypotonic buffer (Matthews er al., 1998). 
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linked tightly into the structural actin may instead be the pool susceptible 
to volume perturbation and therefore linked to the volume regulatory 
process. A decrease in F-actin content after cell swelling has, however, 
not been observed universally. In human intestine 407 cells exposed to 
hypotonicity, the F-actin content increases approximately 40% during the 
time course of swelling and returns to control levels within 5 min (Tilly et 
al., 1996). Correlated with this change in F-actin content was a domain- 
specific change in F-actin organization, with an increase in F-actin associated 
with stress fibers, and a decrease in F-actin in the apical membrane. 

In summary, volume perturbations have been shown to alter the organiza- 
tion and content of F-actin in many cell types. These changes are, for the 
most part, reversible and coincide with the time course of the volume 
changes. In some cases, perturbation of the actin filaments by treatment 
with cytochalasins, followed by osmotic challenge, results in an inhibition 
of the volume recovery process, indicating that the alteration in the F-actin 
domain that occurs during volume changes may be a necessary part of the 
RVD response. However, in other cases, disruption of F-actin has no effect 
on volume recovery, even when the perturbing effect of the cytochalasin 
has been verified. Thus it is not yet clear what role the actin filaments play 
in RVD, and whether a given role is purely cell specific or related to the 
type of transporter(s) activated during the volume recovery phase. The 
specific transporters whose activity may be linked to cytoskeletal alterations 
will be discussed next. 

B. Actin and Volurne-Regulated Ion Channels 

1. I C l , V O l  

Various lines of evidence indicate that the actin filament system may 
play a role in regulating the activity of this channel. In each case, data rely 
on the use of cytochalasins or phalloidin to disrupt or stabilize the actin 
filament system. In HSG cells, cytochalasin treatment inhibits I c ~ , ~ ~ ~  during 
RVD (Fatherazi et al., 1994). In cardiac myocytes, both cytochalasin and 
phalloidin inhibited Icl,vol (Zhang et al., 1997). In membrane patches of 
RCCT-28A cells, cytochalasin stimulated Icl,vol and phalloidin prevented 
channel activation (Schwiebert et al., 1994). Potentiation of a swelling- 
induced C1- efflux pathway in intestinal epithelial cells by prior treatment 
with cytochalasin has also been mentioned by Tilly et al. (1996a). 

In myeloma cells cytochalasin enhanced activation of Icl,vol and phalloidin 
treatment inhibited it (Levitan et al., 1995), in agreement with data on 
RCCT-28A cells. Interestingly, when medium osmolality is reduced to 25% 
of control, neither cytochalasin nor phalloidin affected the C1--channel 
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response. The results were interpreted with regard to a membrane tension 
model of channel activation. Under mild hypotonic shock (lo%), the swell- 
ing is sensed through a change in membrane tension and a linkage to the 
actin filament system. If the actin filaments are disrupted further, channel 
activation is enhanced. If the stimulus is great enough (25%), the tension- 
actin mechanism is activated maximally, and further disruption of the fila- 
ment system has no effect. The fact that phalloidin treatment inhibited the 
response under mild hypotonic conditions indicates that the swelling and 
therefore the stretch of membrane is not sufficient in itself, but some 
interaction with the dynamic state of the actin filaments is required (Levitan 
et al., 1995). 

One of the studies arguing against this possible role of actin changes on 
the RVD mechanism are the results in astrocytes that show that cytochalasin 
treatment, which clearly alters F-actin, does not affect RVD or C1- efflux 
(Moran et al., 1996). 

2. IK,vol  

IK,vol involved in the RVD response may also be regulated via an interac- 
tion with the actin cytoskeleton (Cantiello et al., 1993). In actin-binding 
protein (ABP)-deficient melanoma cells, hypotonic challenge does not re- 
sult in any RVD response, which is associated with a failure of K' channels 
to be activated. When the expression of ABP was recovered by transfection 
with the cDNA for ABP, both Kf channel activation and a RVD response 
were recovered (Cantiello et al., 1993). In ABP-deficient cells, a higher 
baseline permeability to K' was found, indicating that in the absence of 
ABP the K' channel was in an unregulated, chronically active state. Thus 
ABP may be acting, via a link between the channel and the actin cytoskele- 
ton, to modulate channel activity. It is not clear why, however, that when 
inside-out patches of ABP-positive cells are exposed to actin on the cyto- 
plasmic side, under conditions that should support the formation of actin 
filaments, cation-selective channel activity is enhanced (Cantiello, 1997). 

3. Swelling-Activated Ca2+ Current 
In guinea pig gastric myocytes, hypotonicity induces the activation of 

voltage-dependent Ca2+ channels (Xu er al., 1997). When this preparation 
is treated with high doses af cytochalasin, base line Ca2' currents are 
unaffected. However, Ca2' currents activated by the addition of a hypo- 
tonic medium are inhibited markedly. Conversely, treatment with phal- 
loidin leads to an enhanced current, which can be inhibited by cytochala- 
sin treatment. This indicates that the state of actin filament organization 
plays a role in the activation of a volume-sensitive Ca2' channel and is sup- 
ported by findings in other cell types. Cytochalasin treatment inhibits 
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neurotransmitter-stimulated Ca2t influx in hippocampal neurons and accel- 
erates run-down of the NMDA channel in these cells (Rosenmund and 
Westbrook, 1993; Furukawa and Mattson, 1995). A model for the regulation 
of these channels by actin, proposed by Rosenmund and Westbrook (1993), 
is shown in Fig. 8. Similarly, cytochalasin accelerates and phalloidin delays 
the inactivation of voltage-dependent Ca2+ channels in Lyrnnae neurons 
(Johnson and Byerly, 1993). 

C. Actin, the Na+,Kf,2Cl- Cotransporter, and NHE 

1. Nat,K+,2C1- Cotransporter 
A significant body of data obtained from studies of T84 cells indicates that 

the actin filament system may play a role in the CAMP-induced activation of 
the Nat,K',2Cl- cotransporter (Shapiro et al., 1991; Matthews et al., 1992, 
1994,1997). This potential regulatory link between the Na+,K+, 2C1- cotran- 
sporter and the actin filament system is supported by data from studies of 
volume regulation in Ehrlich cells (Jessen and Hoffman, 1992; Hoffmann 

FIGURE 8 Proposed model of calcium- and actin-dependent N-methyl-maspartate chan- 
nel regulation in hippocampal neurones. The model suggests that calcium-induced actin de- 
polymerization underlies rundown of the channel. The model includes a regulatory protein that 
dissociates from the channel in a calcium-dependent manner, leading to channel inactivation. 
However, unless calcium-dependent depolymerization of actin filaments occurs, the regulatory 
protein can reassociate quickly. Actin depolymerization results in removal of the soluble 
regulatory protein, and the channel runs down. Reproduced from Rosenmund and Westbrook 
(1993). with permission from Cell Press. 
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et al., 1994). In isotonic medium, pretreatment with cytochalasin stimulates 
the activity of the transporter. This activation occurs in the absence of Ca2+, 
in agreement with data on T84 cells. When EAT cells are exposed to 
hypotonic medium, a Ca2+-dependent disruption of the cytoskeleton and 
a parallel partial activation of the cotransporter are seen. However, upon 
exposure to hypertonic medium, cytochalasin treatment inhibits the shrink- 
age activation of the cotransporter. 

When EAT cells are exposed to high concentrations of cytochalasin in 
isotonic medium, they form numerous extensive membrane blebs. In these 
blebs, flux data demonstrate that the Na+/K+/2CI cotransporter is in a 
permanently activated state (Hoffmann et al., 1994) and cannot be activated 
further by cell shrinkage (E. K. Hoffmann, unpublished observation). Thus, 
it is possible that a change in association of actin filaments with the cytoplast 
membrane is responsible for inducing the partial activated state of the 
cotransporter. 

The paradoxical stimulation of the cotransporter seen in EAT cells in 
both hypotonic and hypertonic medium has also been demonstrated in T84 
cells (Matthews et al., 1998). In hypertonic medium, phalloidin pretreatment 
had no effect on activation of the cotransporter in T84 cells, whereas 
cytochalasin inhibited activation, similar to what occurred in EAT cells. 

Further support for an actin filament dependent regulation of the cotrans- 
porter comes from studies of RVI in cultured endothelial cells (Klein and 
O'Neill, 1995) and EAT cells (Krarup et al., 1998). After exposure to 
hypertonic medium, phosphorylation of MLCK is increased in endothelial 
cells, an effect inhibited by the MLCK inhibitor ML-7 (Klein and O'Neill, 
1995). In endothelial cells and EAT cells, ML-7 inhibits the swelling-induced 
activation of the cotransporter. A similar effect of ML-7 on shrinkage- 
induced activation of NHE in astrocytes has also been reported (Shrode 
et al., 1995). Because the myosin light chain kinase is involved, this implies 
a critical interaction between myosin I1 and the actin filament system. As 
discussed in Section V,D,3, MLCK activity appears critical for exocytotic 
events, implying that the RVI response leading to the activation of cotrans- 
porters or NHEs in the cell membrane may involve the insertion of trans- 
porters. 

2. NHE 
As described in Section IV,H,4, direct phosphorylation of NHE does not 

occur during osmotic challenge (Grinstein et al., 1992b). The hypothesis 
has been presented that the shrinkage-induced phosphorylation events that 
do occur are associated with accessory proteins. These could include cy- 
toskeletal proteins interacting with the cytoplasmic domain of NHE (Noel1 
and PouyssCgur, 1995). In fibdblasts, NHE has been shown to localize to 
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the adhesion complex (Grinstein et al., 1993). However, the significance of 
this association is not clear, as there was no indication that the cytoskeletal- 
associated NHEs were any more active than those not associated with the 
cytoskeleton. An alternative role for the cytoskeleton in regulating NHE 
could be via the vesicle cycling mechanism. A reduction in NHE activity 
in serum-deprived Caco-2 cells has been demonstrated (Watson et al., 1992). 
Serum deprivation is known to alter the cytoskeleton. When Caco-2 cells 
are treated with cytochalasin, the serum deprivation effect is inhibited. 
Thus, under these conditions, NHEs are retained in the membrane even 
in the absence of serum. Because endocytosis is dependent on the actin 
filament system, the results imply that one aspect of NHE regulation is via 
a vesicle shuttling mechanism 

As discussed in Section III,B., shrinkage-induced activation of NHE-1 
and NHE-2 is inhibited strongly by ATP depletion, suggesting that this is 
related to cytoskeletal rearrangement. ATP is needed for actin polymeriza- 
tion in vitro and it is known that the depletion of ATP in intact cells leads 
to the depolymerization of cortical actin (Bacallao et al., 1994). As discussed 
later, vesicle insertion mechanisms require intact cortical actin filaments. 

D. Potential Regulatory Sites 

Initially, the idea that the cytoskeleton could be involved in cell volume 
regulation was based on the concept of an actin-myosin-based contractile 
mechanism acting either to resist the swelling pressure induced by the influx 
of water or to prevent the entry of water by a sol-gel transformation 
(reviewed in Kleinzeller and Ziyadeh, 1990; Mills et al., 1993). It was later 
proposed that the cytoskeleton may regulate transport processes directly, 
either those involved in the maintenance of steady-state volume or those 
that were stimulated by the volume perturbation (Mills, 1987). This sugges- 
tion was based on data showing that cytoskeletal proteins are associated 
directly with membrane transport proteins; that perturbation of cytoskeletal 
filament systems was associated with altered membrane transport proper- 
ties; that membrane receptors and their characteristics were altered by 
cytoskeletal interaction; and that the state of organization of the cytoskele- 
ton played a role in the responsiveness of second messenger systems that 
altered membrane transport events (Forte and Lee, 1977; Fukuda et al., 
1981; Matsumoto and Sakai, 1979a,b; Matsumoto et al., 1984; Insel and 
Koachman, 1982; Melmed et al., 1981; Siman et al., 1985). 

The sites where elements of the cytoskeleton may interact with the vol- 
ume regulatory mechanism include the sensor of volume, the transduction 
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mechanism for this initial signal, and the actual effectors (transporters 
involved in the movement of solutes and water). 

E.  Volume Sensors 

As mentioned in Section IV, membrane-associated sensors of the volume 
signal could be integral membrane proteins, G-proteins, or phospholipases 
responding to a radial strain in the cell membrane. Some of the possible 
interactions of these with the cytoskeleton are discussed next. 

1. Integrins 
There is abundant evidence demonstrating that elements of the cytoskele- 

ton interact with membrane proteins. Two of the best studied and elucidated 
models are those of the neurotransmitter receptors for acetylcholine and 
glutamate (Whatley and Harris, 1996). In some cases, the interaction of 
the receptor with the cytoskeleton appears to be functionally important for 
aggregation and positioning of the receptors at appropriate sites (Froehner, 
1991), and the interaction with the cytoskeleton has been shown to alter 
functional characteristics such as binding affinity and responsivenes (for 
reviews, see Whatley and Harris, 1996; Bechade and Triller, 1996). 

Other types of membrane receptors have also been shown to interact in 
a functionally relevant way with elements of the cytoskeleton. This includes 
the epidermal growth factor (EGF) receptor (EGFR), which has been 
shown to colocalize with actin filaments. Importantly, it was shown in 
vivo that the high-affinity class of the receptor is associated with the actin 
cytoskeleton (Defize et al., 1989). An increase in the association with actin 
filaments was demonstrated after exposure to EGF (Rijken et al., 1991; 
den Hartigh et al., 1992), suggesting that the state of the cytoskeleton may 
be part of the signaling mechanism or play a critical role as a scaffold to 
provide the correct topology for propagation of the signal. 

If there is a receptor or volume sensor in the membrane of mammalian 
cells, separate and distinct from the transporter, and it interacts with the 
cytoskeleton, what are the candidates? One ubiquitous class of integral 
membrane proteins that has been demonstrated to interact with the cy- 
toskeleton are the integrins. These are present as heterodimers in the cell 
membrane and have a variable association with the actin filament system, 
partially dependent on whether the receptor is occupied by its ligand 
(outside-in signaling). Once occupied, a cascade of events result in assembly 
of many cytoskeletal proteins at the ligand-receptor site. Also recruited 
and associated closely with the cytoskeleton are many (as much as 20) 
proteins known to take part in signal transduction, including PKC, protein 



166 Else K. Hoffmann and John W. Mills 

phosphatases, and the focal adhesion kinase, p125FAK (Shattil et al., 1994; 
Miyamoto et al., 1995). When cytoskeletal assembly is disrupted by treat- 
ment with cytochalasin, the signaling molecules fail to assemble at the 
integrin site (Miyamoto et al., 1995). 

Integrin occupation also alters ion transport in the target cell. This in- 
cludes a rise in Ca2+, presumably by influx into the cell, and a rise in 
intracellular pH due to the activation of NHE (Schwartz er al., 1989, 1990; 
Schwartz, 1993). As mentioned in Sections II1,B and V,C, an increase in 
the association of NHE with integrin receptors and actin has been demon- 
strated in fibroblasts after adherence to a substrate (Grinstein, et al., 1993). 
Thus, integrin receptor activation results in cytoskeletal changes, recruit- 
ment of the antiporter to the integrin site, and a rise in intracellular pH 
mediated by the activation of NHE. 

Because the integrin receptor clearly plays a role in adherence and inter- 
acts with the actin cytoskeleton, what is the evidence that this could play 
a role in volume sensing? Evidence that could suggest such a role comes 
from studies employing magnetic beads coated with the amino acid se- 
quence that mediates integrin-receptor binding. When shear stress was 
applied to the cell via the beads bound to membrane receptors, an increase 
in the stiffness of the entire cytoskeleton system was seen (Ingber, 1997). 
The increase in stiffness upon application of the twisting force was elimi- 
nated in cells treated with agents that depolymerize actin filaments, microtu- 
bules, and intermediate filaments. Thus application of a tensile force to 
integrin receptors, attached to beads, leads to a response in the cytoskeletal 
elements in the cytoplasm (Ingber, 1997). Whether this response to tension 
could also occur via an integrin receptor that is not occupied or not attached 
to an external substrate is not known. However, association of integrin 
subunits with the cytoskeleton could be induced in hepatocytes in suspen- 
sion when treated with anti-integrin antibodies and then cross-linked with 
a secondary antibody indicating that the outside-in signaling pathway is 
responsive and independent of substrate adhesion (Nebe et al., 1996). Fur- 
thermore, some evidence shows that the signaling apparatus known to be 
associated with the integrin receptor is altered by cell swelling (membrane 
strain) and this stimulation does not appear to be mediated by receptor 
occupancy (see later). 

2. G-Proteins and Phospholipase A2 
G-proteins involved in signaling pathways are known to associate with 

the cell membrane. In most cases, this association has been shown to be 
via a direct interaction with the membrane and membrane receptor proteins. 
Recent evidence, however, indicates that several classes of G-protein inter- 
act with components of the cytoskeleton. For example in several cell types, 
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G-proteins colocalize with actin, vinculin, and spectrin (Bourguignon er al., 
1990; Hansen et al., 1994), as well as with intermediate filaments (Chiba et 
al., 1995). The association with the actin cytoskeleton can be disrupted by 
cytochalasin treatment (Heringdorf et nl., 1996), and activation of the G- 
proteins involves a dissociation from the cytoskeleton (Sarndahl etal., 1993). 

As discussed in Section IV,B,2, cPLA2 was proposed as a volume sensor. 
Stimulation of arachidonic acid production via cPLA2 was shown to be 
associated with a translocation of cPLA2 to the nuclear membrane. Cytocha- 
lasin B inhibits collagen-induced cPLA2 activation in human platelets. In 
rabbit platelets, thrombin stimulation of cPLA2 results in increased associa- 
tion with the Triton-insoluble cytoskeletal fraction (Akiba et al., 1993). 
Thus, this potential volume sensor has a variable and functionally critical 
interaction with the actin cytoskeleton, which could be part of the volume- 
sensing mechanism. 

F. Transduction of the Signal 

There are many components of the “signaling” systems, such as protein 
kinases (discussed in Section IV,H), phopholipids and G-proteins, that are 
known to be associated with elements of the cytoskeleton (Mochly-Rosen, 
1995; Sohn and Goldschmidt-Clermont, 1994). In most cases, these associa- 
tions have been interpreted to serve a role in efficient association of the 
enzyme with its target substrate. However, in some cases, the activity of 
the signal protein is altered when its association with cytoskeletal proteins 
is altered, indicating a potential regulatory role. For example, in synapto- 
somes, actin serves as a site for the activated form of the PKC isozyme 
and stabilizes its activity, acting as a regulator for the activity of the enzyme 
in the exocytotic pathway. Therefore the cytoskeletal-signal molecule inter- 
action is both permissive (serving to mediate association of enzyme and 
substrate) and required (preserving activity when bound). 

A signaling system associated closely with the cytoskeleton has been as- 
signed a specific role in cell volume regulation. In a series of papers, Tilly and 
co-workers (Tilly et nl., l993,1994,1996a,b) reported on the RVD response 
in intestine epithelial cells. As mentioned in Section IV,H,l, activation of 
tyrosine kinases is required for the stimulation of Zcl,vol in these cells. This 
kinase activity results in the phosphorylation, among several proteins, of 
the focal adhesion kinase p125FAK that binds to the cytoplasmic side of 
the integrin receptor. Treatment of the cells with the C3 exoenzyme 
of Clostridium botulinum blocked the phosphorylation of p125FAK and 
inhibited the Zcl,vol. The toxin inhibits the small G-protein Rho, which plays 
a key role in actin filament assembly and is also known to stimulate tyrosine 
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phosphorylation of p125FAK (Ridley, 1994). Because assembly of 
p125FAK at the integrin site is also associated with the assembly of RhoA 
at the same macromolecular complex (Yamada and Miyamoto, 1995), Tilly 
et al., (1996a) proposed that the p2lrho/pl25FAK signaling cascade played 
a key role in activating the Icl,vol and thus was linked to the volume sensor. 
The exact nature of the “sensor” is still not known. Because the signaling 
cascade appears to involve RhoA, we must look for those things that 
stimulate Rho that may be activated by swelling. A well-established stimula- 
tory agent for Rho is lysophosphatidic acid (LPA), a product of cPLA2 
(see Fig. 4), the activity of which is stimulated by cell swelling (see Fig. 6). 
LPA binds to a G-protein-coupled receptor in the cell membrane and 
activates Rho (Moolenar etal., 1997). Activation of Rho leads to the reorga- 
nization of actin and integrin assembly. This integrin/cytoskeletal-associated 
signal cascade involving p125FAK then leads to Zcl,vol activation. The actin 
assembly may be serving a critical role to position the signaling molecules 
in the orientation needed to propagate the signals efficiently to the correct 
effectors. That the signal pathway involving LPA can lead to ion channel 
activation and Rho-mediated cytoskeletal changes has been demonstrated 
in fibroblasts (Postma et al., 1996). 

These above results indicate that the actin cytoskeleton, through both a 
structural and a regulatory interaction with signaling molecules, could play 
a key role in the transmission of a volume regulatory stimulus from the 
sensor through the second messenger cascade to the effector responsible 
for osmolyte flux. 

G. Regulation of Membrane Transporlers 

1. Vesicle Insertion 
The next step along the pathway from cell volume perturbation to mem- 

brane transport activation could involve a change in the number and/or 
position of the transporters in the cell membrane. One way in which this 
regulatory component could be manifested is by a vesicle insertion and 
retrieval process. There is abundant information supporting the hypothesis 
that transport proteins are delivered to the cell membrane by a cytoskeletal- 
dependent vesicle shuttle mechanism (Hays et al., 1994; Forte and Yao, 
1996). The models can be described as basically two general schemes: (i) 
a permissive role in which the cortical actin filaments, initially forming a 
barrier to vesicle fusion with the cell membrane, are broken down or 
rearranged, thus allowing vesicle-cell membrane interaction, and (ii) a 
more active role, in which the actin filaments, in conjunction with motor 
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proteins, are involved in the movement or fusion of the vesicle with the 
cell membrane. 

Evidence for the permissive role of the cortical actin barrier in exocytosis 
is the demonstration in chromaffin cells that there is a transient depolymeri- 
zation of the actin filaments during the release of cortical ganules and that 
this depolymerization precedes the granule release (Vitale et al., 1991; 
Trifaro et al., 1992). A similar depolymerization of actin filaments is seen 
in the toad urinary bladder after stimulation with vasopressin or CAMP 
and this loss of filaments precedes the increase in osmotic water flow. 
Moreover, as seen in the chromaffin cell, the breakdown of the actin web 
occurred in patches and was not continuous across the entire apical actin 
filament domain (Ding et al., 1991; Holmgren et al., 1992). This partial and 
site-specific disruption of the cortical actin barrier appears critical to the 
exocytotic process. However, it is not clear whether this actin breakdown, 
in itself, is enough to allow exocytosis as extensive breakdown, versus 
only a partial disruption actually inhibits the exocytotic release of granules 
(Muallem et al., 1995). 

Instead of being simply a barrier, the actin filaments may also serve as 
the scaffold on which the machinery for vesicle tranlocation is assembled 
and moves. This is suggested from studies investigating the role of myosin 
in the exocytotic release of granules. For example, exocytosis is associated 
with MLCK activity leading to the diphosphorylation of MLC (Choi et al., 
1994) and inhibition of MLCK inhibits agonist-induced exocytosis (Rao et 
al., 1997). Inhibition of MLCK in chromaffin cells prevents priming of 
docked vesicles (Kumakura et al., 1994). Priming is the term used to describe 
the processes that already docked (vesicle-cell membrane in physical con- 
tact as viewed by electron microscopy) vesicles undergo before they can 
fuse with the cell membrane (Augustine et al., 1996). MLCK regulates the 
actin-myosin interaction, and myosin I1 has been shown to be located in 
association with the membranes of cortical granules in fish eggs (see Fig. 
9) (Becker and Hart, 1996). 

In addition to the role of myosin I1 in exocytosis, there is some indication 
that unconventional myosins may play a role (Goodson et al., 1997). For 
example, myosin I has been found in association with the membranes of 
Golgi-derived vesicles and has been implicated in the movement of vesicles 
from the microtubule transport system to the cortical cytoplasm (Fath and 
Burgess, 1994). Myosin V has been shown to be involved in the movement 
of beads in an in uitro motility assay (Cheney et al., 1993). Thus the move- 
ment of vesicles, possibly containing membrane transport proteins, could 
be mediated by several components of the actin-myosin cytoskeletal appa- 
ratus. Vesicles moving along microtubule tracks would be passed to the 
unconventional myosins that would serve as motor proteins to move the 
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FIGURE 9 Schematic representation of the spatial distribution of filamentous actin 
(A, crosshatch), nonfilamentous actin (A, O), and myosin-I1 (B, A) in the unactivated zebrafish 
egg based on results of light microscopic observations. CG, cortical granule; P, yolk platelet. 
Reproduced from “The cortical actin cytoskelton of unactivated zebrafish eggs: Spatial organi- 
zation and distribution of filamentous actin, nonfilamentous actin and myosin-11,’’ Becker 
and Hart, Mol. Reprod. Dev., Copyright 0 1996. Reprinted by permission of Wiley-Liss, Inc., 
a subsidiary of John Wiley & Sons, Inc. 

vesicle through the cortical cytoplasm (either through the cortical web or 
through gaps in it formed by the breakdown of actin filaments). The trans- 
port by these proteins would require the presence of at least some intact 
actin filaments to serve as the scaffold. The final delivery/insertion of pro- 
teins into the cell membrane would require an interaction between actin 
filaments and myosin I1 to complete insertion and establishment of the 
functional domain in the cell membrane. 

2. Direct Interaction with Membrane Transporters 
A final site for a regulatory role of the cytoskeleton in cell volume control 

is directly at the membrane transporter mediating the changes in osmolyte 
fluxes. As originally proposed (Mills, 1987), this was thought to be via a direct 
interaction of a cytoskeletal protein with a membrane transport protein. Al- 
teration of this interaction, via conformational changes or changes in affinity 
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mediated by phosphorylation, could lead to changes in activity or number of 
functional units. A role for components of the actin cytoskeletal system and 
actin itself in regulating Na’ channels and KATp channels is especially con- 
vincing (Cantiello and Prat, 1996; Terzic and Kurachi, 1996; Brady el al., 
1996). For example, a preparation of purified Nat channels in planar lipid 
bilayers shows altered conductance levels and a doubling of channel open 
probability (Po)  when exposed to actin on the cytoplasmic side (Berdiev et 
al., 1996). Importantly, the change in Po occurred only when conditions were 
suitable for the polymerization of actin. When the C1- channel protein CFTR 
was added to the planar lipid bilayer containing the Na’ channel, Po was re- 
duced. This effect was enhanced dramatically when the transporters were 
present along with actin (Ismailov etaf. ,  1997). This result implies that a regu- 
latory complex is established between CFTR and the Nat channel that in- 
volves a linkage mediated by actin filaments. 

A similar actin-dependent regulatory complex appears to be involved 
in controlling ATP-inhibitable K’ channels (KATP). The KATp channel is 
complexed with and inhibited by a sulfonylurea-binding protein (SUR), 
which is also the site of ATP binding (Inagaki er af., 1995). When actin 
filaments are depolymerized by exposure to DNase I or cytochalasin, inhibi- 
tion of the KAp channel by sulfonylureas or ATP is abolished. In addition, 
treatment with DNase I or cytochalasin alone stimulates KATp channel 
activity (Brady et af., 1996; Terzic and Kurachi; Yokoshiki et al., 1997,). 
These results indicate that actin filament organization mediates the regula- 
tory action of SUR. This “tonic inhibitory” effect is in agreement with the 
data on CFTR and the Na’ channel discussed earlier. 

There are no data indicating that such direct interaction and regulatory 
function occurs between the actin cytoskeleton and volume-sensitive mem- 
brane transport proteins. However, the fact that the volume regulatory 
process and transport proteins involved in affecting volume recovery are 
altered by changes in the steady-state organization of actin filaments indi- 
cates that this is an important question to pursue. 

VI. SUMMARY 

Evidence suggests that the sensor of cell swelling could be the G-protein- 
activated, Ca2t-dependent, cytosolic cPLA2. The G-protein and/or the 
cPLA2 may be activated directly as a consequence of the radial strain in 
the membrane, but there is also strong evidence that the actin cytoskeleton 
can be involved in the activation of G-proteins and PLA2. Activation of 
PLA2 might also be downstream to activation of a tyrosine kinase, which 
in turn could be activated via a putative, volume-sensing integral membrane 
protein, similar to that described in yeast cells. 
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Activation of cPLA2 can cause the release of LPA and AA. LPA can, 
via a LPA receptor, activate Rho, leading to the reorganization of actin 
and integrin assembly. An integrinlcytoskeletal-associated signal cascade 
involving p125FAK can lead to the activation of Zcl,vol. AA gives rise to 
the production of various eicosanoids that act as autocrine messengers 
regulating different volume-sensitive channels. Thus, the 12-LIP metabolite 
hepoxilin A3 and the 5-LIP metabolite LTD4 have both been found to 
activate swelling-activated K+ channels. In some cell types, ATP seems to 
play a similar autocrine role in the swelling-induced activation of channels. 

Swelling-activated channels are, in many cells, distinct from Ca2+- 
activated channels. Some swelling-activated channels have been cloned, 
but many of the properties of the volume regulatory channels are not in 
agreement with those of the known cloned channels and additional channels 
must be operative. 

Cell shrinkage seems to involve the phosphorylation of MLC either by 
the activation of MLCK or PKC or by the inhibition of myosin phosphatase. 
This in turn leads to an interaction between myosin and actin filaments 
and to the activation of NKCC and NHE. MLCK activity appears critical to 
exocytotic events, implying that the RVI response leading to the increased 
activity of both NKCC and NHEs might possibly involve insertion of these 
transporters in the membrane. Moreover, in several cell systems, shrinkage- 
induced activation of the cotransporter is also associated with direct serine/ 
threonine phosphorylation of the NKCC protein itself by a volume-sensitive 
protein kinase. The relationship between MLCK and this volume-sensitive 
kinase is not yet known. 
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1. INTRODUCTION 

The study of membrane-peptide interactions can elucidate a wide range 
of biologically relevant questions. For example, a number of naturally 
occurring peptides that interact strongly with membranes are known to 
have important antibiotic activities. Some of these peptides promote ion 
channel activity or bilayer destabilization, and information on the peptide 
structures and the interactions they make with membranes provides insight 
into the mechanism of their antibiotic activity. Membrane-peptide interac- 
tions also provide information on critical protein-membrane electrostatic 
interactions. Highly positively charged peptides interact strongly with acidic 
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lipid surfaces, and these same interactions bind water-soluble proteins that 
are involved in cell-signaling pathways to membrane interfaces. The associa- 
tion of highly charged peptides with membrane surfaces also facilitates the 
formation of lateral domains of acidic lipids, a process that may be important 
in the timing of cell-signaling events. 

High-resolution structural techniques that have worked well for water- 
soluble proteins frequently fail when applied to membrane proteins; as 
a result, membrane protein structure and molecular function presently 
represent one of the greatest challenges in the field of structural biology. 
Studies aimed at the investigation of peptide-membrane interactions are 
central to understanding the structure and molecular function of membrane 
proteins. Work on peptide-membrane interactions provides information 
on the free energy contributions to the association of protein domains 
with membranes. A number of proteins, such as the bacterial toxin colicin 
(Cramer et al., 1995), insert spontaneously into membranes and are driven 
by the free energy contributions to their binding. In addition, these energies 
are likely to be important in determining the association of signal sequences 
and other protein domains with membranes. 

Peptide-membrane interactions are clearly important to characterize, 
but these interactions, as well as the behavior of bilayers, are influenced 
strongly by a large number of relatively weak intermolecular forces. As a 
result, developing a molecular understanding of biological membranes and 
membrane-protein function has been quite challenging. Only recently have 
computational approaches begun to elaborate the complexity of peptide- 
membrane interactions, and a number of these approaches have had some 
success in reproducing experimental data. 

This chapter discusses recent work that is aimed at investigating the 
energetics of peptide-membrane interactions, focusing in particular on 
interactions that are mediated by electrostatic interactions between pep- 
tides and the membrane interface. It also discusses factors that determine 
the position and conformation of peptides on membrane surfaces and briefly 
discusses several classes of membrane-active peptides. There is vast litera- 
ture detailing the fascinating biology and phenomenology of peptide- 
membrane interactions. Because of the limited scope of this chapter, the 
reader will be referred to several more comprehensive review articles detail- 
ing this work. 

11. FREE ENERGY OF PEPTIDE BINDING TO MEMBRANES 

A. me Hydrophobic Ekct  and Peptide Solvation 

There has been considerable interest in understanding the factors that 
contribute to the free energy of binding peptides to membranes. A number 
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of experimental measurements of the free energy required to move an 
amino acid side chain from water to a hydrocarbon are used in estimates 
of protein stability, as well as to predict transmembrane topology based 
on the protein primary sequence. One important component in these predic- 
tion methods is the use of a hydrophobicity scale, which allows the estimate 
of the partition-free energy for an amino acid segment sufficiently long to 
traverse the bilayer as an a-helix (see reviews by Eisenberg, 1984; Engleman 
et af., 1986). There has been considerable discussion over the types of 
hydrophobicity scale that should be used in the prediction of protein topol- 
ogy, and many of these are based on experimental studies of the partitioning 
of amino acids between bulk phases as well as statistical analysis of the 
location of amino acids within proteins. 

In order to describe the free energy contributions to membrane binding 
made by a peptide sequence, the contributions that specific amino acids 
make to the partitioning have been evaluated. Many measurements have 
been made of the partition Coefficients for amino acids (e.g., acetyl amino 
acid amides, Ac-X-amide) from water into less polar solvents (Eisenberg 
and McLachlan; 1986, Shirley et af.,  1992) such as octanol. A general obser- 
vation that emerges from these types of measurements is that the measured 
hydrophobic free energy is proportional to the total surface area in contact 
with water. The solvation parameter, C,, is used frequently to describe the 
proportionality so that AGt = C,A, where A is the solvent-accessible surface 
area of the group being considered. Typically, values for C, are about 
24 cal m o l - ' k 2  for the free energy of transfer per solvent-accessible surface 
area. This is an important quantity in estimating the free energy of binding of 
peptides to membranes and in determining the energetics of protein folding. 

There has been considerable debate over the evaluation of transfer-free 
energies in terms of molecule partition coefficients (White and Wimley, 
1994). Several articles suggest that Flory-Huggins-corrected volume frac- 
tion units may be more appropriate than mole fraction partition coefficients 
(De Young and Dill, 1990; Sharp et al., 1991). The assumption that the 
molecular volumes of solvent and solute are the same is implicit in the use 
of mole fraction partition coefficients; as a result, the free energy to transfer 
a solute from water into other solvents yields an unrealistically high energy 
cost on a mole fraction basis. As a result, the value of C, reported earlier 
based on volume-corrected units yields a value of about 42 cal mol-'A-2. 
The general use of Flory-Huggins-corrected volume units is controversial, 
in part because the theory can not be tested directly, and because relatively 
small corrections should result for most partitioning measurements (Holt- 
zer, 1992, 1994). 

More elaborate measurements of amino acid partitioning have been 
made in order to estimate the! contribution that an amino acid makes in 
the context of a peptide structure, as well as to approximate the environ- 
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ments that proteins encounter in a lipid bilayer. For example, using neutron 
diffraction, Jacobs and White (1989) measured the partitioning of tripep- 
tides from water into lipid bilayers and investigated the positions of these 
tripeptides. This work demonstrated that the absorption of peptides to 
interfaces is very favorable, particularly for peptides containing aromatic 
amino acids, and an interfacial hydrophobicity scale to evaluate the interac- 
tion and folding of proteins within membranes was developed. To extend 
the examination of hydrophobicity in the context of a larger peptide, the 
partitioning from water to either octanol or bilayers of host-guest pentapep- 
tides was examined, where the guest position included each of the 20 natural 
amino acids (Wimley et al., 1996, Wimley and White, 1996). 

In contrast to the measurements made on acyl amino acid amides, mea- 
surements on pentapeptides yielded solvation energies for the uncharged 
amino acids that were largely positive, a result that may have reflected 
differences due to peptide conformation, hydrogen bonding, or the presence 
of flanking amino acids. Partitioning of tripeptides and pentapeptides be- 
tween water and membrane yielded transfer-free energies for amino acids 
that were similar to each other but about one-half that found for these 
peptides partitioning to octanol (Wimley and White, 1996). It has been 
suggested that this is largely a result of differences between octanol and 
the complex interfacial membrane region where these peptides bind. 

A different approach was employed by Thorgeirsson et al. (1996) who 
used a spin-labeled 25 amino acid peptide derived from the cytochrome c 
oxidase subunit IV signal sequence (COX IV) and produced 14 different 
substitutions of uncharged amino acids within this sequence. The COX IV 
peptide appears to be in an extended structure, bound within the membrane 
interior in the presence of membranes containing acidic lipids (Yu et al., 
1994). These peptides were spin labeled so that the membrane-aqueous 
partitioning could be determined directly from the electron paramagnetic 
resonance (EPR) spectrum of the peptide and the partitioning of the 14 
different peptides to negatively charged membranes containing palmitoglo- 
leoylphosphatidylcholine and palmitoyloleoylphosphatidylglycerol. These 
data produced transfer-free energies in agreement with previous partition- 
ing data based on acetyl amino acid amides, but in contrast with data 
obtained using the host-guest pentapeptides described earlier. The differ- 
ences between these two sets of measurements is not entirely clear, but a 
number of possibilities have been suggested, including differences in their 
localization within the bilayer or the presence of electrostatic interactions 
with acidic lipids (Wimley and White, 1996). 

The partitioning of hydrophobic or amphipathic molecules from a water 
phase into a bulk hydrocarbon phase is often associated with a large increase 
in enthalpy, usually attributed to changes in water enthalpy (Tanford, 1978). 
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This classical hydrophobic interaction is, however, often absent when a 
hydrophobic or amphipathic molecule is in equilibrium between water and 
a bilayer phase (Huang and Charlton, 1972). For example, the partitioning 
of N-methylindole (a tryptophan side chain analog) from water to cyclo- 
hexane yields a AG, AH, and AS of -7.2 kcal/mole, 1.1 kcal/mole, and 
27.7 cal mol-'K-l, respectively, whereas its partitioning from water to a 
bilayer yields values of 8.1 kcaymole, -3.4 kcal/mole, and 15.5 cal mo1-lK-l 
for AG, AH, and AS, respectively (Wimley and White, 1992,1993). Instead 
of entropy-driven partitioning, this enthalpy has been referred to as a 
nonclassical hydrophobic effect (Seelig and Ganz, 1991). Although it has 
been suggested that the classical hydrophobic effect may not be operative 
in these cases, evaluation of the heat capacity changes associated with the 
membrane binding of nonpolar solutes indicates that the hydrophobic effect 
is operative (Wimley and White, 1993). It is important to note that the 
assembly of bilayers is the result of large enthalpy and entropy contribu- 
tions. As a result, perturbations of the bilayer due to the binding of peptides 
or other solutes may lead to changes in energy or entropy that are not seen 
in bulk phases. 

B. Backbone Electrostatic €ficts 

The hydrophobicity of the amino acid side chains is only one component 
in determining the water-membrane partition coefficient of a peptide, and 
making an estimate of the free energy of binding for a particular sequence 
to lipid bilayers can be quite challenging. For a simple 20 amino acid 
polymer of alanine in an a-helical conformation, the free energy of parti- 
tioning can be estimated (based primarily on the hydrophobic free energy 
contribution made by alanine side chains). This value is found to be approxi- 
mately -30 kcal/mole (Engleman et af., 1986) and is significantly more 
negative than experimentally determined values, which are approximately 
-5 kcal/mol (Moll and Thompson, 1994). Two additional terms can be 
included in this estimate: one due to the entropy loss experienced by the 
peptide in binding to the membrane and a second due to a reduction in 
the conformational entropy experienced by the lipid acyl chains on the 
insertion of a rigid peptide (Jahnig, 1983). For a 20-mer of polyalanine, 
these numbers yield values that are on the order of -20 kcal/mole (Moll 
and Thompson, 1994), but still -15 kcal/mole more negative than the 
experimental value. 

It has been argued that the discrepancy between these predictions, which 
yield a binding free energy far too negative, and experimental data is largely 
a result of underestimating the cost of inserting a hydrogen bond into a 



202 David S. Cafiso 

low dielectric medium (Ben-Tal et al., 1996a). A determination of the 
electrostatic energy penalty resulting from the insertion of a peptide hydro- 
gen bond into a low dielectric medium was made using finite-difference 
solutions to the Poisson-Boltzmann equation. It was determined that the 
cost for inserting a C = 0 - H-N pair into the membrane is 2.1 kcal/mole, 
and the combination of electrostatic, immobilization, and hydrophobic in- 
teraction terms was found to lead to estimates for peptide binding that 
were in close agreement with experimental-binding data. 

For the simple polyalanine just described, two insertion modes into the 
membrane were examined for the a-helical structure: one parallel and 
another perpendicular to the membrane interface (see Fig. 1). This calcula- 
tion utilized a simple hydrocarbon slab for the bilayer and did not include 
complexity that would be associated with the bilayer interface (Ben-Tal et 
al., 1996a). Calculations suggest that even quite hydrophobic peptides 
should bind parallel to the membrane interface before inserting and aligning 
along the bilayer normal. As a peptide is first inserted into a bilayer, the 
energetics initially favor binding of the peptide in an orientation parallel 

FIGURE 1 Two modes (A, horizontal, and B, vertical) of membrane insertion for a 
membrane-spanning alanine-containing helix (after Ben-Tal et al., 1996a). Detailed calcula- 
tions of the energy terms that control binding indicate that the interaction of capped helices 
is preferred and that the energetically favored insertion mode is the horizontal insertion 
indicated in A. 
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to the membrane interface (Fig. 1A). The perpendicular insertion requires 
the insertion of a helix end with the loss of solvent hydrogen bonding and 
no significant gain in hydrophobic (solvent exclusion) free energy. An initial 
parallel insertion of the peptide maximizes the hydrophobic contact that 
is needed to overcome the unfavorable insertion of the helix ends. This 
study also demonstrates that there are significant differences in energy for 
the insertion of capped and uncapped helices in either orientation. 

In many cases, peptides do not assume a secondary structure in solution, 
presumably because of the entropy reduction associated with the formation 
of a secondary structure. Frequently, these peptides can be induced to form 
secondary structure such as helices on membrane binding (Kaiser and 
Kezdy, 1983). In addition to promoting the formation of backbone hydrogen 
bonds in a low dielectric environment, the interface may also reduce the 
entropy penalty by restricting the peptide flexibility (Chan er al., 1991, 
Wattenbarger er al., 1990). It has been proposed that transbilayer helices 
first associate as extended structures on the membrane interface and then 
develop secondary structure (Jacobs and White, 1989). In the case of larger 
peptides and proteins, this may then be followed by the insertion of a 
helical loop (Engleman and Steiz, 1981). 

From the previous discussion, it can readily be appreciated that the 
partitioning of a peptide from an aqueous to a membrane environment 
must in general take into account a number of free energy terms. Several 
that have been discussed in some detail are represented in Eq. (1) (for a 
discussion of these terms, see Ben Tal et al., 1996a; Engleman and Steiz, 
1981; Jacobs and White, 1989; Jahnig, 1983): 

AGtotal = AGnonpolar i- h c e l e c t  = A G l p d  = AGlmrnobll f AGconf .  (1) 

Where ACnonpolar is the contribution due to the hydrophobic or solvent 
excluding the free energy change and ACclect is the electrostatic contribution 
to the binding, which includes primarily the free energy associated with 
moving polar or charged groups to a region of low dielectric. This also 
includes any effects due to the movement of polar or charged groups 
through electrostatic fields that are known to be associated with lipid bi- 
layers (surface, dipole, or transmembrane fields and their effect on peptide 
binding are discussed later); hCllpld includes any effects that the peptide 
has, for example, on the conformation and entropy of the lipid; AGimmob 
includes the free energy change due to the loss of entropy by the peptide 
on membrane binding; and AGconf includes any free energy changes associ- 
ated with conformational changes in the peptide that might occur on mem- 
brane binding. 
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C. ERct of Membrane Electrostatic Fields on 
Pepticfe-Membrane Interactions 

Electrostatic fields can arise from several different sources in biological 
membranes. Charge separation across the bilayer can give rise to a trans- 
membrane potential difference, A*, which represents a potential difference 
between the two bulk aqueous phases. The electric field from this potential 
drops across the membrane hydrocarbon and is known to regulate the 
activity of voltage-gated channels. Biological membranes typically contain 
some percentage of negatively charged lipid, such as phosphatidylserine 
(PS) or phosphatidylinositol (PI). For these charged interfaces the balance 
of counterion diffusion and electrostatic attraction results in an electrostatic 
surface potential, qS, where the membrane surface is negative with respect 
to the adjacent aqueous phase. The surface potential for most biological 
membranes under normal ionic strength conditions has a magnitude that 
is on the order of a few tens of millivolts. This potential can be described 
accurately for charged surfaces containing monovalent lipid by the Gouy- 
Chapmann-Stern theory (GCS) (Cafiso et al., 1989; Hartsel and Cafiso, 
1986; McLauglin, 1989; Winiski et al., 1986); however, more sophisticated 
analyses are needed to account for the potentials that are observed in the 
presence of multivalent lipids such as phosphatidylinositol4,5-bisphosphate 
(PIP2) (Langner et al., 1990). In addition to surface and transmembrane 
potentials, biological membranes also possess a large internal dipole poten- 
tial, qd. The dipole potential is thought to arise from dipole moments of 
the carbonyl oxygens and/or water that is exhibiting some net orientation 
within the membrane interface (Ellena et al., 1987; Flewelling and Hubbell, 
1986; Simon and McIntosh, 1989). This potential is quite large, it is on the 
order of 300 mV in egg phosphatidylcholine, and it results in the hydrocar- 
bon being positive with respect to either aqueous phase (for a review, see 
Brockman, 1994). 

1. Role of Membrane Surface Potentials 
For any charged peptide, its binding to the membrane or the interface 

should be strongly affected by electrostatic fields. As indicated in Fig. 2, 
the interface of a membrane containing negatively charged lipids is at a 
negative electrostatic potential relative to the bulk aqueous phase. Each 
charged species in solution will be in equilibrium with this electrostatic 
potential and its distribution between the membrane interface and the bulk 
phase is described by a Boltzmann distribution. Assuming an ideal behavior 
so that activities can be approximated by concentrations yields 
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FIGURE 2 Membrane electrostatic fields. The membrane surface charge density us gives 
rise to the electrostatic surface potential V,. Dipole moments, pd, within the membrane 
interface give rise to the large internal membrane dipole potential, Yd. Transmembrane 
potentials. A T ,  result from the net separation of charge across the membrane. In the presence 
of membranes containing acidic lipids, basic multivalent peptides are highly concentrated at 
the membrane interface relative to the bulk aqueous phase and can associate strongly with 
the interface, even though they lack nonpolar residues. 

where [PIsurface and [PIbulk represent the concentrations of the peptide at 
the membrane surface and in the bulk aqueous phase and z is the valence 
of the charged species. Equation (2) predicts that the membrane interface 
will be at a slightly lower pH than the bulk phase and that simple anions 
such as chloride will be depleted at the interface. For a multivalent species, 
such as a charged peptide or charged protein domain, this effect will be 
much more significant. For example, for a membrane having a surface 
potential of -60 mV and for a peptide with a valence of 4 the surface 
concentration of the peptide would be expected to be 10,000 times that in 
the bulk phase. 

As a result of this interaction, basic peptides and basic domains within 
proteins interact strongly with negatively charged surfaces, even when they 
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are highly polar. This type of interaction was observed a number of years 
ago and has been characterized widely (de Kruijff et al., 1985; Dufourcq 
et al., 1981). For example, the interactions of signal sequences with mem- 
branes are influenced strongly by surface electrostatics (Wang and Weiner, 
1994), and evidence shows that surface electrostatics can change the position 
and structures of peptides on the membrane interface (see e.g., Frey and 
Tamm, 1990; Qin and Cafiso, 1996). 

A number of model basic peptides have been used to investigate the ener- 
getics of electrostatic peptide-membrane interactions. For example, simple 
peptides such as pentalysine (Lyss) have been observed to interact strongly 
with membrane surfaces containing phosphatidylserine or phosphatidyl- 
glycerol (PS or PG) and addition of a lysine residue strengthens the binding 
affinity such that each lysine residue appears to bind to PS with an apparent 
binding free energy of 1.4 kcal/mole (Kim et al., 1991). Positively charged 
model peptides containing either arginine or lysine also bind to acidic lipid 
surfaces, although arginine-containing peptides seem to bind with slightly 
higher affinity (Mosior and McLaughlin, 1992a). When alanines are inserted 
into model peptides containing arginine or lysine, they reduce the strength 
of the binding. Because the charges are spaced further apart, this effect may 
be due in part to a reduction of the electrostatic potential at each positively 
charged residue. In addition, it may simply reflect the increased entropy loss 
that the larger alanine-containing peptides experience when they bind to the 
membrane interface (Mosior and McLaughlin, 1992a). 

When the binding of basic peptides to membranes is investigated as a 
function of acidic lipid content, the binding is found to be highly cooperative. 
It is possible to account for this type of binding, at least qualitatively, by 
a combination of the GCS theory and mass action. Although the GCS 
theory can reproduce the shapes of the binding curves, this type of simple 
analysis frequently requires the use of a valence that is significantly less 
than the known charge on the peptide (Mosior and McLaughlin, 1992b), 
although in the case of the cytochrome oxidase signal sequence, binding 
data agree quite well with the predictions of the GCS theory (Thorgeirsson 
et al., 1995). The quantitative failure of this simple GCS theory for some 
peptides is not surprising given that it completely ignores the peptide struc- 
ture and the placement of charges away from the membrane interface. 
Attempts, have been made to more realistically estimate the binding of 
charged peptides to membrane interfaces by taking into account both bi- 
layer and peptide structures. For example, Murray et al. (1998) calculated 
the electrostatic interaction between the myristoylated N-terminal peptide 
derived from the src tryrosine,kinase with a membrane surface constructed 
of 2 : 1 PC : PS. This calculation utilized solutions to the nonlinear Poisson- 
Boltzmann equation to estimate the electrostatic interaction between the 
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N terminus of src and interface and produced binding estimates that agreed 
well with experimental data obtained for the binding of the peptide. In 
addition to a long-range electrostatic attraction, these calculations indicate 
that highly charged peptides can also experience a Born repulsion as they get 
close to the membrane surface. This repulsion results from the interaction of 
the electric field from the peptide charges with the low dielectric of the 
membrane interior. Structural work on these types of charged peptides is 
discussed in Section I11 and indicates that this Born repulsion and the 
peptide hydrophobicity play important roles in determining the position 
of these peptides on the membrane surface. Generally, these types of elec- 
trostatic calculations reproduce the binding constants of charged proteins 
and peptides. within an order of magnitude, and accurately predict the 
dependence of the binding constant on surface charge density and ionic 
strength (Ben-Tal et af., 1996b, 1997). 

2. Biological Significance 
Electrostatic interactions between membranes and peptides appear to 

play important roles in a wide range of processes. For example, many water- 
soluble proteins that are involved in cell signaling become attached to 
membrane surfaces as a result of acylation and/or electrostatic interactions 
with the membrane interface (McLaughlin and Aderem, 1995; Towler et 
af., 1988). For example, the myristoylated alanine-rich C kinase substrate 
(MARCKS) resides in brain and several other tissues and interacts with 
both actin and calmodulin (CaM) (Rosen et af., 1990; Taniguchi and Ma- 
nenti, 1993). Although its role is not entirely understood, MARCKS has 
been proposed to act as a protein kinase C-regulated CaM buffer (McIlroy 
etal., 1991; Taniguchi and Manenti, 1993). In addition to itsN-terminal myris- 
toylation, the MARCKS protein contains a highly basic, 25 amino acid do- 
main (151-175), incorporating 12 lysines and 1 arginine residue, which elec- 
trostatically associates with negatively charged membranes (Kimetal., 1994). 
Both the acylation and the basic domain are necessary to attach MARCKS 
to the membrane interface (Peitzsch and McLaughlin, 1993). As a result, the 
phosphorylation of MARCKS effectively eliminates the favorable electro- 
static interaction and results in the membrane dissociation of MARCKS. 
This event functions as an electrostatic "switch" that can be used to control 
the association of MARCKS or other similarly structured proteins with the 
membrane interface (McLaughlin and Aderem, 1995). 

The interaction of the src nonreceptor tyrosine kinase pp60c-src is simi- 
larly dependent on acylation as well as an electrostatic interaction for 
membrane attachment. In the case of the oncogenic form of src (pp60'-"')), 
the removal of residues respomible for either the charge interaction or the 
acylation site eliminates the membrane attachment of pp60'"" and its ability 
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to transform cells (Cross et al., 1984; Kamps et al., 1985; Silverman and 
Resh, 1992). 

A peptide derived from the N-terminal segment of src having a charge 
of 5 was found to interact with PC/PG (2 : 1) containing membranes with 
a molar partition coefficient of lo7 M-' (Buser et al., 1994). The molar 
partition coefficient of the peptide is given as K1 = [P,]/([L][P]), where 
[P,] is the membrane concentration of the peptide, [L] is the concentration 
of lipid accessible to the peptide, and [PI is the concentration of free peptide 
(Peitzsch and McLaughlin, 1993). Binding of the myristoylated src peptide 
to neutral membranes was lo4 M-',  whereas the binding of the nonmyristoy- 
lated form of the peptide to PC : PG (2 : 1) membranes yielded a partition 
coefficient of lo3 M-';  thus, the product of the two individual binding 
constants is approximately the binding constant for the myristoylated pep- 
tide the charged membrane surface. 

3. Lateral Segregation of Charged Lipids Induced by Peptide and 
Protein Binding 
In addition to binding to membranes, domains from peptides such as 

MARCKS induce the lateral segregation of negatively charged lipids. Using 
fluorescence microscopy, a peptide corresponding to the membrane and 
CaM-binding domain of MARCKS (151-175) has been observed to pro- 
mote the formation of lateral domains rich in the acidic lipid phosphatidyl- 
serine (Denisov et al., 1998; Glaser et al., 1996). This type of liquid-liquid 
domain formation occurs in general when basic peptides bind to membranes 
containing acidic lipids and can be induced by positively charged multivalent 
molecules such pentalysine or spermine. In these cases, the formation of 
the domain is driven by the reduction in electrostatic free energy within the 
double layer, but is opposed by the reduction in entropy that accompanies 
domain formation (Denisov et al., 1998). At higher ionic strengths, the 
electrostatic energy gain associated with domain formation is reduced, and 
domains formed from pentalysine are observed to dissipate. This is not the 
case for MARCKS (151-175), which is observed to form domains at high 
ionic strength (Yang and Glaser, 1995). It has been proposed that the ability 
of MARCKS (151-175) to penetrate the membrane interface accounts for 
its altered behavior compared to pentalysine (Denisov et al., 1998). 

The intact MARCKS protein and the MARCKS-derived peptide both 
inhibit phospholipase C (PLC)-catalyzed hydrolysis of PIP2 in phospholipid 
vesicles (Glaser et al., 1996). The highly charged lipid PIP2 is also seques- 
tered within the lateral PS-rich domains that are induced by MARCKS, 
and the inhibition of PLC by MARCKS appears to be a result from the 
removal of the substrate from PLC. Why should the substrate PIP2 be 
sequestered away from PLC in this type of signaling system? Although the 
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biological role of this lateral domain formation is not entirely understood, 
it may provide a mechanism for positive cooperativity in the timing of the 
cell-signaling response (Glaser et al., 1996). 

4. Role of Transmembrane and Dipole Potentials 
A number of peptides are known to exhibit behavior that is dependent 

on transmembrane electric fields. For example, peptides such as alamethicin 
induce a voltage-dependent conductance in lipid bilayers that is likely the 
result of a voltage-dependent conformational change. Several other exam- 
ples of interactions of peptides with transmembrane fields have also been 
described. For example, signal sequences can be imported into lipid vesicles 
in a potential-dependent manner (Maduke and Roise, 1993), and it has 
been reported that short peptides that possess a single positive charge at 
their N terminus can be transported on application of a membrane potential 
(de Kroon et al., 1989). Subsequent work demonstrated that transport of 
these short peptides is actually a result of a pH gradient that is present in 
these membrane systems (de Kroon et al., 1991). 

As indicated earlier, membranes also possess an internal dipole potential 
that is large and falls over a relatively short distance. It is conceivable that 
this type of potential might modulate the binding or transport of peptides 
(Cafiso, 1991). For example, as a result of the dipole potential, a peptide 
that is negatively charged would be more likely to become buried within 
the interface and transit more rapidly compared with a positively charged 
peptide. However, at the present time there is relatively little evidence for 
the role of this type of potential in these interactions. 

Membrane electric fields also appear to be important in determining the 
folding of membrane proteins, The membrane protein structure prediction 
routines described earlier typically include an analysis of the positions of 
basic residues within the protein sequence. Clusters of basic residues are 
typically found on the cytoplasmic surface of membrane proteins, an obser- 
vation that is referred to as the inside positive rule (Dalbey, 1990; von 
Heijne, 1992, 1995; von Heijne and Gavel, 1988). Surface potentials, trans- 
membrane potentials, or dipole potentials might play a role in this effect, 
and there have been reports that transmembrane potentials (Andersson 
and von Heijne, 1994), and surface charge density (van Klompenburg et 
af., 1997) affect the passage of positively charged protein segments 
through membranes. 

D. Membrane Lipid Composition and Spontaneous Curvature 

A wide body of literature discusses the effects of membrane composition 
on peptide-membrane interactions. As indicated earlier, hydrophobicity 
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and electrostatic interactions between acidic lipids and basic peptides have 
strong and easily recognizable effects on peptide-membrane interactions. 
The biological importance of a membrane property referred to as the 
spontaneous curvature has become more apparent. Biological membranes 
typically contain a fraction of lipid such as PE that in pure form tends to 
form nonbilayer phases. As a result, bilayer phase membranes formed from 
PC and PE will have an intrinsic strain or curvature stress that is not present 
when the membrane is composed of PC alone. This strain is sometimes 
referred to as the spontaneous curvature of a bilayer, which represents the 
intrinsic curvature that the one monolayer of the bilayer would assume if 
it were freed from its constraints in the bilayer configuration (Gruner, 
1989). This curvature appears to be highly regulated in some organisms 
(Morein et aZ., 1996; Osterberg et al., 1995) and is believed to affect the 
activity of a number of membrane proteins such as rhodopsin (see, e.g., 
Brown, 1994). 

Peptides can both modulate this curvature and respond to it, and such 
interactions may be involved in a number of processes (Batenburg and de 
Kruijff, 1988). For example, the single channel properties of the peptide 
channel alamethicin, which exhibits a voltage-dependent gating in lipid 
bilayers, have been observed to correlate with the membrane spontaneous 
curvature (Keller et aZ., 1993). It has been shown that an increase in the 
mole fraction of dioleoylphosphatidylethanolamine versus dioleoylphos- 
phatidylcholine in the bilayer shifts alamethicin channels to higher conduc- 
tance levels in a manner that is directly related to the spontaneous curvature 
of these lipid mixtures. The peptide itself, when added to the membrane, 
alters the bilayer curvature and changes the transition temperature from 
bilayer to nonbilayer phase (Keller et al., 1996). In addition, the free energy 
for alamethicin binding to bilayers is affected by the spontaneous curvature 
(J. R. Lewis and D. S .  Cafiso, 1999). For another channel-forming peptide, 
gramicidin, the equilibrium between gramicidin monomer and dimer (the 
channel-conducting form) can be modulated by altering the spontaneous 
curvature (Lundbaek et al., 1997). In this case, dioleoylphosphatidylserine 
and the ionic composition were varied to alter the curvature stress. It was 
found that channel (dimer) formation requires the bilayer to assume a 
localized positive curvature. Furthermore, it was demonstrated that a reduc- 
tion of the positive curvature stress in the bilayer decreased channel sta- 
bility. 

There are many other examples of work that connect membrane curva- 
ture stress with peptide and protein binding. For example, polyunsaturates 
alter curvature stress and are important for the activity of protein kinase 
C (Slater et al., 1996). Gramicidin, acylated gramicidin analogs, signal se- 
quences, and membrane fusion inhibitors have all been observed to modu- 
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late lipid phase behavior and or curvature (Epand et al., 1997; Killian et 
al., 1990; Vogt et al., 1994). This work provides a clear example of how 
lipid composition and the intrinsic properties of fluid phase bilayers can 
modulate the energes of peptide-membrane interactions. 

E. Kinetics of Peptide Binding 

The free energy of peptide binding to a membrane, K, is directly related 
to its association and dissociation rates, K = koJkoff. If the binding of 
the peptide occurs at a diffusion limited rate, changes in the binding con- 
stant should reflect changes in the dissociation rate of the peptide. For 
many peptides, such as those from the highly charged effector domain of 
MARCKS, the binding constant for the peptide is exceedingly strong to 
membranes containing acidic lipids; as a result, if the peptide binding is 
diffusion limited, the membrane dissociation rate for the peptide should be 
quite slow. This may have implications for the proposed role of MARCKS as 
a PKC-regulated calmodulin buffer. For example, if the MARCKS effector 
domain must first dissociate from the membrane before interacting with 
calmodulin, its response to changing levels of CaM within the cell may be 
quite slow and limited by its membrane dissociation rate. 

To investigate the kinetics of binding of peptides derived from the 
MARCKS effector domain, stopped flow fluorescence was employed to 
study the kinetics of binding for several acrylodan-labeled MARCKS (151- 
175) derivatives (Arbuzova et al., 1997). These investigators found that the 
MARCKS-derived peptide bound to 100-nm-diameter PC : PS liposomes 
at a diffusion limited rate, which was approximately lo1' M-' sec-I. As 
expected, the binding rate was independent of factors that alter the binding 
constant, such as the surface charge density and ionic strength. The dissocia- 
tion rates could be quite slow and were approximately 1 sec-' in PC : PS 
membranes ( 5  : 1). In this system, CaM was found to dramatically decrease 
the lifetime of the peptide on the membrane interface. A likely interpreta- 
tion of kinetic data is that CaM catalyzes the dissociation of MARCKS 
(151-175) by colliding with it on the membrane surface. This type of interac- 
tion by CaM may play a role in the interactions of CaM with other important 
proteins such as CaM kinase I1 and myosin light chain kinase. 

Other peptides, such as amphipathic a-helical peptides that interact elec- 
trostatically with membranes, have been observed by tryptophan fluo- 
rescence or energy transfer and were found to bind to membranes at a 
diffusion-limited rate (Polozov et al., 1998). In addition, the protein annexin 
VI, which is surface associated, associates with membranes at a diffusion 
limited rate (Lu et al., 1995); however, melittin and alamethicin bind with 
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rates that are approximately 30- and 6-fold slower than the diffusion limit, 
respectively (Schwarz and Beschiaschvili, 1989; Schwarz et af., 1987). The 
slower rate of association of alamethicin. may be a result of the fact that 
this peptide binds deeply within the hydrophobic core of the membrane 
(Barranger-Mathys and Cafiso, 1996). Although melittin lies in the plane 
of the membrane under fully hydrated conditions, it likely penetrates deeply 
into the membrane interior (see, e.g., Dempsey and Butler, 1992; Frey and 
Tamm, 1991); in addition, it may also dissociate first from a helical tetra- 
meric structure in solution. 

The kinetics of binding of the signal sequence from subunit IV of cyto- 
chrome c oxidase to model membranes has also been examined (Golding 
et al., 1996). This binding was monitored by examining the fluorescence of a 
surface-associated probe that was sensitive to changes in membrane charge 
density. Kinetic data indicate that the binding occurs in two steps, which 
can be interpreted as membrane surface binding followed by the formation 
of an a helix and the insertion of the peptide. 

111. FACTORS INFLUENCING PEPTlDE STRUCTURE AND 
ONENTATION IN MEMBRANES 

A. Basic Domains of Membrane Proteins 

As indicated earlier, positively charged peptides interact electrostatically 
with acidic lipid interfaces, and this electrostatic interaction plays an impor- 
tant role in attaching proteins to membrane interfaces. The structures of a 
number of basic peptides on the membrane interface have been investigated 
using several experimental approaches. Simple peptides such as pentalysine, 
which associate electrostatically with membrane surfaces, do not appear to 
penetrate and remain on the aqueous side of the interface. Deuterium 
nuclear magnetic resonance (NMR) was used to investigate the effect of 
pentalysine (Lys5) on the residual quadrupolar coupling of head group- 
labeled phosphatidylcholine bilayers. Unlike charged molecules, which pen- 
etrate the surface, Lys3 produced no change in the residual quadrupolar 
splitting on binding (Roux et af., 1988). Peptides that penetrate the interface 
are also expected to produce changes in monolayer surface pressure when 
added to the subphase of a Langmuir trough, and indeed, for peptides such 
as Lys5, no alteration in monolayer surface pressure can be detected when 
they are added to subphase below PC:PS monolayers (Ben-Tal et al,, 
1996b). Thus, available evidence suggests that highly charged peptides such 
as Lys5 reside in the aqueous phase and do not come in physical contact 
with the lipid head group domain. 
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Model basic peptides containing alanine and lysine have been studied 
with amino acids selectively inserted into guest positions (Liu and Deber, 
1997). These peptides were largely random in buffer but formed a-helical 
structures in the presence of acidic lipids. In the presence of neutral lipids 
only, peptides containing a more hydrophobic guest formed helical struc- 
tures, whereas the less hydrophobic peptides could assume helical struc- 
tures, provided that negatively charged lipids were added. Fluorescence 
measurements also provided an indication that a population of these pep- 
tides could assume a transmembrane configuration. 

Peptides derived from the charged domains of MARCKS and neuro- 
modulin were examined by site-directed spin labeling and EPR spectros- 
copy to determine both their conformation and position on the membrane 
surface (Qin and Cafiso, 1996; Wertz et al., 1996). The highly charged 
domain from MARCKS appears to assume the conformation shown below 
with its hydrophobic phenylalanine residues positioned within the mem- 
brane interface and its charged residues off the membrane surface in the 
aqueous phase. In contrast to Lys5, EPR data suggest that charged peptides 
from MARCKS and neuromodulin penetrate the surface of the lipid inter- 
face, and MARCKS (151-175) does produce changes in surface pressure 
when added to the subphase of PC : PS monolayers. For this peptide, the 
change in surface pressure is less than that expected if the entire peptide 
were buried, but is consistent with the five phenylalanine residues penetrat- 
ing the membrane interface (Glaser et al., 1996). For MARCKS (151-175) 
it is also striking that the N-terminal domain also turns away from the 
membrane surface and does not penetrate the membrane interface. 

As indicated earlier, modeling the interactions between basic peptides 
and negatively charged membrane surfaces indicates that these highly 
charged peptides experience a Born repulsion near the membrane interface. 
This is probably the case for the N-terminal region of MARCKS, which 
should resemble Lyss in terms of its energetics of interaction with the 
membrane interface. The peptide is attracted to the membrane surface as 
a result of a long-range electrostatic attraction with the negatively charged 
lipid surface, but as the peptide approaches close (within a few angstroms) 
to the surface it experiences a strong repulsion due to the interaction of 
charge on the peptide with the low dielectric of the membrane interior. 
The distance between the highly charged N terminus of MARCKS (151- 
175) and the membrane surface can apparently be modulated by altering 
the long-range attractive force, and an increase in the concentration of 
negatively charged lipid brings this end of the peptide closer to the mem- 
brane interface (Qin and Cafiso, 1996). 

Like Lys5, MARCKS and neuromodulin-derived peptides do not interact 
with neutral zwitterionic PC bilayers. However, such an observation should 
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not be used to conclude that peptides, such as that from MARCKS, do 
not interact hydrophobically with membranes. In the presence of neutral 
membranes, such as those formed from PC, peptides such as MARCKS 
(151-175) fail to bind because there is an insufficient hydrophobic free 
energy to overcome the Born repulsion that these peptides experience as 
they approach the membrane interface. 

Site-directed spin-labeling and EPR spectroscopy have been used to 
examine the structure and position of the myristoylated N-terminal domain 
of src at membrane interfaces containing PC or PC : PS (Victor and Cafiso, 
1998). Except for the N-terminal myristolyation, this peptide is much more 
polar than the peptides derived from MARCKS of neuromodulin. EPR 
spectroscopy shows that although this peptide lies close to the interface 
near its N terminus, it does not penetrate the membrane interface as does 
MARCKS (see Fig. 3). This picture of src combined with the computational 
methods described earlier predict accurately the binding free energy for 
the src-derived peptide to membranes (Murray et al., 1998). 

8. Channel-Forming Peptides 

A large number of naturally occurring peptides that are made by organ- 
isms as diverse as fungi, insects, and humans exhibit antibiotic activity as 

FIGURE 3 Membrane position and structures of the membrane, CaM, and PKC-binding 
domain of MARCKS (Qin and Cafiso, 1996) and the N-terminal membrane-binding segment 
of the src tyrosine kinase (Victor and Cafiso, 1998). MARCKS (151-175) is in an extended 
structure with its phenylalanine residues inserted into the membrane interface. The peptide 
myr-src (2-16) is also extended, but it is much more polar than the MARCKS-derived peptide 
and does not penetrate the membrane interface. 
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a result of their strong interactions with cell membranes. Because of their 
relatively small size and because they can often be synthesized in large 
quantities, these peptides are readily amenable to structural techniques 
such as NMR spectroscopy. However, these membrane active peptides are 
quite challenging to study. For example, it is not clear for many of these 
peptides whether their biological activity lies in their ability to form discrete 
ion channels across membranes or whether they act by destabilizing the 
membrane bilayer structure. Many of these membrane-active peptides ex- 
hibit surface to transmembrane orientational equilibria that depend on the 
peptide concentration and lipid hydration. In addition, a number of these 
peptides appear to exhibit their channel-forming activity through the forma- 
tion of amphipathic helical aggregates within the membrane. In the case 
of alamethicin (see later), this equilibria appears to strongly favor the 
monomeric state, which makes direct spectroscopic studies designed to 
define their active structures difficult if not impossible. 

Defensins and cecropins are peptides that are employed by humans 
and insects, respectively, as rapid-response acting defense mechanisms. 
Defensins are 29 to 35 amin6 acids in length and contain six cysteines 
forming three intramolecular disulfide bonds (for a review, see Kagan et 
al., 1994). They are found in high concentrations in neutrophils and have 
antibiotic activity against a range of organisms and cell types, including 
bacteria, fungi, viruses, and malignant cells. These peptides exhibit voltage- 
dependent activity but, unlike many channel-forming peptides, they appear 
to be largely p sheet in structure. Cecropins vary in length from 35 to 39 
residues, exhibit activity against bacteria, and possess two amphipathic 
helical regions connected by a flexible hinge region where the N-terminal 
region is charged and the C-terminal region is more hydrophobic (for a 
review, see Bechinger, 1997). Although evidence shows that these peptide 
may act by forming tail-to-tail dimers, which then aggregate to form chan- 
nels (Wade et al., 1992), evidence from infrared spectroscopy also indicates 
that the peptide lies along the bilayer surface and that the antibiotic mecha- 
nism involves the formation of a surface aggregate that destabilizes the 
bilayer (Gazit et al., 1996). 

Magainins are a series of peptides produced in the skin and tissues of 
certain frogs that exhibit antibacterial, fungicidal, and antivirual activity 
(for a review, see Maloy and Kari, 1995). These peptides range in length 
from 21 to 26 residues and promote channel formation in lipid bilayers and 
cell lysis. Magainins appear to be in random coil configurations in solution, 
but are a helical when associated with membranes. From solid-state NMR 
experiments and fluorescence measurements (Bechinger, 1997; Matsuzaki 
et al., 1994), the helix formed by these peptides lies in the plane of the 
bilayer at low surface concentrations, with several hydrophobic phenylala- 
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nines buried at the interface, and charged lysine residues facing the aqueous 
phase. In this configuration, modeling indicates that magainins may distort 
the bilayer and cause a decrease in the bilayer thickness; indeed these 
peptides are observed to induce a destabilization of bilayer phases at con- 
centrations that are physiologically relevant. At higher surface concentra- 
tions, magainins are reported to take up an opposite orientation along the 
bilayer normal and the presence of water-filled pores is observed (Ludtke 
et al., 1996). 

Electrophysiological recordings indicate a variety of channel-like activi- 
ties for magainins, but it is not clear whether this channel activity or the 
general bilayer destabilizing activity of the peptide is directly responsible 
for its biological activity. The presence of magainin concentrations less than 
3 mole % have been observed to uncouple oxidative phosphorylation in a 
number of systems, and it is proposed that this effect is responsible for its 
cytotoxic activity (Westerhoff et al., 1995). 

Melittin is a basic a-helical and surface active peptide that is a major 
component of bee venom (for reviews, see Bechinger, 1997; Dempsey, 1990; 
Matsuzaki, 1997). This peptide exhibits bilayer destabilizing tendencies for 
some lipid mixtures but it can also promote ion channel conductances upon 
the application of a transmembrane membrane potential. Depending on 
the conditions, the conductances can be discrete or poorly defined. Al- 
though the peptide exhibits a monomer-tetramer equilibrium in solution 
(Brown et al., 1980; Vogel and Jahnig, 1986), it appears to be monomeric 
in liquid crystalline membranes at membrane concentrations less than 0.5 
mole 9% (John and Jahnig, 1988). 

Alamethicin is a 20 amino acid peptide that is isolated from the fungus 
Trichoderma viride (for reviews, see Bechinger, 1997; Cafiso, 1994; Sansom, 
1993; Wooley and Wallace, 1992). This peptide has been widely studied in 
part because it produces strong voltage-dependent conductances in bilayers. 
Alamethicin belongs to a family of related peptides called peptaibols that 
contain reduced C termini rich in the amino acid a-methylalanine (also 
referred to as AiB or a-aminoisobutyric acid). This peptide produces very 
elaborate channel conductances that appear to be the result of the formation 
of a conducting aggregate. The association and dissociation of monomers 
from this aggregate are dynamic processes that can account for discrete 
channel conductance states, and structure-function studies performed on 
dimers of alamethicin provide strong evidence for this view (You et al., 
1996). Although neutron diffraction has detected water presumably located 
within alamethicin pores (He et al., 1996b), no direct structural studies on 
a well-defined channel aggregate have been made thus far. 

The nature of the voltage-dependent event for alamethicin that leads to 
the observed channel conductances has not been resolved. This process 
likely involves the interaction of dipole moments of the peptide with the 
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membrane electric field as analogs of alamethicin that lack any formal 
charge exhibit voltage gating. Changes in orientation from a surface-bound 
state to a transmembrane orientation are one mechanism by which alameth- 
icin may act, and such orientational changes are in fact observed as a 
function of peptide:lipid ratio and lipid hydration (He et al., 1996a). How- 
ever, under conditions that lead to channel conductance, the majority of 
the population of alamethicin in bilayers is oriented normal to the bilayer 
(Barranger-Mathys and Cafiso, 1996; North et al., 1995). 

Peptides such as alamethicin demonstrate some of the difficulties that 
are encountered frequently with this general class of membrane-active 
peptides. As indicated in Fig. 4, alamethicin likely undergoes a monomer- 
multimer equilibrium where the oligomer is of varying size. In addi- 
tion, under some conditions, alamethicin also undergoes a transition be- 
tween surface and inserted states. Magnetic resonance studies in the liquid 
crystalline phase indicate that the peptide is largely monomeric, so that 
the channel-forming state may represent only a small fraction of the total 
membrane-bound population of peptide (Archer et al., 1991; Barranger 
and Cafiso, 1994). 

Of the small channel-forming peptides, the linear gramicidins are by far 
the best defined. Gramicidin A is a short 15 amino acid peptide made up 
of alternating L and D amino where the conductive form is a single-stranded 
& helical dimer in an end-to-end orientation. The high-resolution 
membrane-bound structure is known as a result of solid-state NMR studies 
(Cross, 1997) and the highly defined nature of the peptide has allowed 
detailed structure-function studies. These studies have produced, among 
other properties, voltage dependence in the gramicidin channel (Koeppe 
and Anderson, 1996). This peptide has also provided evidence for the 
importance of typtophan interactions in the interfacial regions of membrane 
proteins (Wallace, 1996) and for the role of dynamics in ion channel conduc- 
tion (Roux and Karplus, 1994). Gramicidin can occur in several alternate 
double helical configurations (Veatach ef al., 1974), which are known to 
interconvert slowly in organic solvents (Arumugam et al., 1996). In addition, 
these double helical conformations can become trapped kinetically in a 
membrane environment and are converted to the active end-to-end dimer 
with heating (Arumugam et af., 1996). This work demonstrates that the 
preparation procedure and solvent history of the peptide-membrane mix- 
ture can be critical determinants in the structure and activity of a membrane- 
associated peptide. 

C. De Novo Design of Membrane-Active Peptides 

The de novo design of membrane-active peptides is a powerful approach 
to directly access the importance of peptide sequence and structure in 



FIGURE 4 Alamethicin can exist in both perpendicular, (A), and parallel, (B), orientations relative to 
the membrane interface. The parallel orientation is found primarily under conditions of limited hydration 
(He er al., 1996a). The perpendicular, inserted orientation is found at full hydration for most lipids under 
conditions where alamethicin exhibits voltage gating. The model shown here is based on EPR depth measure- 
ments of spin-labeled alamethicin analogs (Barranger-Mathys and C h o ,  1996). Alamethicin channels form 
by the assembly of a channel multimer that can vary in size. The tetramer depicted is likely a minimal size 
for the conductive aggregate, and alamethicin monomers are in equilibrium with the channel aggregate. The 
step in this equilibrium at which the voltage-dependent event takes place has not yet been elucidated. 
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membrane-peptide interactians (Degrado et al., 1989). De novo peptides 
have been synthesized to address fundamental questions regarding the 
length and hydrophobicity of peptides necessary to achieve transmembrane 
insertion of a peptide helix. Fbr example, designed membrane-active pep- 
tides have been shown to orient as a function of the peptide length, mem- 
brane thickness, and cholesterol content (Ren et al., 1997). Water-soluble 
membrane-inserting peptides have been produced based on stretches of 
alanine having a more hydrophobic N terminus and a charged C terminus 
(Chung and Thompson, 1996). Designed transmembrane peptides have 
also been produced from highly hydrophobic peptides having a central 24 
central leucine stretch and charged residues on either end (Axelsen et al., 
1995; Zhang et al., 1992, 1995). Amphiphathic model peptides have been 
produced with a vaned hydrophobic-hydrophilic balance (Kiyota et al., 
1996), and it was found that peptides having a larger hydrophobic balance 
not only bound to membranes more strongly, but also exhibit a greater 
tendency toward aggregation. 

Based on the idea that aggregates of laterally amphipathic helices form 
the structural basis for at least some membrane ion channels, model pep- 
tides based on leucine and serine were synthesized and shown to exhibit 
voltage-dependent, Na+/K+ or H' conductances in planar bilayers (De- 
Grado and Lear, 1990; Lear er al., 1988; Kienker er al., 1994). Peptides that 
are highly amphipathic have also been synthesized and found to permeabil- 
ize membranes in a pH-dependent fashion (Fattal et al., 1994; Parente et 
al., 1990). This appears to be a result of the ability of these peptides to 
form an &-helical structure at specific pH ranges. Positively charged analogs 
have also been designed to bind to DNA and have been found to assist in 
the delivery of DNA into cells (Wyman er al., 1997). Insertion has been 
observed for a peptide fragment from the C-helix of bacteriorhodopsin 
(Hunt et al., 1997). It is anticipated that this type of peptide-membrane 
interaction will permit an investigation of the sequence of folding and 
insertion of proteins into membranes. 

To facilitate the study of channel peptides in their active state, both 
native and de novo peptides have been covalently joined or templated in 
order to preform the channel aggregate and eliminate the monomer- 
multimer equilibrium. For example, in the case of the membrane-active 
peptide melittin, templating the peptide as a four-helix bundle enhanced 
membrane binding dramaticaly and led to a peptide that was much more 
active than native melittin (Pawlak et al., 1994). Measurements of this four- 
helix aggregate on monolayers also yielded changes in surface pressure 
that were consistent with the expected size of the bundle. Model peptides 
based on leucine and serine have also been templated in order to improve 
their channel activity (Akerfeldt et al., 1992). To mimic the channel-forming 
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domains of native ion channels, peptides made from the putative channel- 
forming helices of Caz+ channels, the nicotinic acetylcholine receptor and 
glycine receptor, have been templated and studied in planar bilayers (Iwa- 
mot0 et aZ., 1994; Oblatt-Montal et al., 1993; Reddy et aZ., 1993). 

IV. SUMMARY 

Biological membranes are liquids with properties determined by nonco- 
valent forces. This is also true for membrane-active peptides, where peptide 
structure, orientation, and their effects on membranes can be a balance 
between a number of weak forces. This balance of forces has several impor- 
tant consequences. First, it leads to a remarkably diverse and interesting 
behavior for membrane-active interacting peptides. Even among a single 
type of peptide, quite varied behavior can be observed as a function of the 
lipid composition, the peptide-lipid ratio, and membrane hydration. A 
second consequence of the nature of membranes is that determination of 
the structures of membrane-associated peptides and the important forces 
that determine their behavior is quite challenging. 

This chapter provided a summary of the interaction of a number of 
membrane-active peptides and model peptides with bilayers. It should be 
noted that work on a number of interesting membrane-active peptides 
derived from larger proteins has not been covered in this chapter. These 
include protein signal sequences (Tamm, 1991; Zheng and Gierasch, 1996) 
and peptides derived from proteins that direct membrane fusion (Cherno- 
mordik et al., 1998; Skehel et al., 1995). 

Work on peptide-membrane interactions has progressed rapidly in re- 
cent years, partly as a result of the success of a number of experimental 
approaches, including magnetic resonance (NMR and EPR spectroscopy), 
vibrational and optical spectroscopies, and the continued development of 
methodologies for peptide synthesis and purification. In addition, computa- 
tional methods are beginning to provide important insight into the nature 
of the forces governing peptide-membrane interactions, and they have 
reached a level of sophistication that makes them an important complement 
to experimental work. 
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1. INTRODUCTION 

A century ago, Overton began to examine one biologically essential 
function of the membrane, to  serve as a barrier that allows selective trans- 
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port across the membrane. In the 1970s, biologists began to examine another 
essential function of the membrane to allow diffusion and reaction within 
the plane of the membrane. 

This chapter focuses on the factors that affect the lateral diffusion coeffi- 
cient D, the effects of heterogeneity on lateral diffusion, and two tools 
developed in physics to characterize heterogeneous systems, percolation 
theory and anomalous diffusion. The heterogeneity of cell membranes is 
an active area of research, and many excellent reviews are available with 
viewpoints ranging from computational statistical mechanics to detailed 
biochemical studies of receptors (Abney and Scalettar, 1995; Bergelson et 
al., 1995; Edidin, 1992a, 1993, 1997; Holowka and Baird, 1996; Jain and 
White, 1977; Mouritsen and Jorgensen, 1997; Neubig, 1994; Tocanne et al., 
1994a; Vaz and Almeida, 1993; Welti and Glaser, 1994; Wolf, 1994, 1995). 
Many general reviews on membrane dynamics are available (Abney and 
Scalettar, 1993; Almeida and Vaz, 1995; Damjanovich et al., 1994; Edidin, 
1992b, 1994a,b, 1996; Jacobson et af., 1995; Kusumi and Sako, 1996; Lipow- 
sky and Sackmann, 1995; Sheets et af., 1995; Sheetz, 1993; Tocanne et al., 
1994b; Zhang et al., 1993). 

A. ?Re Fluid Mosaic Model and Its Modiffcations 

According to the fluid mosaic model (Singer, 1971, 1974; Singer and 
Nicolson, 1972), the membrane is a lipid bilayer, forming a two-dimensional 
oriented viscous solution of integral proteins in a fluid lipid matrix. Integral 
proteins span the membrane; peripheral proteins do not cross the membrane 
but are bound noncovalently to it. Lateral diffusion in the plane of the 
membrane and rotational diffusion perpendicular to the membrane are 
allowed, but displacements perpendicular to the membrane and rotations 
toward the plane of the membrane are highly restricted. It is instructive to 
read the original papers to see how much of the original model is now 
textbook material, but some modifications in the model are now required 
to include other structural elements and to allow heterogeneity. 

The most important structural element lacking in the original model is 
the cytoskeleton, which can immobilize proteins directly or indirectly, or 
hinder diffusion by the formation of corrals near the membrane surface. 
Our understanding of the membrane skeleton (Bennett and Gilligan, 1993; 
Morrow et al., 1997) and membrane-cytoskeletal interactions (Janmey, 
1995; Luna and Hitt, 1992) has increased considerably since the discussion 
by Singer (1974). Other membrane structures have been characterized, 
such as coated pits (Schmid, 1997), caveolae (Parton, 1996; Parton and 
Simons, 1995), and related detergent-insoluble, glycolipid-enriched do- 
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mains (DIGS) (Ahmed et al., 1997; Brown, 1998 Brown and London, 1997; 
Harder and Simons, 1997; Okamoto et al., 1998). The original model empha- 
sized integral and peripheral proteins, although it recognized the possibility 
of monotopic proteins, which are inserted into the bilayer but do not span 
the membrane. Few monotopic proteins have been identified; two examples 
are prostaglandin H synthase (Picot and Garavito, 1994; Picot et al., 1994) 
and caveolin (Parton, 1996). In addition, there are glycosylphosphatidyl- 
inositol (GP1)-linked proteins (Englund, 1993; Nosjean et al., 1997) and 
acylated proteins (Johnson et al., 1994; Mumby, 1997; Zhang and Casey, 
1996; Zurzolo and Rodriguez-Boulan, 1994). 

The fluid mosaic model must also be modified to allow heterogeneity 
over a wide range of time and length scales. In particular, lipid domains 
may be present. Diffusion may be obstructed by proteins or gel-phase 
lipids, and membrane components frequently show non-Brownian motion. 
Metabolic turnover may contribute to heterogeneity (Gheber and Edidin, 
1998). Recent experiments show the possibility of ordered superlattice 
domains in fluid-phase lipids. These structures, perhaps transient, are be- 
lieved to result from long-range elastic repulsion among bulky, rigid species 
such as pyrene or sterols (Chang et aE., 1997; Chong, 1994; Liu et al., 1997; 
Parasassi et al., 1995; Sugar et al., 1994). As recognized in the original 
model, the distribution of phospholipids across the membrane may be 
asymmetric: the asymmetry is maintained by metabolic energy (Devaux, 
1992). 

B. 7he Physiological Importance of Lateral Diffusion 

The lateral diffusion of membrane components is essential to a variety 
of physiological processes in cells (Axelrod, 1983; McCloskey and Poo, 
1984). Mobile receptors are common. The first steps in the action of insulin, 
epidermal growth factor, and nerve growth factor are the binding of the 
hormone to its receptor and the cross-linking of the receptors (Schlessinger, 
1980, 1993-1994; Heldin, 1995). Similarly, histamine release by mast cells 
is triggered by the aggregation of Fc receptors for IgE (Metzger and Kinet, 
1988; Holowka and Baird, 1996). The importance of lateral diffusion in 
adhesion was demonstrated for the adherence of vesicles to cells (McClos- 
key and Poo, 1986a) and cells 'io supported lipid bilayers (Chan et al., 1991; 
Dustin et al., 1996). Lateral diffusion increases bond formation and allows 
adhesion molecules to accumulate at the contact region. Diffusion-coupled 
reactions are also essential. One of the first steps in visual transduction is the 
activation of -500 molecules of G-protein by a single activated rhodopsin 
molecule (Stryer, 1986; Liebman et al., 1987; Lamb, 1996). Electron transfer 
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in mitochondria (Lenaz, 1988; Hackenbrock et al., 1986; Chazotte and 
Hackenbrock, 1989) and chloroplasts (Lavergne and Joliot, 1991) requires 
diffusion of mobile redox carriers. 

C. Experimental Techniques 

The time and length scales of measurements of lateral motion are of 
crucial importance, particularly in an inhomogeneous system, where differ- 
ent methods of measurement see different inhomogeneities. This chapter 
focuses on diffusion at long time scales; for a lucid discussion of measure- 
ments at shorter time scales, see Bloom and Thewalt (1994,1995), and for 
more details on nuclear magnetic resonance (NMR) length scales, see 
Karakatsanis and Bayerl(l996). The distance dependence of the diffusion 
coefficient is discussed elsewhere (Saxton, 1989a, 1994a; Vaz and Almeida, 
1991). Shin et al., (1991) described an elegant electron spin resonance (ESR) 
technique permitting measurement of short-range and long-range diffusion 
coefficients in the same experiment on the same sample, thereby removing 
one of the potential artifacts (Saxton, 1989a) in comparison of the two 
diffusion coefficients. 

Space does not permit a review of experimental techniques here; see the 
general reviews by Edidin (1992b) and Tocanne et af., (1994b). Fluoresence 
photobleaching recovery (FPR) is reviewed by Edidin (1994b), Jovin and 
Vaz (1989), Petersen et al., (1986), and Wolf (1989). Single-particle tracking 
(SPT) is discussed briefly in Section V,A and is reviewed elsewhere (Saxton 
and Jacobson, 1997). NMR measurements are reviewed by Bloom and 
Thewalt (1994, 1995). Most NMR measurements are short range; long- 
range measurements are made by pulsed-gradient spin echo techniques 
(Lindblom and Oradd, 1994) or by using biIayers supported on glass micro- 
spheres (Hetzer et al., 1998 and references cited therein). ESR techniques 
are reviewed by Freed (1994). Fluorescence quenching and excimer forma- 
tion are short-range measurements in which the range is set by the distance 
a particle can diffuse during the fluorescence lifetime; the use of labels with 
long lifetimes extends the range significantly (Davenport, 1997; Terpet- 
schnig et al., 1997). Colocalization experiments at the resolution of light 
microscopy have been essential in work on the association of receptors 
with membrane domains (Holowka and Baird, 1996; Stauffer and Meyer, 
1997), and various forms of high-resolution optical microscopy are being 
developed to characterize association at resolutions below the wavelength 
of light. Imaging fluorescence correlation spectroscopy can be used to mea- 
sure diffusion, colocalization, cluster density, and cluster size (Petersen et 
af., 1993; Wiseman et af., 1997; Huang and Thompson, 1996). Fluorescence 
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resonance energy transfer (FRET) (Matko and Edidin, 1997; Wu and 
Brand, 1994) and imaging FRET (Berland et al., 1996; Kenworthy and 
Edidin, 1998; Koppel et al., 1994; Schwille et al., 1997) measure colocaliza- 
tion at high spatial resolution, as will SPT measurements in which two 
fluorescent labels are used simultaneously. FRET has been demonstrated 
between individual fluorophare molecules (Schiitz et al., 1997a). Laser 
tweezer measurements are reviewed by Svoboda and Block (1994) and 
Sheetz (1998). The barrier-free path (BFP) is discussed by Edidin et al., 
(1991, 1994) and by Kusumi et al., (1998). Finally, the width of the distribu- 
tion of experimental and Monte Carlo diffusion coefficients may be used 
as a measure of the inhomogeneity of the system; the scatter in D ought 
to be viewed as signal as well as noise (Saxton, 1997). 

I I .  THE KEY QUEsTlON 

The key question in lateral diffusion in cell membranes is why diffusion 
coefficients for integral proteins in the plasma membrane are one or two 
orders of magnitude lower than diffusion coefficients for integral proteins 
in an artificial bilayer. (See, for example, Edidin, 1994b, 1996; Webb et al., 
1981; Zhang et al., 1993.) 

For lipids in the fluid phase of artificial bilayers, typical diffusion coeffi- 
cients are 1-10 pm2/sec. For lipids in plasma membranes, D is lower, in 
the range of 0.05-2 pm2/sec. In the gel phase, diffusion is along defects 
and grain boundaries, and D 5 0.01 pm2/sec. In FPR experiments on pure 
fluid-phase lipids, the mobile fraction is usually close to one. 

In some systems the diffusion coefficients of integral membrane proteins 
are close to the value predicted by the Saffman-Delbriick equation. These 
systems include artificial bilayers; the rod outer segment; spherocytic red 
blood cells, in which the membrane skeleton is missing due to mutation 
(Sheetz ef al., 1980); and blebs, in which the membrane appears to be 
detached from cytoskeletal attachments (Tank et al., 1982; Webb et al., 
1981). However, the interaction of membrane and cytoskeleton is not always 
the controlling factor; removal of the glycosylation sites of mouse class I 
major histocompatibility complex (MHC) antigen Ld increased D to a value 
near the Saffman-Delbriick value (Wier and Edidin, 1988). Values of D 
for proteins in artificial bilayers are in the range of 1-5 pm2/sec and for 
the mentioned other cases 0.2-1 pm2/sec. 

For most integral proteins in the plasma membrane, D is in the range 
of 0.01-0.2 pm2/sec and the mobile fraction is 0.25 to 0.75. In a standard 
FPR experiment, the immobile fraction corresponds to D < 0.0001 pm2/ 
sec. The fastest-moving GPI-linked proteins have diffusion coefficients close 
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to the values for lipids in plasma membranes, but the mobile fraction may 
be around 50%. Here the immobile fraction must be maintained with no 
direct cytoskeletal interactions. 

Extensive tables of numerical data are given in various reviews. For lipid 
data, see Lee and Jacobson (1994), and for GPI-linked and transmembrane 
proteins, see Clegg and Vaz (1985) and Edidin (1992b, 1994b). 

111. THEORETICAL DEVELOPMENTS 

The main qualitative modification required for the Singer-Nicolson 
model is the recognition of heterogeneity of membrane structure and the 
resulting heterogeneity of motion. The quantitative tools developed in 
physics to characterize heterogeneity are percolation theory and anomalous 
diffusion (Bouchaud and Georges, 1990, Bunde and Havlin, 1991, 1994; 
Haus and Kehr, 1987; Havlin and Ben-Avraham, 1987; Hughes 1995,1996; 
Shlesinger, 1988; Stauffer and Aharony, 1992; Weiss, 1994). The book by 
Dewey (1997) is an excellent introduction to percolation theory, anomalous 
diffusion, and fractals. This section discusses the physical principles; Section 
V discusses applications to membranes. 

A. Percolation 73eory 

As Singer and Nicolson (1972) stated, “None of the evidence so far 
obtained for the bilayer form permits us to say whether the bilayer is 
continuous or interrupted. ” The connectivity of obstructed systems is sys- 
tematically treated in percolation theory. At low obstacle concentrations, 
the obstacles form islands in a continuous conducting phase, and at high 
obstacle concentrations, the conducting phase forms lakes in a continuous 
obstructed phase. The percolation transition is the geometric phase transi- 
tion between these states. The concentration at which the transition occurs 
is called the percolation threshold. The threshold is given here in terms of 
the area fraction of obstacles; in the physics literature it is more often given 
in terms of the area fraction of the conducting phase. Early applications 
of percolation to membranes are summarized by Vaz (1992). 

Percolation thresholds are considered for the continuum and various 
lattices. Attention is restricted to site percolation, in which nodes of a lattice 
are blocked randomly; in bond percolation, the bonds connecting the nodes 
are cut randomly. A percolation threshold exists only when the obstacles 
are immobile. For mobile obstacles there is instead a glass transition, at 
which the diffusion coefficient of the mobile particles is decreased sharply 
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by crowding. Below the glass transition, motion is hydrodynamic; above 
the transition, motion is controlled by thermally activated jump processes 
(Barrat and Klein, 1991; Fehr and Lowen, 1995). For a two-dimensional 
Lennard-Jones fluid at a dimensionless temperature of 0.50, the glass transi- 
tion occurs at a dimensionless density of 0.83 (Ranganathan, 1994). As the 
concentration of immobile particles is increased, the system reaches the 
percolation threshold, whereas the system reaches the glass transition as 
the concentration of mobile particles are increased. 

Some numerical values of the site percolation threshold in two dimensions 
are given in Table I. The thrashold increases as the coordination number 
z of the lattice increases. For randomly centered, overlapping circles, the 
continuum percolation threshold is at an obstacle area fraction of C = 

0.6764 (Lee and Torquato, 1990), and for hard disks, the threshold is C = 

0.82 (Berryman, 1983). Intermediate cases are treated in the cherry pit 
model, in which the obstacles have impenetrable hard cores surrounded 
by shells that may overlap (Lee and Torquato, 1990). In the original work, 
the overlap was simply used as a device to generate complex obstacle shapes 
from simple elements (Torquato, 1991). This geometry, however, may be 
interpreted as an impenetrable obstacle surrounded by a region inaccessible 

TABLE I 
Two-Dimensional Percolation Thresholds" 

Effect of lattice for random point obstacles 

Lattice z CP 

Honeycombh 3 0.303 
Squareh 4 0.407 
Triangular' 6 0.500 
Overlapping circles on continuum' 0.676 
Impenetrable circles on continuum" 0.82 

Effect of obstacle shape for triangular lattice' 

Obstacle CP 

Hexagon 0.585 compact 
Point 0.500 
Linear trimer 0.461 extended 

In terms of obstructed area fraction 
From Stauffer and Aharony (1992) 
From Lee and Torquato ( I  990) 

" From Berrymrul (1  983) 
' From Saxton (1993a) 
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to a tracer of finite radius (Kim and Torquato, 1992) or as an impenetrable 
protein surrounded by penetrable layers of boundary lipid. 

The threshold also depends on obstacle shape, decreasing as the obstacle 
becomes more extended, as shown in Table I for the triangular lattice. For 
the continuum, Thorpe and collaborators calculated thresholds for identical 
overlapping ellipses with random centers and orientations and, obtained 
an empirical equation for the threshold as a function of the aspect ratio of 
the ellipses ( X a  and Thorpe, 1988; Garboczi et al., 1991). As the ellipses 
become more elongated, the percolation threshold goes to zero. This equa- 
tion has been used to estimate the aspect ratio of obstacles from observed 
percolation thresholds in FPR measurements on lipid mixtures in the two- 
phase region (Almeida and Vaz, 1995). The aspect ratio provides a useful 
qualitative description, although it should not be taken too literally in a 
system of unknown and possibly complex geometry. Thresholds for some 
random fractal aggregates are given by Saxton (1993a). 

So far we have assumed randomly positioned obstacles, but interactions 
among the obstacles may have a major effect on the threshold. A potential 
that tends to align obstacles linearly lowers the threshold. A repulsive 
interaction among obstacles raises the threshold (for a good example, see 
Dewey, 1997, pp. 229-231). For interacting obstacles, the situation is com- 
plex because the values of the threshold depend on the temperature and 
the distance at which particles are defined to be in the same cluster (Bug 
et al., 1985; Cooper et al., 1989; Heyes and Melrose, 1989). 

We have also assumed a point diffusing particle, but in reality the tracer 
has a nonzero radius so the diffusion coefficient and the percolation thresh- 
old depend on the excluded area, not the obstacle area. For a diffusing 
species at infinite dilution in a pure lipid, the dependence of D on tracer 
size is given by the free volume model or the Saffman-Delbruck model 
(Section IV,A). Obstruction leads to an additional contribution to the size 
dependence. The effects can be large; for random point obstacles on a 
triangular lattice, as the tracer size is increased from a point to a hexagon 
of unit radius to a hexagon of radius two, the threshold decreases from 
0.50 to 0.12 to 0.048 (Saxton, 1993a). The effect is also discussed by Kim 
and Torquato (1992) for the continuum in three dimensions and by Slater 
and Treurniet (1997) for square obstacles on the square lattice. For fractal 
obstacles there is little dependence on tracer size because fractal obstacles 
are self-similar, so tracers see on average the same hindrances to diffusion 
whatever the tracer size (Saxton, 1993a). 

The percolation threshold is defined as the obstacle concentration for the 
percolation transition in the limit of an infinite system. To find a percolation 
threshold, one generates random configurations of obstacles at a given area 
fraction in a box of size L and tests whether there is a percolating cluster. 
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From this one finds the cumulative probability that a percolating cluster is 
present, as a function of the area fraction of obstacles. As shown in Fig. 
1, this percolation probability grows sharper as the system size L increases, 
as in any phase transition. The width of the transition region is proportional 
to l/L3’? Ther percolation threshold is the limiting value as L + 00; the 
intersection of the curves for different L is one estimate of the threshold. 
Technical details and references to the physics literature are given elsewhere 
(Saxton, 1993a). 

The sharpening of the percolation probability as L increases could affect 
experimental results because different experimental techniques have differ- 
ent length scales. A percolation threshold in NMR (Dolainsky et al., 1997) 
may differ from one in FPR, and the sharpening may be detectable in a 
series of FPR experiments in which the bleach beam radius is varied. 
Consider the FPR mobile fraction as a function of obstacle concentration. 
Well below the threshold, the mobile fraction is one. Well above the thresh- 
old, the mobile fraction is zero, except for finite domains on the edge of 
the bleach spot. Near the threshold, some of the tracers are trapped in 
finite domains and do not contribute to the recovery unless they are at the 
edge of the bleach spot. The percolation probability grows sharper as the 
system size increases, and in the limit of an infinite system the total area 
of finite domains becomes negligible compared to the total area of the 
percolating cluster of conducting sites below the threshold or the total area 
of obstructed sites above the threshold. In the Monte Carlo calculation 
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FIGURE 1 Cumulative probability that a percolating cluster is present, as a function of 

the area fraction of obstacles for random point obstacles on the triangular lattice with system 
sizes L = 16, 32, 64, 128, and 256. The percolation threshold is exactly 0.5. These are Monte 
Carlo curves (Saxton, 1993a) but individual data points are not shown. 
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leading to Fig. 1, the system size is the prescribed lattice size L and the 
obstacles are lattice points. In FPR, the system size is the radius over which 
recovery occurs, say factor of 3 larger than the bleach beam radius. For 
protein obstacles, the obstacle size is the protein size; for gel-phase lipid 
obstacles, it is the minimum size of a gel-phase domain stable over the time 
scale of the experiment. 

B.  The Diffusion CoeHScient in Obstructed Systems 

The next step is to consider the effect of obstruction on the diffusion 
coefficient (Scalettar and Abney, 1991). These results are based largely on 
Monte Carlo calculations for a lattice or the continuum. For speed and 
convenience of programming, many Monte Carlo calculations of obstructed 
diffusion are done on lattices. In either case, a tracer carries out a random 
walk in the presence of obstacles at a prescribed concentration, the mean- 
square displacement ( r2 )  is found as a function of time, and the long-range 
diffusion coefficient is found as the limiting slope at large times. The mean- 
square displacement is averaged over many random walks with a particular 
obstacle configuration, and many obstacle configurations with the pre- 
scribed obstacle concentration. The obstacle concentration is given as the 
area fraction C. 

Several approximations are made in these calculations: perturbation of 
lipid by obstacles is neglected, a hard-core repulsion is often assumed, and 
hydrodynamic interactions must be taken into account separately. These 
approximations affect both lattice and continuum calculations and will be 
discussed in detail in Section IV. Two additional approximations are re- 
quired when a lattice model is used. 

First, the lattice model says nothing about dynamics on time scales less 
than the time required for a particle to diffuse one lattice constant. For 
a lipid spacing of 0.8 nm and a diffusion coefficient of 5 pm2/sec, the equa- 
tion ( r2 )  = 4 Dt implies that the time to diffuse one lattice constant is 
32 nsec. Faster processes (Bloom and Thewalt, 1994), such as trans-gauche 
isomerization in the fatty acid chains (0.1 nsec) and diffusional rotation of 
the lipid (1 nsec), are averaged over. Such processes are included implicitly 
in the diffusion coefficient Do at zero obstacle concentration. 

Second, at short distances there may be errors because the lattice is 
discrete. This does not seem to be a major limitation for long-range diffusion 
coefficients. For a system of mobile particles, a continuum model based on 
Brownian dynamics (Scalettar and Abney, 1991) gave diffusion coefficients 
in good agreement with Monte Carlo results on a lattice (Pink, 1985, Saxton, 
1987). However, the problem is particularly noticeable in histograms of 



8. Lateral Diffusion 239 

parameters used to characterize short SPT trajectories and there a contin- 
uum calculation is more appropriate (Saxton, 1994b). 

Obstructed diffusion problems can be classified according to the ratio y 
of the jump rate of the tracer to the jump rate of the obstacle, which can 
be taken to be the ratio of thee diffusion coefficients of the two species in 
the limit of low obstacle concentrations (Saxton, 1987). If y = 1, all particles 
are mobile with the same diffusion coefficient, as for a single species of 
mobile protein in a bilayer. This is self-diffusion or tracer diffusion. Monte 
Carlo values of D as a function of the concentration of mobile particles 
for point and hexagonal particles on the triangular lattice are given by Pink 
(1985) and by Saxton (1987), who gives an empirical formula for D. If 
1 < y < CQ, there are two mobile species with different mobility, as in the 
case of a lipid or small protein obstructed by a larger mobile protein. A 
simple formula for D(C, y )  was given by Van Beijeren and Kutner (1985), 
and this formula agrees well with Monte Carlo results for the square lattice, 
except in the percolation limit. (Saxton, 1987). 

The case y + 03 is the percoIation limit, in which obstacles are immobile. 
Immobile obstacles have a much greater effect than mobile obstacles. The 
key factor determining D is the presence of a percolation threshold. In 
fact, a crude first approximatian to the diffusion coefficient (normalized to 
one at zero obstacle concentration) is simply D* = 1 - C/Cp (Saxton, 
1994a), although for the continuum it is significantly more accurate to use 
the equation of Garboczi et af. (1991) discussed later in this section. For a 
square lattice, the formula D* = 1 - ( n  - 1)C - 0.85571C2 gives the first 
three terms of the series expansion exactly (Nieuwenhuizen et af., 1986). 

Consider the diffusion of a point particle as immobile obstacles are 
added at random. Initially, diffusion is unhindered. As obstacles are added, 
diffusion is increasingly hindered, until the percolation threshold is reached. 
Above the threshold, long-range diffusion is blocked but local diffusion in 
finite domains is possible. As the obstacle concentration increases further, 
the size of the finite domains is reduced. Near the threshold, diffusion 
is hindered because the particle encounters dead ends, bottlenecks, and 
backbends on all length scale$. Near Cp, the diffusion coefficient is D - 
IC - Cpl”, where C is the ohtacle concentration, Cp is the percolation 
threshold, and the conductivity exponent 2: 1.3. In two dimensions, the 
behavior of the diffusion coefficient near the threshold is the same for 
lattice and continuum cases (Peng et af., 1987; Halperin et al., 1985). This 
agreement is a surprising result. For an obstructed lattice, the narrowest 
path between two obstacles i$ a chain of single bonds, but for random 
circular obstacles on the continuum, there is a continuous distribution of 
neck widths between pairs of obstacles. 
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Compact obstacles such as hexagons are less effective obstacles than the 
same area fraction of random point obstacles, and random point obstacles 
are less effective than extended or fractal obstacles (Eisinger et al., 1986; 
Garboczi et al., 1991; Saxton, 1987, 1992, 1993a; Xia and Thorpe, 1988). 
Random fractal aggregates become more effective obstacles as the fractal 
dimension decreases, i.e., as their structure becomes more extended 
(Schram et al., 1996). 

Monte Carlo results are available for various obstacle geometries. For 
lattice diffusion, Eisinger et al. (1986) developed the milling crowd model 
to examine the effects of obstruction on excimer formation and found D 
for point tracers with hexagonal obstacles on the triangular lattice. Saxton 
(1993a) examined the effects of hexagonal obstacles. Schram et al. (1994) 
used FPR simulations to find the effect of immobile circular obstacles on 
point tracers and obtained an empirical formula for D as a function of 
obstacle concentration and radius. Saxton (1992) and Schram et al. (1996) 
examined the effects of random fractal aggregates. Saxton (1996) found 
diffusion coefficients for a variety of obstructionbinding and pure binding 
models. Saxton (1990a) examined the effect of mixtures of mobile and 
immobile obstacles as the mixture was varied at constant area fraction 
from completely mobile obstacles to completely immobile. An improved 
algorithm for lattice diffusion was developed by Slater and Guo (1996). 
For the continuum case, Torquato and Kim (1989) and Tobochnik (1990) 
presented similar improved algorithms and obtained D for circular overlap- 
ping obstacles. Garboczi et al. (1991) examined the effect of overlapping 
ellipses with random centers and random orientation and presented an 
empirical equation for D as a function of the obstacle concentration and 
the aspect ratio of the ellipses. This equation includes the proper power- 
law dependence of D on C near the percolation threshold and supersedes 
the empirical equation given by Saxton (1982). [Note that the equation of 
Garboczi et al. (1991) is given in terms of an area density of conducting 
phase x, which may be calculated from the area fraction of overlapping 
elliptical obstacles using the equation x = [-4(1 + p)2/(np)]ln(l - C), 
where p 5 1 is the ratio of the minor to major axes of the ellipse. This 
equation can be derived from results of Xia and Thorpe (1988).] 

If the tracer can penetrate the obstacles, percolation still occurs but its 
effects are much smaller. This case includes gel-phase lipids that do not 
exclude the tracer completely and liquid-liquid lateral phase separation. 
One approximation used here is the Bruggeman-Landauer formula (Sax- 
ton, 1982), but a better approach is to use rigorous bounds on D. If the 
diffusion coefficients in the two phases differ by a factor of 10 or less, the 
upper and lower bounds are close and provide excellent approximations 
for D (Torquato, 1991,1994). Almeida ef al. (1992a) applied these bounds 
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to lateral phase separation of the liquid-ordered and liquid-disordered 
phases in mixtures of dimyristoylphosphatidylcholine and cholesterol. 

These bounds describe the effect of immobile obstacles in D for both 
penetrable and impenetrable obstacles (Torquato, 1991, 1994). They are 
based on variational principles and use methods of the statistical mechanics 
of fluids to describe the structure of the mixture. As more information is 
incorporated, the bounds become narrower. The first piece of information 
is simply the area fraction. The bounds are narrowed if it is known that 
the system is isotropic and can be narrowed further using microstructural 
information available for perfectly penetrable, partially penetrable, and 
impenetrable disks. The structural characterization in these bounds does 
not include the long-range conelations that occur at the percolation thresh- 
old, so the bounds are less useful when a percolation threshold is involved. 

C. Anomalous and Normal Difision 

In normal diffusion, the mean-square displacement is proportional to 
time, (r2)  = 4Dt, but in anomalous diffusion this relation does not hold. 
This chapter considers only anomalous subdiffusion, in which diffusion is 
hindered and ( r2)  c~ tu with the anomalous diffusion exponent (Y < 1 .  The 
diffusion coefficient therefore decreases with time according to D t"-'. 
In general, anomalous diffusion is the result of a deviation from the central 
limit theorem caused by a pathologically broad distribution of jump times 
or jump distances, or long-range correlations in diffusive motion (Bouchaud 
and Georges, 1990; Scher et al., 1991). 

Consider first the case of pure obstruction (Saxton, 1994a). At an obstacle 
concentration C = 0, diffusion is normal and (Y = 1. For obstacle concentra- 
tions below the percolation threshold, diffusion is anomalous at times much 
shorter than the crossover time and normal at times much longer than the 
crossover time. As the obstacle concentration approaches the percolation 
threshold, diffusion becomes more anomalous for longer times: (Y decreases 
and the crossover time increases. At the percolation threshold, (Y reaches 
its limiting value in two dimensions of 0.696 (Havlin and Bunde, 1991) and 
the crossover time becomes infinite. Diffusion is then anomalous at all 
times and there is no crossover because the percolation cluster is self- 
similar. That is, the percolation cluster is statistically the same at all magni- 
fications and, to the diffusing species, it appears to be the same on all time 
and length scales. Note that f a r  pure obstruction, the anomalous diffusion 
exponent is between 0.696 and 1. An observed exponent significantly 
smaller than 0.696 implies a mechanism other than pure obstruction. 
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Next, consider the case of binding to immobile species (Bouchaud and 
Georges, 1990; Saxton, 1996). This case is complex, but one simple picture 
of hindered diffusion in the cell membrane is the obstruction/binding model 
(Saxton, 1996), similar to the post model of Zhang et al. (1993). Here 
point obstacles, representing immobile membrane proteins, bind tracers in 
nearest-neighbor sites. In this model, the type of diffusion is very sensitive 
to the initial conditions. Diffusion is highly anomalous if the tracer is initially 
at a random site. The system is then in a nonequilibrium state because the 
probability that a tracer starts at a site is independent of the depth of the 
potential well at that site. However, if the initial condition for the tracer 
is the thermal equilibrium distribution, binding reduces D but does not 
make diffusion any more anomalous. In fact, as Haus and Kehr (1987) 
show, a large class of plausible binding models cannot produce anomalous 
diffusion, provided the tracer is at thermal equilibrium (Saxton, 1996). As 
a result, observations of anomalous subdiffusion may help to test whether 
the membrane is in an equilibrium or a nonequilibrium state. The sensitivity 
to initial conditions implies a potential artifact in FPR experiments. If 
photobleaching changes the interaction of the tracer with the obstacles 
significantly, the initial condition is a nonequilibrium state. 

Anomalous subdiffusion is also produced by other models, including the 
continuous-time random walk (CTRW) model used by Nagle (1992) in his 
work on the effects of anomalous subdiffusion on FPR. Here anomalous 
subdiffusion results from long-time tails in the waiting time distribution for 
a jump from a lattice site. The escape time is generated randomly at each 
time step, so there is temporal disorder but no spatial disorder. Diffusion 
is highly anomalous at all times, with no crossover to normal. Nagle (1992) 
simulated an FPR curve assuming a CTRW, fit the curve using the standard 
equation for FPR with normal diffusion (Axelrod et al., 1976), and showed 
that the resulting values of D and the mobile fraction were strongly depen- 
dent on the time range fit. 

D. Models of Cell Membrane mnamics 

Kusumi and Sako (1996) emphasize cytoskeletal corrals as a hindrance 
to diffusion and view the membrane as a series of potential energy barriers 
and wells in which the dominant barriers are a fairly regular lattice of corral 
walls. The anomalous subdiffusion model (Feder et al., 1996) pictures the 
membrane as “a random array of continuously changing potential energy 
traps” resulting from interactions with all membrane components and vary- 
ing in time and space. The range of binding energies is so broad that there 
is no average residence time; this assumption leads to a time-dependent 
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diffusion coefficient (Bouchaud and Georges, 1990). The diffusion co- 
efficient is assumed to be D(t)  - f a - ' ,  so the mean-square displacement 
(?(r ) )  - t" and diffusion is anomalous over all time scales, as in the CTRW 
model of Nagle (1992). Saxton and Jacobson (1997) attempted to construct 
an anomalous subdiffusion model out of biological parts to see whether the 
ideas of Kusumi and Sako (1996) and Feder et al. (1996) can be reconciled. 
Jacobson and collaborators (Jacobson et al., 1995; Sheets et al., 1995; Zhang 
et al., 1993) presented models of hindered diffusion related directly to 
SPT experiments. 

E.  Structural Models 

Molecular dynamics and the Pink 10-state model are important ap- 
proaches to membrane modeling. Their strength is the wealth of structural 
detail they provide, although they are less directly applicable to long-range 
lateral diffusion. 

Molecular dynamics uses Newtonian mechanics to calculate motion at 
the atomic level, assuming a potential energy function for atom-atom 
interactions (Jakobsson, 1997; Merz, 1997; Merz and Roux, 1996; Shen ef 
al., 1997). The system size is necessarily small, at most 100 lipids per mono- 
layer and a few thousand water molecules, and the time scale is necessarily 
short, at most 1-10 nsec. The accessible time range could describe fluores- 
cence quenching for some fluotophores but not long-range lateral diffusion. 
As the field develops, the emphasis may well be on short-range protein-lipid 
interactions, and it will be useful for work on long-range lateral diffusion 
to examine the extent of the perturbation of lipids near protein surfaces. 

The Pink 10-state model provides a very useful level of detail, intermedi- 
ate between molecular dynamics and the hard-disk obstacles of Section 
III,B (Mouritsen, 1990; Mouritsen et al., 1996; Pink, 1990). In Monte Carlo 
calculations using the 10-state model, each lipid hydrocarbon chain is at a 
point on a triangular lattice. Chains may be in the gel state, the fluid state, 
or any of eight low-energy disordered states. In its original form the model 
was static, with the hydrocarbon chains stationary and restricted to lattice 
sites. An extension of the model added translational degrees of freedom 
on the lattice in order to account for the entropy of mixing in lateral phase 
separation. A novel variant uses random triangulation to allow continuous 
but restricted translational motion (Nielsen el al., 1996). Lipid-protein 
interactions and hydrocarbon chain dynamics are much simpler in the 10- 
state model than in molecular dynamics. However, the 10-state model 
makes it practical to use a large enough system to model phase transitions, 
while still providing much molecular information and permitting detailed 
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comparison with experiment. To characterize phase transitions, sophisti- 
cated techniques from computational statistical mechanics are used. An 
important result well described in terms of this model is hydrophobic match- 
ing (Mouritsen and Bloom, 1993). If hydrophobic lipid-lipid and lipid- 
integral protein interactions are included, the hydrophobic length of the 
boundary lipid must match that of the protein, leading to extension or 
contraction of boundary lipid acyl chains and to a statistical separation of 
lipids by chain length, i.e., to lipid domains surrounding proteins. 

IV. FACTORS CONTROLLING LATERAL DIFFUSION 

Several factors affect the lateral diffusion coefficient: lipid viscosity, ob- 
structions, hydrodynamic interactions, binding to immobile species, and 
association among mobile species. The diffusion coefficient can be written 
as a product of terms 

D ( c )  = DO D*obst(C) D*hydro(C), 

where C is the area fraction of obstacles Do is the diffusion coefficient at 
zero obstacle concentration, Dzbst (C) accounts for the direct effect of 
obstruction, and DZydro( C) accounts for hydrodynamic interactions. All the 
D*(C)  are normalized to 1 at C = 0. For a detailed discussion of this 
approximation, see Bussell et al. (1995a) and Dodd et al. (1995). For lipid 
diffusion, an additional factor D:, (C) may be included to account for 
altered free volume near the obstacles. The effect of binding to immobile 
species is to multiply D by the fraction of time the particle is freely diffus- 
ing (Koppel, 1981). Association among mobile species may affect every 
factor. 

A. Hydrodynamic versus Free Volume Control 

The diffusion coefficient at zero obstacle concentration is given by a 
hydrodynamic model or a free volume model. The assumptions of the 
models and comparison with the experiment were reviewed extensively 
by Almeida and Vaz (1995), Clegg and Vaz (1995), and Scalettar and 
Abney (1991). 

Saffman and Delbruck (1975) presented a hydrodynamic model for trans- 
lational and rotational diffusion in a two-dimensional continuum fluid, 
including interaction with the aqueous phase. The translational diffusion 
coefficient is 

D = (k77477vh) [ln(vh/vaqR) - YE], 
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where r] is the viscosity of the lipid phase, vaq 4 r] is the viscosity of the 
aqueous phase, h is the height in the membrane of the diffusing species, 
R is its radius, k is the Boltzmann constant, T is temperature, and yE = 
0.5772 ... is Euler’s constant. Typical values are r ]  = 1 poise, vaq = 0.01 
poise, h = 5 nm, and R = 2 nm (Clegg and Vaz, 1985). The key points 
are the weak, logarithmic dependence on particle radius and the strong 
dependence on particle height. Further developments of this model are 
given by Evans and Sackmam (1988), Hughes et af. (1982), and Wiegel 
(1 979). 

According to the free volume model, diffusion is limited by the occur- 
rence of a large enough fluctuation in free volume adjacent to the mobile 
species. In the form used by Almeida et af. (1992a). 

D a exp ( - a d [ a ( T )  - ao])  exp(- E,IkT). 

Here a. is the area of the molecule at close packing and a( T )  is the average 
free area per molecule, obtained by combining dilatometric measurements 
of volume and deuterium NMR measurements of thickness. The activation 
energy E, is a fitted parameter. The effect of tracer radius is much greater 
in the free volume model than in the Saffman-Delbriick model. 

Diffusion of lipid-sized species follows the free volume model, and diffu- 
sion of large proteins follows the Saffman-Delbruck equation (Clegg and 
Vaz, 1985). The main evidence supporting the free volume model for lipid 
diffusion is that the diffusion coefficient of lipids is independent of chain 
length (Balcom and Petersen, 1993; Vaz et al., 1985) in agreement with the 
free volume model and in strong disagreement with the hydrodynamic 
model. 

One obvious question is where the dividing line between the two models 
is? Clegg and Vaz (1985) estimated it to be an area of 1 nm2. For a 
structurally dissimilar series of lipophilic probes, the dependence of D on 
molecular weight could be fit by a free volume expression below -400 Da 
and a hydrodynamic expression above -500 Da (Johnson et al., 1996). 
Work from Petersen’s laboratory defined the dividing line by measuring 
diffusion coefficients and activation energies for a series of macrocyclic 
polyamide amphiphiles in DMPC. The structural similarity of the probes 
revealed a clear break at 0.8 to 1 nm2 (Liu et al., 1997). 

A second obvious question is, on which side of the dividing line does a 
protein with a single transmembrane helix lie? Single transmembrane heli- 
ces span the transition region. A small transmembrane a-helix, polyalanine, 
has an area of 0.9 nm2 (Furois-Corbin and Pullman, 1986). The channel 
form of gramicidin, a p(L, D)-helix, has an area of 2.5 nm2 (Woolf and Roux, 
1996). Diffusion measurements are in progress for a series of complexes of 
transmembrane helices with areas between 0.3 and 1.8 nm2 (Lee etaf., 1998). 
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For large proteins, diffusion follows the Saffman-Delbruck equation. 
Vaz and collaborators compared diffusion coefficients of integral proteins 
of various sizes, including monomers, dimers, and oligomers of the acetyl- 
choline receptor. The differences were small and consistent with appro- 
priate modifications of the Saffman-Delbruck equation, as expected for a 
monomer with five transmembrane helices (Criado et al., 1982; Vaz and 
Criado, 1985). Dimerization of the high-affinity IgE receptor reduces D by 
a factor of 1.6; higher oligomers have the same D but are mostly immobile. 
This receptor has seven transmembrane helices, and dimerization has 
the expected effect, but the immobilization of higher oligomers must in- 
volve biological interactions as well as hydrodynamic ones (Menon et al., 
1986). 

B. Perturbation of Lipid-free Volume by Obstacles 

Obstacles, either membrane proteins or gel-phase lipid, may affect lateral 
diffusion indirectly by perturbing lipid dynamics. The effect of density 
fluctuations in the pure lipid is included implicitly in Do, but the effect 
of obstacles on density fluctuations and ordering in the fluid-phase lipid 
must be treated separately. For lipid diffusion, obstacles may reduce the 
free volume in the lipid phase, and the diffusion coefficient may decrease 
significantly (Almeida et al., 1992b; Minton, 1989). For protein diffu- 
sion, the effect of obstacles on viscosity is included in the hydrodynamic 
interaction. 

A pure obstruction model gives too high a value of D, and several authors 
have tried to account for the discrepancy by including boundary lipid in 
the obstacle area (Almeida et al., 1992b; Donaldson, 1989; Schram et al., 
1994). This approach is supported by experimental results of Blackwell and 
Whitmarsh (1990), who measured the effect of protein obstacles on lateral 
diffusion by fluorescence quenching of pyrene by plastoquinone. The inte- 
gral proteins decreased collisional quenching significantly, but the fluoro- 
phore was unlikely to have collided with an obstacle during its fluorescence 
lifetime of 100 nsec. This result suggests that the interaction was lipid 
mediated. Almeida et al. (1992b) explained these results in terms of a model 
of lipid diffusion obstructed by gel-phase lipid, in which the free volume 
near the obstacles was reduced to account for the ordering of fluid-phase 
lipid by the gel-phase domains. The existence of such an effect and the 
values of the boundary layer thickness used are plausible, but caution is 
appropriate. First, the model of Almeida et al. (1992b) assumes ordering 
of boundary lipid, as is appropriate for gel-phase lipid obstacles. However, 
proteins may order or disorder boundary lipid (Shen et al., 1997; Woolf 
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and Roux, 1994), as determined in part by hydrophobic matching (Sec- 
tion 11I.E). Second, it is assumed implicitly that obstruction by protein 
plus boundary lipid is the only hindrance to diffusion, and the boundary 
layer thickness is chosen to account for the entire discrepancy between 
theory and experiment. Such boundary layer thicknesses must be viewed 
as upper limits until all other interactions are taken into account, particu- 
larly hydrodynamic interactions in the case of proteins obstructed by pro- 
teins. In the case of diffusion of lipids obstructed by gel-phase lipids or 
proteins, this approach is more justified. It would be useful to be able to 
include in the model an independent measure of the free volume near an 
obstacle. 

C. Obstruction 

The effect of obstacles was discussed in detail in Section 111. Obstruction 
may occur in the transmembrane, extracellular, and cytoplasmic regions. 
In the first two regions, the effect is predominantly direct obstruction, but 
in the cytoplasmic region, the obstruction of proteins by the membrane 
skeleton is presumably dominant. As a first approximation, obstruction in 
the transmembrane region may be taken to be a pure hard-disk interaction, 
but in the extracellular region the obstacles may be more flexible and may 
interact by screened Coulomb forces. The area fraction of obstacles is in 
general different in the three regions (Section V,F). 

D. Hydrodynamic Interactions 

The hydrodynamic interaction among particles is a significant hindrance 
to lateral diffusion, as shown in an important series of theoretical papers 
by Hammer, Koch, and collabprators. For mobile obstacles, they derived 
the equivalent of the Saffman-Delbriick equation for a pair of interacting 
particles (Bussell et al., 1992,1995a). For immobile obstacles, they assumed 
that the mobile protein was diffusing through a fixed bed of obstacles and 
used a two-dimensional version of the Brinkman model for hydrodynamic 
interactions (Bussell et al., 1994, 199Sb). They also obtained numerical 
solutions of the hydrodynamic equations, in good agreement with the ana- 
lytical results (Dodd et al., 199.5). 

One of their main results is that for immobile obstacles, the hydrodynamic 
interaction is long range, so a small concentration of immobile obstacles 
can have a significant effect on lateral diffusion (Bussell et al., 199Sb). An 



248 Michael J. Saxton 

area fraction of 2% immobile obstacles reduces D threefold; obstruction 
by the same area fraction would lower D by only a few percent. 

Their other major result is that immobile obstacles have a much greater 
hydrodynamic effect than mobile obstacles, just as in the case of obstruction. 
The physical reason for the large effect is that immobile particles bound 
to the cytoskeleton can exert a net force on the lipid solute. The biological 
implication, as Bussell et al. (1995b) point out, is that lateral diffusion in 
the plasma membrane is hindered much more than lateral diffusion in 
organelle membranes, artificial vesicles, and blebs. The high diffusion coef- 
ficients of proteins in blebs have been attributed to the lack of cytoskeletal 
interactions (Tank et al., 1982; Webb et al., 1981), tacitly assumed to be 
binding or obstruction. When the membrane is detached from the cytoskele- 
ton, however, there may be no immobilized proteins in the bleb, removing 
a significant hindrance to diffusion (Bussell et al., 1995b). 

For mobile obstacles, the effects of obstruction and hydrodynamic inter- 
action are of similar magnitude. The combined effect can be represented 
as a product of a short-range diffusion coefficient reduced by hydrodynamic 
interactions and a long-range diffusion coefficient reduced by obstruction, 
and the combined effect agrees reasonably well with the limited experimen- 
tal data available for bacteriorhodopsin (see Section IV,F) and mitochon- 
drial proteins (Bussell et al., 1995a; Dodd et al., 1995). 

For immobile obstacles, the theoretical predictions were compared with 
several sets of experiments (Bussell et al., 1995b; Dodd et al., 1995). For 
example, for the anion transport protein band 3, D is 56-fold lower in 
normal erythrocytes than in a spherocyte lacking a membrane skeleton 
(Sheetz et al., 1980). The combined effects of obstruction and hydrodynamic 
interaction predict a 7- to 13-fold decrease; the remaining factor is presum- 
ably the result of interactions with the membrane skeleton. It would be 
disturbing if obstruction and hydrodynamic interaction accounted for the 
entire decrease in D, given the experimental results showing the effect of 
perturbation of the membrane skeleton on lateral diffusion (see Section 
V,E). Bussell et al. (1995b) found good agreement with experiment for 
anchorage modulation data from lymphocytes. Both the magnitude of D 
and its dependence on area fraction were correct, although the agreement 
would be more convincing if the data included lower area fractions of 
obstacles and if the actual area fraction of immobile obstacles were known. 
An unambiguous experimental test of the hydrodynamic interaction in a 
well-defined model system would be of considerable significance. 

The experiments of Thomas et al. (1992) can be interpreted in terms of the 
hydrodynamic model. An electric field was applied to cells to concentrate 
membrane proteins at one pole, and then D for the IgE receptor was 
measured by pattern FPR. Despite a large difference in protein concentra- 
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tion at the two poles, there was no change in D. In the interpretation of 
Bussell et al. (1995b), the immobile proteins are not moved by the electric 
field, so the dominant hydrodynamic interactions are unchanged. The mo- 
bile protein concentrations are changed, but the obstruction effect is small 
because the obstacles are mobile (see Section 1V.F). When the membrane 
was separated from the cytoskeleton by osmotic perturbation, D increased 
fivefold and became dependent on protein concentration. In the interpreta- 
tion of Bussell et al. (1995b), obstruction and hydrodynamic interaction 
with immobile obstacles are now removed, and one sees the weaker depen- 
dence of D on the concentration of mobile obstacles. 

Experimental tests of the dependence on particle size would be of consid- 
erable interest. Hammer and colleagues require the proteins to have multi- 
ple transmembrane helices so that the lipid solvent molecules are much 
smaller than the protein solute, and hydrodynamics can be applied legiti- 
mately. But, one might ask, in a fluid as complex as a bilayer, is the effective 
solvent molecule a lipid or a hydrocarbon chain or a single methylene 
group? It would be useful to determine experimentally how the hydrody- 
namic interaction actually varies as a function of obstacle and tracer size 
to see whether there is a clear transition from free-volume control to 
hydrodynamic control as found by Liu et al. (1997) for unobstructed 
diffusion. 

E. Binding 

So far this chapter has considered hard-core repulsion, but lateral diffu- 
sion may be affected significantly by attractive and long-range repulsive 
forces (Abney et al., 1989; Abney and Scalettar, 1993; Donaldson, 1989; 
Pink et al., 1986). Interactions leading to binding can be nonspecific, such as 
electrostatic, van der Waals, or lipid-mediated forces (Abney and Scalettar, 
1993; Sintes and Baumgartner, 1997), or highly specific, as in the case 
of neurofascin, where phosphorylation of a particular tyrosine abolishes 
ankyrin binding and increases the FPR mobile fraction (Garver et af., 1997). 
At a given area fraction of particles, a pure hard-core repulsion has the 
smallest effect on diffusion. A long-range repulsive potential decreases D 
by increasing the effective radius of the particles, and an attractive potential 
decreases D because the mobile particles may form clusters or adhere to 
obstacles (Abney et af., 1989). Binding or association must be involved in 
the indirect interactions that control the diffusion of some species, such as 
the immobile fraction of GPI-linked proteins. In some cases the biological 
effects of association far outweigh the purely physical effects. Cross-linking 
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may trigger a chain of signaling events that involves interactions with the 
cytoskeleton, coated pits, caveolae, or DIGS. 

Lateral diffusion may be hindered by transient binding to immobile 
species. At long times, the effect is to reduce D by a factor equal to the 
fraction of time the particle is freely diffusing (Koppel, 1981). Binding is 
favored in a two-dimensional system compared with a three-dimensional 
system (see Section V,B). Experimental evidence for binding comes from 
FPR and SPT. If exchange is fast on the FPR time scale, binding decreases 
D; if it is slow, it reduces the mobile fraction (Elson and Reidler, 1979). 
In SPT one can test a trajectory systematically for binding, asking whether 
a particle stays in one pixel longer than a freely diffusing particle would 
(Saxton, 1993b). 

Association among mobile species hinders lateral diffusion. Association 
has little effect on the diffusion coefficient of a large protein at infinite 
dilution because by the Saffman-Delbruck equation, D depends only loga- 
rithmically on the protein radius. Association increases the effect of obsta- 
cles in the transmembrane and extracellular regions because the excluded 
area is increased. It would be particularly interesting if association increased 
the size of a diffusing species enough to change the mechanism controlling 
diffusion from nonhydrodynamic to hydrodynamic (see Sections IV,A, B, 
and D). Association is expected to increase the hindrance to diffusion by 
the membrane skeleton because the diffusing species requires a larger 
fluctuation in the corral wall to cross the barrier (see Edidin et al., 1994 
and Section V,E). 

F. What Controls Lateral Diffusion? 

We return to the basic question: why is protein diffusion in the plasma 
membrane 10- to 100-fold lower than protein diffusion in artificial bilayers, 
organelle membranes, or blebs? The simplest hypothesis is that obstruction 
in the transmembrane region is responsible for the reduction in D. Monte 
Carlo results indicate that obstruction alone is insufficient (see, e.g., Black- 
well and Whitmarsh, 1990; Pink, 1985; Pink et al., 1986; Saxton, 1987,1990a). 
The next hypothesis is that obstruction and hydrodynamic interactions 
together are responsible (Bussell et al., 1995a,b; Dodd et al., 1995). The 
combined effects are closer to the experimental results, but the predicted 
value of D is still higher than is observed in the plasma membrane. This 
disagreement with experiment does not disprove either mechanism; it 
merely indicates that several hindrances are operating simultaneously. 

For an integral protein in a synthetic lipid bilayer, the hindrances to 
diffusion are obstruction, hydrodynamic interaction, and perturbation of 
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lipid viscosity. The various theoretical curves are shown in Figs. 2a-2c, and 
the combined theoretical curves are compared with experimental data for 
bacteriorhodopsin (BR) in Fig. 2d, updating and extending those of Bussell 
et al. (1995a). The agreement is good but not yet quantitative, and theory 
predicts correctly that the normalized D for BR is higher than that for lipid. 

The effect of obstruction alone is shown in Fig. 2a. Curve PT shows the 
case of percolation for random point obstacles on the triangular lattice 
(Saxton, 1994a) for which the percolation threshold is 0.5. Curve PC shows 
the corresponding curve for overlapping circular obstacles in the continuum 
(Garboczi et al., 1991, Eq. 15), for which Cp = 0.676. Curve M shows tracer 
diffusion, as in the case of BR obstructed by mobile BR, for the triangular 
lattice (Saxton, 1987, Eq. 12). The curve goes to zero above C = 0.7, 
although in the Monte Carlo calculations, no attempt was made to locate 
the glass transition precisely. Curve MM shows the effect of slow mobile 
obstacles on a faster mobile species, as in the case of lipid obstructed by 
mobile BR (Van Beijeren and Kutner, 1985; Saxton, 1987, Eqs. 4-6). 

The effect of obstacles on D through the reduction of free volume is 
shown in Fig. 2b, from the model of Almeida et al. (1992b, Eq. A12). It is 
assumed here that BR orders nearby lipids as a domain of gel-phase lipid 
does, a major assumption. Here DT, depends on the ratio R/(of the particle 
radius to the coherence length of the ordered lipid. The effect of hydrody- 
namic interactions alone is shown in Fig. 2c. Curve M shows the effect of 
mobile particles (Bussell et al., 1995a, Eq. 2) and curve I shows the effect 
of immobile particles (Bussell et al., 1995b, Eq. 3). 

The combined curves are constructed as products of diffusion coefficients 
as follows. For BR obstructed by mobile BR, obstruction is from tracer 
diffusion (curve M, Fig. 2a), and the hydrodynamic interaction is for the 
mobile case (curve M, Fig. 2c). For lipid obstructed by mobile BR, viscosity 
is from the free volume model (Fig. 2b) with RItequal to 1.05, obstruction 
is by mobile obstacles with a different jump rate (curve MM, Fig. 2a), and 
no hydrodynamic interactions are included because the lipid is the solvent. 
For a small protein obstructed by hypothetical immobile BR, obstruction 
is from the percolation model (curve PC, Fig. 2a), and hydrodynamic inter- 
actions are for the immobile case (curve I, Fig. 2c). In calculating the effect 
of obstruction here, the tracer size is assumed to be negligibly small. If the 
tracer were the size of BR, diffusion would be hindered more strongly 
because is controlled by the excluded area fraction, not the area 
fraction of obstacles. 

For proteins in the plasma membrane, diffusion may be hindered further 
by interactions with the membrane skeleton and obstruction in the extracel- 
lular region. These interactions are more biologically specific, varying with 
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protein and cell type. For detailed discussions of these mechanisms, see 
Edidin (1994a, 1996) and Zhang et al. (1993). 

In some cases, interaction with the membrane skeleton appears to be 
the controlling factor. Experiments on the effect of perturbations of the 
erythrocyte membrane skeleton on lateral diffusion were essential in devel- 
oping our views of diffusion in membranes. The early photobleaching exper- 
iment of Peters et al. showed that band 3 was highly immobile. A key 
experiment (Sheetz er al., 1980) compared diffusion of band 3 in normal 
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erythrocytes with diffusion in spherocytes lacking a membrane skeleton 
and showed that D(erythrocyte) = & D(spherocyte). Many experiments on 
erythrocytes showed that treatments that partially dissociate the membrane 
skeleton increase the diffusion coefficient of band 3 but treatments that 
cross-link the membrane skeleton decrease D (Sheetz, 1983; Tsuji and 
Ohnishi, 1986; Golan, 1989). Similar results were obtained for diffusion of 
Na,K-ATPase in renal epithelial cells (Paller, 1994). 

Barrier-free path measurements on class I MHC antigen in mouse hepa- 
toma cells are consistent with control of lateral motion by cytoplasmic 
structures. Here proteins labeled with colloidal gold were moved across 
the cell surface with laser tweezers until they encountered a barrier strong 
enough to force them out of the optical trap. At 34°C the BFP for the 
transmembrane-linked form was 3.5 pm but the BFP for a homologous 
GPI-linked form was 8.5 pm (Edidin et al., 1991). Similarly, for class I 
MHC mutants truncated in the cytoplasmic region, proteins with 0 and 4 
amino acids in the cytoplasmic region had a BFP similar to the homologous 
GPI-linked protein, but a mutant with 7 cytoplasmic amino acids had a 
smaller BFP, similar to that of the native protein with 31 cytoplasmic amino 
acids (Edidin et al., 1994). Complicating the picture, however, are FPR 
measurements in L cells showing similar diffusion coefficients for the forms 
with 4, 7, and 31 cytoplasmic amino acids (Edidin and Zuniga, 1984). The 
explanation may be the difference in cell type or the greater aggregation 
of protein in the BFP experiments as a result of the gold label. 

In other cases, obstruction in the extracellular region appears to be the 
dominant factor, and the cytoplasmic and transmembrane regions have 
little effect. For monkey COS cells, truncation of 533 out of the 542 amino 
acids in the cytoplasmic region of the EGF receptor had no effect on D 
or the mobile fraction (Livneh et al., 1986). For the vesicular stomatitis 
virus G glycoprotein, the diffusion coefficient for a chimeric GPI-linked 
form was only a factor of 1.6 higher than the native transmembrane form 
(Zhang et al., 1991). Similarly, in 3T3 cells, five isoforms of the neural 
cell adhesion molecule showed similar diffusion coefficients and mobile 
fractions, even though the size of the cytoplasmic region was varied and the 
membrane anchorages included GPI-linked and transmembrane isoforms 
(Jacobson et al., 1997). SPT measurements comparing the low-density lipo- 
protein (LDL) receptor with a mutant lacking the cytoplasmic tail showed 
similar motion, including anomalous subdiffusion, in the two forms (Ghosh, 
1991). In all these experiments, if the cytoskeleton has any effect it must 
be indirect or involve a region very close to the membrane. 

Labeling may contribute to obstruction in the extracellular region. For 
the GPI-linked protein Thy-1 in lymphoma cells, D decreased threefold as 
the label was changed from rhodamine to Fab fragment to F(ab)z to IgG 
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(Zhang et al., 1992). In FPR experiments on the high-affinity IgE receptor 
in rat basophilic leukemia cells, the mobile fraction was 79% for an IgE label 
and 18% for the much larger dioctadecylindocarbocyanine (di1)-LDL-IgE 
label. The difference was attributed to increased drag in the extracellular 
matrix (Feder et al., 1996). k e  et al. (1993) have estimated the viscosity 
of the pericellular matrix from SPT measurements on lipids labeled with 
colloidal gold. In keratocytes the SPT diffusion coefficient increased two- 
fold on degradation of the pericellular matrix with heparinase. 

Measurements of the effect of the transmembrane region on lateral diffu- 
sion were summarized in Section IV,A. Goncalves et al. (1993) found that 
a mutation of a single amino acid in the transmembrane region of the 
insulin receptor increased tha diffusion coefficient by a factor of 2.8. The 
mutation changed the kinked structure of the wild type to an a-helix. 
Diffusion measurements were done only in cells, so the effect may have 
been direct or indirect. 

To test mechanisms controlling diffusion, Kucik et al. (1998) used SPT 
to measure the lateral diffusion of concanavalin A-coated beads with diame- 
ters of 40, 190, and 550 nm on fish keratocytes. The diffusion coefficient 
varied by at most a factor of two among the bead sizes. Kucik et al. (1998) 
argued that this result implies viscosity control, not control by transient 
binding or “microcorrals” below the resolution of SPT. For transient bind- 
ing, if the probability that one protein binds to one site is P ,  the probability 
that N proteins bind to N sites is - PN,  so the diffusion coefficient decreases 
very rapidly with bead size. A similar argument applies to trapping by 
microcorrals. The observed weak dependence on bead size for these very 
large clusters is more consisteht with the size dependence predicted by the 
Saffman-Delbruck equation. 

Over two decades after the publication of the fluid mosaic model and 
the development of the fluorescence photobleaching recovery technique, 
we still do not fully understand the hindrances to diffusion. If a single 
mechanism were dominant, the problem would have been solved long ago. 
The root of the difficulty is that there are several mechanisms hindering 
diffusion, the mechanisms operate in parallel, and the importance of the 
mechanisms varies with the cell type and the mobile species. Furthermore, 
labeling may perturb the system directly or by cross-linking receptors and 
inducing interactions with structural elements. In addition, the inhomogene- 
ity of the membrane is impmtant. Domains exist over a wide range of 
length and time scales, and different types of measurements with different 
time scales see different processes. Finally, the composition of the mem- 
brane is complex. A fundamental quantity in modeling hindered diffusion 
is the area fraction of obstacles, and this is not well known. 
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V. APPLICATIONS TO MEMBRANES 

This section discusses some applications of anomalous subdiffusion and 
percolation to membranes. The experimental demonstration of the applica- 
bility of these physical concepts to membranes is only beginning. 

A. Single-Particle Tracking 

Single-particle tracking makes it possible to observe the motion of an 
individual particle on the cell surface (Saxton and Jacobson, 1997). Proteins 
or lipids-individual molecules or small clusters-are labeled with a fluor- 
ophore or colloidal gold, and computer-enhanced video microscopy is used 
to observe the motion. The time resolution is typically tens of milliseconds, 
as in standard FPR. The spatial resolution is typically tens of nanometers, 
approximately 1.5 to 2 orders of magnitude greater than in FPR. This 
increase in spatial resolution helps in understanding the reasons for the 
FPR immobile fraction; Wilson et al. (1996) observed different modes of 
motion of the class I1 MHC antigen in fibroblasts, even though the molecules 
moved so slowly that they would be classed as immobile in FPR. The power 
of the technique is illustrated by elegant SPT experiments measuring the 
motion of individual rhodamine-labeled lipid analogs in planar-supported 
bilayers (Schmidt et al., 1995, 1996; Schutz et al., 1997b). 

The major result of SPT so far is the demonstration that particles can 
display several modes of motion: normal diffusion, anomalous subdiffusion, 
confinement, directed motion, and immobility (for brief reviews, see Jacob- 
son et al., 1995; Sheets et al., 1995). Inhomogeneity of the membrane is 
suggested by the occurrence of anomalous subdiffusion and by the observed 
transitions between modes of motion (Ghosh, 1991; Sheets ef  al., 1997; 
Simson et al., 1998). The standard analysis of FPR data (Axelrod et al., 
1976) assumes that all particles are either freely diffusing or immobile, but 
the motion as seen in SPT is more complex. Diffusion coefficients from 
SPT and FPR experiments have not yet been reconciled; the effect of the 
larger label used in SPT appears to be important, and the occurrence of 
anomalous subdiffusion and confined motion may affect FPR data analysis 
(Saxton and Jacobson, 1997). Table I1 gives some published examples of 
classification of modes of motion. These classifications are not directly 
comparable because different proteins, cell types, and methods of classifica- 
tion were used. However, all find only a minority of particles to be freely 
diffusing or immobile. All the methods of analysis need to be characterized 
more rigorously to establish the probability that the motion observed is in 
fact from the mode identified and not a random fluctuation in another 
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TABLE ll 
Modes of Motion from SPT 

E-cadherin in epithelial cells" 
Simple diffusion 11% 
Stationary 22 % 
Restricted 30% 
Directed 37% 

Normal diffusion 12% 
Immobile 25 % 
Constrained diffusion 59% 
Directed 4% 

Fast 29% (normal diffusion) 

IgE receptor in rat basophilic leukemia cellsb 

Thy-1 in fibroblasts' 

Stationary 10% 
Slow 
Confined 
Directed 

24% (anomalous subdiffusion) 
37% (anomalous subdiffusion; confinement) 
0% 

NCAM-180 in 3T3 cellsd 
Mobile 50% 
Stationary 15% 
Slow 14% (anomalous subdiffusion) 
Corralled 21% (anomalous subdiffusion; confinement) 
Directed 0% 

' From Kusumi et al. (1  998). 
'From Slattery (1995). 

From Shects el NI. (1997). 
From Simson el al. (1998). 

mode. Once this is accomplished, it will be possible to examine transitions 
among modes of motion and ask whether it is likely that the cause is, say, 
a random fluctuation, entry into a domain, or a biological modulation event 
such as a change in phosphorylation state. 

B. Kinetics 

What are the implications for reaction kinetics of the fluid mosaic model 
as modified to allow for heterogeneity'? The simple reduction of dimension- 
ality from three to two dimensions has several important consequences, 
and anomalous subdiffusion would also have a major effect. 

Adam and Delbriick (1968) showed that a three-dimensional diffusional 
search of a ligand for a recdptor might be speeded if the ligand is first 
adsorbed nonspecifically to a hembrane and then diffuses in two dimensions 
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along the membrane surface to the receptor. Whether there is in fact an 
enhancement depends on details of the system, particularly the ratio of the 
three- and two-dimensional diffusion coefficients. [See the discussions by 
McCloskey and Po0 (1986b) and Wiegel and DeLisi (1982), who argue that 
enhancement is almost never important in cells; Axelrod and Wang (1994); 
and Wang et al. (1992).] Reduction of dimensionality has been applied to 
several specific examples, such as the myristoyl-electrostatic switch 
(McLaughlin and Aderem, 1995), prothrombin (Giesen et al., 1991a,b), and 
low-affinity growth factor receptors (Schlessinger et al., 1995). 

The reason for the enhancement is that diffusion in two dimensions is 
recurrent but diffusion in three dimensions is transient. That is, in two 
dimensions a diffusing particle tends to stay in its original vicinity and 
revisits its starting place with probability one, although the average return 
time is infinite. In three dimensions, however, there is a significant probabil- 
ity (e.g., 0.341 for the simple cubic lattice) that a diffusing particle will 
never return to its starting point (de Gennes, 1982; Kopelman, 1988,1989; 
Hughes, 1995). Another way of looking at this (Dewey, 1997; Pfeifer, 1987) 
is that for a random walk of t steps on a &dimensional lattice, the number 
of sites actually visited is t; these sites are not necessarily distinct. The 
mean-square displacement is r2 cc t, so in time t the diffusing particle could 
potentially visit any site in the volume rd cc td/’. The fraction F of the 
accessible sites that are actually visited is then F cc t/tdR. At large times, 
F + 1 in two dimensions, but F + 0 in three dimensions. Some have 
pictured the enhancement as a concentration effect. For a spherical cell of 
volume V containing one spherical organelle of radius R, bound reactants 
are concentrated from a volume V to a volume 4vR2AR, where AR is the 
thickness of the protein layer on the organelle. A more appropriate value 
of AR would include the fluctuations in height of the protein with respect 
to the membrane and the fluctuations in the membrane perpendicular to 
the membrane plane. Whatever the choice of AR, the limitation of this 
picture is that AR is introduced arbitrarily and the argument of Adam and 
Delbrtick (1968) can be carried out without it. 

A second consequence of the reduction in dimensionality is that associa- 
tion is favored (Grasberger et al., 1986). Binding is more favored in the 
membrane than in bulk solution because on going from three to two dimen- 
sions, one translational degree of freedom and two rotational degrees of 
freedom are almost completely lost, so that much of the entropy cost of 
association is prepaid. Grasberger et al. (1986) estimated that these factors 
may increase the likelihood of dimerization by a factor of lo6. Brandts and 
Jacobson (1983) and Shiozawa et al. (1989) proposed a clustering mechanism 
of transmembrane signaling based on the idea of prepayment of entropy 
cost. 
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A third consequence is that diffusional mixing of reactants is slowed. In 
three dimensions, diffusion is fast enough that there is a steady-state solu- 
tion to the diffusion equation for diffusion to a sink with the boundary 
condition of a prescribed reaatant concentration at infinity. However, two- 
dimensional diffusion is so stow that no such steady-state solution exists 
and the boundary condition must be imposed at a finite distance. As a result 
of slow diffusional mixing in two dimensions, kinetics may be dominated by 
concentration fluctuations instead of the mean concentration. Depletion 
zones may form around reactants and reduce the reaction rates. In a theoret- 
ical paper on the kinetics of signal transduction, Shea et al. (1997) denon- 
strated that collision coupling and receptor cross-linking may be slowed as 
a result of depletion zones in two dimensions. If anomalous subdiffusion 
occurs, diffusional mixing is even less efficient and depletion zones are even 
more important. 

Consider a simple reaction A + B + products. In an unobstructed 
three-dimensional system, the rate law is classical: rate a D[A][B] .  In an 
unobstructed two-dimensional system, the rate coefficient is time depen- 
dent, going to zero as l/ln t (Torney and McConnell, 1983). On a two- 
dimensional percolation cluster, if A and B are added at random in equal 
concentrations, the order of the reaction is 2.55, and segregation of reactants 
occurs (Newhouse and Kopelman, 1988). In general, reaction rates in low- 
dimensional, fractal, and finite systems may show nonclassical behavior, 
such as time-dependent rate coefficients, anomalously high reaction orders, 
and self-ordering of reactants, This nonclassical behavior is sensitive to the 
initial conditions, the size of the system, the source terms, whether the 
steady-state or transient case is considered, and whether the concentrations 
of A and B are strictly equal or statistically equal. Classical rate laws assume 
well-mixed systems, but diffusion in low dimensions does not necessarily 
mix the reactants well enough for the classical laws to apply (Argyrakis 
and Kopelman, 1987; Dewey, 1997; Kopelman, 1988,1989; Kopelman and 
Koo, 1991; Lindenberg et al., 1989, 1990; Pfeifer, 1987; Shi and Kopel- 
man, 1992). 

This nonclassical behavior may affect the interpretation of experiments 
on processes such as signal transduction. A reaction is said to be chemically 
controlled if the reaction time is much greater than the diffusion time. If 
anomalous subdiffusion occurs, however, the value of the diffusion time is 
increased and the diffusion Coefficient depends on the distance over which 
diffusion occurs and therefore on the initial distribution of reactants and 
the details of replenishment of reactants. 

Under certain conditions, inefficient mixing due to anomalous subdiffu- 
sion on a percolation cluster may actually increase reaction rates (Saxton, 
1998). Suppose a reaction has a very low probability of occurrence per 
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collision. The obstructions slow the initial encounter of the reactants, but 
they also slow the separation of the reactants after an unsuccessful collision. 
At low enough reaction probabilities, the second factor predominates, and 
the rate is larger on a percolation cluster than on an unobstructed lattice. 
Carrying out a reaction on a percolation cluster slows the fast reactions 
considerably and speeds the slow ones somewhat, so that a wide range of 
reaction rates in an unobstructed system is compressed into a narrower 
range on a percolation cluster. 

There is not yet evidence for low-dimensional kinetic effects in cell 
membranes, except for the adenylate cyclase experiments discussed in Sec- 
tion V,D and the chloroplast model discussed in Section V,C, but if anoma- 
lous subdiffusion occurs in a domain, reaction rates there are necessarily 
affected. Such effects may lie buried in effective diffusion coefficients and 
rate constants, just as the complexity of motion observed by SPT (Table 
11) has been absorbed into values of D and the mobile fraction. Also, 
diffusion may be normal in much of the membrane and is anomalous only 
in certain domains. Savageau (1995) considered the modifications in the 
Michaelis-Menten equation required for fractal kinetics. 

C. Percolation Etkcts on Kinetics 

Even if diffusion is normal, confinement may affect reactions by changing 
activity coefficients (Zimmerman and Minton, 1993) or by disconnecting 
the system. Confinement of reacting species in disconnected regions can 
affect both kinetics and equilibrium (Melo et al., 1992; Thompson et al., 
1995; Vaz, 1994, 1996). In a disconnected system with low concentrations 
of reactants, the number of particles able to find reaction partners is re- 
duced. The resulting reaction rates and equilibrium concentrations may be 
much different from those in an unconfined system. For this effect to be 
significant, the number of reactant molecules in a compartment must be 
around 10 or fewer, a plausible number for receptors (Thompson et al., 
1995). 

The structure producing confinement could be gel-phase lipid, the mem- 
brane skeleton, or a fluid-fluid lateral phase separation, although the latter 
case would place stringent requirements on the partition coefficients of the 
reactants. If a system is poised near the percolation threshold, the extent 
of a reaction could be changed by small perturbations or adjusted by small, 
metabolically driven changes. The parameter causing the threshold crossing 
could be, for example, lipid composition, pH, ionic strength, a change in 
lateral pressure due to osmotic swelling, or, in the case of membrane 
skeleton, the phosphorylation state (Thompson et al., 1995; Vaz, 1994,1996). 
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Lavergne and Joliot (1991) proposed a percolation model of electron 
transfer from photosystem I1 to plastoquinone in chloroplasts. Plastoqui- 
none is trapped in small regions of the membrane, so there is a fast equilib- 
rium within these regions at a time scale set by the diffusion time of 
plastoquinone within the regions. However, the obstacles can move on 
longer time scales, allowing slow equilibration among regions. So measure- 
ments of reaction kinetics on a short time scale see a quasi-equilibrium; 
measurements on a long time scale see the global equilibrium; and measure- 
ments of redox potential see the global equilibrium because exogenous 
redox mediators in the aqueous phase have access to all regions. This model 
is sensitive to the protein concentrations assumed (Drepper et al., 1993), 
and the transition is more like a glass transition than a percolation transi- 
tion, but it is a specific, testable example of percolation effects on a 
reaction. 

As the chloroplast model indicates, the kinetics can be affected signifi- 
cantly even in the absence af a strict percolation threshold. Temporary 
disconnection on a time scale greater than the reaction time is sufficient. 
In some cells the membrane skeleton might provide enough disconnection; 
SPT results of Sako and Kusumi (1994) for various integral proteins showed 
a dwell time around 25 sec in regions of area 0.1 to 1.0 pm2. For this to 
work, of course, the reactants would have to be in the same compartment 
to begin with or the cell would have to remove a barrier keeping them 
apart. Peters (1988) criticized the mobile receptor hypothesis on these 
grounds, pointing out that in the erythrocyte the concentration of required 
proteins was so low and the membrane corrals were so small that it was 
extremely unlikely for the required proteins to be in the same corral. 
Diffusion across corral boundaries was too slow to account for the observed 
rates, Peters argued, so the diffusion step must take place in the aqueous 
phase. Edidin (1994a,b) reversed this argument to say that for these signal- 
ing reactions, short-range diffusion within a corral of dimensions of hun- 
dreds of nanometers is more important than long-range diffusion over 
micrometer distances as measured in FPR. By the same argument, short- 
range anomalous subdiffusion may be more important than long-range 
normal diffusion. Edidin’s argument requires some mechanism of partition- 
ing or loose association to have the required proteins in the same corral. 

D. Percola tion Experiments 

An experimental demonstration of percolation in synthetic lipid bilayers 
was carried out by Vaz, Thorhpson, and collaborators (Almeida and Vaz, 
1995; Vaz, 1992). FPR measurements were made on multibilayers of binary 
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lipid mixtures in the region of lateral phase separation, using a fluorescent 
probe excluded from the gel phase. The area fraction of gel-phase obstacles 
was obtained from the phase diagrams. As the temperature was changed 
at constant composition, sharp changes were observed in the diffusion 
coefficient and the mobile fraction. The plot of mobile fraction as a function 
of area fraction of gel phase shows an inflection point, and the inflection 
point marks the percolation transition. Observed changes in D near the 
threshold are complicated by fast recovery in finite domains (Almeida et 
al., 1992b; Schram et al., 1994; Vaz et al., 1989) and diffusion along boundary 
defects in the gel phase. 

When the locus of percolation transitions from FPR was plotted on the 
lipid-phase diagrams, the position of the percolation line in the two-phase 
region varied considerably among lipid mixtures. In the nearly ideal DMPC/ 
DPPC mixture, the transition was at a mass fraction of 0.5, corresponding 
to a gel-phase area fraction of 0.375. For a DMPC/DSPC mixture, however, 
the area fraction of gel phase was only 0.16, which suggests very elongated 
gel-phase domains disconnecting the fluid phase. In part of the phase dia- 
gram for a mixture of diC1.l:.lPC and C22,0C22,0PC, the fluid phase remained 
continuous even at a mass fraction of 90% gel phase, implying a network 
of fluid phase surrounding large domains of gel-phase lipid, a structure 
observed by Hwang et al. (1995) by fluorescence near-field scanning optical 
microscopy (NSOM) of monolayers of lipid mixtures. Almeida et al. (1993) 
extended this work to a ternary mixture with liquid-liquid-phase separation, 
DMPC, DSPC, and cholesterol, and interpreted the results quantitatively 
in terms of a free volume model. Coelho et al. (1997) modeled FPR recovery 
using overlapping random elliptical obstructions, calculated the mobile 
fraction as a function of area fraction of obstacles, and calculated the shape 
of the recovery curve. 

Several sets of experiments have been done on other model systems, 
including membranes containing the integral proteins bacteriorhodospin 
or pomp A (Piknova et al., 1996,1997; Sankaram et al., 1994). The reactions 
studied were quenching of fluorophore-labeled lipid by spin-labeled lipid 
and spin-spin interactions in ESR. FPR experiments indicated that the 
addition of bacteriorhodopsin led to more centrosymmetric gel domains, 
as indicated by the shift of the percolation threshold from 0.28 to 0.43 
(Schram and Thompson, 1997). On the basis of FPR measurements on a 
series of binary lipid mixtures Schram et al. (1996) argued that gel-phase 
domains became more effective obstacles as the ideality of the mixture in- 
creased. 

NMR measurements of percolation (Dolainsky et al., 1997) eliminate 
potential artifacts from fluorescent or spin labels and allow variation of the 
length scale of the measurement, although over lengths shorter than in 
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FPR. These experiments are likely to provide important information once 
the calculations of obstructed diffusion are refined sufficiently to permit 
quantitative analysis of the data. The dependence of the percolation proba- 
bility on the length scale of the measurement (see Section II1,A) is of critical 
importance in comparing NMR and FPR experiments on percolation. The 
size distribution of finite fluid domains near the percolation threshold must 
also be considered. 

The interpretation of all these experiments is complicated by the fact 
that a change in temperature at constant composition could change the 
size of the gel domains at a constant number of domains, the number of 
domains at constant size, or both (Vaz and Almeida, 1993). 

Experiments on adenylate cyclase activity in reticulocyte membranes 
support a percolation model (Sobolev et af., 1988; Zakharova et af., 1995). 
The activity was measured as a function of the area fraction of fluid- 
phase lipid as the fraction wag varied by phospholipase A treatment or by 
polylysine binding. The fracticm of fluid-phase lipid was measured by ESR 
using 2,2,6,6-tetramethylpiperidinyl-l-oxyl. The activity and the diffusion 
coefficient of band 3 showed a threshold and the expected power-law 
dependence on the distance from the percolation threshold, although the 
exponent for D was closer to the value for the backbone than for a percola- 
tion cluster. (The backbone of a percolation cluster is the percolation cluster 
with the dead ends removed.) 

E.  Membrane Skeleton 

The diffusion of some proteins in some cells is controlled primarily by 
interactions with the membrane skeleton (see Section IV,F). To review the 
structure of the erythrocyte membrane skeleton briefly, spectrin tetramers 
form the bonds of a network and actin oligomers form the nodes. Approxi- 
mately six tetramers are bound to each node. The network is attached 
to the cytoplasmic side of the membrane by connections to membrane 
components; spectrin is linked to band 3 by ankyrin and to glycophorin by 
band 4.1. Similar structures have been found in other types of cells (Bennett 
and Gilligan, 1993; Morrow erl af., 1997). 

The corral model of the membrane skeleton was first portrayed as literal 
corral walls confining cattle (integral proteins) but allowing poultry (lipids) 
to cross (Sheetz, 1983). This picture led to the membrane skeleton fence 
model, in which the cytoplasmic surface of the plasma membrane is divided 
into compartments by barrier$. Membrane proteins can cross the barriers 
as a result of transient events1 conformational fluctuations in the barriers 
and membrane, dissociation of the structural proteins forming the barriers, 
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or dissociation of part of the network from the membrane (Kusumi et 
al., 1998; Kusumi and Sako, 1996; Sheets et al., 1995; Tsuji and Ohnishi, 
1 986). 

Long-range diffusion in the fence model can be described in terms of 
bond percolation, where a bond represents a diffusional path from one 
corral to an adjacent one (Saxton, 1989b, 1990b,c). This approach makes 
it possible to examine the effect of imperfections in the membrane skeleton 
on lateral diffusion and mechanical stability. The percolation model predicts 
that the erythrocyte loses its resistance to mechanical stress if less than 
35% of the normal amount of spectrin is present, a value roughly consistent 
with the threshold observed in patients with hereditary hemolytic anemia. 
Furthermore, the model predicts that for a static network, lateral diffusion 
and mechanical reinforcement are incompatible. If the membrane skeleton 
is connected enough to provide mechanical reinforcement, it is connected 
enough to block long-range lateral diffusion. This condition is relaxed for 
fluctuating barriers. Diffusion can then take place above the percolation 
threshold, but at a rate set by the fluctuations of the fence. 

An elegant paper by Boal (1994) used Monte Carlo simulations and 
scaling arguments to examine a triangular network of polymer chains in 
which each chain was attached at its midpoint to an impenetrable mem- 
brane. The model includes only steric interactions and the entropy of the 
chains, and predicts the geometry and elasticity of the network. Boal (1994) 
showed that the essential features of the model were the steric interactions 
within a chain, the steric interactions among chains, and the attachment to 
the membrane. The polymer network, percolation, and fence models are 
not really competing models but developments of a common theme. Confor- 
mational fluctuations in the polymer network would provide gate openings, 
and defects in the network would show percolation. 

In the novel technique of fluorescence-imaged microdeformation, eryth- 
rocyte ghosts are partially aspirated into a micropipette, and concentrations 
of labeled membrane and membrane skeleton components are measured 
as a function of position by fluorescence microscopy (Discher et al., 1994; 
Discher and Mohandas, 1996; Knowles etal., 1997). The results are analyzed 
in terms of elasticity theory. The importance of this technique is that it 
measures and correlates local molecular concentrations of several species 
under well-defined conditions of mechanical stress obtained from the mea- 
sured geometry, the aspiration pressure, and the elastic properties of the 
erythrocyte. The mobile and immobile fractions of labeled species can 
be measured. 

SPT measurements showed confinement within corrals for several inte- 
gral proteins in several mammalian cell lines. On average the proteins 
remained in regions of area 0.1 to 1.0 pm2 for approximately 25 sec (Kusumi 
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and Sako, 1996; Kusumi et d., 1998), far longer than a freely diffusing 
particle would (Saxton, 1995). The long-range diffusion coefficient is deter- 
mined by the rate of movement among corrals. Experiments using laser 
tweezers have been used to estimate corral size and energy barriers and 
to distinguish corrals from tethers (Kusumi et al., 1998; Sako and Kusumi, 
1994, 1995). Preliminary SPT results on erythrocytes have been presented 
(Tomishige and Kusumi, 1998). 

F. Area Fractions OF Obstacles 

The area fraction of obstacles is the key quantity in evaluating the effect 
of hindrances to lateral diffusion. Some estimates of area fractions in cell 
membranes are tabulated elsewhere (Saxton, 1989a), but the area fractions 
are not well known. Furthermore, many integral proteins have large extra- 
cellular regions but only a single transmembrane helix, so the area fractions 
in the two regions are often much different. Obstruction is likely to be 
controlled by the area fraction in the extracellular region, whereas hydrody- 
namic interactions are controlled by the area fraction in the transmembrane 
region. Beyond the technical question of area fractions, some workers have 
considered the general question of what the plasma membrane looks like 
on the molecular scale (Barclay el al., 1997; Jentoft, 1990; Viitala and 
Jarnefelt, 1985; and the remarkable book by Goodsell, 1993). The impor- 
tance of this work is that it provides the image underlying our thinking 
about the cell membrane. 

One way to find the area fraction is to count the proteins, add up their 
areas, and divide by the total membrane area. Each step is problematic, 
as shown in a careful attempt to estimate the area fraction for leukocytes 
(Barclay et al., 1997). For T cells, the area fraction in the extracellular 
region is 60% if the proteins are assumed to lie flat on the membrane. From 
the compilation of protein abwndances and areas of Barclay et al. (1997), 
one finds that the area fraction in the extracellular region is only 10% if 
the proteins are fully extended away from the membrane and one finds 
that the area of the transmembrane helices is less than 1%. Barclay et al. 
(1997) considered only leukocyte-specific antigens, so one must also add to 
the transmembrane area fraction the contribution from transport proteins. 
Finally, these estimates must be reduced by a factor of 3 or 4 to account 
for the area of microvilli, leading Barclay et al. (1997) to a final estimated 
area fraction of 20% for the e8tracellular region. 

Two experimental approaches show promise. Fluorescence-imaged mi- 
crodeformation was described in Section V,E. Ryan et al. (1988) measured 
the area fraction of membrane proteins by applying an electric field to cells 
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to move membrane proteins to one pole, mostly by electroosmosis. The 
concentration distribution of a labeled protein was found by digital imaging 
microscopy, and the nonideality of the distribution was attributed to steric 
exclusion. This method yields the fraction f o  of accessible surface occu- 
pied by mobile particles; f o  was found to be independent of the mobile 
protein labeled. The accessible surface is defined as the area not occupied 
by immobile obstacles. The method also gives the immobile fraction, but 
this depends on the protein labeled, just as in FPR. For rat basophilic leu- 
kemia cells, f o  = 0.45, and the total area fraction occupied by mobile or 
immobile proteins was estimated to be about 75%. The problem of microvilli 
remains. 

A related question is the existence, size, and area fraction of gel-phase 
domains. In artificial bilayers, the area fraction of gel phase can be deter- 
mined from the phase diagram, but the estimates of domain size appear 
to be limited by the range of the technique used and the need to use a 
tractable model of a geometrically complex phase. Experimental results 
are summarized by Almeida and Vaz (1995) and Coelho et al. (1997). 

In the plasma membrane, there is no direct evidence for gel domains 
except in specialized membranes such as myelin (Stoffel and Bosio, 1997), 
stratum corneum (Bouwstra et al., 1997), and sperm (Wolf, 1994,1995). In 
studies on 11 different cell types, Parasassi et al. (1993) found no evidence 
for gel-phase lipid on the basis of measurements of Laurdan fluorescence. 
A general argument against the presence of gel-phase lipid (McElhaney, 
1984) is that if gel-phase and fluid-phase lipid coexist, the permeability of 
the membrane may increase significantly, leading to leakage (Clerc and 
Thompson, 1995). Evidence supporting the existence of gel-phase domains 
in cell membranes is reviewed by Welti and Glaser (1994). 

VI. SUMMARY 

The major qualitative modification required in the Singer-Nicolson 
model is to allow for heterogeneity. Percolation theory and anomalous 
diffusion are standard tools used in physics to characterize heterogeneity. 
Heterogeneity in cell biology may be more heterogeneous than heterogene- 
ity in physics. In physics, one typically assumes a single mechanism that 
gives a self-similar structure. For example, random point obstacles at the 
percolation threshold give a self-similar percolation cluster, or in the CTRW 
model, a single probability distribution of waiting times gives an infinite 
range of values, producing anomalous subdiffusion on all time scales. It 
is plausible, however, that in the plasma membrane there are multiple 
mechanisms operating on different time and space scales (Saxton and Jacob- 



8. Lateral Diffusion 267 

son, 1997). For example, at short range, obstruction and binding may control 
lateral diffusion; at intermediate range, diffusion may be controlled by the 
membrane skeleton; and at long times, metabolism or biological modulation 
may affect diffusion. In general, lipid domains can range from small tran- 
sient fluctuations lasting milliseconds or less to permanent features of the 
cell surface such as the polarized domains of epithelial (Devarajan and 
Morrow, 1996) and sperm (Wolf, 1994, 1995) cells. 

One interesting area is the vlew of the membrane as a random fluctuating 
potential energy surface. Diffusion on such an energy surface has been 
examined in the physics literature (Bouchaud and Georges, 1990; Isichenko, 
1992). This type of model may seem remote from cell biology, but some 
leading researchers are beginning to view the membrane in such terms. 
Kusumi and Sako (1996) picture the membrane as a series of energy moun- 
tains and valleys of various heights, with the corral walls of the membrane 
skeleton as the dominant feature. Webb’s laboratory is beginning to mea- 
sure the energy landscape, using a scanning force microscope based on an 
optical trap to make continuous measurements of the local forces on a 
membrane protein (Switz et al., 1996; Stout and Webb, 1998). The in- 
strument can measure piconewton forces on a time scale of 1 msec with 
10-nm resolution (Ghislain et pl . ,  1994) so direct contact with experiments 
may be possible. 

An important unresolved question is the extent to which the plasma 
membrane is in a nonequilibrium state. Edidin (1992a) says that it is not 
in equilibrium, quoting the statement of V. A. Parsegian that “there is 
nothing so dead as a system in equilibrium.” Vesicle traffic and metaboli- 
cally driven membrane flows lead to a nonequilibrium state (Edidin, 1996, 
1997). Gheber and Edidin (1998) modeled membrane turnover in a mem- 
brane with barriers and found that a combination of barriers and vesicle 
traffic can produce patchiness of the membrane. The anomalous subdiffu- 
sion model is based on the adsumption of a nonequilibrium state (Feder 
et al., 1996). In Webb’s laborqtory, Ghosh (1991) showed a change from 
anomalous to normal diffusion for the LDL receptor on treatment with 
azide and deoxyglucose, but Slattery (1995) found no such effect for a 
different cell and receptor. Monte Carlo results show that diffusion can be 
much more anomalous in a nonequilibrium system than in an equilibrium 
one (Saxton, 1996). 
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1. INTRODUCTION 

The investigation of electrical activity in cells is surely one of the most 
fascinating stories in biology. Dependent on quantities that cannot be seen 
and that were difficult to measure until this century, electrical properties 
in living tissues must have seemed almost mystical. Important chapters in 
the story, however, were written by scientists equipped with an excellent 
understanding of the physics af their time and apparently not at all in awe 
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of the subject. In 1872, Hermann had an accurate understanding of the 
requirements for electrical transmission in nerve fibers, based on the cable 
equations. Nernst's (1888) studies of diffusion potentials gave the crucial 
insight that differences in ion concentrations could give rise to voltages. 
Development of a voltage required not only a concentration gradient, but 
that one of the ions of a salt be more diffusible than the other. For example, 
if C1- can diffuse faster than Na+, C1- will outrun Na', making the leading 
edge of the concentration wave negative. Bernstein then made a brilliant 
proposal, that a resting cell membrane prohibits the diffusion of all ions 
except K', thus creating an extreme form of a Nernst diffusion potential. 
Further, according to Bernstein (1902), voltage changes could be generated 
by postulating a sudden loss of the membrane's selective K+ permeability. 
At about the same time, Overton (1902) pointed to the essential role of 
Na+ in maintaining the excitability of muscle fibers. The prescience of these 
studies and ideas is all the more remarkable on remembering that cell 
theory was not well established and that the bilipid membrane was proposed 
more than 20 years later. 

11. IONIC CURRENTS IN AXONS 

The next major step awaited the improvement of tools for electrical 
measurements, the rediscovery of the squid giant axon (Young, 1936), and 
the attention of a trio of brilliant minds, Hodgkin, Huxley, and Katz. In 
pioneering experiments on squid axons, Cole and Curtis (1939) discovered 
a sudden drop in the membrane resistance of the axon as an impulse 
traveled by, in good accord with Bernstein's (1902) hypothesis. It was soon 
found that the voltage went positive, much beyond the value expected for 
a loss of selective permeability (Hodgkin and Huxley, 1939). The sodium 
theory some years later explained this discrepancy: a sudden rise in Na' 
permeability carried the voltage almost to the sodium equilibrium potential. 
The importance of Na+, first pointed out by Overton (1902), could now 
be understood. 

A. Amplification of the Signal 

At this point the origin of biological voltages was clear. Further, the 
propagation of signals in telephone cables was well understood and formed 
a good analogy for nerve transmission (Fig. 1). A square step of current 
introduced in New York gradually loses its sharpness and gets smaller as 
it travels toward London as a result of imperfections in the insulator. First, 
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FIGURE 1 Cable analogy for impulse conduction in an axon. (Top) Degradation of a 
current pulse as it travels through the cable. The loss is due to finite resistance of the cable’s 
insulation and unavoidable parasitic capacitance. An amplifier must be introduced periodically 
to reinforce the signal. 

the resistance of the insulator is finite rather than infinite. Second, there 
is, unavoidably, parasitic capacitance in every foot of the cable, formed by 
the separation of two conductors (the conducting core of the cable and sea 
water) by the insulator. Resistive leak makes the signal smaller, and the 
necessity of charging the parasitic capacitance slows it down. As a result, 
the signal must be boosted by an amplifier at many points along the way 
to keep its speed and amplitude (Fig. 1). The nerve had been visualized 
as a cable by Hermann (1872), but what formed the amplifiers? 

Hodgkin and Huxley (1939) identified the amplifiers with a series of 
brilliant experiments that must have been guided by a divine hand. They 
were aided by two essential tools that had come out of Cole’s laboratory. 
The first was the ‘space clamp,’ a wire inserted along the axis of a squid 
giant axon that shorted out the resistance of the cytoplasm (Marmont, 
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1949). Using Fig. 1 (bottom) as an appropriate model for an axon, the 
resistance of sea water is negligible, so a wire in the interior reduces the 
core resistance to the point that the capacitors and resistors of the insulator 
are in parallel. The result is (simplifying a bit) that the transmembrane 
voltage is the same everywhere throughout the axon: it behaves as one 
giant patch. The second tool was the voltage clamp, devised originally by 
Marmont as a current clamp operating on the principal of feedback. Cole 
(1949) converted this clamp into an early voltage clamp. Finally, Hodgkin 
et al. (1952) turned the voltage clamp idea into a precise and useful tool. 

B. Insights from Voltage Clamping 

With these tools and a great deal of insight, they explained the action 
potential as resulting from the interaction of two currents: ZN, carried by 
in-rushing Na’ ions to depolarize and ZK carried by out-moving K+ ions to 
repolarize. Depolarization spreads downstream from an excited patch of 
membrane by means of axon cable properties, and the resulting depolariza- 
tion triggers an increase of Na permeability. A delayed consequence of the 
depolarization is an increase in K permeability, which restores V,,, to its 
resting level. These ideas were perfectly in line with the behavior of a 
transatlantic telephone cable as analyzed by Kelvin (1855). The axon, with 
its conducting core, is the cable, and the Na conductance serves as the 
amplifier. A crucial point is that the Na permeability, like an amplifier, 
is stimulated to activity by a voltage change, spreading from the active 
patch upstream. 

The Na’ and K+ conductances under voltage clamp are shown in Fig. 2. 
Following a step depolarization from -60 to 0 mV, g N a  “activates” or 
rises in amplitude and then spontaneously decays or “inactivates” if the 
depolarization is maintained. One could say that the permability pathway 
simply closes again, but Hodgkin and Huxley (1952) found that it can 
“close” in two quite different ways. If the voltage is returned to -60 mV 
before inactivation has occurred appreciably, conductance decays quickly 
or “deactivates.” Deactivation is simply the reverse of activation. Crucially, 
after deactivating, the conductance can be activated again almost immedi- 
ately by a second depolarization. The decay is much slower if the step is 
maintained, and the slow decay is called ‘inactivation’ (Fig. 2). With great 
foresight, Hodgkin and Huxley (1952) described the conductances as result- 
ing from the interplay of four factors, as summarized in Fig. 2 (bottom). 
The first two factors are “gating” factors and account for the time course 
of the conductance, its rise and fall. m3 rises quickly from zero on depolariza- 
tion and stays high during depolarization. It accounts for the rapid activation 
of ZNa. h, the inactivation gating factor, starts high (all pathways available) 
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FIGURE 2 Conductances of axon membrane according to Hodgkin and Huxley (1952). 
g N a  the Na’ conductance, activates with a sigmoid time course on depolarizing the membrane 
from -60 to 0 mV. If depolarizatisn is maintained, the current inactivates within a few 
milliseconds, but if the membrane voltage is returned to -60 mV. deactivates rapidly. gK 
has simpler behavior: i t  activates relatively slowly and deactivates on repolarization. The 
equations are Hodgkin and Huxley’s description of this behavior. 

and decays slowly, bringing the conductance down with it. The next factor 
is g N a r  the product of the total number of pathways by the conductance of 
each. The use of a conductance to describe the current-voltage relation of 
each activated pathway, i.e., current is proportional to the driving force, 
was a conscious simplification, reasonably accurate only in normal ionic 
conditions. The final term is the driving force, how far V, is from the 
“equilibrium” voltage where current through the channel is zero. This term 
can be thought of as expressing the selectivity of the permeability path. 
VNa implies that it is perfectly selective for Na’ , which was amended by 
later experiments showing the imperfect selectivity of the channel. 

g K  is shown in Fig. 2C. It  rises more slowly than g N a  and does not 
inactivate. The equation for gK resembles the one for &a, but has only a 
single gating factor, n4. g K  is slower because of the relatively slow kinetics 
of n4. A crucial feature of Na and K channel gating is that activation has 
a sigmoid time course and deactivation is exponential. Years later this 
accurate observation was seen to reflect the subunit structure of the channel. 

111. CARRIERS, PORES, GATES, AND SELECTIVITY BEFORE CLONING 

Amplifiers in the axonal transmission cable, consist of two apparently 
separate permeability pathways, each with its characteristic equilibrium 
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potential and gating factors. At the conclusion of Hodgkin and Huxley’s 
work, there were several major questions. (1) Are there two separate ion 
pathways? One possibility was that sodium inactivation was not simply 
shutting of the pathway, but conversion into a K+ selective pathway (Mul- 
lins, 1959). (2) What is the nature of the conducting pathway(s)? (3) Are 
the pathways made of lipid, carbohydrate, or protein? How do the pathways 
select between Na and K? Is ion binding important? Are steric factors 
involved? 4) What is the machinery described by the “gating” factors? 
Hodgkin and Huxley (1952) proposed that each elemental path is controlled 
by several charged particles that move in response to changes of the mem- 
brane field, but the physical mechanism was unclear. (5) How are activation 
and inactivation of the Na pathway related? 

A. Are There Two Separate Conducting Pathways7 

These questions kept a generation of membrane biophysicists quite busy. 
Perhaps the most pressing early question was whether there are two ion 
pathways or a single one that is convertible from initial Na+ selectivity to 
K+ selectivity. The discovery of the highly selective tetrodotoxin (TTX; 
Narahashi el al., 1964; Hille, 1971) helped, but did not completely answer 
the question. It blocked ZNa without altering ZK, but it could be, and was, 
argued that it simply prevented conversion to the K+ permeable form of 
the pathway. Similarly the relatively selective ZK blocker TEA+ could simply 
be said to prevent conversion into the K’ selective form. Answers to these 
questions tended to come in bunches. Mullins, who insisted that the distinct- 
ness of the pathways must be demonstrated rigorously, professed himself 
satisfied after viewing the results of perfusion with pronase internally. This 
mixture of proteolytic enzymes was used initially to remove axoplasm and 
thus facilitate internal perfusion. It was seen to alter the ionic currents 
(Rojas and Atwater, 1967), an effect that was eventually analyzed as re- 
moval of the ability of the Na+ pathway to inactivate (Armstrong el al., 
1973). The K’ pathway remained intact, with unaltered properties, as could 
be demonstrated by adding TTX. In these circumstances it could not be 
argued that an Na pathway was being converted to a K pathway: the Na’ 
and K+ paths across the membrane were clearly separate. 

B. Carriers or Pores7 

What is the nature of the conducting pathway? Hodgkin and Katz (1949) 
thought it most likely that Na+ ions were conveyed across the membrane in 
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nonionic form by means of a lipid soluble carrier. However, the provocative 
tracer experiments of Hodgkin and Keynes (1955) suggested a long pore 
that contained two ions at a time that could not pass each other. The carrier 
idea received a strong boost from the discovery of valinomycin (Harold 
and Baarda, 1967; Pressman et al., 1967), a small molecule, almost certainly 
a carrier, that conveyed K' selectivity on a membrane to which it was 
added. A major difference in the theoretically anticipated properties of 
carrier vs pore was that the Latter should conduct ions at a much higher 
rate. Two early sets of experiments suggested that the actual conduction 
rate was much too fast for a carrier mechanism. Counts of Na pathway 
density based on TTX labeling to estimate conductance, arriving at a high 
conductance, close to the diffusion maximum (Hille, 1970). In K channels, 
the rate of TEA block of K pathways could be measured and was found 
to be very high, again suggesting a pore mechanism (Armstrong, 1966). 
The final proof for pores rather than carriers were the single channel 
measurements made possible by development of the patch clamp (Hamill 
et al., 1981). These measurements showed that the rate of ion movement 
was very high, compatible only with a pore, and that the channels were 
either on or off, as expected from the Hodgkin and Huxley formulation, 
translated into terms of pores (Sigworth and Neher, 1980; Zagotta et al., 
1988). 

C. Pore Selectivity 

Further study of block by TEA and its derivatives gave a picture of the 
gross architecture of a K chanpel that is still valid. TEA has a diameter of 
about 8 A, which is close to the size of a K ion with a single hydration 
shell. A model for block by TEA is shown in Fig. 3. The channel portrayed 
has a wide inner mouth, about 8 A in diameter, and a narrower portion 
about the size of a dehydrated, K, 2.66 A in diameter. K can move through 
the narrow part of the pore by shedding its hydration waters, which are 
replaced by interaction with oxygens in the pore wall. TEA can enter the 
inner mouth of the channel because of its resemblance to a hydrated K. 
Further progress through the pore is impossible because TEA cannot shed 
its covalently linked ethyl side chains. The diameter of the narrow part of 
the pore, now called the selectivity filter, was determined from the size of 
the cations that could penetrate (Hille, 1973). Rb (2.94 A) was reasonably 
permeant, whereas Cs (3.34 A) was impermeant, suggesting that the narrow 
pore was approximately 3 A in diameter. Ions above this size were excluded 
by sieving, but how could the impermeance of Na (1.9 A) be explained? 
A reasonable postulate was thht the permeating ion must be a close fit to  



290 Clay M. Armstrong 

A 

B 

F 8& 

K' in water 
C 

NO' ~n woter 

K* in K pore No* in K pore 

FIGURE 3 Ideas about selectivity. (A) The sodium channel admits any ion that, when 
hydrogen bonded, will fit through a 3  X 5-A aperture (from Hille, 1971,1972). (B) Experiments 
with the K channel blocker TEA+, which is about the size of a hydrated K+, suggested that 
it blocked because it could not follow Kt, which can dehydrate into the narrow part of the 
pore. (C) The K pore excludes Na' ions because they are too small to complex with the 
pore walls. 

the pore, an idea introduced to the membrane field by Mullins (1959). A 
specific model is shown in Fig. 3B, which shows K and Na ions in water, 
surrounded by the oxygens of water molecules; and in the narrow part of 
a K pore. The pore is postulated to have rigidly fixed diameter that makes 
K a good fit. The K ion then has similar energy in water and in the pore. 
The rigidity of the pore wall in theory prevents it from closing in around 
the Na ion. Na is thus not well complexed in the pore, with the consequence 
that its energy is higher than in water. Thus Na ions face a large energy 
barrier when they enter the narrow part of the pore. The precise size of 
the energy barrier depends on the rigidity of the pore wall, but an idea of 
the magnitude can be obtained from calc$ating the electrostatic energy 
required to pull a single water molecule 1 A away from close contact with 
a Naf ion. This energy is 8.6 kcal/mole, corresponding to a barrier that one 
in two million ions would have the thermal energy to surmount. This 
suggests that the wall has some flexibility, as the observed K/Na permeabil- 
ity ratio is much lower. 

In elegantly simple experiments, Hille (1971, 1972) measured the size 
limits for organic and inorganic cations permeating the Na channel. He 
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found that any cation that would fit through a 3 X 5-A aperture could 
permeate reasonably well. Some cations with van der Waal’s dimensions 
larger than this limit could nonetheless permeate if they effectively shrunk 
their size by forming hydrogen bonds, suggesting interaction with carbonyl 
oxygens in the pore wall. A Na ion can fit through a 3 X 5-A aperture with 
one water molecule abreast. The Na pore shows a preference for Na over 
K of only about 10:1. This preference could be explained by saying that 
the larger K ion cannot fit easily with one water molecule abreast. Hille 
(1968) also pointed out the likelihood that a permeating Na ion interacted 
with a charged carboxyl group in the pore. This postulated carboxyl also 
provided a convenient explanation for the pore-blocking effects of protons. 

D. Gates and meir Location In the Pore 

Pores not only select and conduct ions, but also activate and deactivate 
on a millisecond time scale. Does this mean they assembled from several 
pieces during activation? Did the pore swell in diameter on opening and 
contract when closing or was there a gate that swung in to close a pore 
that remained otherwise unchanged? An answer to these questions was 
suggested by experiments with TEA and derivatives. It was noted that 
TEA entered the pore at a measurable rate after the pore was activated 
to the conducting state (Armstrong, 1966). This occurred only with TEA 
applied from the inside and suggested that a receptor became available only 
when the pore began to conduct. Was the receptor created on activation 
or preexisting but protected? Experiments with TEA derivatives, e.g., 3- 
phenylpropyltriethylammonium ion (+C3), gave what seemed a credible 
answer: the channel could close and trap the TEA derivative inside, showing 
that the receptor remains intact after the channel closed (Armstrong, 1971). 
The top part of Fig. 4 shows the time course of the normal, maintained K’ 
conductance and its apparent “inactivation” when -100 p M  442.3 is present 
in the axoplasm. As shown in the bottom part of Fig. 4, the channels have 
uncertain occupancy when fully closed and are not occupied by +C3. After 
the channel is opened by depolarization, it conducts normally for a few 
milliseconds and is then blocked by (b-C3. The blocker hinders but does 
not entirely prevent closing of the gate on repolarization, resulting in a 
state where +C3 can be “trapped” in the channel for many seconds. This 
question has been examined with much better precision by Holmgren et 
al. (1997), using Shaker K channels. They found that wild-type Shaker 
channels could not close when occupied by C10 (decyltriethylammonium 
ion). However, changing an isbleucine in the sixth transmembrane crossing 
(S6) to a cysteine produced K channels that could close and trap C10 inside. 
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FIGURE 4 Block of K channels by a TEA+ derivative. 3-Phenylpropyltriethylammonium 
ion (Q-C3) enters the channel after it opens and has a dwell time in the channel that is long 
enough to cause a semblance of inactivation. @-C3 hinders but does not prevent closing of 
the gate (trapped state). These effects show that the gate is inside. 

It is tempting to think that the mutation simply increased the volume 
available within the closed channel, making room for C10. The presence 
of C10 in the pore increased the energy of the closed state only slightly 
(probably less than in squid), again showing that the receptor remains intact 
when the gate closes. 

Experiments with TEA derivatives also gave a good indication of the 
location of the gate. C10 and others block only when applied inside and 
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enter the channel only when fully activated (Armstrong, 1971; Choi et al., 
1993). Evidence for the latter conclusion is shown in Fig. 4. The top trace 
shows the control current and the bottom trace shows current in the pres- 
ence of C10. The two superimpose initially, showing that none of the 
channels are blocked at rest and that the channel gate must open before 
C10 can enter. This shows that the gate must be at the inner end of the 
channel, between the axoplasm and the C10 receptor. 

C10 and #-C3 were useful in these studies because they have much higher 
affinity for the channel than TEA. Up to a certain point, at about 10-12 
methylenes, affinity increases with each added methylene, suggesting that 
the hydrophobic tail of the molecule interacts with hydrophobic elements 
of the C10-TEA receptor. 

The temporal pattern of the currents observed with #-C3 and other 
derivatives is strikingly similar to that of inactivation in Na channels. This 
obviously suggested that the mechanism of Na inactivation might be similar 
to that of block by #-C3. Because the inactivation particle of an Na channel 
cannot be washed away by internal perfusion, it was clear that it must 
be attached to the channel gtructure. This idea got strong support from 
experiments with internal pronase, mentioned earlier. These showed that 
internal proteolysis could destroy fast inactivation of Na channels without 
affecting activation (Fig. 5).  The idea that an internally located inactivation 
particle was clipped off by pronase seemed irresistible. The half-time of 
decay of the current that was still inactivated after a short time in pronase 
made it clear that a single hit was sufficient to destroy inactivation: the 
half-time did not change as the enzyme acted. 

It seemed plausible that the inactivation particle might have a receptor 
analogous to the TEA-C10 receptor in K channels and that the receptor 
might be available only when the channel is open. Here, however, there 
was a great problem as Hodgkin and Huxley had described the h gating 
factor as completely independent of activation m3. In the #-C3-like model, 
the gates were not independent, as the activation gate had to be open before 
#-C3 or the inactivation particle could block the channel. A convincing 
resolution of this question had to wait for measurement of gating current. 

E .  Ca tins Curren f 

Hodgkin and Huxley clearly realized that the voltage sensitivity of Na and 
K conductances could only nlean that the conductances are controlled by 
charges that move within the membrane in response to changes of the mem- 
brane’s electric field. Early attempts failed to demonstrate such currents, but 
they were eventually found (Armstrong and Bezanilla, 1973; Keynes and Ro- 
jas, 1974) and everyone sighed with relief that what had to be in fact was. 
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FIGURE 5 (Top) Destroying the inactivation gate proteolytically. Internal perfusion of 
an axon with pronase destroys inactivation without affecting activation. (Bottom) The half- 
time of inactivation does not change as pronase acts, showing that a single hit by the enzyme 
is sufficient. 

The gating current is shown in Fig. 6 during the activation of a channel on 
depolarization, on repolarization after a short pulse with little time for inacti- 
vation, and after a long one that allows complete inactivation. Current is 
outward during activation, reflecting the outward movement of what are now 
known to be S4 segments. After a short pulse with little inactivation, all of 
the charge moves back promptly as the channels deactivate. In the Hodgkin 
and Huxley scheme, the gating current on repolarization should be almost 
independent of pulse duration. In fact, Zg after a long pulse decays substan- 
tially faster, and total charge movement during the first millisecond after re- 
polarization is reduced to about one-third, an effect called charge immobiliza- 
tion (Bezanilla and Armstrong, 1977; Armstrong and Bezanilla, 1977). This 
made it obvious that activation and inactivation are not independent (C. F. 
Aldrich et al., 1983) and gave support to a C9-like model for Na inactivation, 
for the following reason. C9 was known from squid experiments to hinder 
but not prevent closing of the K channel activation gate, by a “foot in the 
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FIGURE 6 (A) Gating current of Na channels. Gating current is outward on depolariza- 

tion and inward on repolarization, consistent with the movement of a passive “voltage sensor” 
in the membrane. After inactivation has occurred, total inward charge movement in the first 
few milliseconds is reduced, an effect called “immobilization” of charge. This phenomenon 
means that inactivation hinders gate closing, as O-C3 hinders closing by a K channel (Fig. 
4), by a “foot in the door” effect. (B) A state diagram for an Na channel. There are four 
closed states (C), one open state (01, and two inactivated states. Channels are in the left- 
most closed state at rest. Activation has a sigmoid time course because the channels must 
pass through the closed states before reaching 0. These horizontal steps involve charge 
movement and are voltage sensitive. Inactivation has no associated charge movement. On 
repolarization, inactivated channels qove from I, to 12, generating the component of gating 
current that does not inactivate. This provides a recovery path that bypasses the open state. 
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door” effect. The explanation of reduced Zg on repolarization of an inacti- 
vated Na channel was the same: the inactivating particle in the channel be- 
haves as a foot in the door, preventing the flow of a portion of the gating 
charge. 

The great advantage of gating current measurement is that it gives infor- 
mation about the closed states of the channel. A state diagram for the 
inactivation model derived in part from Z, measurements is shown in Fig. 
6B (Armstrong and Gilly, 1979). There are four closed states, C4 through 
C1, a single open state, 0, and two inactivated states, I1 and 12. At rest, 
all of the channels are assumed to be in state C4. After a large depolariza- 
tion, the channels move to the right in the diagram and conductance rises 
with the population of state 0. The activation gate opens in the single step 
from C1 to 0, but all of the horizontal steps contribute to gating current. 
Once open, channels can inactivate to state 11, with a rate constant k, and 
as this happens the current decays away. On repolarization, the channels 
largely transfer from state I1 to 12, generating the fast decaying component 
of the gating current (OFF, 20ms) seen in Fig. 6. The I1 > I2 step has the 
useful function of preventing the reflux of channels through the open state 
during recovery from inactivation. Recovery follows the path shown by the 
dashed arrows, while activation follows the solid arrow. 

IV. ME AGE OF CLONING 

By 1980 a good outline of pore structure, selectivity, and gating behavior 
was in hand, provided by the techniques of membrane biophysics (reviewed 
in Armstrong, 1981). It was time for new information, which burst upon 
the channel world from the laboratory of Shosaku Numa. The accomplish- 
ments of this great scientist and his laboratory, as well as his insight into 
the arcane world of channels, are still astonishing. His cloning of the Na 
channel was followed rather promptly by cloning of the K channel in the 
Jan (Tempe1 et al., 1987), Pongs (Pongs et al., 1988), and Tanouye (Tanouye 
et al., 1986) laboratories. It is probably fortunate that the Na channel was 
cloned first, as it was a single peptide with four similar but not identical 
domains (Fig. 7C). This immediately suggested that the four domains sur- 

FIGURE 7 (A) Sequence and probable membrane folding topology of a subunit of the 
Shaker B K channel. The S4 transmembrane segment, the hallmark of voltage-gated channels, 
is enclosed in a box. Near the N terminus (left), 172 amino acids are omitted, whereas 177 
amino acids are omitted at  the C terminus. (B) The Shaker K channel is composed of four 
of the subunits from A around a central pore. (C) A sodium channel is made of a single peptide, 
containing four repeating domains. Each domain resembles a Shaker K channel subunit. 
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round a central pore. The K channel peptide is about one-fourth the size 
and resembles a single domain of the Na channel. It seemed likely that the 
channel was formed from four of these peptides (Fig. 7B), which was proved 
by MacKinnon (1991). 

Within each domain or subunit is a structure ideally suited for voltage 
sensing: a region of about 20 amino acids with a positive residue (arginine 
or lysine) in every third position. After a brief sojourn in the cytoplasm, 
this region was modeled as an amphipathic membrane helix called S4 
(Fig. 7A). It is the hallmark of voltage-sensitive channels. The probable 
transmembrane topology of a K channel subunit is given in Fig. 7A. 

The subunitldomain structure in retrospect was first foreshadowed by 
the accurate observations of Hodgkin and Huxley (1952), who described 
the sigmoid activation time course of K and Na channels. The fourth power 
of the K channel gating factor, n4, was immediately interpretable: a transi- 
tion, almost certainly involving the outward movement of $4, had to occur 
in each of the four subunits and then the gate could open. 

A. Mapping Functions to the Sequence: Where Is the Pore7 

After these easy and rather obvious conclusions began the more rigorous 
assignment of function to various segments of the sequence. An early 
target of inquiry was the pore itself, through which ions moved. Guy and 
Seetharamulu (1986) placed the pore in the segment joining S5 and S6, 
partly in answer to a question mentioned earlier, to theoretically provide 
negative counter charges for the S4. Whatever the reason, this was a good 
guess, and the later experiments of MacKinnon, Miller, Yellen, and others 
on Shaker K channels soon localized the pore or P region to the S 5 4 6  
linker with certainty (Fig. 7A; MacKinnon and Miller, 1989; Yellen et al., 
1991; Hartmann et al., 1991). How was this region arranged and how did 
it provide the K channel with selectivity? Many clever experiments were 
performed to answer this question, in many cases using cysteine substitution 
and labeling with Karlin reagents (Akabas et al., 1992), Ag, or Cd. A few 
of the many significant findings are given here. Ag labeling suggested that 
the first half of the P region was a helical (Lii and Miller, 1995). A 
“signature sequence,” TXXTXGYG, was recognized that is highly con- 
served in known K channels (Heginbotham, et al., 1994). This sequence 
contained a number of hydrophilic residues, whose side chains provided 
potential complexing sites for ions in transit through the pore. Mutation 
of these hydrophilic side chains to nonhydrophilic substitutes generally 
made no difference: the side chains seemed not to matter. This led Hegin- 
botham et al. (1994) to consider the possibility that loop structures in the 
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P region turned backbone catbonyls of the peptide chain inward to form 
the pore lining. 

MacKinnon at this stage decided that further progress required a new 
approach and began transfornling himself into a crystallographer. Elucida- 
tion of the P region and the signature sequence made it easy to recognize 
K channels in the protein database, and K channels with only two transmem- 
brane crossings (2TM) were won discovered (Ho et al., 1993; Kubo et al., 
1993). The two crossings wero quickly recognized as likely homologues of 
S5 and S6 from the six transmembrane crossing (6TM) channels. Interest- 
ingly, the 2TM variety was not voltage gated: it was clear that nature had 
separated conduction from gating, just as Hodgkin and Huxley had done 
conceptually. Presumably the 2TM variety is more primitive, and the gating 
properties were added at some point in evolution. Discovery of K channels 
in bacteria, specifically the KcsA channel found in Streptomyces lividans, 
made it relatively easy to get large quantities of channel protein, just as 
MacKinnon was completing his transformation into a crystallographer. 
Within a very short time he and his group had crystallized and solved the 
structure of the KcsA channel. 

The structure is shown in Fig. 8. Beginning with the backbone, the two 
transmembrane helices from each tetramer run almost in parallel and cross 
the membrane at a 25” angle to the normal. In the words of Doyle et al. 
(1998), each helix pair, forms one of the four support poles of an inverted 

Inside 

FIGURE 8 Excerpts from the strpcture of the KcsA K channel, after Doyle et al. (1998). 
See text for a description. Outer helims run almost in parallel with the inner helix and have 
been omitted for clarity. Two ions are shown in the selectivity filter and one in the “cavity.” 
Dashed lines give the approximate dimensions of the cavity and the inner part of the pore. 
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teepee. The inner helix of each pair, corresponding to S6 in Shaker, lies 
close to the pore axis, and the outer helix provides added support. The 
four teepee poles are far apart at the outer surface of the membrane, but 
converge and cross near the inner surface. The volume contained is a large 
cone with base up at the outer surface, and a small cone with base down 
at the inner. The large outer cone is filled by the P region. The first nine 
residues of the segment linking the two helices (corresponding to the S5-S6 
linker of Shaker) form a “turret” at the outer surface that is important in 
binding scorpion toxins. The first half of the P region follows. Here 11 
residues form three turns of an a helix that runs at about a 45” angle toward 
the pore axis. The helix is followed by the “signature sequence,” a strand 
that winds its way toward the outside (TVGYG), forming the selectivity 
filter. A point of major importance is that the backbone carbonyls of the 
selectivity filter are turned inward to line the pore: ions are complexed by 
the backbone carbonyls, not by the side chains, which had been shown not 
to be crucially important (Heginbotham et al., 1994). After leaving the 
selectivity filter, the strand then turns out from the pore axis (DYPV). The 
following residues turn inward and form the inner helix, which runs through 
the membrane toward the inside. The side chains of the residues of the 
inner two-thirds of this helix (corresponding to S6 in Shaker) form the 
walls of the pore, internal to the selectivity filter. 

A K ion permeating from the outside would first come in close contact 
with the pore at residues Y and G at the mouth of the selectivity filter. At 
this point the water molecules surrounding the ion would be replaced by 
the backbone carbonyls of G and Y. The ion would be close on the heels 
of a preceding K ion at the other end of the selectivity filter, but separated 
from it by a water molecule. After moving to the inner site of the selectivity 
filter (residues G,V,T), the ion would reacquire its hydration shell and enter 
the “cavity,” a 10-A-diameter water-filled cavern. On leaving the cavity it 
would race through a long, inhospitable tube lined with hydrophobic resi- 
dues, narrow (about 6 A) and forbidding. Ion-binding sites within the pore 
were identified by transferring crystals from the normal high K medium to 
Rb and by measuring the electron density difference when Rb replaced 
the lighter K ion. Two ions were found in the selectivity filter, a third in 
the cavity, and none in the inner tube. An ion in the cavity feels the 
stabilizing influence of the dipole moment of the P-helix dipole, which is 
cavity negative. 

This structure accounts pleasingly for physiological data. Beginning with 
selectivity, crystallography data make it clear that the selectivity filter is 
only wide enough for a dehydrated ion, although the individual carbonyls 
cannot be resolved. Surrounding the filter is a ring structure composed of 
tyrosine and tryptophan side chains that is thought to hold the lumen of 
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the selectivity filter within a narrow range of diameters. This diameter is 
too small for a Cs to permeate comfortably (Cs blocks the pore, presumably 
by getting stuck in the filter) and too large to be a close fit for Na (see 
earlier discussion). The basis of the long pore effect is provided by the 
presence at any instant of several ions in the pore. The binding site for 
internally applied TEA is the cavity, and it is clear that TEA could not 
move on through the narrow selectivity filter. Binding for the hydrophobic 
tail of C10 or 4423 is provided by hydrophobic residues at the margin of 
the cavity. The external TEA site is not so readily understood. The tyrosine 
residues that determine external TEA sensitivity are too far apart to closely 
encircle a TEA unless there is a good deal of flexibility in this region. That 
such flexibility is present is suggested by the data of Liu et al. (1996). 

There are very plausible theories as well for the structure of the selectivity 
filter of sodium and calcium channels (Lipkind and Fozzard, 1994; Ellinor 
et al., 1995). In both cases the models are quite different from the KcsA 
structure in that ions in transit are postulated to interact with side chains 
rather than backbone carbonyls. There is reason to think, particularly in 
the case of doubly charged Ca, that interaction with a strongly negative 
group is required, in part to help with dehydration of the ion. It will be of 
great interest to see if nature used a quite different mechanism for selecting 
Na and Ca, as these models suggest. 

B. The S.4 Segment as Voltage Sensor 

As described earlier, the activation gate of the both Na and K channels 
is at the inner end of the channel. What is the gate and what makes it open 
and close in response to voltage changes? The obvious first guess was the 
S4 as voltage sensor, and it wag a target for many experiments that sought 
to measure the effects on voltage sensitivity of neutralizing positive charges 
in this segment. This pursuit wa6 complicated by two factors. It soon became 
apparent that channels expressed poorly if more than two of the arginines 
or lysines were replaced by neutral residues, making it hard to observe 
sizeable changes in the voltage sensitivity. Second, changing even neutral 
residues in this sensitive region caused large shifts in the midpoint of the 
activation curve, together with changes in the steepness. These results were 
not readily interpretable, and could only be catalogued. 

Clear results followed the introduction of the thiol-labeling compounds 
introduced by Karlin and assaciates (Akabas et al., 1992). Horn and co- 
workers examined the effects of substituting a cysteine residue for a native 
residue in the S4 (Yang et al., 1996). Cysteine substitution in the S4 of 
domain 4 in many cases perturbs the kinetics of inactivation without greatly 
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FIGURE 9 Summaries of the S4-labeling experiments on Na channels (A: Yang et al., 
1996) and K channels (B; Larsson et al., 1996). (A). In a typical experiment, a cysteine was 
substituted for one of the charged residues shown in S4 domain IV (see Fig. 7C). The 
accessibility of the substituted cysteine to labeling with cysteine-reactive agents, e.g., MTSET 
(Akabas et aL, 1992), was then tested. Cysteines in the lower six charged residue positions 
can be labeled in the closed state, but only four in the open state. A cysteine substituted for 
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altering activation of the channel. Labeling the introduced cysteine then 
caused a detectable (but not necessarily interpretable) change in inactiva- 
tion properties, and the rate of this change gave a measure of the labeling 
rate. As an example, some of the introduced residues were found to be 
labeled only by internally applied thiol reactors. Some could be labeled 
from inside in the closed state and from the outside in the open state. 
Overall the results gave clear evidence for the outward movement of S4 
during activation. A surprise was that many positions near the inner end of 
S4 could be labeled when the channel was closed. This led to the interesting 
proposal that a hydrophilic region surrounds the inner part of S4, making 
it easily accessible to internally applied reagents. If so, this could help solve 
one of the long unanswered mysteries regarding the channel: the identity 
of negative countercharges for the positive residues of S4. Such counter- 
charges are necessary in theory to lower the energy arginines and lysines. 
Horn’s proposal raises the possibility that the counterions are in fact anions 
from the internal solution. 

Similar results soon followed for the K channel (Larsson et al., 1996). 
Results for both channels are summarized in Fig. 9. These results make 
two major points clear: that $4 is a transmembrane segment and that it 
moves outward during activation. Both studies provide much additional 
food for thought about details of the activation process. 

C. Physid /denti@ of the Actfvation Gate 

From the evidence just cited it seems clear that S4 segments serve as 
voltage-sensing elements of the channel and that they move outward as 
the channel opens. What happens next? The S4 segments must tug on the 
-15 residue segment (Shaker S )  linking S4 to SS. This segment is suggested 
on reasonable grounds to be a-helical, with predominantly hydrophobic 
residues on one face and hydrophilic at the other (McCormack et al., 1989; 
Holmgren et al., 1996). Exposure of some of the residues to MTSET labeling 
varies between the open and tlie closed state (Holmgren et al., 1996). Also, 
mutations in this region stronfily affect the affinity of the inactivation ball 
(see later) for the channel, e.g., the completeness of inactivation is increased 

the second R+ from the top can be labeled when the channel is open, but is inaccessible from 
both sides when it is closed. (B). Cysteine substitution and labeling were performed by similar 
methods in Shaker, yielding the l abehg  patterns shown. Cysteines at positions within the 
heavy lines were inaccessible to labeliag from both sides. Altogether, experiments from both 
channels show that S4 is transmembrane and that it moves outward during activation. 
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by the mutation L385A and decreased by T388A (Isacoff et af., 1991). Both 
residues lie on the predominantly hydrophobic face, which may be exposed 
on activation, forming a receptor for the inactivation ball. Do the four 
S4-S5 segments serve as a flap over the end of the channel or do they 
distort the inner end of the pore, formed by the S5 and S6 helices? A major 
surprise from data of MacKinnon and colleagues (Doyle et af.,  1998) is the 
length and narrowness of the tube internal to the TEA site. This tube is 
lined with hydrophobic side chains, many of which are valine and alanine. 
MacKinnon and colleagues raise the possibility that in voltage-gated chan- 
nels, movement of the S4 units imparts via the S4-S5 segments a twist to 
the tube which collapses or opens it. The tube is sufficiently long that a 
pinch at its inner end would hardly affect the TEA site, as required by the 
data (Liu et af., 1997). Residues in the innermost part of S6 (482-486) can 
be labeled by MTSET when the channel is either open or closed. Between 
470 and 479, the residues that can be labeled show a strong preference for 
open state labeling. How does one account for the sharp boundary between 
always accessible and open-state accessible residues? Perhaps there is a 
pinch in the neighborhood of residue 480, which is near the narrowest part 
of the tube in the KcsA channel (Doyle et aL, 1998). 

Although it is controlled by the S4 units in four subunits, the activation 
gate of the K channel behaves as a single gate. This is a necessary conclusion 
from the experiments of Hodgkin and Huxley, who said that all four of 
their n particles must move before the channel opens: the sigmoid kinetics 
of K channel opening are not compatible with partial opening of a channel 
after movement of less than all of the n particles. Single channel measure- 
ments are also compatible with a single opening step. Some models propose 
that each S4 segment moves in two steps. In the first step, the S4 units 
move one by one, but the second step is “concerted,” meaning that the 
second phase of motion of all the S4 units is simultaneous (Zagotta et af., 
1994; Schoppa et af., 1992) and accompanied by the event that opens the 
channel for conduction. 

Steps in the activation of K channels can be studied conveniently using 
the nonconducting Shaker mutant W434F (Stefani et al., 1994), which has 
gating currents but does not conduct ionic current. These currents presum- 
ably reflect movement of the S4 units, which go through the correct motions, 
but open the gate of a channel that has a stopper in it. Interpreting a bit, 
the S4 units move briskly outward during a small step and return briskly 
on return of V,,, to rest; after a large depolarization, which opens the 
channels, the return of the S4 units to resting position is very much slower 
(Fig. 10A). There seems to be a qualitative difference between the early 
steps of activation and a late/last step that opens the gate. A similar conclu- 
sion has followed from examination of the mutation L2V (Schoppa et af., 
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FIGURE 10 A concerted late step in channel activation. (A) Gating currents from the 
non-conducting Shaker mutant W434F (Stefan] et al. 1994). Numerals indicate the voltage 
(mV) during the pulse that caused the gating current. The inward (downward) currents at 
pulse end were all recorded at -80 mV, after pulses to the indicated voltage. After small 
depolarizing pulses to <-lo mV, the tails decay quickly and exponentially. Above this voltage, 
in the range where conduction normally occurs. the tails are much slower and have a rising 
phase. This shows that a transition near the end of the activation chain and close to the open 
state (see Fig. 6B) is slowly reversible, ( B )  Gating charge movement (9) of a wild-type Shaker 
K channel (WT) and from the mutant L2V (leucine substituted for valine near the inner end 
of S4). The mutation leaves gating current in the range of -100 to -20 mV almost unchanged, 
but shifts a component associated with the opening transition far to the right on the voltage 
axis. The result is shown in (C)  At -20 mV, the gating current is nearly normal, but very 
little K' current is activated. 

1992). In this case it seems that the early steps occur normally, but the 
voltage range for the late/last step that opens the channels is pushed far 
to the right (Fig. 10B). Where these clues will lead remains to be seen. It 
now seems possible that the Arst insights will come when a voltage-gated 
K channel is crystallized. 

D. Inactivation of Na Channels 

The Na channel inactivation gate lies in the segment linking domains 3 
and 4 of the channel peptide. A single cut in this segment, performed by 
genetic engineering, slows inactivation drastically (Sttihmer el al., 1989), 
which is very reminiscent of the action of pronase. Mutational analysis has 
since shown that inactivation i s  very sensitive to a sequence IFM present 
in this linking segment (West et al., 1992). Precisely what happens when 
inactivation occurs is not yet clear. Because of the linkage between activa- 
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tion and inactivation, the exact mechanism cannot be known without precise 
knowledge of the activation gate. Physiologically it is clear that a foot in 
the door mechanism is a simplification because the channel can inactivate 
to some degree before the channel conducts and because, during recovery 
from inactivation, the channel does not leak during withdrawal of the foot. 
The kinetic scheme shown in Fig. 6B provides for both of these properties 
formally, but does not provide telling insight regarding the linkage between 
S4 movement, the activation gate, and inactivation. Another problem that 
is handled at best formally by the kinetic diagram is the sensitivity of the 
inactivation recovery rate to V,  (Keynes, 1991). A formal solution is to 
draw a slanting arrow from state Z2 to C3, but the physical meaning can 
only be imagined. 

E. Inactivation of K Channels 

Some types of K channels, e.g., Shaker B, inactivate with a rapid time 
course, whereas others do not inactivate appreciably. Inactivation in Shaker 
has been worked out in a series of elegant experiments by Aldrich and 
colleagues (Hoshi et a!., 1990). They unambiguously identified the inactiva- 
tion region of these channels as the N-terminal of each of the four tetramers 
(Fig. 7A). The first 20 residues form a “ball” that enters and inactivates 
the channel when it is open. The ball cannot inactivate the channel unless 
it is open; conversely, the channel cannot close when the ball is in the 
channel (Demo and Yellen, 1991; Ruppersberg et al., 1991). If the ball is 
removed by genetic engineering, the resultant channel does not inactivate. 
Reciprocally, a ball peptide consisting of the first 20 amino acids can, when 
added to the cytoplasm, cause an engineered noninactivating channel to 
inactivate. The next 63 amino acids form a “chain” linking the ball to the 
remainder of the channel. When the chain is shortened by deleting some 
residues, thus providing less conformational flexibility, inactivation speeds 
up. A single ball out of the four normally present is sufficient to inactivate 
the channel, but, in engineered channels, the rate of inactivation is propor- 
tional to the number of balls present. Similarly, if the balls are cut off with 
papain, the inactivation rate slows progressively as the enzyme acts (Gomez- 
Lagunas and Armstrong, 1995). This is quite different from the inactivation 
of sodium channels, where a single cut from pronase completely destroys 
inactivation for the affected channel. 

V. SUMMARY 

There has been great progress, in this century in the understanding of 
cellular electrical properties and signaling. This progress was based on 
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a strong foundation that was provided by pioneers such as Overton. In 
conclusion, it is of interest to ask once again why nerve fibers developed the 
elaborate machinery of the Na channel rather than, as Bernstein suggested, 
simply devising a means for breaking down the K selectivity of the resting 
membrane. There are three points to think about. The first is that rapid 
propagation of an impulse requires lowering the membrane resistance, thus 
providing the large currents necessary for rapidly charging the membrane 
capacitance. An increase in the Na' conductance provides this. In addition, 
the electrical driving force is larger, thanks to the selectivity of the Na 
channel. This helps to drive current through the axon core and also helps 
increase propagation speed. Finally, energy efficiency is increased: during 
the upstroke of the action potential, the largest flux is carried by the ion 
that is effective in driving the voltage positive. Movement of Kt during 
this phase would be counterproductive and would increase the load on the 
Na-K pump. 
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1. INTRODUCnON 

General anesthesia can be produced by a diverse group of structurally 
unrelated chemical compounds. Ernest Overton, simultaneously with Hans 
Meyer, discovered in 1899 that the anesthetic potency of a compound in 
vivo could be correlated with its lipid solubility (oil-water partitioning) 
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(Fig. 1). This correlation has been termed the Meyer-Overton rule and has 
provided the context for almost a century of research into the mechanisms of 
general anesthesia (Overton, 1991-this reference is to an English transla- 
tion of the original monograph published in 1901). 

The first part of the chapter begins by reviewing the lipid-based theories 
of anesthesia. Lipid-membrane theories provide an attempt to explain the 
Meyer-Overton rule based on the ability of an anesthetic to dissolve in, 
and alter, the physical properties of lipid membranes. The theories account 
for the structural diversity of compounds capable of producing anesthesia 
and for our inability to find a chemical antagonist of the anesthetic state. 
The theories have floundered, however, because bulk membrane physical 
properties are changed very little at clinically relevant anesthetic concentra- 
tions. Consequently, research has shifted to focusing on lipid microenviron- 
ments, such as at the lipid-protein interface, and on direct anesthetic- 
protein interactions. 

Subsequently, this chapter presents evidence that anesthetics interact 
directly with proteins. At issue is whether a single hydrophobic site on a 
presumptive target protein can account for the Meyer-Overton rule. The 
issue in vivo is undoubtedly complicated by the fact that more than one 
target protein is likely to be involved in producing the anesthetic state. This 
chapter provides evidence that anesthetics interact directly with members of 
a superfamily of ligand-gated ion channels. The ion channels likely play a 

I I 

O 1 4  

FIGURE 1 The Meyer-Overton relationship between anesthetic potency and octanoV 
water partition coefficient. The anesthetic concentration in the aqueous phase surrounding 
amphibious animals that causes a loss of righting reflex in 50% of the tested animals (EGO) 
correlates with the octanol/water partition coefficient; data are from Firestone et al. (1986). 
The anesthetics tested include barbituates, alkanols, and volatile agents and the animals are 
tadpoles (O), frogs (0), and newts (0). 
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role in producing the anesthetic state and are the subject of ongoing and 
future research into anesthetic mechanisms. 

11. THE MEYER-OVEMON HYPOTHESIS AND T H E  EVOLUTION OF LIPID- 
BASED THEORIES OF ANESTHESIA 

A. The Membrane as a Site oFAnesthetic Action 

Overton’s central observation, that the potency of an anesthetic could 
be correlated with its solubility in oil, led to the logical presumption that 
anesthetics acted on cellular lipids. As cellular architecture became known, 
and with the discovery of excitable membranes, the lipid bilayer became 
the obvious first place to look for the site of anesthetic action. Several 
properties of the lipid bilayer made it an attractive potential site of anesthe- 
tic action. First, the hydrocarbon interior provided a lipid environment as 
predicted by the Meyer-Overton rule. Second, the nonrigid structure of 
the lipid bilayer appeared accommodating to the many diverse structural 
compounds capable of producing the anesthetic state (Fig. 2). 

During Overton’s era, protein structure was viewed as rigid and, as 
introduced by Emil Fischer in 1890, permitted interaction with a specific 
substrate in a “lock-and key” manner. In proposing a single target for all 
anesthetics, it was conceptually simpler to propose the lipid bilayer as the 
target than to suppose that each anesthetic had a unique protein target. It 
was proposed in 1875 (Bernard, 1875) that all general anesthetics worked 
through a common target, and this proposal became known as the “unitary 
hypothesis” of anesthesia. Reconciling the inherent substrate specificities 
of proteins with the structural diversity of anesthetics is a problem being 
revisited as proteins have come to be regarded as the more likely targets 
of general anesthetics. 

B. Membrane Perturbation Theories and Their Limitations 

As anesthetics dissolve in membranes, the physical properties of the 
membrane are expected to be altered. Identifying and assessing the signifi- 
cance of these alterations led to the formulation of several hypotheses of 
how anesthetics acted. 

The observation that the effects of general anesthetics could be reversed 
by pressure (Johnson and Flagler, 1950; Lever et al., 1971) provided an 
important test for these theories. Another test was provided by the observa- 
tion that as one ascended a homologous series of hydrophobic compounds, 



314 Warren S. Sandberg et al. 

IS AND ETHERS 

CHCh CF&HBrCI CHFI-O-CFz-CHFCI i>o"F 
chlorofirm halothane enfimne 

F F  

QX-222 mpreorlr/m 

FIGURE 2 Structures of selected anesthetics discussed in this chapter. Many of the 
anesthetics have chiral carbons, those mentioned in the text are indicated with asterisks. 



10. Bilayers, Channels, and General Anesthesia 315 

the largest members, predicted to be potent anesthetics by the Meyer- 
Overton rule, were in fact nonanesthetic in animals (i.e., the “cutoff” 
effect). 

1. The Critical Volume Hypdhesis 
This hypothesis stated that as anesthetics dissolve in the membrane they 

increase the total volume of the system until some critical threshold is 
reached, beyond which anesthesia ensues. Membrane volume (Kita et al., 
1981) expands by a few tenths of a percent at clinical concentrations of 
anesthetics, and such effects can be reversed by pressure (Miller et al., 
1973). Expansion is anisotropic, anesthetics have small or no demonstrable 
effects on membrane thickness (Franks and Lieb, 1978; Reyes and Latorre, 
1979; Turner and Oldfield, 1979), which results in their area expanding 
more than their volume (Ueda et al., 1974; Bull et al., 1982). 

The critical volume hypothesis fails to explain the cutoff effect which is 
observed with n-alcohols (Pringle et al., 198l), cycloalkanemethanols 
(Raines et al., 1993), perfluoroalkanes (Liu et al., 1994), and possibly 
n-alkanes (Liu etal., 1993). Long chain alcohols, which do not cause anesthe- 
sia, such as tetradecanol and hexadecanol, are nonetheless freely soluble 
in the bilayer (Franks and Lieb, 1986; Miller et al., 1989) and indeed cause 
membrane expansion (Bull et al., 1982). 

The temperature dependence of anesthetic potency in frogs follows the 
temperature dependence of each agent’s partition coefficient (Meyer, 1901), 
an observation also made by Overton (1991, p. 180). Temperature is a 
complex variable that is sensed by the whole physiological system; low 
temperature can cause insensibility in the absence of anesthetic. Further- 
more, in a membrane, both protein and lipid experience a temperature 
change whereas only the lipid is perturbed by the anesthetic. Nonetheless, 
the simple prediction that an increase in volume caused by temperature 
should cause anesthesia is not met and this failure is compounded by the 
small size of the required temperature change. Membrane area (Seeman, 
1969) and volume (Melchior gt al., 1980) increase, whereas thickness de- 
creases (Rand and Pangborn, 1973), all by about 0.1% per degree C tempera- 
ture increase. Theories of anesthetic action based solely on changes in 
membrane dimensions cannot account for these observations. 

2. Membrane Disordering and Phase Transition Theories 
If the dimensional changes in membranes were small, what about the 

changes in other physical properties? Anesthetics were observed to increase 
membrane fluidity (Metcalfe et al., 1968), leading to the hypothesis that 
changes in lipid fluidity affecteb membrane proteins and produced anesthe- 
sia. Similarly, it was proposedithat nerve membrane lipids might undergo 
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a phase transition based on the observation that most anesthetics depress 
the gel-tliquid crystal phase transition temperature for pure lipid systems 
(Kamaya et af., 1979; Mountcastle et al., 1978). Both theories accounted 
for pressure reversal, quantitatively in the case of the fluidity model but 
rather too sensitively in the case of the phase transition model (Boggs et 
af., 1976), when compared to the pressures of 150 atm or more required 
to reverse anesthesia in animals (Johnson and Flagler, 1950; Lever et af., 
1971). The fluidization theory also accounted for the cutoff phenomenon 
because small alcohols were found to decrease membrane order measured 
on the 12th acyl carbon (favoring anesthesia), whereas larger alcohols 
actually enhanced membrane order (Miller et al., 1989). To explain cutoff 
on the basis of changing membrane order, long chain alcohols should be 
anesthetic antagonists (not the case). However, subsequent studies showed 
that when probed at the 5th acyl carbon, short chain alcohols still disordered 
but long chain ones now failed to change order in any direction (L. L. 
Firestone and K. W. Miller, unpublished data). Thus, the fluidity model 
only correctly accounts for cutoff when shallow regions of the bilayer are 
probed (region 2 in Fig. 3). This region is also the focus of much recent 
work (see below). 

Both theories ultimately fail because the effects produced by anesthetics 
can be reproduced by increases in temperature of a few tenths of a degree 
C (Lieb et af., 1982; Pang et af., 1980; Bradley and Richards, 1984; Eger, 
et aZ., 1965; Steffey and Eger, 1974). 

3. Theories Based on Cation Permeability Changes 
At clinically relevant concentrations, anesthetics raise liposomal mem- 

brane permeability to cations (Bangham et af., 1965; Johnson and Bangham, 
1969; Johnson et al., 1973). These effects are about 10 times larger than 
the structural perturbations considered earlier and can be reversed by 
pressure in a manner that closely parallels in vivo pressure reversal (John- 
son et al., 1973). Using solvent-free black membranes, anesthetics such as 
benzyl alcohol and chloroform were shown to increase the permeability to 
organic ions by as much as 40% (Reyes and Latorre, 1979). All these 
processes are thought to be rate limited by processes at the lipid-water 
interface; a theme that is echoed in more recent work (see later). Similar 
results were obtained when cation permeability mediated by simple iono- 
phores, such as the carrier valinomycin and the channel gramicidin, was 
measured (Johnson e f  al., 1973), showing that the lipid perturbation could 
be sensed by these model “proteins.” 

These observations were developed into a theory suggesting that anesthe- 
tics worked by collapsing pH gradients across cell membranes (Bangham 
and Mason, 1980) Catecholamines are trapped and stored in synaptic vesi- 
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cles by virtue of being protonated (and hence, charged) at the normally 
low intravesicular pH. Anesthetics were proposed to increase membrane 
permeability to protons, leading to the collapse of this pH gradient, in turn 
allowing the stored catecholamines to leak out, thus depleting the nerve 
of neurotransmitter. This theory has not been borne out in practice, largely 
because the effects were shown to be small in subsequent measurements 
(Akeson and Deamer, 1989) and because not all anesthetics change mem- 
brane permeability to ions (Raines and Cafiso, 1989) 

C. Current Trends in Lipid Theories 

Weaknesses in the lipid theories just reviewed led many researchers to 
turn to protein-based theories, which will be reviewed next. Despite this, 
interest in lipid theories has remained strong, perhaps because of their 
inherent elegance and the seductive power of the Meyer-Overton rule. In 
any case, anesthetics rapidly achieve high concentrations (-25 mM) within 
the membrane due to their lipophilicity, and lipids may yet play a major 
role in the mechanism of anesthesia, either as the route by which anesthetics 
reach their final targets or as critical participants in a multicomponent 
complex. Recent discoveries and ideas about anesthetic-bilayer interac- 
tions are reviewed next. 

1. Physical Chemical Studies of Anesthetic-Lipid Interaction 
The location of anesthe- 

tics within the lipid bilayer may hold important clues about how they 
function and where they exert their effects. General anesthetics vary tre- 
mendously in their polarity aqd in the arrangements of their polar atoms. 
Similarly, the environment offered by the bilayer ranges from polar to 
almost completely nonpolar (Fig. 3). For the purpose of this discussion, 
the bilayer can be divided into three regions: (1) the head groups facing 
the aqueous phase and invariably bearing charges (e.g., the zwitterionic 
phosphatidylcholine head group); (2) the shallow part of the hydrocarbon 
layer, including the glycerol backbone and, usually, ester carbonyls, having 
moderate polarity; and (3) the central portions consisting of the hydrocar- 
bon tails which are almost completely nonpolar. As expected, alcohols 
spend much of their time in the bilayer, presumably with their hydroxyl 
groups in the more polar region (Colley and Metcalfe, 1972; Pope et al., 
1984) whereas alkanes are found predominantly in the central hydrocarbon 
chain region (Colley and Metqalfe, 1972; Jacobs and White, 1984; Pope et 
al., 1984). 

a. Locations of Anesthetics within the Bilayer. 
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1. War  head group region 

3. Apolar hydrocarbon reglon 

FIGURE 3 Anesthetics experience three types of interactions depending on their position 
within the lipid bilayer. A hypothetical anesthetic is shown near the phospholipid-charged 
head groups (Al), near the moderately polar glyerol backbone (A2), and near the nonpolar 
hydrocarbon tails (acyl chains) (A3). Region 2 is implicated most strongly in general anesthetic 
action (see Sections II,B and 11,C). 

Nuclear magnetic resonance (NMR) studies have revealed that the halo- 
genated volatile anesthetics, halothane, isoflurane, and enflurane, are in- 
deed located preferentially in the shallower portion of the bilayer nearer 
the glycerol backbone, with some in the interior and virtually none in the 
head group region (Baber et al., 1995). These studies have been extended 
by comparing anesthetics with structurally similar compounds that are non- 
anesthetic, even at concentrations well in excess of those predicted to be 
anesthetizing based on their lipid solubility (Koblin et al., 1994). Nonanes- 
thetic compounds all share the property of being almost completely nonpo- 
lar and reside primarily in the deeper layers of the bilayer (North and 
Cafiso, 1997; Tang et al., 1997) (see also Chapter 3 in this volume). 

b. Alterations in Membrane Dipole Moment. The slight preference of 
anesthetics for the shallower part of the lipid bilayer (region 2 in Fig. 3) 
has been invoked to explain the interesting observation that anesthetics 
reduce the magnitude of the membrane dipole potential (Qin et al., 1995). 
Membranes have a large internal potential, perhaps due to a dipole layer 
at the membrane-solution interface arising from the net orientation of 
water or lipid carbonyl atoms (Cafiso, 1995). Thus, the hydrocarbon tails 
of the phospholipids are positive with respect to the shallower, interfacial 
region. Because the membrane has two such dipole layers with opposite 
orientation, there is no net transmembrane dipole potential. However, a 
transmembrane protein will experience a quadrupolar interaction with the 
bilayer. Anesthetics dissolved in the membrane apparently lower the dipole 
potential in each leaflet. The change in dipole potential was estimated to 
be about 10 mV at physiological concentrations (Qin et al., 1995), a change 
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that could alter the conformational equilibria of voltage-sensitive mem- 
brane proteins. 

2. Anesthetic-Induced Changes in Membrane Mechanical Properties 
Lipid bilayers in water have a 

large interfacial free energy concentrated over the very narrow membrane 
thickness, resulting in large lateral pressures within the membrane (Cantor, 
1997). This pressure is not uniform throughout the membrane, varying 
systematically from the membrane-water interface to deeper layers in the 
membrane. Small compounds that dissolve into the membrane with a pref- 
erence for the membrane-water interface (said to be “interfacially active”) 
are predicted by modeling studies to cause large increases in the lateral 
pressure in shallower layers of the membrane, with concomitant decreases 
in the lateral pressure in deeper layers (Cantor, 1997). 

Changing the lateral pressure profile within monolayers, either by adding 
anesthetics (e.g., halothane, isoflurane) or by physical compression, influ- 
ences the activity of membrane proteins. For example, manipulation of the 
lateral pressure profile at first enhanced and then abolished the hydrolysis 
of dipalmitoylphosphatidylcholine by membrane phospholipase C (Good- 
man et al., 1996). By affecting the lateral pressure profile, anesthetics (which 
distribute preferentially to the interface) could conceivably alter ion channel 
open (or closed) probabilities without interacting directly with the protein 
(Cantor, 1997). This hypothesis has been extended to explain why short 
chain alcohols are anesthetics, while long chain alcohols are not, assuming 
that the polar hydroxyl group is located preferentially at the interface (Fig. 
4). Short chain n-alcohols are predicted to cause large increases in the 
lateral pressure at the interface, relative to deeper levels, whereas long 
chain n-alcohols have similar effects at all levels (Cantor, 1997). 

a. Lateral Pressure within the Bilayer. 

b. Curvature Stress within the Bilayer. Membrane phospholipids are 
subject to a variety of attractive and repulsive forces when assembled as a 
monolayer, and these forces are modified in bilayers (Gruner and Shyam- 
sunder, 1991). In monolayers, the forces between molecules include van 
der Waals attractions and steric repulsions in the hydrocarbon portion, 
with added polar and electrostatic interactions occurring in the glycerol 
head group regions. The net attractive force within these regions is usually 
not equal in magnitude, and the monolayer curves spontaneously (Gruner 
and Shyamsunder, 1991), a tendency that is a function of phospholipid 
head group size and charge as well as the composition of the hydrocarbon 
tails. Upon forming a bilayer (which is locally a planar structure) this 
curvature must be flattened (Fig. 9, requiring the input of energy that is 
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FIGURE 4 The effect of alkanols on the lateral pressure profile within the bilayer. In 
the absence of alkanol, the lipid bilayer exerts a uniform lateral pressure against the membrane 
protein. Long chain alcohols preserve the uniform lateral pressure when dissolved in the 
membrane. Short chain alcohols, however, produce changes in the lateral pressure profile 
that may change protein conformational equilibrium. Based on Cantor (1997). 

stored in the form of an elastic curvature energy (Gruner and Shyam- 
sunder, 1991). 

The elastic curvature energy is related to but distinct from the lateral 
pressure arising from interfacial tension, but it modifies membrane protein 
activity and can, in turn, be modified by anesthetics. For example, the Ca2t- 
pumping efficiency of the Ca2+/ATPase is greater in membranes possessing 
high elastic curvature energy than in membranes containing low elastic 
curvature energy. This behavior is independent of the chemical nature of 
the lipids in the membrane, but instead is a function of their tendency to 
curve in monolayers (and hence, of their elastic curvature stress in a planar 
bilayer) (Navarro et al., 1984). Studies of the effect of membrane curvature 
on the gramicidin A channel assembly show that curvature stress can also 
influence protein conformation (Lundbaek et al., 1997). Short chain 
n-alcohols stabilize the bilayer, whereas longer alcohols raise the elastic 
curvature energy within bilayers; this effect is countered by pressure 
(Gruner and Shyamsunder, 1991) 

Curvature stress and lateral pressure are both likely to increase with 
temperature (Gruner and Shyamsunder, 1991). Hence, both proposed 
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Water 

I 

FIGURE 5 Depiction of curvature stress within the bilayer. Depending on the relative 
cross-sectional areas of their head groups and acyl chains, different phospholipids display 
different tendencies to curve when forming a monolayer. A phospholipid whose head group 
has a smaller cross-sectional area than its acyl chains is shown. This curvature is necessarily 
flattened during bilayer formation in water in order to minimize the contact between hydrocar- 
bon and water, giving rise to a curvature stress. Curvature stress can be transmitted to integral 
membrane proteins and may be modified by anesthetics dissolving in the bilayer. Based on 
Gruner and Shyamsunder (1991). 

mechanisms predict that the effects of anesthetics should be mimicked by 
changes in temperature, but the magnitude of these predictions has not 
been examined experimentally. 

3. Molecular Dynamics Simulations of 
Membrane-Anesthetic Interactions 
Molecular dynamic simulations modeling the interactions among anes- 

thetics, the membrane, surrownding water, and the solvent-membrane in- 
terface reveal a picture of ahesthetic-membrane interactions consistent 
with the recent discoveries described earlier. This topic is covered in detail 
in Chapter 3 of this volume. Briefly, the nonanesthetics as a class are almost 
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completely nonpolar, whereas full anesthetics are amphiphillic. Simulations 
of the two classes of compounds in water-membrane systems predict that 
amphiphillic compounds achieve high concentrations at the membrane- 
water interface, whereas the completely nonpolar nonanesthetics do not. 
This prediction has been confirmed by NMR studies (North and Cafiso, 
1997; Tang et al., 1997). The resulting hypothesis is that anesthetics act at 
or must pass through an amphiphillic site and that the nonanesthetics, 
lacking any polar character, do not satisfy the requirement for some polar 
interaction in the site where anesthetics act. 

D. Summary 

Taken together, these results indicate that a role for the lipid bilayer in 
the mechanism of general anesthesia cannot be written off entirely. As a 
relatively nonordered bulk material, the membrane provides a seductively 
simple and unitary explanation for the remarkable lack of selectivity seen 
for most general anesthetics, while accounting for the behavior of hydropho- 
bic nonanesthetics, cutoff and pressure reversal. Anesthetics are present in 
the membrane at high concentrations under clinical conditions and exert 
major influences on membrane behavior, even though their structural ef- 
fects are small. There is a convergence of data that general anesthetics 
exert their major effect on the bilayer at the outer end of the acyl chains 
and the glycerol backbone region (region 2; Fig. 3). Many of the putative 
protein targets of anesthetics are integral membrane proteins, whose func- 
tion is dependent to some degree on the surrounding lipid bilayer, and it 
seems likely that the mechanism of general anesthesia will involve both 
components. However, an experimental demonstration that the small per- 
turbations that general anesthetics induce in bilayers can indeed modulate 
membrane protein function is still awaited. Meanwhile, a case for general 
anesthetics acting at protein sites has accumulated. 

111. THE RISE OF PROTEIN-BASED THEORIES OF ANESTHETIC ACTION 

A. Observations of Soluble Proteins Suggesting a Protein Site of 
Action for Anesthetics 

Few proteins have anesthetic sites and the first to be studied had sites 
that excluded most anesthetics. However, following up on an old observa- 
tion that anesthetics inhibited the chemiluminescence of certain bacteria 
(Harvey, 1915), a body of data now shows that the firefly, but interestingly 
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not the bacterial, luciferase is inhibited by a wide range of inhalation agents 
with potencies that correlate as well with in vivo anesthetic potencies as 
does lipid solubility (Franks and Lieb, 1984), establishing the possibility 
that proteins could possess llgand-binding sites permissive enough to be 
consistent with the Meyer-Overton rule. Nevertheless, the model does not 
account for the action of intravenous anesthetics, and the inhibitory effect 
of anesthetics could not be rwersed by pressure (Moss et al., 1991), which 
is at odds with results in whole animals. This suggests that general anesthetic 
action at protein sites is incompatible with the unitary hypothesis. 

A ligand-binding site on a protein has defined dimensions, beyond which 
exogenous ligands are sterically precluded from effectively binding. This 
could provide a natural explanation based on steric hindrance for the cutoff, 
emulating the success of the lipid theories in this regard. A particularly 
instructive example is provided by the inhibitory action of alcohols on 
firefly luciferase. These agents compete for the luciferin-binding pocket. 
Their ICso increases linearly with chain length up to dodecanol and then 
remains approximately constant until hexadecanol. Above this the alcohols 
are too insoluble to achieve an ICs0 concentration and no inhibition is 
observed. The plausible explanation put forward is that only the first 12 
carbons fit in the substrate-binding site, with additional carbons remaining 
in the aqueous phase and contributing no binding energy (Franks and Lieb, 
1984). As a model for anesthesia this particular site is inexact because the 
in vivo cutoff at dodecanol is approached smoothly (Alifimoff et al., 1989). 

There are also sometimes striking potency differences between stereoiso- 
mers of some, but not all, anesthetics (see Fig. 2 for examples of enantio- 
meric pairs). For example, no potency differences were found between 
secondary alcohol enantiomers for the production of anesthesia in tadpoles 
(Alifimoff et al., 1987). Different investigators have observed modest (Lysko 
et al., 1994) or no (Eger et al., 1997a) differences in the anesthetic potency 
of isoflurane enantiomers in rats as well. The most striking example of 
stereoselectivity is (-t)-etomidate, which in tadpoles is 15 times as potent 
as (-)-etomidate (Ashton and Wauquier, 1985; Tomlin el al., 1998). Such 
a large difference implicates a protein site, although interaction with chiral 
lipids such as cholesterol has not been ruled out experimentally. 

€5. Ligand-Gated Ion Channels as Potential Targets of 
General Anesthetics 

1. The Ligand-Gated Channel Superfamily 
The ligand-gated ion channel superfamily includes the nicotinic acetyl- 

choline receptor (nAcChoR) and the y-aminobutyric acid (GABA), glycine 
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and 5-HT3 receptors. Each is thought to have four transmembrane a helices 
in each of five subunits (Fig. 6) ,  and all are sensitive to anesthetics, although 
the degree of sensitivity depends on the receptor type. Anesthetics have 
numerous effects on members of this channel family, but the most is known 
about their effects on the nAcChoR and the GABA receptor. 

2. Studies of the nAcChoR: Anesthetics Can Both Stabilize and 
Inhibit the Open Channel 
a. Characteristics ofthe nAcChoR. The muscle type nicotinic acetylcho- 

line receptor was readily accessible to electrophysiologists long before the 
present era of convenient expression systems. Consequently, its gating 
kinetics are well understood and many studies with anesthetics have been 
performed. It also has the unique advantage over all other members of the 
superfamily of being relatively abundant and available at high specific 
activity from the electric organ of the Torpedo. Because of this, numerous 
biochemical and structural studies have been performed on the nAcChoR, 

FIGURE 6 Depiction of a ligand-gated ion channel from the four transmembrane helix 
superfamily, which includes the GABAA and nicotinic acetylcholine receptors. One of the 
five subunits is removed to reveal the structure. Possible anesthetic sites are shown at hypotheti- 
cal sites in the lipid-protein interface (A4), between transmembrane a! helices (A5), between 
subunits in the transmembrane region (A& near the pore-facing surface of the M2 helix 
(A,), at the extracelluar surface (As), and between subunits in the extracellular region (A9). 
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’ and it serves as a paradigm for understanding the other ligand-gated recep- 
tors. The receptor has five subunits arranged around a central pore lined 
by the second of four transmembrane a helices (one from each subunit) 
(Unwin, 1995). The distance from the agonist site to the central pore is 
roughly 30 A, and the mechanism of channel gating is thought to be highly 
allosteric. Consistent with this supposition, mutations and chemical pertur- 
bation directed at nearly any of the main structural features, including the 
lipid bilayer, affect gating, and large structural changes are seen between 
resting and open states (Unwin, 1995). The nAcChoR undergoes a series 
of rapid conformational shifts when an agonist is added to the resting 
(closed) channel. Resting channels open rapidly on agonist binding and 
then proceed quickly to a fast desensitized state. This is followed by a 
distinct slow desensitized state and then regeneration of the resting receptor 
after the agonist dissociates (Lingle et al., 1992). 

b. The nAcChoR Responds to a Variety ofAnesthetics at Clinical Concen- 
trations. In the muscle and Torpedo type nAcChoRs, acetylcholine-gated 
activity is inhibited noncompetitively by a wide range of inhalation and 
intravenous general anesthetics at clinical concentrations. To a first approxi- 
mation this action is consistent with the hypothesis that anesthetics interact 
with the channel when it opens, but the most detailed studies reveal consid- 
erable complexity. In addition, some small agents shift the agonist concen- 
tration-response curve for opening to the left either with or without inhibi- 
tion (Dilger and Vidal, 1994; Wood et al., 1991). Finally, all inhalation 
agents enhance slow desensitization. These several actions undoubtedly 
have distinct underlying mechanisms. In some cases, outlined next, evidence 
for general anesthetic sites is good, but in others the underlying mechanisms 
are far from clear. A study of barbiturates emphasizes the complexity (Roth 
et al., 1989). 

I. A SITE WHERE LARGE ALCOHOLS INHIBIT THE OPEN STATE. Electro- 
physiological studies suggest that alcohols from propanol to dodecanol 
inhibit the open state of the nAcChoR, causing brief closings of the channel, 
resulting either from brief pore-plugging events or from alcohols stabilizing 
a transient closed state accessible from the open state (Dilger and Vidal, 
1994). Rapid kinetic studies of nAcChoR-rich vesicles loaded with radioac- 
tive cations have provided indirect evidence for a discrete inhibitory site. 
In these experiments, agonist and alcohol are added simultaneously and 
in less than 1 msec to the receptor. The fast on rate of the agonist, the high 
open probability, and the brief period over which the cation flux through 
the open channel is monitored ensure that the alcohols interact only with 
the open channel. Under these conditions, the Hill coefficient for inhibition 
by alcohols is close to one, suggesting that a single site or multiple, noninter- 
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acting sites with equal affinities mediate inhibition. Additionally, inhibitory 
activity is constrained !terically. Alcohols with molecular volumes above 
340 A3 or below 100 A3 fail to inhibit the receptor (Raines et al., 1993; 
Wood et al., 1991,1993). A kinetic strategy was developed to provide more 
convincing evidence for a general anesthetic site on the nAcChoR. For 
two distinct inhibitors acting simultaneously on a protein, four actions 
may occur: 

1. Both bind to the same site with steric competition. 
2. Both bind to separate, allosterically coupled binding sites, so that 

binding of one site affects the affinity of the other. 
3. Both bind to separate, noninteracting sites. 
4. Both bind to one very large inhibitory site at which no interactions 

between bound ligands will be observed. 

When inhibition of the open nAcChoR by octanol was studied in the 
presence of a series of fixed concentrations of heptanol, the apparent KI 
for octanol increased with increasing heptanol concentration. The K1 for 
heptanol changed similarly with respect to increasing octanol concentration. 
This result excludes any model in which octanol and heptanol do not 
interact (3 and 4 in the list), because noninteracting models predict that 
each alcohol’s KI should be independent of the concentration of the other. 

Distinguishing between models 1 and 2 (direct competition vs negative 
allosterism) is experimentally difficult, particularly if the allosteric interac- 
tion is strong. Strict competition between inhibitors predicts a linear in- 
crease in the apparent KI of the first inhibitor as the concentration of the 
second inhibitor increases. An allosteric mechanism predicts a curvilinear 
(diminishing) increase in KI under these conditions, but this will only be 
observed if a sufficient concentration range of inhibitor is tested. The inter- 
action between octanol and heptanol in the inhibition of the nAcChoR is 
consistent with a strict competition mechanism, but a strong negative allo- 
steric interaction cannot be excluded. 

11. A SITE WHERE SMALL ALCOHOLS ENHANCE CHANNEL OPENING. In 
contrast to the inhibitory effects of large alcohols, the open state of the 
nAcChoR is stabilized by alcohols up to butanol (Wood et al., 1993; Wu 
et al., 1993). Stabilization of the open state could arise from small alcohols 
binding to the octanol site but failing to occlude the channel (Bradley et 
al., 1984). However, the KI for octanol is unaffected, even by very high 
concentrations of ethanol, excluding mechanisms whereby large and small 
alcohols interact (1 and 2 in the list). Separate, noninteracting sites (mecha- 
nism 3) are excluded because open channel stability increases linearly with 
anesthetic concentration. Thus mechanism 4, i.e., one large site to which 
alcohols bind without interacting, seems most likely as the mechanism for 
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stabilizing the open state. This is in contrast to inhibition of the open state 
by larger alcohols, where interaction seems to occur. Such a large site might 
involve the interfaces between subunits or the lipid-protein interface, both 
of which are likely to be large, apolar, and important in modulating the 
relative conformational stability of the open state. This, in turn, emphasizes 
the importance of lipid protein interactions, which modulate both the activ- 
ity and the anesthetic sensitivity of the nAcChoRs (Rankin et al., 1994) 
and the GABA receptors (Bennett and Simmonds, 1996). 

The discussion until now has focused on two discrete sites for alcohol 
binding: one where small alcohols stabilize the open channel without inter- 
actions between ligands and one where large alcohols inhibit channel open- 
ing, with an interaction between competing ligands. However, the nAcChoR 
also possesses further sites where local anesthetics bind. For example, 
octanol and the local anesthetic procaine inhibit the nAcChoR at separate 
but allosterically coupled sites; when one site is occupied, the affinity of 
the other inhibitor site decreased sixfold (Wood et al., 1995). Similarly, 
the duration of open channel block by the quaternary local anesthetic 
QX-222 was increased by either butanol or diethyl ether, implying a 
positive heterotrophic interaction between separate sites (Dilger and 
Vidal, 1994). 

111. DIRECT DETECTION OF A BARBITURATE SITE ON THE RESTING 
STATE. One would not expect to be able to detect the binding of an 
anesthetic to a membrane protein because such binding would be lost 
amidst a high background of anesthetic dissolved in the membrane's lipid. 
However, in acetylcholine receptor-rich postsynaptic membranes isolated 
from the electroplaques of Torpedo, there are only a few hundred lipid 
molecules per receptor (this is about 10,000-fold less lipid per receptor 
than is found in brain). This advantageous situation has been exploited to 
directly demonstrate that ['4C]pentobarbital and ['4C]amobarbital bind in 
a saturable, displaceable, and stereoselective manner to an allosteric site 
on the resting state of the nAcChoR. To date, this is the only unequivocal 
general anesthetic site to be detected on the ligand-gated ion channel 
superfamily. It is not shared by alcohols (Dodson et al., 1987; Miller et 
al., 1982). 

c. Proposed Locations of the Inhibitory Sites on the nAcChoR. Having 
established the presence of at least three sites where anesthetics interact 
with the nAcChoR, one for local anesthetics and two for alcohols, the 
remaining question is where qre these sites located on the protein? 

Photolabeling experiments \kith charged inhibitors identified amino acid 
residues on the pore-facing side: of each of the five channel-lining M2 helices 
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(Fig. 7). Subsequent site-directed mutagenesis experiments confirmed that 
this was the general location for QX-222 binding. The site was at the second 
and third turn of the helix from the cytoplasmic end of M2 (the 6’ and 10’ 
positions) (Changeux et aL, 1992; Leonard et al., 1991). 

Because the local anesthetic site and the alcohol inhibitory site interact, 
it seemed likely that the alcohol site was in the general area of the local 
anesthetic site. Additionally, the kinetics of inhibition of the open nAcChoR 
by octanol were consistent with a bimolecular reaction, in which octanol 
plugged the channel. Finally, the extracellular end of the channel (above 
the 10’ position) contains an extended region of hydrophobic amino acids 
absent in the GABA receptor. The fact that the GABA receptor is not 
inhibited by alcohols suggested that this region might be important for 
alcohol inhibition of the nAcChoR. Accordingly, mutagenesis efforts were 
directed at these residues. 

The serine and threonine residues lining the channel at the 10’ site in 
the different subunits, as well as residues at the start of the long hydrophobic 
stretch, were mutated successively to more hydrophobic residues such as 
valine and isoleucine (Forman et al., 1995). As the hydrophobicity of the 
substituting residues increased, general anesthetics inhibited the channel 
at successively lower concentrations (Forman et aL, 1995). This result sug- 
gests that general anesthetics inhibit the receptor by interacting with this 
region of the channel. Additionally, mutations deeper in the channel, such 
as phenylalanine replacing serine at the 6’ position, had a much smaller 
effect on inhibitory potency than mutations at the 10’ position. 

3. Studies on the GABA Receptor 
a. Characteristics of the GABA Receptor. The GABA receptor is a 

family of related receptors within the ligand-gated ion channel superfamily. 
Binding of GABA to the receptor induces a chloride current that hyperpo- 
larizes the postsynaptic membrane. Thus, GABAergic neurons in the cen- 
tral nervous system (CNS) are inhibitory and their tonic or enhanced activa- 
tion could produce anesthesia via a generalized inhibition of neuronal firing. 
At least three major subtypes are known [suffixed A, B, and C (GABAc 
is also known as GABAm,)], but most work currently focuses on the 
GABAA receptor. The GABAA receptor is distributed widely throughout 
the CNS, where it exists as a heteropentamer (Nayeem and Green, 1994) 
of distinct polypeptides 71.3, 6, E ) .  These subunits are grouped on 
the basis of amino acid sequence, and the subunit composition of naturally 
occurring GABA receptors varies throughout the CNS. Although the sub- 
unit stoichiometry and composition of the GABA receptor in particular 
regions of the CNS are often unknown, functional GABA homo- and 
heterooligomeric receptors have been created in vitro by expression in 
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FIGURE 7 Schematic depiction of the a subunit of the acetylcholine recpetor. The pore- 
facing surface of the M2 helix of the a subunit contains amino acid residues (darker fill) that 
are implicated in anesthetic binding either by photolabeling or by site-directed mutagenesis 
(see text). CPZ, chlorpromazine. 
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mammalian cell lines or Xenopus oocytes, and the effects of different 
subunits and mutations on general anesthetic action have been studied by 
electrophysiologic recording from the host cells. 

b. All General Anesthetics Enhance the Response to G A B A  and Some 
Activate the Receptor Directly. The GABA receptor in its various subtypes 
has received much attention as a potential target for general anesthetics. 
At low concentrations, anesthetics potentiate the response to GABA, 
referred to as an “indirect” action. High concentrations of anesthetics 
can also induce chloride currents in GABA receptor preparations in the 
absence of GABA. This latter response is termed a “direct” effect (Sigel 
et al., 1990). 

Alcohols (Dildy-Mayfield et al., 1996; Nakahiro et al., 1991) and anesthe- 
tics (Harrison et al., 1993; Parker et al., 1986; Yeh et al., 1991) enhance 
GABA receptor activity at clinical concentrations. In the case of volatile 
agents, this enhancement of GABA receptor activity is due to their abil- 
ity to prolong channel open time in the presence of GABA (Yeh et al., 
1991). 

c. Mutants of the G A B A  Receptor Delineate Sites Sensitive to Anesthe- 
tics. Molecular biological experiments have shown that anesthetic efficacy 
and potency are modulated by GABA receptor subunit composition. Addi- 
tionally, responses of a given receptor subtype to volatile anesthetics differ 
from responses of structurally distinct intravenous drugs (Harris et al., 
1995). This implies different loci for the actions of these two classes of 
anesthetics. Similarly, the direct and indirect actions of the anesthetic etomi- 
date on the GABA receptor can be separated by mutation, implying that 
the two effects arise from different loci within the protein (Moody et al., 
1997). 

It has been shown that anesthetic sensitivity of the GABA receptor can 
be modulated by changes in very small regions of the protein (Belelli et 
al., 1997; Mihic et al., 1997). One set of experiments was based on fusions 
between a subunits from the GABAc receptor subtype and the glycine 
receptor. The GABAc receptor differs from other GABA receptors in that 
it is inhibited (rather than potentiated) by anesthetics (Johnston, 1996). 
The glycine receptor is potentiated by anesthetics. The goal was to find 
what portions of the glycine receptor a subunit, when substituted for the 
native GABAc receptor sequence, yielded a GABAc receptor potentiated 
by anesthetics (in this case, enflurane). Only 45 contiguous amino acids, 
comprising the second and part of the third transmembrane helices, were 
required to confer enflurane potentiation of the agonist effect on the GABA 
receptor (Mihic et al., 1997). This site was further narrowed to a single 
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amino acid. Substitution of Ser 267 in the second transmembrane helix of 
the glycine receptor by the Ile found in the GABAc receptor yielded a 
glycine receptor mutant inhibited by anesthetics (Mihic et al., 1997). How 
a single substitution brings about such a change in behavior cannot be 
demonstrated from this study, but several mechanisms were suggested. 
For example, Ser 267 is predicted by the results of Cys-scanning/chemical 
modification experiments (Xu and Akabas, 1996) to be pointed away from 
the solvent accessible channel pore. Thus, it might face the membrane 
lipids, another transmembrane helix in the same subunit, or be part of a 
subunit interface involved in allosterism. Another critical residue (288) on 
the the third transmembrane helix suggested that the second possibility is 
the most likely. Consequently, Ser 267 could be part of a potentiating ligand 
(anesthetic)-binding site, whase functional properties critical to the site 
cannot be replaced by Ile. What remains unclear is how a single substitution 
can at once abolish one response to anesthetics (potentiation of agonist 
effect) and confer another (inhibition of agonist effect). However, until 
more detailed electrophysiological experiments have been undertaken, it 
remains possible that inhibition and enhancement both occur to some 
degree in all receptors. Thus, for example, a mutation that apparently 
confers more anesthetic enhancement might actually be acting by reduc- 
ing inhibition. 

Similar experiments with the P subunit show that sensitivity to etomidate 
can be altered by very small changes in the protein. Single amino acid 
substitutions Ser + Asn at P ,  position 290 render the normally insensitive 
PI subunit sensitive to etomidate. Conversely, a Ser + Asn substitution at 
the homologous position (residue 289) in the etomidate-sensitive P3 subunit 
renders it insensitive (Belelli et al., 1997). 

4. Stereoisomeric Differences in Anesthetic Potency at 
Ligand-Gated Ion Channels 

Many anesthetics are racemic mixtures, and the differential potencies of 
enantiomeric pairs have been interpreted as evidence that anesthetics act 
at proteins. 

Proteins commonly display substrate stereoselectivity, although it is more 
difficult to conceive of how a disordered medium such as the lipid bilayer 
could do so. However, membrane phospholipids are chiral, and parameters 
such as membrane ordering are altered differentially by stereoisomers of 
the partial anesthetic tetrahydrocannabinol (Lawrence and Gill, 1975), 
demonstrating that the membrane can be sensitive to stereoisomerism. 

Experiments with isoflurane on anesthetic-sensitive mulluscan ion chan- 
nels showed that the (+)isomer was more potent than the (-)isomer 
(Franks and Lieb, 1991). In contrast, the two isomers had identical effects 
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on membrane-melting temperatures, suggesting that they did not interact 
stereoselectively with the phospholipids (Franks and Lieb, 1991). It is cur- 
rently unclear whether isoflurane stereoisomers have different potencies 
in whole animals. Some workers have found (+)-isoflurane to be about 
50% more potent than (-)-isoflurane (Lysko et al., 1994) whereas others 
find no difference (Eger et al., 1997a). Only six animals per group were 
used in each of these studies. In contrast, a study with 200 tadpoles showed 
no differences (Firestone et al., 1992). The case for the stereoselectivity of 
isoflurane as a general anesthetic is still inconclusive. 

Stereoisomers of volatile anesthetics show modest potency differences 
on the GABA receptor. For example, (+)-isoflurane was about two-fold 
more effective than (-)-isoflurane in stimulating GABA receptor agonist 
binding and in retarding GABA receptor antagonist binding to mouse 
neuronal membranes (Harris et al., 1994; Moody et al., 1993). Similar modest 
differences for enhancing agonist binding were seen between enantiomers 
of barbiturates [(-)-pentobarbital was about 1.5 times as potent as (+)- 
pentobarbital] (Olsen et al., 1986). Pentobarbital also directly induces chlo- 
ride currents in the GABA receptor, with (-)-pentobarbital being several- 
fold more potent than (+)-pentobarbital (Akaike et al., 1985; Huang and 
Barker, 1980). 

Etomidate stereoisomers show dramatic differences in potency at the 
GABA receptor. For example, (+)-etomidate, but not (-)-etomidate po- 
tentiated GABAergic inhibitory firing in hippocampal slices in vitro (Ash- 
ton and Wauquier, 1985). More recently, (+)-etomidate was found to be 
16-fold more potent than (-)-etomidate in producing anesthesia in tadpoles 
and was more potent at potentiating GABA-induced currents in cells ex- 
pressing bovine a l P z y z ~  receptors (Tomlin et al., 1998). The nAcChoR also 
shows stereoselectivity of anesthetic binding (Miller et al., 1982; Roth et 
al., 1989). For instance, (-)-pentobarbital binds the receptor, but with a 
fourfold lower affinity than (+)-pentobarbital (the potency differences are 
opposite those seen for pentobarbital-GABA receptor interactions). How- 
ever, inhibition of agonist-induced cation flux showed no stereoselectivity 
(Roth et al., 1989). 

Exploration of the stereoselective effects of anesthetics on their potential 
targets is an active area of endeavor, with the potential to add much to 
our knowledge of the mechanism of action of anesthetics. Stereoselectivity 
of anesthesia is regarded as strong evidence in favor of a protein site of 
anesthetic action because proteins can most readily provide the structural 
basis for stereoselectivity. Demonstration of stereospecific anesthetic effects 
on ligand-gated ion channels is an important test of their plausible involve- 
ment in anesthesia in vivo. 
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5. Role of Lipid-Protein Interactions in 
Protein-Based Theories of Anesthesia 

The interaction between membrane proteins and their surrounding lipids 
is an inescapable consequence of their transmembrane structure. Lipid- 
protein interactions can be divided conceptually into those arising from 
bulk properties of the membrane phospholipids (i.e., relatively nonspecific 
interactions) and those involving specific interactions between protein and 
lipid. Nonspecific interactions can be modulated by mechanical properties 
of the membrane, such as thickness (a manifestation of hydrocarbon chain 
length and order), asymmetry, lateral pressure within the membrane, and 
the tendency of a membrane to curve. Membrane charge, internal dipole 
potential, head group size, and hydrocarbon unsaturation are all properties 
that could affect protein function in relatively nonspecific ways, and these 
chemical properties give rise to the mechanical characteristics of the mem- 
brane. 

Specific lipid-protein interactions imply the existence of lipid binding 
sites that clearly would be potential targets for anesthetics. Specific lipid 
interactions with transmembrane proteins can be classified as annular 
[meaning between the receptor and the annulus of immobilized lipids sur- 
rounding it (Antollini et d., 1996; Marsh and Barrantes, 1978)] or nonannu- 
lar (meaning at sites distinct from the protein-lipid interface). Annular- 
binding sites may be less structurally selective because they occur in the 
part of the protein exposed to bulk lipids, but this is not necessarily so, 
because membrane phospholipids are chiral and are capable of specific in- 
teractions. 

Lipid-protein interaction studies require large quantities of protein, and 
in the ligand-gated ion channel superfamily, only the Torpedo nAcChoR is 
sufficiently abundant. Negatively charged lipids such as phosphatidylserine 
have a preference over phosnhatidylcholine for the lipid annulus of the 
nAcChoR (Dreger ef al., 1997; Raines and Miller, 1993). However, choles- 
terol and fatty acid spin-labeled analogs bind much less effectively to the 
receptor after proteolytic removal of the extracellular regions. Under these 
conditions, the secondary structure of the remaining transmembrane por- 
tion of the protein appears to be preserved, and phospholipid interaction 
is preserved (although somewhrat reduced). Keeping in mind that “shaving” 
the receptor almost certainly alters the remaining structure, this result 
suggests that cholesterol and fatty acids bind to the extracellular portion 
of the protein (i.e., in a nonannular position) (Dreger et al., 1997). 

Although nonannular lipid-protein interactions have been well estab- 
lished, their functional role is still being elucidated. In the case of nAcChoR, 
cholesterol is required in the naembrane for activity (Fong and McNamee, 
1986), but the site of the effect of cholesterol on the protein has not been 
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established. Indirect evidence that cholesterol acts at nonannular sites on 
the nAcChoR comes from combining the results of two studies. In the first 
study (Jones and McNamee, 1988), quenching of the fluorescence of the 
receptor by brominated cholesterol could be attributed to cholesterol bind- 
ing at nonannular sites. In the second study, rapid conformational changes 
during activation of the receptor were also found to require cholesterol 
(Rankin et al., 1997) with a concentration dependence similar to that of 
dibromocholesterol quenching. This suggests that the functional effect of 
cholesterol may be at a nonannular-binding site. However, other neutral 
lipids (even structurally dissimilar compounds such as tocopherol) can be 
substituted for cholesterol and also support nAcChoR activation in reconsti- 
tuted vesicles (Sunshine and McNamee, 1992). This observation requires 
that nonannular sites for cholesterol have fairly lax structural specificity or 
that cholesterol and neutral lipids exert their effects elsewhere. A competing 
hypothesis is that cholesterol, because it can flip from one membrane leaflet 
to the other, serves to relieve curvature stress induced in the membrane 
during receptor conformational cycling (Rankin et al., 1997). However, this 
appears not to be the case, as cholesterol analogs bearing standing charges 
support nAcChoR activation, despite their inability to flip between leaflets 
(Addona et al., 1998). In fact, cholesterol tethered to a phospholipid back- 
bone by a short spacer also supports nAcChoR activation. Thus, the choles- 
terol site required for activation appears to be nonannular, but it must not 
be deep in the receptor because cholesterol analogs with bulky substituents 
and standing charges are functional (Addona et al., 1998). 

If nonannular binding proves to be functionally important for ligand- 
gated ion channel functioning, then the lipid-binding site clearly deserves 
scrutiny as a potential site for anesthetic effects. A nonannular lipid-binding 
site with a large, amphiphillic natural ligand, lax selectivity requirements, 
and a strong effect on protein function certainly meets the criteria for a 
plausible protein site of anesthetic binding, in that it would likely obey the 
Meyer-Overton rule. 

C. Other Potential Sites of Action on Membrane-Associated Proteins 

Although this chapter is concerned primarily with the roles of the mem- 
brane and transmembrane channels in the mechanism of anesthesia, no 
such discussion can be complete without the discussion of other possible 
sites of action for anesthetics. The critical role of the luciferin-binding site 
on luciferase in the development of protein theories has already been 
discussed. Some other membrane-associated proteins also provide an envi- 
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ronment for anesthetic binding entirely consistent with the observation that 
potency is a function of lipid solubility. 

1. Characteristics of Protein Kinase C (PKC) and Their Potential 
Relevance to Anesthesia 
Upon activation, PKC phosphorylates cellular proteins, altering their 

function and further amplifying the original signal. The endogenous activa- 
tor of PKC is diacylglycerol (DAG) liberated from membrane phospholipid 
by the hydrolysis of phosphatidylinositol. PKC is also activated strongly 
and persistently by phorbol esters. Both activators are large hydrophobic 
compounds with polar groups at one end conferring an amphipathic charac- 
ter. The ligand-binding site on PKC is a large hydrophobic cleft (Zhang et 
al., 1995) with obvious possibilities as a potential binding site for anesthetics. 
Activated PKC is obligatorily associated with the membrane in vivo, and 
the composition of the membrane modulates this activity (Slater etal., 1994). 
The effects of PKC on cell behavior are protean, but a few observations 
bear special attention with respect to the potential role of the enzyme in 
anesthesia. First, protein kinase C affects neurotransmitter release (Shapira 
ef  al., 1987) and affects the properties of ion channels (West et al., 1991), 
including the GABA receptor (Browning et al., 1990). Additionally, mice 
lacking PKCy have evidently normal responses to acute pain, but no longer 
develop neuropathic (i.e., prolonged and profound response to ordinarily 
nonpainful stimuli after an inciting injury) pain responses (Malmberg et al., 
1997). Furthermore, specific inhibition of PKC by staurosporine abolishes 
learning in mice ( Jerusalinsky et al., 1994). Finally, staurosporine potenti- 
ates the effects of inhalation anesthetics on tadpoles (Firestone et al., 1993). 
Anesthetics and alcohols inhibit PKC ( a  isoform) in vitro by competing 
for the phorbol ester-binding site (Slater et al., 1993, 1997). In a lipid-free 
assay system the inhibitory potency of alcohols and anesthetics is a linear 
function of their hydrophobicity, although about three-fold more halothane 
is required to achieve half-maximal inhibition than is required for anesthesia 
in humans (Slater et al., 1993). In the presence of phospholipids, the effect 
of alcohols becomes more complex, with short chain alcohols acting as 
inhibitors of, while long chain alcohols enhanced, phorbol-induced activity 
(Slater et al., 1997). 

2. Cytochromes P450 as Surragates of the Site of 
Action of General Anesthetics 
The cytochrome P450 system is a large family of homologous heme 

proteins that metabolize drugs as well as hydrocarbon compounds from 
dietary and endogenous sources. This family of enzymes is characterized 
by a broad substrate specificity for each member and a large number of 
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related subtypes with partially overlapping but distinct substrate prefer- 
ences. Thus, P450 monooxygenases are a conceptually attractive model of 
a protein site of action for general anesthetics in that the multiplicity of 
binding sites found throughout the family could accommodate the diversity 
of general anesthetic structures (LaBella et al., 1997; LaBella and Queen, 
1993). P450 monooxygenases are inhibited competitively by alcohols, and 
inhibitory potency is correlated directly with lipophilicity (estimated by the 
number of carbon atoms in each alcohol, Fig. 8a) (LaBella et al., 1997). 
Furthermore, K I  for P450 inhibition shows a 1 : 1 correlation with ECS0 (the 
concentration of alcohol for general anesthesia in 50% of a group of animals) 
for tadpoles (Fig. 8b) (LaBella etal., 1997), which has led to the speculation 
that anesthesia may result from generalized, reversible inhibition of heme 
proteins (with selective sparing of heme proteins required for cell respira- 
tion) and the consequent changes in the levels of their second messenger 
products (LaBella et al., 1997; LaBella and Queen, 1993). 

The examples just cited reveal that anesthetics rapidly gain access to and 
interact with many cellular proteins beyond the channels currently thought 
to be their likely sites of action. This multiplicity of proteins affected by 
anesthetics should serve as a warning that anesthetics may not exert their 
effects at a single, dominant locus. Each of the systems described is limited 
in that they all fail to account for some behaviors of anesthetics in animals 
and several require high concentrations of anesthetic before an effect is 
seen. Nevertheless, each serves as a surrogate of the as yet to be discovered 
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FIGURE 8 Correlation between the general anesthetic concentration of alkanols and 
those inhibiting cytochrome P450. (A) For each alkanol, the chain length is correlated with 
its binding constant, K,, for cytochrome P450 inhibition. (B) Alkanol anesthetic potency in 
tadpoles is correlated with cytochrome P450 inhibition (data from LaBella et al., 1997; LaBella 
and Queen, 1993). 
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physiological site(s) of action of general anesthetics that may be useful in 
advancing our knowledge of protein-anesthetic interactions. 

IV. Future Directions 

A. Likely Collapse of Unitary Theories of Anesthesia 

1. How to Reconcile Meyer-Overton Behavior with a 
Unique Protein Binding Site? 
General anesthetics encompass a huge range of dissimilar chemical struc- 

tures, yet the Meyer-Overton rule (i.e., potency predicted almost purely 
by hydrophobicity) describes the behavior of the overwhelming majority of 
them. A seeming conundrum thus arises: membrane-based theories cannot 
explain how anesthesia occurs, but it is hard to imagine a protein site 
capable of accommodating such a diverse range of compounds. 

Several characteristics of a potential single protein site of anesthesia can 
be predicted: 

1. A moderately large and/or distensible binding site. 
2. a. Lax structural specificity, implying primarily nonspecific attractive 

b. Sufficient specificity to account for differences in potency among 

3. Amphiphillicity of binding site to accommodate weakly polar anesthe- 

A single site fulfilling predictions 1-3 could potentially accommodate all 
of the known anesthetics while excluding known nonanesthetics, but it is 
difficult to reconcile such a site with the relatively inflexible nature of 
protein structure (Richards, 1977). When considering large, multisubunit 
proteins, it is imaginable that binding between subunits or domains might 
provide a suitable site, but such interfaces are usually tightly packed and 
ordered, much the same as the protein interior (Chothia, 1976). 

A conceptual alternative to the single-site model is to propose that there 
are multiple distinct but related binding sites on the same protein (or on 
a family of related proteins), a31 possessing to some degree the properties 
predicted in 1-3. 

The immunoglobulins, P450 cytochromes, chemotaxis receptors, and 01- 
factory receptors are all examples of proteins (or families of proteins) with 
broad substrate specificity. Invoking multiple sites on one (or multiple) 
protein(s) to account for the variety of compounds that produce anesthesia 
is a modification of the unified hypothesis of anesthesia. This modified 

interactions and repulsive forces. 

stereoisomers of intravenous general anesthetics. 

tic molecules. 
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hypothesis is unitary in the sense that all anesthetics are proposed to pro- 
duce an identical end result (anesthesia) via more or less similar actions 
on one or more protein targets, mediated through multiple possible sites. 

For example, even within the GABA receptor, different subunit composi- 
tions confer differing responses to anesthetics. Anesthetic efficacy and po- 
tency can be modulated by subunit composition, with responses to volatile 
anesthetics differing from responses to structurally distinct nonvolatile 
drugs (Harris et al., 1995). This implies different loci for the actions of these 
two classes of anesthetics. Similarly, the direct and indirect actions of the 
anesthetic etomidate on the GABA receptor can be separated by mutation, 
implying that the two effects arise from different loci within the protein 
(Moody et al., 1997). The effects of long and short chain alcohols on the 
nAcChoR (ion flux enhancement and channel blocking, respectively) ap- 
pear to occur at distinct sites on that receptor as well (Wood et al., 1991). 

Given the multiplicity of effects on one example of ligand-gated channels 
and the number of such channels of this type found in the central nervous 
system that are sensitive to anesthetics in vitro, it is unlikely that only one 
receptor type is critical for the production of anesthesia. This argument 
can be extended to include the multiple classes of proteins beyond receptors 
found to be sensitive to anesthetics as well. 

2. Demise of Unitary Theories of Anesthesia in Whole Animals 
The discussion until now has focused on the molecular target of anesthe- 

tics, without addressing whether the clinical effects of anesthesia (a state 
characterized by unconsciousness and immobility) are all caused by interfer- 
ence with a single molecular target. The discovery of nonanesthetic (nonim- 
mobilizing) hydrocarbons (Koblin et al., 1994) has allowed new insights 
into whether these two effects occur by the same or different mechanisms 
in animals. Low (i.e., subanesthetic) concentrations of volatile anesthetics 
suppress learning in volunteers (Dwyer et al., 1992), whereas higher concen- 
trations produce all of the clinical manifestations of anesthesia. However, 
nonanesthetics [also termed nonimmobilizers (Eger et al., 1997b)l can sup- 
press learning in animals (at concentrations predicted to suppress learning 
by analogy to similar full anesthetic compounds) but are incapable of 
producing immobility (Kandel et al., 1996). This result has been interpreted 
to mean that unconsciousness and immobility are two effects of anesthetics 
that occur at different sites, potentially by different mechanisms (Eger et 
al., 1997b). Unconsciousness, seen as an extension of learning suppression, 
can be produced by completely apolar compounds, which is taken as evi- 
dence that the molecular target leading to unconsciousness is similarly 
apolar. In contrast, immobility can only be produced by amphiphillic com- 
pounds (the full anesthetics), which is interpreted to mean that the molecu- 
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lar target producing immobility has some polar character, implying that 
the two sites are distinct (Eger et al., 1997b). 

The notion that two distinct targets contribute to anesthesia in animals 
has been brought back to investigations of potential subcellular sites of 
anesthetic action, with interesting results. For example, structurally similar 
anesthetic and nonimmobilizing compounds have different effects on the 
kinetics of acetylcholine receptor desensitization, with the nonimmobilizers 
being much less effective (Raines, 1996). In experiments with the GABA 
receptor, nonimmobilizers fail to potentiate GABA-induced chloride cur- 
rents in Xenopus oocytes (Mihic et al., 1994), whereas true anesthetics do. 
These same compounds had no membrane disordering effect, whereas true 
anesthetics did (Mihic et al., 1994). Based on these results, immobility 
has been attributed to anesthetic action at the GABA receptor, whereas 
suppression of learning is attributed to an as yet unidentified site. Evidence 
suggests that, unlike desensitization, the open channel of the nAcChoR is 
inhibited by both anesthetic and nonimmobilizing compounds (Forman, 
1998), suggesting an explanation for the observations described previously. 

B. Potential Advances for Protein-Based Theories 
of General Anesthetic Action 

1. Structural Information for Transmembrane Proteins 
Because much attention has been focused on the interactions of anesthe- 

tics with ion channels, our knowledge of the functional effects of mutations 
and chemical modification of these interactions has outstripped our ability 
to relate these changes in behavior to changes in the protein structure. 
Structural studies of membrane proteins are notoriously difficult. They are 
large, requiring lipids to stabilize the folded state, which, in turn, makes it 
unlikely that they can be crystallized for diffraction analysis. Ion channels 
are multisubunit enzymes, which compounds the size problem, preventing 
elucidation of their solution structure via NMR, which is impossible because 
membrane fragments tumble too slowly to average nuclear anisotropy on 
the NMR time scale. Structural information available to date has been 
obtained from electron microscopy (at 9-A resolution), chemical modifica- 
tion studies, and predictions based on sequence analysis. These data allow 
constraints to be placed on the locations of certain portions of the protein, 
but do not sustain a structure-function analysis of the type required to 
identify the modes of anesthetic action on a protein. 

Structure function relationships are particularly difficult to deduce from 
static structures of allosteric proteins that can undergo large conformational 
shifts (Mattevi et al., 1996). This certainly applies to ligand-gated ion chan- 
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nels, where ligand binding at an extracellular site tens of Angstroms distant 
from the channel implies dramatic conformational shifts during normal 
cycling and where mutations are likely to affect conformational equilibria 
independently of their potential interactions with anesthetics. 

Our understanding of anesthetic-protein interactions depends on a fu- 
ture improvement in imaging the proposed targets of action (i.e., receptors) 
and the current study of surrogate models (such as luciferase). Luciferase 
is itself a large enzyme, but it is soluble and binds a range of anesthetics. 
Structural studies of luciferase are in progress, with the objective of studying 
the critical anesthetic-binding site interactions at the atomic level, but the 
only conformation to be crystallized to date is the one with low affinity 
for general anesthetics. Developments in the area of membrane protein 
crystallography include a description of lipid cubic phases, in which a cubic 
lattice of phospholipids solubilizes, stabilizes, and promotes crystal forma- 
tion of membrane proteins, feeding them into the matrix via lateral diffusion 
from a detergent micelle phase (Landau and Rosenbusch, 1996). In the 
prototypical system described, bacteriorhodopsin crystals were obtained 
and diffracted readily to 2-A resolution. 

2. Mutagenesis of Ligand-Gated Channels 
Cloning of ligand-gated channels, followed by mutagenesis, expression, and 
characterization of the new receptors in suitable backgrounds, is a powerful 
tool that has already advanced our knowledge of anesthetic mechanisms 
while still in its infancy. It is reasonable to expect a torrent of new informa- 
tion about which positions in various ligand gated channels lead to new 
anesthetic responses when the wild-type residue is mutated. However, inter- 
preting these new data without more structural information may prove frus- 
trating. 

Furthermore, the functional importance of the mutations characterized 
so far only in vitro may potentially be assessed in animals via transgenic 
knockouts. This possibility has already been alluded to for substitution 
mutants of the GABA receptor a subunit (Mihic et al., 1997). Knockout 
mice in which the /33 subunit has been deleted show complex changes in 
their response to some, but not all, anesthetics (Quinlan et al., 1998). Mice 
deficient in the p3 subunit were no different from wild-type mice in their 
response to obtundation by volatile anesthetics, but required higher anes- 
thetic doses to blunt the response to painful stimuli. Sleep times in response 
to ethanol and pentobarbital were identical for wild-type and P3-deleted 
mice, whereas &-deleted mice had shorter midazolam and etomidate sleep 
times than wild-type mice. Interpretation of these already confusing results 
is complicated by the fact that many of these knockout mice do not survive 
to adulthood, and those that do have severe craniofacial abnormalities 
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(Quinlan et d., 1998). Although these studies are promising, it is unclear 
how useful it is to compare the behavior of mutant and wild-type mice in 
the face of such global physiological abnormalities. New techniques may 
overcome these difficulties, however. 

Finally, protein kinase C knockout mice have demonstrated the role of 
that protein in modulating the response to pain (Malmberg et d., 1997). 

3. Rapid Photolabeling to Identify Residues Contacted by 
Inhibitors of the Open State of nAcChoR 
Despite all that has been learned about anesthetic interactions with 

membranes and membrane proteins, we still lack the ability to rationally 
design new anesthetic drugs. To do so will require the identification of the 
“site” of anesthetic action and a detailed knowledge of the intermolecular 
interactions between anesthetics and their targets. Because diffraction and 
NMR structural data for membrane channels are limited, other techniques 
must be found to provide this information. Mutagenesis experiments that 
perturb channel function provide much useful information, but they do not 
establish the physical relationship between the mutated residue and the 
ligand. Photolabeling can identify the amino acids in the primary structure 
of the protein that interact with photoactivateable ligands. 

Most of the photolabeling data available for the nAcChoR pertain to 
the resting or desensitized rweptor (Changeux et d., 1992; White and 
Cohen, 1992), whereas anesthetics interact significantly with the short- 
lived open channel state as well. The authors have embarked on a series 
of experiments designed to achieve time-resolved photolabeling of the 
nAcChoR. Photolabeling will be carried out under conditions identical to 
those used for kinetic analysis of receptor inhibition in rapid ion flux assays 
of receptor-enriched vesicles. Comparing the rate of photolabeling at a 
given site on the open channel with the rate of channel inhibition should 
allow the functional site to be located (Miller et QL, 1998). 

Technical advances required to carry out these experiments have included 
the synthesis of radiolabeled srlkanol analogs of the general formula CH3- 
(CH3)m-CN2-(CH2),-OH, which can be photoactivated to form a covalent 
adduct, and the development of a rapid mixing, rapid-freeze clamp appara- 
tus (Fig. 9). The latter consists of two pneumatically driven syringes, one 
containing receptor-loaded membranes and the other containing ligands. 
The two components are driven rapidly through a ball mixer (mixing time 
4 0 0  msec) and then into a time delay loop of variable length to allow 
different interaction times. The mixture exits onto a spinning stainless-steel 
disc (that is constantly cooled by floating on a bath of liquid nitrogen) 
where it freezes in less than 1 tnsec. The frozen membrane/ligand complex 
can then be photoactivated for extended periods, enhancing the yield of 
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FIGURE 9 Time-resolved photolabeling of the acetylcholine receptor. (A) Illustration of 
the freeze-clamp apparatus. The contents of two pneumatically driven syringes (one containing 
native acetylcholine receptors and the other containing a labeled photolabile anesthetic) are 
pushed rapidly through a ball mixer (mixing time 4 0 0  msec) and into a variable length delay 
loop that allows various interaction times. The mixture is then ejected onto a rapidly rotating 
stainless-steel disk that has been precooled in liquid nitrogen. The freezing time has been 
determined to be less than 1 msec. The frozen mixture is then illuminated, collected, and 
subjected to SDS-PAGE for protein chemistry. (B) Illustration of time-resolved (freeze- 
clamped) labeling of the acetylcholine receptor (Miller et al., 1998). 

covalent adducts (Miller et al., 1998). Protein fragmentation and peptide 
analysis techniques should ultimately allow the determination of the amino 
acids contacted by the photolabel and their position in the primary structure 
of any conformation of the receptor. 

This new photolabeling technique may allow us to determine whether 
the photolabile general anesthetic approaches its channel inhibition site 
normal or parallel to the plane of the membrane (Fig. 10). If the approach 
is normal to the bilayer and the label gains access to the site by diffusing 
down the receptor channel, then residues deeper and deeper in the channel 
lining should be photolabeled as a function of time. Alternatively, a different 
set of residues will be identified if the label gains access to the site by 
diffusing through the membrane and past the more peripheral transmem- 
brane helices before arriving at its target site. 

V. Summary 

Since Overton's monograph in 1899, much has been learned about the 
mechanism of anesthesia, but his seminal observation remains the touch- 
stone for all research in the field. Any hypothesis about the mechanism of 
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FIGURE 10 Time-resolved photolabeling of the acetylcholine receptor. If an anesthetic 
gains access to its binding site in the channel by diffusing down the aqueous lumen of the 
pore, then residues lining the channel should be labeled prior to the anesthetic arriving at 
its target site. Alternatively, if an anesthetic gains access to the same site through the membrane, 
then transmembrane helices must be labeled prior to the arrival of the anesthetic at its 
target site. 

general anesthesia must account for the Meyer-Overton rule. Membrane- 
based theories account for this rule easily, but have had little success because 
the physical effects of anesthetics on membranes are so small that mecha- 
nisms by which they could affect protein function have yet to be established. 

Proteins have specific binding sites for anesthetics, and their activities 
can be modified by anesthetic binding. However, most known general 
anesthetic-binding sites on proteins do not obey the Meyer-Overton rule. 
Efforts to reconcile a protein-based theory of anesthesia with the Meyer- 
Overton rule require abandoning or modifying unitary theories of general 
anesthetic action to posit multiple sites, and possibly multiple mechanisms, 
of action. 

Ultimately, the quest to assign the site of action of anesthetics solely to 
the membrane or to proteins may be an oversimplification. It is easy to 
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imagine a situation in which anesthetics initially dissolve in the membrane, 
then diffuse laterally to membrane protein targets. Evidence from work 
with the GABA receptor (Mihic et al., 1997) suggests that anesthetic- 
binding sites occur between the protein-lipid interface and the pore of the 
channel. If the primary site of anesthetic action turns out to be at the 
lipid-protein interface, then the successful theory of anesthetic action will 
have to account for the behaviors of anesthetics in both materials. 

Finally, it is appropriate to quote from the English translation of Over- 
ton's monograph (Overton, 1991): 

Non-specific narcotics. . . , can be transported into the lecithin and cholesterol- 
related components of cells and in this fashion alter their physical state . . . . 
in such a way that they themselves can no longer fulfill their normal functions 
within the cell, or they have a disturbing effect on the functions of other cell com- 
ponents. 
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1. INTRODUCTION 

Stemming from the work of Ehrlich(l908) and Langley (1906), the essen- 
tial concept of a “receptor” that governs the selective and tissue-specific 
action of a variety of drugs, neurotransmitters, and hormones was defined 
clearly at the turn of the last century. The concept has weathered the test 
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of time well, and one could argue that, since the studies of Ehrilich and 
Langley, only the fine details have been added by recent work that has 
delineated many of the receptor structures and signaling pathways that will 
be outlined in this chapter. For instance, to act on a target cell such as the 
adipocyte, insulin must first be bound in a highly specific manner by its 
receptor (Cuatrecasas, 1969; Freychet et al., 1971). The binding of insulin 
to its receptor must then be translated across the cell membrane into an 
amplified cellular signal that ultimately leads to the well-described effects 
of insulin on its target tissues. It was, in fact, research on the action of 
insulin in the late 1950s (e.g., Zierler, 1960) that indicated clearly that the 
insulin receptor was probably situated in the plasma membrane rather 
than in the cytoplasm, and it was the imaginative use of insulin-agarose 
derivatives, both for adipocyte signaling experiments (Cuatrecasas, 1969) 
and for receptor isolation, using affinity chromatography (Cuatrecasas, 
1972), that set the stage for the solubilization, characterization, isolation, 
and cloning of a wide variety of plasma membrane-localized receptors. For 
purposes of this chapter, we will focus only on receptors that are situated 
in the plasma membrane, and the reader is thus referred elsewhere (Katzen- 
ellenbogen et al., 1996; Forman and Evans, 1995) for a discussion of recep- 
tors, such as those for steroid hormones, that are situated in the cytoplasm 
or nucleus. 

Pharmacologically, this chapter, will restrict the term “receptor” to desig- 
nate a macromolecule that performs two closely related, but quite distinct, 
functions. First, a receptor must bind its specific ligand with (commonly) 
high affinity (e.g., micromolar to picomolar KDvalues) and stereospecific 
chemical specificity. Second, a receptor must respond to the binding of its 
specific ligand by a conformational change that ultimately results in an 
intracellular signal. It is this dual recognition-signaling property that distin- 
guishes pharmacologic receptors from other membrane constituents, such 
as nutrient transporters or “tissue-targeting’’ proteins that may be involved, 
for example, only in cell localization, but not in transmembrane signaling. 
For “pharmacologic receptors,” the signal-triggering conformational 
change can be caused by “agonists” but not by pure antagonists, which 
can bind to receptors with high affinity without activating the system. Such 
selective receptor antagonists have played key roles in defining receptor 
families, such as the /3-adrenoreceptor system. Our focus in the sections that 
follow will be on the questions: (1) How are specific membrane receptors 
“activated” by their cognate ligands? (2) How can the activation of an 
individual receptor by a single ligand, such as insulin, lead to a complex 
constellation of cellular responses that may vary considerably from one 
cell type to another. (3) How might the membrane microenvironment in 
which the receptor resides play a role in the transmembrane signal 
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transduction process? The focus of this chapter will be on signaling events 
that take place at or within the plasma membrane. Intracellular signaling 
pathways that regulate cytoplasmic enzymes directly or that result in nuclear 
transcriptional events will not be dealt with in any detail. 

II .  MEMBRANE RECEPTOR-MEDIATED SIGNALING: 
BIOCHEMICAL MECHANISMS 

A. mree Basic Paradigms tbr Membrane Receptor-Mediated Signaling 

For plasma membrane receptors, the general paradigms that lead to the 
initiation of a cellular signal can be seen to be few in number, as outlined 
in Fig. 1 and discussed in further detail elsewhere (Severson and Hollenberg, 
1997): (A) the receptor may comprise a ligand-gated ion channel (R,, Fig. 
1) such as the nicotinic receptor for acetylcholine (receptor No. 1, Fig. 1; 

ATP ADP @& 
PY 

ATP J,p 

FIGURE 1 Four distinct types Of receptor models are shown. (1) A ligand-gated ion 
channel receptor, RI: binding of its tigand (A,) promotes the influx of a cation, i'. (2) A 
G-protein-coupled receptor, RG: binding of the agonist (AG) triggers the interactions of the 
receptor with the effector G-protein (G). (3) A receptor enzyme, depicted as a member of the 
receptor tyrosine kinase superfamily. Ligand activation (AN=) causes an autophosphorylation 
event (receptor-YP) as well as an activation of the receptor to phosphorylate an effector on 
tyrosine (E,YP). Both the receptor and the tyrosine-phosphorylated El  effector are shown 
to interact, via SH2 or PTB domains, with other effectors (E2-PY-receptor) or adapter (ADI- 
PY-El) proteins to propagate a cellular signal. (4) A signal adapter receptor, depicted as a 
two-chain cytokine receptor [with a hgh-affinity-binding a! subunit (R,) and a cooperating 
signaling p subunit (Rep)]. that, via a cytoplasmic domain, interacts with and activates an 
intracellular tyrosine kinase effector (PYWE3). The activated kinase tyrosine phosphorylates 
an effector (E4) involved in signal propagation. None of the interacting species (receptor, 
effectors, G-proteins, etc.) are drawn to scale. 
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Conti-Tronconi et al., 1994); (B) the receptor (RNZ, Fig. 1) may be a ligand- 
regulated transmembrane enzyme, such as the tyrosine kinase receptors 
for platelet-derived growth factor (PDGF) or epidermal growth factor- 
urogastrone (EGF-URO) (receptor No. 3, Fig. 1: Schlessinger and Ullrich, 
1992; Fantl et al., 1993; Heldin, 1996); and (C) the receptor (RG and Rc, 
Fig. 1) may not of itself possess either intrinsic enzymatic or transporter 
activity, but may upon being activated by its ligand interact specifically 
and directly with other membrane-localized signal adaptor molecules or 
effectors (El, E2...Fig. 1). To date, this third type of paradigm is best 
represented by the family of G-protein-coupled receptors, like the ones 
for angiotensin I1 and adrenaline (receptor No. 2, Fig. 1). At the present 
time, well over 300 of these putative seven-transmembrane-spanning (so- 
called, serpentine) G-protein receptors have been cloned and sequenced 
(Strosberg, 1991; Savarese and Fraser, 1992; Guderman and Numberg 1995; 
Watson and Arkinstall, 1994). Because of the importance of G-protein- 
coupled receptors in regulating a wide variety of cell types, the signal 
transduction mechanisms for the “serpentine” receptors will be dealt with 
in some detail (see Section 11,E). Apart from G-protein-coupled receptors, 
the third type of receptor paradigm may also be seen to apply to a variety 
of other receptor families that, like the seven-transmembrane “serpentine” 
receptors, do not possess intrinsic enzymatic activity. Paradigm C is also 
represented by the cytokine family of receptors (receptor No. 4, Rc, Fig. l) ,  
such as the ones for growth hormone, interleukin 6 (IL-6), or granulocyte- 
macrophage colony-stimulating factor (GM-CSF). These receptors can be 
seen to act via the agonist-mediated recruitment of effectors (e.g., tyrosine 
kinases, such as the so-called JAK kinases, e.g., effector E3, Fig. 1) into a 
signaling complex, wherein tyrosine phosphorylation of a variety of sub- 
strates plays a prominent role. In the case of the cytokine receptor family, 
a nonsignaling ligand-binding subunit (RCa, Fig. 1) has been found to inter- 
act with and modulate a signaling subunit (Rcpr Fig. 1); the ligand (Ac, 
Fig. 1) interacts with both subunits in the course of the signaling process. 
This recruitment, via the third receptor paradigm, of effector enzymes into 
a cell surface signaling complex can also be seen to play a role in the 
mechanism of action of a variety of other receptor systems, such as those 
receptor systems responsible for the activation of T and B lymphocytes 
(Wange and Samelson, 1996; Gold and DeFranco, 1994) and those receptors 
that are tethered to the cell surface via a glycosylphosphoinositide (GPI) 
linkage [e.g., ciliary neurotrophic factor (CNTF); Hirano et aL, 19971. In 
essence, receptor paradigms B and C can both be seen as a variant of the 
“mobile” or “floating” receptor model of agonist action, as developed some 
time ago (Boeynaems and Dumont, 1997; De Hiien, 1976; Cuatrecasas and 
Hollenberg, 1976). Because of the relevance of this conceptual framework 
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for understanding receptor function, the model will be discussed briefly in 
the following section. 

B. Receptor Mobility and Transmembrane Signaling 

Two seminal sets of observations related to hormone action, along with 
independent measurements af the microaggregation and diffusion of fluo- 
rescently labeled receptors, have singled out receptor mobility and microag- 
gregation as a key event for receptor-mediated signaling. It became evident 
early on in one set of studies of hormone action that a variety of specific 
hormone receptors (e.g., for adrenaline and glucagon) could activate inde- 
pendently what appeared to be a common membrane-associated adenylyl 
cyclase to yield cyclic AMP. Concurrently, in a second set of studies bearing 
on hormone action it was observed that insulin action could be mimicked 
by divalent but not by monovalent antireceptor antibodies (Kahn et al., 
1978, 1981), as well as by polyvalent plant lectins such as concanavalin A. 
At the same time, in the eafly 1970s, it became possible to monitor the 
rapid intermixing of cell surface proteins (Frye and Edidin, 1970) and 
to observe, with a fluorescence photobleaching recovery approach, the 
diffusion and microclustering of receptors such as the one for EGF-URO 
(Schlessinger er al., 1978). Taken together, such data led to the birth of the 
“floating” or “mobile” receptor model of hormone action (dealt with at 
length elsewhere: De Haen, 1976; Boeynaems and Dumont, 1977; Cuatreca- 
sas and Hollenberg, 1976), as depicted in Fig. 2. This model led to the 
hypothesis that receptor dimerization (or multimerization) was an essential 
event in the activation of growth factor receptors (Schlessinger and Ullrich, 

RESPONSE 

FIGURE 2 The mobile receptor model of hormone action. A single agonist (A) is 
shown to interact reversibly with an individual receptor, causing a conformational change 
that generates two distinct docking sites for distinct effector constituents. The binding of the 
two effectors (El and E2), which need not be mutually exclusive, as shown, then causes distinct 
cellular responses. 
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1992). Data implicating receptor dimerization as an essential process for 
signaling have also been obtained for the activation of G-protein-coupled 
receptors, akin to those present in ovarian cells and other tissues (Gregory 
et al., 1982; Hazum and Keinan, 1985). The essential tenet of this model 
of receptor activation is that ligand binding initiates a number of membrane- 
localized receptor-effector interactions within the plane of the membrane. 
These interactions may promote not only the initial signaling event [usually 
a rapid (< 1 sec) receptor microclustering process] but also the subsquent 
more delayed (seconds to tens of seconds) receptor patching and internati- 
zation process. Rapid signal intitiation is thought to be governed principally 
by the microaggregation/microclustering process; the much slower events 
of receptor patching and internalization (e.g., via the so-called “coated 
pits”) are thought to be involved in either terminating the receptor signal 
or conveying the receptor physically to an intracellular site (e.g., the nu- 
cleus) for a “delayed” signal process (e.g., transcriptional regulation). 

During the course of these mobile reactions that a ligand-occupied recep- 
tor may undergo, there is, in principle, no limit to the number of membrane 
effector moieties that might be activated, so as to generate multiple trans- 
membrane signals from “single” ligand-receptor interactions (e.g., via ef- 
fectors El and E2, Fig. 2). Based on this model, it would come as no 
surprise that a receptor like the one for angiotensin I1 could both activate 
a phospholipase and, via another pathway, inhibit adenylyl cyclase (see 
later). The receptor domains that may be involved in (1) ligand binding 
and (2) receptor-effector interactions (e.g., via so-called SH2 domains, see 
later) can each be thought of as related but independent sites on the 
receptor. Implications of this model for thinking about receptor function 
are at lease twofold: First, the model points to two types of domains on 
the receptor (ligand-binding domain and receptor-effector domain) that 
may be targets for drug development. Second, the model suggests that even 
in the absence of a receptor’s specific ligand, receptor clustering (e.g., via 
antireceptor antibodies, polyvalent lectin-like molecules, or interactions 
with the extracellular matrix) could potentially modulate receptor function 
in a “hormone-like’’ fashion. 

C. Signaljng Modules and Receptor Function 

For both G-protein-coupled receptors (Section II,E) and receptors that 
act via tyrosine kinase pathways (Section I1,F) a number of prinicipal 
“modules” have been identified that play essential roles in the transmem- 
brane signaling process. The involvement of signaling in these initial “adap- 
tor” or “effector” modules can be seen as a variation of the mobile receptor 
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paradigm. For agonists such as adrenaline that act via seven transmembrane 
“serpentine” receptors (receptor No. 2, Fig. l), the discovery of the interme- 
diate guanine nucleotide-dependent coupling protein (G-protein) responsi- 
ble for the activation of adenylyl cyclase represented the key breakthrough 
(Rodbell, 1995; Gilman, 1995) in understanding hormone action. This in- 
sight foreshadowed the discovery of a host of guanine nucleotide-binding 
regulatory proteins that mediate the activation of a variety of effectors 
(adenylyl cyclase, phospholipases, ion channels) by multiple G-protein- 
coupled receptors, as outlined in Section II,E. In the case of the “serpen- 
tine” receptor family, the cardinal adaptor moiety (the G-protein) possesses 
intrinsic enzymatic activity (GTPase) that governs receptor-effector cou- 
pling. However, for those receptor signaling systems that employ tyrosine 
kinase activity (either intrinsic to the receptor per se or via enzymes that 
are either precoupled with or recruited to the receptor, e.g., IPYK, E3 in 
Fig. l), it has been discovered that a number of essential docking proteins, 
that of themselves are devoid of intrinsic enzymatic activity, play pivotal 
roles in the cell activation process. In the case of the receptor for EGF- 
URO, the docking proteins, GRB-2 (growth factor receptor-binding protein 
2) and m-SOS (mammalian son-of-sevenless), have been found to act as 
essential docking intermediaries between the tyrosine-phosphorylated 
EGF-URO receptor (autophosphorylated in the presence of the ligand, 
EGF-URO) and the membrane-localized small G-protein, Ras (originally 
identified as a rat sarcoma oncogene). It is striking that the “serpentine” 
receptor systems and those receptors acting via tyrosine kinase pathways 
both employ an essential but distinct guanine nucleotide-regulated effector 
with intrinsic GTPase activity. In the case of G-protein-coupled receptor 
systems, the ligand-occupied receptor promotes the critical GDP/GTP ex- 
change process; in the case of tyrosine kinase pathway-coupled receptor 
systems, the m-SOS moiety triggers the exchange of GTP/GDP on the 
effector, Ras (see Figure 3). 

1. S H 2  and SH3 Domains 
Two essential protein motifs have been found to provide for the protein- 

protein interactions that link receptor-localized phosphotyrosine residues 
to the activation of effector moieties, such as Ras. The first critical motif, 
termed an SH2 domain (sarcoma homology domain 2), binds with high 
affinity and in an amino acid sequence context-specific manner to phospho- 
tyrosine residues that may be found either in an autophosphorylated recep- 
tor domain (e.g., the one for EGF-URO or PDGF) or in a domain of an 
intermediate tyrosine-phosphorylated signal docking protein, such as the 
insulin receptor substrate-1 (IRS-1). IRS-1 becomes phosphorylated on 
tyrosine in the course of insulin action (e.g., effector El, Fig. 1) and acts 
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PY-KINASE RECEPTOR-RAS INTERACTIONS 

0 

IN 

GRB-2 

0 1 

SIGNALING COMPLEX 

FIGURE 3 Tyrosine kinase receptor-mediated activation of Ras. The model shows the 
ligand (hormone)-dependent dimerization and activation of a growth factor receptor, with 
the appearance of autophosphorylated phosphotyrosine motifs on the cytoplasmic receptor 
domains. Interaction of receptor phosphotyrosines with SH2 domains of phospholipase C-y 
(PLC-y) results in enzyme activation. Interaction of the phosphotyrosine residues of the 
receptor with the SH2 domain of the adapter protein, GRB2, results, via the SH3 domain- 
mediated GRB2/SOS interaction, in the recruitment of SOS to the membrane, where its GDP/ 
GTP exchange activity converts RAS to its GTP-bound active state. Activated RAS in turn 
kindles the Raf/MEWMAP kinase cascade (adapted from McCormick, 1993). 

as a docking site for other signal pathway adapter proteins (e.g., effector 
AD1, Fig. 1: White and Yenush, 1998). The “SH2 domain” sequences were 
noticed originally as common elements in a variety of Src family tyrosine 
kinases; and it was pointed out that common “SH2” motifs were also found 
in a number of proteins recognized for their role in cell signaling (Pawson, 
1995). Yet another common sequence in Src family tyrosine kinases, the 
so-called Src family homology domain 3 (SH3 domain), was also found 
as a common element in signaling-related constituents (Pawson, 1995). 
Importantly, the adapter molecule, GRB-2, that interacts with the Ras- 
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targeted GDPlGTP exchange factor, m-SOS, and that via m-SOS couples 
phosphotyrosyl growth factor receptor-bound GRB-2 to the activation of 
Ras possesses both SH2 (binding to phosphotyrosyl receptor) and SH3 
(binding to m-SOS) domains. A polyproline-rich motif on m-SOS has been 
found to participate in interacting with the SH3 domains of GRB-2 (Fig. 
3). In keeping with the mobile receptor paradigm outlined earlier, the 
phosphotyrosyl residues in ligand-activated receptors, such as those for 
EGF-URO and PDGF (see Section II,F), are capable of interacting with 
SH2 domains on a variety of enzymatically active “effectors” (e.g., phospho- 
lipase C-y) and on a number of noncatalytic docking/adapter proteins, such 
as GRB-2. Of importance in this regard are SH2 domains present in en- 
zymes such as phospholipase C-y and phosphatidylinositol 3‘ kinase (P13- 
kinase) (in the 85-kDa regulatory subunit), providing for the activation of 
these “effector” enzymes (e.g., effector EZ, Fig. 1) by interactions with 
phosphotyrosyl-PDGF and -EGF-URO receptors. The SH2 motifs also 
provide for important interactions between activated EGF-URO and 
PDGF receptors and c-Src itself (represented by E2 in Fig. 1: Erpel and 
Courtneidge, 1995). Such phosphotyrosine-Src family kinase interactions, 
via SH2 domain adapter motifs, can also be seen to play essential roles in 
the activation of tissues by cytokines and in the activation of platelets by 
agents such as collagen. Thus, in accord with the mobile receptor model 
(Fig. 2), interactions between receptor phosphotyrosyl residues and 
adapter/effector SH2 domains can be seen as a branchpoint for multiple 
signaling events, mediated on the one hand via direct effector (e.g., phos- 
pholipase C-y; PI3-kinase) activation, followed by the generation of signal 
mediator molecules (e.g., phosphoinositides and diacylglycerol, see Section 
III), and on the other hand mediated via an indirect phosphotyrosine- 
initiated adapter-coupled event (e.g., GRB-2/m-SOS) that results in the 
activation of Ras. In turn, activated Ras, via the recruitment and activation 
of the serinekhreonine kinase, Raf-1. can set into play the downstream 
events catalyzed by the so-called “mitogen-activated” (MAP kinases) or 
“extracellular-regulated” (ERK kinases) family of signaling enzymes (Cobb 
et al., 1996; Graves et al., 1997; Su and Karin, 1996; Sugden and Clerk, 
1997). As will be discussed in Section ILE, the activation of G-protein 
systems by “serpentine” receptors, such as the one for thrombin, can also 
lead to tyrosine kinase-mediated signaling events that presumably involve 
SH2 domain/effector interactions. 

2. Common Themes 
Taken together, there are a delatively liplited number of common themes 

that govern the membrane reaeptor-mediated control of cellular function. 
The mobile receptor concept indicates how a single ligand/receptor interac- 
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tion may be responsible for activating multiple cellular responses via distinct 
receptors. However, the extension of this model suggests that common 
modular domains (e.g., phosphotyrosyl motifs and SH2 domain interactions 
or common G-proteins) may play a role in the activation of common 
biochemical signaling pathways in an individual cell via multiple receptor 
systems. Thus, a variety of distinct cellular agonists, acting via independent 
receptor systems may, nonetheless, cause common end responses in cells. 
Finally, the fact that common protein sequence motifs may be involved in 
the response cells to a variety of stimuli provides a rational basis for the 
design of signal pathway-targeted drugs. 

D. Ligancl-Gated Ion Channels 

In contrast with a number of ion channels such as the superfamily related 
to calcium and sodium transport (Chapters 9 and lo), the activity of a 
variety of hormones and neurotransmitters [e.g., acetylcholine, glycine, 
y-aminobutyric acid (GABA)] depends on a ligand-specific regulation of 
ion conductance (receptor RI in Figure 1). The nicotinic receptor for acetyl- 
choline, which played a seminal role in Langley’s development of the recep- 
tor concept, can be taken as a prototype for this category of receptor 
systems. Best characterized in work done with the nicotinic receptor isolated 
from the electric organ of electric eels and rays, this acetylcholine-regulated 
ion channel has been found to consist of a heterooligomeric complex (a2, 
p, y ,  8) of glycoprotein subunits that form a central ion channel with 
common motifs in each subunit lining the channel. The agonist, acetylcho- 
line, binds to the two asubunits as well as interfaces between the a-y and 
a 4  subunits (Stroud et al., 1990; Conti-Tronconi et al., 1994). The binding 
of acetylcholine (or other nicotinic agents) changes the conductance proper- 
ties of the receptor channel, thereby causing depolarization and tissue 
activation. Extensive work has been done on the molecular pharmacology 
of the nicotinic receptor family, and comparable structural features charac- 
terize the excitatory neuronal cation channels gated by glutamate and 
serotonin (5HT3 receptor) as well as the inhibitory neuronal chloride chan- 
nels activated by GABA (GABAA receptor; Stephenson, 1995) and by 
glycine (Bechade et aL, 1994). All of these ligand-gated ion channels can 
be seen as forming a related superfamily (Table I).  

E. (3:-Protein-Coupled Receptor Signaling 

1. Guanine Nucleotide-Binding Proteins and Effector Regulation 
Receptor-mediated G-protein activation represents perhaps one of the 

most commonly used mechanisms for generating intracellular signals (re- 
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TABLE I 
Ligadd-Gated Ion Channels 

Agonist Receptor subtype(s) Ion transport Effect 

Acetylcholine Cholinergic (nicotatinic) Na’ Depolarization/excitation 
Glutamate NMDA Ca*’/Na+ 

Kainate Na‘ Depolarizationlexcitation 
AMPA (quisqualate) Na’ 

GABA GABAA C1- Hyperpolarization/inhibition 
Glycine Glycine 
Serotonin SHT, 

c1- Hyperpolarizatiodinhibition 
Na’, K’ Depolarization 

ceptor, RG, Fig. 1). It was the recognition of the essential role of GTP in 
the regulation of membrane-associated adenylyl cyclase that led Rodbell 
and colleagues (1995) to propose the existence of an intermediary signal 
“transducer” that acted as a coupling device between the receptor and the 
cyclase. The subsequent identification of the heterotrimeric GTP-binding 
protein responsible for the stimulation of adenylyl cyclase (Gs) and the 
concurrent isolation of both the cyclase inhibitory protein (G,) and the 
retinal cyclic AMP phosphodiesterase-regulating counterpart, transducin 
(GT), set the stage for the cloning of multiple members of the G-protein 
superfamily (summarized by Simon et al., 1991; Gilman, 1995). In the “rest- 
ing state,” the G-protein complex exists as a heterotrimer, composed of a 
GDP-bound a subunit complexed with a tightly associated Py dimer. The 
“catalytic” interaction between the ligand-occupied receptor and the oligo- 
meric G-protein triggers the exchange of GTP for GDP on the a subunit, 
and it is this GTP/GDP exchange that leads to the dissociation of ~ G T P  

from f ly ,  thereby promoting the interaction of aGTP and f ly with downstream 
effectors, such as adenylyl cyclases and phospholipases (see Fig. 5). In 
general, there are four subclasses of a subunits comprising 20 or more 
family members, including a number of mRNA splice product variants: 
(1) the Gs subgroups, known for their ability to activate adenylyl cyclase, 
(2) the G, subgroup, originally identified as substrates for pertussis toxin 
(except for G Z )  and known to be involved in attenuating adenylyl cyclase 
and in modulating ion channel function, (3) the G, subgroup involved in 
the activation of phospholipase C isoforms, and (4) the G I 2  subgroups, for 
which specific target effectors have yet to be identified unequivocally (Si- 
mon et al., 1991). Multiple forms of the p (6 isoforms) and y (11 isoforms) 
subunits are also known. The G-proteins are tethered at the inner face of 
the plasma membrane and can therefore be viewed as key inner membrane- 
localized “signal transducers.” 
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A simplified overview of G-protein-coupled effector regulation is shown 
in Figure 4. Regulation of the production of a principal intracellular signal 
mediator, cyclic AMP, can be seen to be independently under both positive 
(e.g., in Fig. 4, ligand Al binding to the 0 adrenoreceptor, Rs, via G,) and 
negative (e.g., in Fig. 4, ligand A2 binding to the a2 adrenoreceptor, Ri, via 
Gi) control. The specific interactions between the various receptors and 
the targeted G-proteins appear to be governed by complementary motifs 
on the receptors (e.g., intracellular loop 3) and on both the LY and y subunits 
of the G-protein heterotrimer (Taylor et al., 1994; Bourne, 1997). Although 
a given receptor may display a preferential affinity for one class of G- 
proteins (e.g., most Gs-targeted receptors, such as the P-adrenoreceptor 
for adrenaline, do not interact appreciably with Gi or Gq), it is also the 
case that receptors such as the PARl receptor for thrombin can, in keeping 
with the mobile receptor model, interact with two subclasses of G-proteins 
so as to be able not only to inhibit adenylyl cyclase (via Gi) but also to 
stimulate phosphoinositide turnover (via Gq). In Figure 4, receptors Ri and 

El El 

+ f  
P K C c  Ca2++CaM f 

PKA 

\ PHOSPHOPROTEINS- CaM-KINASE J 
J. 

RESPONSE 

FIGURE 4 G-protein-coupled receptors. Three distinct receptors (Rs, Ri, R,) are shown 
wherein the three selective agonists (Al, A2, A3) promote receptor-G-protein interactions. 
Although R, is shown to have a strict preference for G,, Ri and R, are able to interact and 
activate either Gi or G,, depending on the cellular context. Dual control of adenylyl cyclase 
by G, (positive) and G, (negative) is shown as is the potential dual control (positive) of 
phospholipase C- (PLC-) by G, and Gi. Signal amplification steps resulting from G-protein- 
coupled effector activation, involving the production of the “second messenger” cyclic AMP 
(CAMP), dicylglycerol (DAG), inositol1,4,5-trisphosphate (IP3), and an elevation of intracellu- 
lar calcium, are also shown. These mediators are shown to activate cyclic AMP-dependent 
protein kinase (PKA), protein kinase C (PKC), and calcium/calmodulin (CaM)-dependent ki- 
nases. 
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R, are depicted as interacting potentially with either G, or Gi. The relative 
abundance of the interacting species (Lee, the receptor and the various G- 
proteins) and the protein-protein affinities would, by mass action, govern 
the predominance of the effect of an individual agonist in a particular 
setting, such as the platelet. The entire process of G-protein-effector activa- 
tion is started by the “catalytic” receptor-mediated GTP/GDP exchange 
reaction. Once activated, the aGTP/Py form of the G-protein can go on to 
regulate a number of membrane-localized effectors, the best understood of 
which is adenylyl cyclase (Rodbell, 1995: Gilman, 1995; Levitzki etal., 1993). 

2. The G-Protein GTP/GDP Cycle, Posttranslational Modification 
Reactions, and Effector Modulation 
As discusssed earlier, when the G-protein is activated by the receptor- 

catalyzed GTPIGDP exchange reaction, both the a and By subunits can 
go on to regulate a number of effectors, including adenylyl cyclases, phos- 
pholipases, and ion channels. The time frame of these G-protein-effector 
interactions is governed by the rate of hydrolysis of GTP bound to the a 
subunit: this hydrolysis returns (YGTP to its “ground state,” (YGDP, permitting 
a downregulation of effector activity and a reassociation of the a subunit 
with the P-y dimer (Fig. 5). The domains that govern the mutual interactions 

t p Y-EFFECTORS 

FIGURE 5 The G-protein GDP/GTP dissociation/association cycle. The binding of an 
agonist (A) to its receptor (R) is shown, in a catalytic manner, to trigger the exchange of 
GTP for GDP on the G-protein a subunit, depicted as the cyclase-activating subunit, a,-GDP. 
The heterotrimeric protein is shown to be precoupled to an effector, E, as suggested by kinetic 
data of Levitzki ef nl. (1993) for adenylyl cyclase. Upon exchanging GTP for GDP, the 
activated 1y subunit (*aGTP) can sthulate its effector target (E*), which can proceed to a 
fully activated state (**aGTPE**) as the agonist receptor complex and subunit dissociate. 
The Py subunit can go on to regulate other effectors (not shown), while the hydrolsis of GTP 
bound to a, returns the a, subunit ang the associated effector to a ground state that is capable 
of recombining with the free fi  y subunit. This reassociation completes the GDPlGTP cycle. 
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between the G-proteins and both their target effectors and their receptors 
(Bourne, 1997) could, in theory, provide targets for the development of 
drugs. Although a popular model of G-protein function envisions the a! 

subunit shuttling freely between the ligand-occupied receptor and the ef- 
fector (e.g., adenylyl cyclase, Gilman, 1995), it it also possible that the 
G-protein and effector may be already precoupled in the membrane (Levit- 
zki and Bar Sinai, 1991; Levitzki et al., 1993). Based on kinetic considera- 
tions, this situation appears to be the case for the Gs/cyclase system (Levit- 
zki and Bar Sinai, 1991), and it can be postulated that other “effectors” 
may also exist in the membrane, already “precoupled” with a “ground- 
state” G-protein. This situation might rationalize the very rapid time course 
of G-protein-coupled signaling, which would be limited only by a receptor 
diffusion process and not by a concurrent diffusion of the activated G- 
protein to the effector. Further, this possibility would provide for the cellular 
compartmentalization of G-protein-effector systems at discrete membrane 
loci such as the caveolae (see later). 

The compartmentalization of G-proteins and their interactions with ef- 
fectors may possibly be governed by a number of posttranslational covalent 
modifications of the G-protein subunits, of which the addition of lipid 
moieties may be particularly significant (Wedegaertner et al., 1995). For 
instance, a-subunit palmitoylation (Linder et al., 1993), with or without 
concurrent myristolation, may govern the interaction of the a! subunits with 
effectors, as appears to be the case for the affinity of ai subtypes for the 
Py dimer and for adenylyl cyclase (Linder et al., 1991; Taussig et al., 1993). 
An as yet unidentified covalent modification on as also appears to affect 
its affinity for adenylyl cyclase (Kleuss and Gilman, 1997). The a! subunit of 
the Py dimer is also subject to lipid modification by C-terminal prenylation 
(farnesylation or geranylgeranylation) (Yamane et al., 1990; Yamane and 
Fung, 1993; Mumby et al., 1990; Mumby and Linder, 1994). This a! subunit 
modification is of importance for the interaction of Py with the a! subunit 
and with effectors such as adenylyl cyclase (Iniguez-Lluhi et al., 1992). The 
essence of the previous discussion is that both the “cyclic” a! subunit GTP/ 
GDP exchange reaction (Figure 4) and the posttranslational modification 
(e.g., reversible palmitoylation or subunit phosphorylation) can potentially 
affect the signaling process mediated by G-proteins; in principle, alterations 
at both of these potential levels of control (e.g., GTPase activity or palmitoy- 
lation) could have an impact on the regulation of cellular function. Further, 
the reversible palmitoylation modification could target these signaling con- 
stituents to discrete cellular locations (e.g., caveolae; see Section IV). 

3. G-Protein-Regulated Effectors 
a. Adenylyl Cyclase. The effector first known to be regulated by G- 

proteins is adenylyl cyclase, which is associated tightly with the plasma mem- 
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brane. Of the nine isoforms of this enzyme now known to exist, all are acti- 
vated by the as subunit (Sunahara etal., 1996). Other effectors that are targets 
for as regulation may also include voltage-gated Ca2+ channels (Yatani et af., 
1987) and cardiac Na+ channels (Schubert et af., 1989). Early on in the studies 
of adenylyl cyclase, it was recognized that a number of agonists could cause 
an inhibition of cyclase acting via a pertussis toxin-sensitive G-protein (the 
toxin ADP-ribosylates the a, subunit, thereby abrogating the receptor- 
triggered a, /3y dissociation process). For instance, in the platelet, this GI- 
mediated inhibitory regulation of cyclase can be seen upon activation of the 
thrombin (PARl) and a2-adrenergic receptors by thrombin and noradren- 
line, respectively. The mechanism of negative regulation of adenylate cyclase 
has turned out to be complex and dependent on the isoform of the enzyme 
with which the a, or Py (both of which can regulate the enzyme negatively) 
interacts. The inhibition can be either via a direct interaction between the 
a, subunit and the cyclase (e.g., isoforms V and VI) or indirect, due to the 
sequestation of active as by an excess of Py, made available, for example, by 
activation of the quantitatively predominant GI oligomer. This latter “Py- 
mediated as sequestation” mechanism most likely explains the cyclase inhibi- 
tory action of thrombin and noradrenaline in a variety of cells. To complicate 
matters, the Py subunit itself can stimulate rather than inhibit selected cyclase 
isoforms (types I1 and IV). Thus, the mechanisms for the positive and nega- 
tive regulation of adenylyl cyclase can vary considerably, depending on the 
cyclase isoforms present in a given cell type. 

6. Phospholipase C. One effector that has a dramatic impact on the 
function of platelets, smooth Muscle, and other tissues is phosphoinositide- 
specific phospholipase C. The P and y isoforms of this enzyme lead to 
agonist-stimulated hydrolysis of cell membrane phospholipids, so as to yield 
the intracellular mediators, diacylglycerol (DAG) and inositol trisphos- 
phate (IP3) (see Fig. 4). The fl  isoforms of the enzyme can be stimulated 
by members of the a, subfamily to hydrolyze phosphatidylinositol bisphos- 
phate, and the Py subunit can activate phospholipase C isoforms indepen- 
dently, with a preference for activating PLC-P3 (Park er af., 1993 and sum- 
mary by Fields and Casey, 1991). Thus, in some tissues, one could envision 
the activation of phospholipase C-p both via activation of the G ,  family 
members and via the activation of the GI members present in the membrane. 
In the case of the thrombin receptor, which can potentially couple to 
members of both G, (e.g., a,) and G, family members, there could thus be 
a concurrent activation of phopholipase C-p (via a,/all as well as via 
released Py) along with a parallel &-mediated inhibition of adenylyl cy- 
clase. Further, the activation of phospholipase C-p in tissues such as the 
platelet and smooth muscle would be possible both via “pertussis toxin- 
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sensitive” G-proteins of the Gi family and via “toxin-insensitive” G, family 
members. The stimulation of phospholipase C-p isoforms via G-protein- 
coupled processes would complement the activation of the phospholipase 
C-y isoforms via tyrosine kinase-mediated pathways (see later). The concur- 
rent activation of both groups of phospholipase C isoforms would yield an 
abundance of the “dual” intracelluar mediators inositol IP3 and DAG 
(Berridge, 1993; see Section IIIA). 

c. Other &Regulated Effectors: Src Family Kinases and PI3-Kinase. In 
addition to the ability of the By subunits to modulate adenylyl cyclase and 
phospholipase C-p, as summarized earlier, this G-protein-derived hetero- 
dimer is now known to regulate other effectors, such as the N- and P/Q-type 
Ca2+ channels (Clapham and Neer, 1993,1997; Clapham, 1996). Of relevance 
to the function of a variety of tissues are data indicating that the Py subunit 
also appears to be involved in the activation of tyrosine kinase pathways 
involving c-Src family members and possibly pleckstrin homology (PH) 
domain-containing tyrosine kinases (Luttrell et al., 1995; van Biesen et af., 
1996). Further, G-protein subunits have been observed to stimulate an 
isoform (PI3K-y) of phosphoinositide 3-kinase present in human platelets 
(Thomson et al., 1994; Abrams et af., 1996). The modulation of Src family 
kinases via a &mediated process may be of particular relevance to tissue 
function, providing for cross talk between the serpentine receptor systems 
and the receptor systems mediated via tyrosine kinase pathways. Activation 
of PI3-kinase, as alluded to earlier, can also occur via the interaction of its P85 
subunit SH2 domains with phosphotyrosyl protein motifs. Upon activation, 
P13-kinase is thought to play a role in recruiting PH domain-containing signal 
proteins such as the serine threonine kinase AKT/PKB and the phosphoino- 
sitide-binding protein, Grpl, to the plasma membrane ( L e m o n  and Fergu- 
son, 1998). Such P13-kinase-promoted membrane interactions very likely 
play a role in modulating intracellular tissue function and in regulating 
integrin-dependent “inside-out” adhesion processes. Essentially all of the G- 
protein-coupled signaling mechanisms discussed in this and previous sections 
are initiated by membrane-delimited reactions, triggered by the ligand- 
occupied receptor/(;-protein interaction. Because some of the components 
of the system (e.g., the By heterodimer) are modified by the addition of lipid 
moieties, these signaling reactions may take place in discrete membrane do- 
mains such as the caveolae (see Section IV). 

F. Receptors with Intrinsic Ligand-Regulated Enzyme Activity 

1. Generating an Intracellular Signal via Tyrosine Kinase Receptors 
As outlined in Section II,A, one of the major cell-signaling paradigms 

involves receptors that are transmembrane agonist-regulated allosteric en- 
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zymes. The binding of the receptor-specific ligand to the extracellular do- 
main produces a conformational change that is transmitted via a transmem- 
brane portion to an intracellular domain; this intracellular receptor domain 
then exhibits increased enzymatic activity. For so-called “growth factor” 
receptors, such as the ones for insulin, EGF-URO, or PDGF, intrinsic 
receptor tyrosine kinase is a key property for agonist action. Other intrinsic 
receptor-associated enzyme activities that have been documented to date 
include serinehhreonine protein kinases (e.g., the transforming-growth fac- 
tor p receptor superfamily) and guanylyl cyclase activity [atrial natriuretic 
factor (ANF) receptor family, see Table 111. 

To date, the most extensively studied class of receptor enzymes are 
represented by the tyrosine kiaase receptors for insulin [and, by extension, 
insulin-like growth factor I (IGF-I)] (Cheatham and Kahn, 1995; Czech, 
199S), EGF-URO, and PDGF. These three receptors can serve as a para- 
digm for receptors that respond to a number of other polypeptide growth 
factors (e.g., fibroblast growth factor, nerve growth factor, colony-stimulat- 
ing factor-1) and that possess intrinsic tyrosine kinase activity (Table 11). 
At least SO members of this receptor superfamily are known to exist (Heldin, 
1996). The binding of a ligand to the extracellular receptor domain results 
in two rapid events: (1) oligomerization (dimerization) and (2) activation 
of the cytosolic tyrosine kinase domain (Malarkey et af., 1995; Fantl el af., 
1993; Schlessinger and Ullrich, 1992). The dimerization/oligomerization 
event appears to be equally irpportant for the activation of receptors for 
cytokines (see later), wherein intracellular tyrosine kinases (IPYK, ES: Fig. 

TABLE 11 
Ligand-Activated Transmembrane Receptors with Intrinsic Enzyme Activity 

~~- ~ ~~~ 

Agonist (receptors) Erpyme activity Effect 

Insulin 
Epidermal growth factor Tylrosine kinase Tyrosine phosphorylation of 
Platelet-derived growth factor cellular proteins 
Fibroblast growth factor 
Colony stimulating factor-1 

Activin Serinehhreonine Serine/threonine phosphorylation of 
Inhibin kinase cellular proteins 
Transforming growth factor p 
Natriuretic peptides (GC-AIB) Guanylyl cyclase cyclic GMP 
Bacterial enterotoxins (GC-C) 
Sperm-activating peptides 
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1) are recruited into the signaling process (see later). As a consequence of 
the ligand-driven dimerizatiodkinase activation process, there is a receptor 
autophosphorylation event that results in the production of a number of 
phosphotyrosyl-containing domains in the receptor cytoplasmic tail. Dis- 
tinct phosphotyrosine-containing sequence motifs can be found in the 
ligand-activated receptors for insulin, EGF-URO, and PDGF. Autophos- 
phorylation of the insulin receptor on tyrosine residues has the effect of 
increasing its tyrosine kinase activity toward other intracellular substrates, 
such as the insulin receptor substrate 1. This insulin receptor substrate acts 
to amplify the insulin signal (Myers and White, 1996; White and Yenush, 
1998, see later). Once activated, the kinase activity of the insulin receptor 
persists as long as the receptor remains autophosphorylated, even in the 
absence of additional insulin and on cellular internalization (Bevan et al., 
1995; Bergeron et al., 1995). This persistent activation provides for consider- 
able signal amplification. It is believed that an insulin receptor-targeted 
tyrosine phosphatase plays a role in terminating the insulin signal (Drake 
et al., 1996; Band et al., 1997). A number of experimental approaches, 
including site-directed mutagenesis of specific insulin receptor autophos- 
phorylation sites, have shown that the intrinsic tyrosine kinase activity of 
the insulin receptor is essential for the mitogenic and metabolic actions of 
insulin (Murakami and Rosen, 1991; Wilden et al., 1992; Cheatham and 
Kahn, 1995; Czech, 1995). This conclusion is supported strongly by the 
finding of naturally occurring missense mutations in the insulin receptor 
tyrosine kinase domain in individuals with insulin resistance (Flier, 1992; 
Taylor, 1992). For that reason, considerable effort has been devoted to the 
identification of the intracellular target proteins for the insulin receptor 
kinase (e.g., Shc, IRS-1 and IRS-2: Myers and White, 1996; White and 
Yenush, 1998) and for other receptors with intrinsic tyrosine kinase activity 
(e.g., for EGF-URO and PDGF). 

As for the insulin receptors, structure-activity studies with the EGF- 
URO and PDGF receptors (e.g., see summary by Hollenberg, 1991) have 
established the key importance of the intrinsic receptor tyrosine kinase 
activity and receptor autophosphorylation for ligand action, and target- 
specific phosphotyrosyl docking sites have been identified for a number 
of effectors, including PLC-y and GRB-2 (Carpenter, 1992; HernandCz- 
Sotomayor and Carpenter, 1992; Fantl et al., 1993; Heldin, 1996, 1997a). 
The PDGF receptor represents those receptors of this superfamily for which 
the tyrosine kinase domain is split into two subdomains, separated by an 
intervening sequence. Although the intervening sequence does not play a 
catalytic role, it can provide a docking site for SH2 domain-containing 
proteins (e.g., PLC-y for the PDGF receptor: Fantl et al., 1993; Heldin, 
1997a). The differential binding of different effector moieties to distinct 
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phosphotyrosyl domains on the different receptors is thought to play a role 
in the distinctive actions of the different receptor systems (e.g., insulin 
versus EGF-URO versus PDGF; see discussion by Schlessinger and U11- 
rich, 1992). 

The cell activation mechanism mediated by receptors such as the ones 
for insulin, EGF-URO, and PDGF can be generalized as follows: (1) the 
receptor kinase catalytically activates a feed-forward enzyme, exemplified 
by the increased catalytic activity of phospholipase C-y caused by activation 
of the EGF-URO receptor (Nishibe et al., 1990). (2) The autophosphory- 
lated receptor recruits the SH2 domain-containing noncatalytic “growth 
factor receptor-binding’’ protein, GRB2, to its tyrosine-phosphorylated 
motifs, and GRE32, in turn, via its SH3 domain, links to and promotes the 
activity of the Ras-targeted GDP/GTP exchange factor, mSOS (see Fig. 3). 
This second general mechanism has received intense scrutiny (McCormick, 
1993). (3) In a noncatalytic manner, the tyrosine-phosphorylated receptor 
can interact with and promote the activity of SH2 domain-containing en- 
zymes, as is thought to be the case for PI3 kinase activation via its SH2 
domain-containing p85 subunit. (4) As a variant of the second and third 
general mechanisms, the receptor can phosphorylate a catalytically inactive 
docking protein on tyrosine residues; in turn, this tyrosine-phosphorylated 
adapter protein (e.g., Shc, IRS-1, or IRS-2) can interact with a variety of 
SH2 domain-containing proteins to propagate a cellular signal. Of prime 
importance is the interaction of the tyrosine-phosphorylated docking pro- 
teins with the SH2 domain of GRB2 and with the p85 regulatory unit of 
P13-kinase, in keeping with the process described earlier for mechanisms 
2 and 3. ( 5 )  Finally, the tyrosine-phosphorylated receptor domains can act 
as docking sites for SH2 domain-containing tyrosine kinases, such as Src 
family members. The recruitment of c-Src itself to the membrane-localized 
autophophorylated PDGF receptor is thought to play a key role in the 
mitogenic action of PDGF (Erpel and Courtneidge, 1995). Data suggest 
that the targeting and tyrosine phosphorylation of growth factor receptor 
domains by a process other than receptor autophosphorylation may also 
permit a receptor such as the one for EGF-URO to act as a “scaffold” for 
signaling. It is presumed that this “scaffolding” process could set into play 
signaling processes akin to mechanisms 3 and 4. Thus, the “transactivation” 
of the EGF-URO receptor by tyrosine phosphorylation caused by either 
G-protein-coupled receptors or cytokine-related receptors (e.g., growth 
hormone) may play a signaling role in some circumstances (Daub et al., 
1996; Yamauchi et al., 1997; Luttrell et al., 1997). 

The four basic mechanisms just discussed, including the possible “scaf- 
folding” function, are thought to rationalize the signaling processes for 
those receptors that possess intrinsic tyrosine kinase activity. As will be 
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seen from the discussion of cytokine receptor mechanisms (see Section 
II,G), comparable processes and common signal sequence motifs that are 
linked to phosphotyrosine residues in a sequence-specific manner (e.g., 
SH2/SH3, PTB domains; Pawson, 1995; Cohen et al., 1995; Margolis, 1996; 
Borg and Margolis, 1998) are also used for receptor systems that do not, 
of themselves, possess intrinsic tyrosine kinase activity. 

2. Regulating Receptors Possessing Intrinsic Tyrosine Kinase Activity: 
Silencing and Terminating the Signal 
As for any cellular enzyme process, receptors are subject to complex 

feedback regulatory reactions. In the case of tyrosine kinase receptors, the 
intracellular domains can be targets for phosphorylation/dephosphoryla- 
tion reactions taking place in the plasma membrane that regulate either the 
ligand-binding function or the kinase activity of the receptor. For instance, a 
kinase C-mediated phosphorylation of T654 of the EGF-URO receptor 
silences its abilty to bind to ligand; conversely, dephosphorylation of the 
insulin receptor by intracellular protein tyrosine phosphatases, as alluded 
to earlier, is thought to terminate its signal (Drake et al., 1996; Band et al., 
1997). As with the signal generation mechanisms, SH2 domains (on the 
protein tyrosine phosphatases) are thought to play an important role for 
signal termination, via interactions with certain receptor phosphotyrosyl 
sequences (Tonks, 1996; Liu, and Chernoff, 1997; Byon eta/., 1997). Recep- 
tor phosphorylation/dephosphorylation events catalyzed by a variety of 
enzymes (e.g., kinase A, kinase C, Src family kinases, intracellular tyrosine 
phosphatases) no doubt play key roles in the regulation of all members of 
the tyrosine kinase receptor superfamily. Comparable phosphorylation/ 
dephosphorylation events have been observed to play roles in the control 
of G-protein receptor function. In the case of G-protein-coupled receptors, 
some of the serinehhreonine kinases are thought to be “receptor-specific” 
[e.g., the so-called G-protein receptor kinases (GRKs)] so as to be involved 
in ligand-specific receptor desensitization (Premont et al., 1995; Freedman 
and Lefkowitz, 1996). However, comparable kinase A, kinase C, and protein 
phosphatase (both phosphotyrosine specific and phosphoserine/threonine 
specific) reactions undoubtedly also control the function of all classes of 
membrane-localized receptors, and the intriguing issues to be resolved for 
these phosphorylationl dephosphorylation reactions lie (1) in the mecha- 
nisms for the targeting of the intracellular kinases/phosphatases to the 
membrane-localized receptor domains and (2) in the factors that govern 
the specificity of targeting the regulatory enzymes involved only to a re- 
stricted class or subtype of receptor. 

Superimposed on the enzyme feedback loops that govern receptor bind- 
ing and catalytic activity are the receptor internalization and recycling 
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processes mentioned in Section II,B. Upon activation by its ligand, a recep- 
tor can migrate to so-called clathrin-coated “pits” on the cell surface. 
These specialized invaginations in the membrane, distinct from the caveolae 
discussed in Section IV, are sites where receptor-mediated endocytosis 
occurs. Pinched-off vesicles, enriched in receptor-ligand complexes, fuse 
with intracellular structures in which the receptor and ligand become encou- 
pled. The compartment for the uncoupling of the receptor and its ligand 
(so-called CURL) is maintained at a comparatively low pH (4 to 5) that 
promotes ligand dissociation. Subsequently, a sorting process can take place 
whereby the CURL-bound receptor is either relocated to the cell surface 
or directed to a lysosomal compartment for degradation. One working 
hypothesis that has received some support proposes that the internalized 
receptor or an “active” fragment thereof may be relocated to the nucleus 
to regulate delayed cellular processes (e.g., gene transcription). Although 
unequivocal evidence has been obtained for the localization of receptors 
in the nucleus (Shah etal., 1995; Smith rt al., 1997), a role for the internalized 
receptor in this type of signaling process remains an open question. Apart 
from the recycling of internalized receptors to the cell surface for reuse (as 
appears to be the case for this “transferrin receptor”), the complementary 
process of receptor messenger RNA transcription, translation, processing/ 
glycosylation, and insertion into the membrane provides a tertiary level 
whereby a cell can regulate its sensitivity to a variety of agonists. This 
biosynthesis/membrane insertion process, which is regulated by the recep- 
tor signaling event itself, is beyond the scope of this chapter. 

In summary, there are three levels at which receptor feedback mecha- 
nisms can regulate signaling: (1) at the level of the cell membrane, where 
feedback phosphorylationldephosphorylation can rapidly (seconds to mi- 
nutes) alter either ligand binding or the intrinsic receptor signaling capabil- 
ity to “desensitize” the signal; (2) at the level of receptor clustering and 
internalization, whereby receptor numbers (and thereby cell sensitivity) 
can be “downregulated” over a somewhat longer time period (minutes to 
tens of minutes); this “coated pit”-mediated internalization process may 
be linked to delayed intracellular signaling events; and (3) at the level of 
receptor biosynthesis, processing trafficking and membrane insertion (tens 
of minutes to tens of hours). These signal-modulating processes are thought 
to occur in a “second-tier” time frame that is slower than the initial 
dimerizationlmicroclustering event that initiates a transmembrane signal. 
It is in this rapid time frame process that the caveolar structure may be 
found to play an important role (see Section IV). 

3. Receptors with Intrinsic Serine/Threonine Kinase Activity 
Hard on the heels of understanding the mechanisms for signaling by 

receptors with intrinsic tyrosine kinase activity has come the discovery of 
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the transforming growth factor+ (TGF-P) family of serinehhreonine kinase 
receptors that includes those for TGF-/3 itself as well as for cell regulators 
such as activin, inhibin, and Miillerian inhibiting substance (Massague, 1996; 
Massague and Weis-Garcia, 1996; Heldin, 1997b). Although the nature of 
the receptor substrates and the detailed mechanisms governing the actions 
of the serinekhreonine kinase receptor family differ from those of the 
tyrosine kinase family of receptors, the essential signaling paradigm outlined 
by the mobile receptor model (Section II,B), and a number of the mecha- 
nisms summarized in Sections 11,FJ and II,F2 can be seen to apply, at 
least in principle, although not in the details. The TGF-P receptor family, 
as understood currently, uses prinicipally mechanism No. 1 discussed in 
Section II,F,l (ten Dijke et al., 1996; Massague, 1996). Using an oligomeric 
receptor dimerization mechanism, the ligand (e.g., TGF-P) promotes the 
interaction of two dissimilar receptor serinehhreonine kinase subunits (so- 
called RI and RII). The binding of TGF-/3 to the constitutively active RII 
receptor subunit promotes its interaction and activation of the RI serine/ 
threonine kinase subunit. The “activated” receptor heterodimer then goes 
on to phosphorylate and activate cytoplasmic proteins (so-called SMADs) 
that can heterodimerize (e.g., with SMAD-4) to permit nuclear transloca- 
tion and transcriptional activation. This type of signal paradigm (i.e., the 
activation of latent cytoplasmic transcription factors that translocate to the 
nucleus) mirrors mechanisms that are triggered by the activation of both 
cytokine receptors (see Section I1,G) and growth factor receptors. For 
cytokine and growth factor receptors, the latent cytoplasmic transcription 
factors that become activated have been termed signal transducers and 
activators of transcription (STATs; see later). Thus, with the serinehhreo- 
nine kinase family of receptors, a conservation of “signaling themes” can 
be seen to be in common not only with all other membrane-localized 
receptor kinases, but also with receptor systems wherein the ligand-binding 
oligomer is devoid of enzyme activity. 

4. Guanylyl Cyclase Receptors 
A third type of receptor with intrinsic enzyme activity is the particulate 

(i.e., plasma membrane bound, as opposed to cytosolic) guanylyl cyclase, 
which is activated by a number of agonist peptides, including atrial natriuretic 
factor (ANF or A M )  and a brain-derived homologue, BNP (Table 11; 
Wong and Garbers, 1992; Drewett and Garbers, 1994; Garbers and Lowe, 
1994; Anand-Srivastava, 1997). The mammalian guanylyl cyclase receptors 
A and B that bind ANP and BNP consist of an extracellular ligand-binding 
domain, a single transmembrane domain, an intracellular protein kinase- 
like domain, and a guanylyl cyclase catalytic domain at the carboxyl termi- 
nus that exhibits some sequence identity with the soluble forms of guanylyl 
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cyclase. Cytosolic guanylyl cyclase is the target for nitric oxide activation. 
Although the receptor protein kinase-like domain has no catalytic activity, 
the binding of ATP to this domain is required for the ligand-stimulated 
activation of the receptors guanylyl cyclase activity (Chinkers et al., 1991; 
Goraczniak el al., 1992). Although two of the ANF-binding receptors (ANP- 
A and ANP-B; also termed GC-A and GC-B) possess intrinsic guanylyl 
cyclase activity, a third distinct ANP receptor subtype (the so-called ANP- 
C receptor) lacks this activity and has only a short 37 amino acid residue 
cytoplasmic portion. The ANP-C receptor is thought to regulate adenylyl 
cyclase and phospholipase C via a G-protein-coupled mechanisms (G,); but 
the mechanism of Gi  regulation via the single ANP-C receptor transmem- 
brane domain has yet to be clarified (Anand-Srivastava, 1997). A distinct 
particulate guanylyl cyclase-containing receptor GC-C appears to be re- 
sponsible for the pathogenic actions of a heat-stable Escherichia coli entero- 
toxin (STa) that causes diarrhea in mammals. A distinctive property of the 
ANF-A receptor is that it appears to be preassociated in the membrane in 
the absence of ligand as a nowovalent oligomer (Rondeau er al., 1995); 
ligand binding in a 1 :2 stoichiometric relationship activates the cytoplasmic 
guanylyl cyclase activity. Once activated, the guanylyl cyclase-linked recep- 
tors yield the intracellular messenger, cyclic GMP from GTP. Cyclic GMP 
has long been known as a “second messenger,” akin to cyclic AMP, for 
the regulation of a variety of intracellular proteins, including cyclic GMP- 
dependent protein kinases and cyclic nucleotide phosphodiesterases (Lin- 
coln and Cornwell, 1993). The cloning of homologous receptors from olfac- 
tory and retinal tissue, for which activating ligands have yet to be found 
(GC-D, GC-E and GC-F: Yang etal., 1995,1996), suggests that this receptor 
superfamily may have many more members to be characterized. 

G, Receptors without Intrinsic €myme Activity That Act via 
Signal Adapter Proteins 

1. Cytokine Receptors 
As mentioned briefly in Sections II,A and II,F, a diverse group of recep- 

tors such as those for growth hormone, prolactin, GM-CSF, and interleukins 
(e.g., IL-3, IL-6) are transmembrane proteins that possess comparatively 
short cytoplasmic domains and do not exhibit intrinsic enzymatic activity. 
However, a common biochemical event in the action of these key intercellu- 
lar mediates is the phosphorylation of a variety of intracellular substrates 
on tyrosine. A hallmark of this so-called “cytokine receptor superfamily” 
(summarized by Miyajima et a l ,  1992,1997; Sat0 and Miyajima, 1994; Hara 
and Miyajima, 1996), is the ahsociation of a high-affinity ligand-binding 
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subunit (often termed a receptor a subunit) with a second receptor subunit 
that by itself is not able to bind the activating ligand (so-called /3 subunit). 
The second @ subunit contains the sequence motifs required for signaling 
in its cytoplasmic domain. Together, the a and /3 subunits form a high- 
affinity complex with the activating ligand, which via distinct ligand se- 
quences forms a cross-bridge between the two subunits. Common amino 
acid sequence motifs can be found in both extracellular and intracellular 
portions of the signaling subunits of the “cytokine” receptor family. In the 
special case of receptors for growth hormone and prolactin that belong to 
this superfamily, a single subunit, as a ligand-induced dimer (stoichiometry 
of 1 : 2, ligand:receptor), subserves both ligand binding and signaling func- 
tions (Wells and deVos, 1996). In other instances, distinct ligand binding 
a subunits (e.g., for IL-3, IL-5, and GM-CSF) can share a common signaling 
P subunit (see reviews by Nicola and Metcalf, 1991; Nicola et al., 1997; 
Miyajima et al., 1992; Sato and Miyajima, 1994). Other members of the 
cytokine receptor family, such as IL-6, require a distinct p subunit (so- 
called, glycoprotein 130 gp 130; Hirano et ul., 1997) that can nonetheless 
be shared by yet another set of agonists [e.g., Leukemia Inhibitory Factor 
(LIF), CNTF) with distinct a-subunit-binding components. Of particular 
note is that the binding subunits for one of the members of the cytokine 
family, ciliary neurotrophic factor, has no transmembrane receptor se- 
quences, but is rather tethered to the cell surface via a glycolipid moiety. 
The signaling properties of the GPI-anchored receptors will be discussed 
further (Section IV,B) with respect to the potential roles of caveolae in 
signal transduction (Lisanti et al., 1995). 

An essential element for signaling by the cytokine receptor systems is 
the recruitment to and activation by the signaling ‘‘P subunit” of a family 
of so-called Janus tyrosine kinases (Wilks and Oates, 1996). These @subunit 
receptor-associated tyrosine kinases (JAKs 1, 2, 3, and Tyk-2) can lead 
either to the phosphorylation of P-subunit sequences on tyrosine (analogous 
to the “autophosphorylation” event for the EGF-URO and PDGF recep- 
tor) or to the tyrosine phosphorylation of cytoplasmic substrates. These 
tyrosine-phosphorylated cytoplasmic substrates subsequently form homo- 
and heterodimers, which are translocated to the nucleus where they activate 
transcriptional events. As indicated earlier, because of this transcriptional 
activity, these tyrosine kinase substrates that mediate cytokine actions have 
been termed STATs (1 to 5).  Thus, in principle, the general mechanisms 
whereby cytokine receptors create intracellular signals can be seen to be 
similar to a number of the generalized mechanisms discussed earlier for 
EGF-URO, PDGF, and TGF-P receptors (Sections 11,FJ and 11,F,3). In 
keeping with the “mobile receptor” model outlined earlier (Section II,B), 
the a subunits can be seen as “classical” receptor recognition moieties and 
the p subunits can be seen as “signal-adapter” proteins that, like G-proteins, 
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are able to couple the ligand-binding constituent to an effector signaling 
system. It is also in keeping with the “mobile receptor” paradigm that the 
affinity of the ligand for its receptor would be increased on interacting with 
the signal-adaptor p subunit. Notwithstanding, the types of protein-protein 
interactions governed by SH2 domain/phosphotyrosine binding and the 
roles of the recruited JAK kintlses provide for a high degree of complexity 
in the signaling process. Further, because of the common protein-protein 
interactions between the tyrosine-phosphorylated /3 subunit of the cytokine 
receptor systems and other signaling intermediates that possess SH2 do- 
mains (e.g., GRB2, PLG-?), it is not surprising that there are common 
biochemical responses (e.g., elevated intracellular calcium, via phospholi- 
pase C-y activation; MAP kinase activation, stemming from the GRB2 + 
SOS + Ras pathway) triggered both by cytokines and by growth factors 
such as EGF-URO and PDGF. 

2. Multicomponent Immune Receptors 
In keeping with the theme of heterooligomeric receptor complexes, the 

T- and B-cell antigen receptors (TCR and BCR, respectively) are multicom- 
ponent receptors. TCR and BCR represent one of the most complex cell 
surface receptor systems studied to date. These receptors are composed of 
multiple subunits, all of which are required for the assembly and cell surface 
expression of a functional recsgnition/signaling complex. However, these 
receptors do not contain intrifisic enzymatic activity in their cell surface 
components. The TCR is composed of six different polypeptides, which 
include a ligand recognition heterodimer [ap or yS as well as subunits 
that have been designated 03 .5 ,  CD3y, CD34 and TCRG (Wange and 
Samelson, 1996)l. The core units of the BCR are transmembrane immuno- 
globulin and the associated heterodimer Iga and Igp (Reth, 1992). Engage- 
ment of either the TCR or the BCR receptor complex on their correspond- 
ing cell type with an antigenic determinant leads to cellular activation. 
The activation signal results in cellular proliferation and the acquisition of 
complex cellular functions (Gold and Defranco, 1994; Qian and Weiss, 
1997). Within the cytoplasmic domains of the TCRS and CD3 polypeptides 
of the TCR and within the Iga and Igp molecules of the BCR are critical 
regions necessary for receptor signaling to occur. These receptor domains 
have been termed immunoreceptor tyrosine-based activation motifs 
(ITAMs) (Cambier, 1995). Key tyrosine residues within this motif become 
phosphorylated on either TCR or BCR activation and couple to the intracel- 
lular signaling pathway by acting as a high-affinity binding site for SH2- 
containing signaling molecules, as outlined in Sections II,C,l and III,B. 
Two families of tyrosine kinases have been shown to be involved in both 
of these receptor-initiated events. Receptor-associated Src family kinases 
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phosphorylate the key tyrosine residues within the ITAM, which then acts 
as a site for recruitment and subsequent activation of the ZAP-70/Syk 
protein tyrosine kinases. This recruitment requires the tandem SH2 domains 
in ZAP-70/Syk, each binding to the critically spaced phosphotyrosine resi- 
dues within the ITAM (van Oers and Weiss, 1995; Weiss, 1995). Upon 
activation of these two families of kinases, a number of downstream signal- 
ing molecules can be triggered, resulting in the overall amplification of the 
initial signal. Multiple ITAMs present within a single receptor complex 
may provide the capacity to amplify the signal; there are three motifs within 
TCRy and one in each of the CD3 polypeptides within the TCR. Because 
each TCR complex can contain a TCRy dimer and two CD3 dimers, each 
TCR can therefore contain 10 ITAMs. In addition to playing a role in 
signal amplification, it is also possible that the distinct ITAM sequences in 
the different receptor subunits can exhibit specific interactions with differ- 
ent signaling molecules so as to provide differential signaling specificity 
(Wange and Samelson, 1996). 

A novel general concept in signal transduction has come to light in the 
study of immunoreceptor biology: the ability of ligand binding to recruit 
and activate a coreceptor that either amplifies the signaling process or acts 
to inhibit cellular signaling (Tridandapani et al., 1997). CD19 is a coreceptor 
for the BCR that is required for the normal production of antibody re- 
sponses to T-cell-dependent antigens. Upon the co-ligation of CD19 and 
BCR there is a dramatic enhancement of intracellular signaling. Coreceptor 
stimulation can also provide a negative signal to the cell. Co-crosslinking 
of the BCR with the Fc receptors for IgG results in the abrogation of the 
proliferative signal normally induced by BCR activation. This inhibitory 
mechanism is not well understood, but requires yet another specific tyrosine- 
phosphorylated motif within the cytoplasmic domain of the Fc receptor, 
called the immunoreceptor tyrosine-based inhibitory motif (ITIM) (Ami- 
gorena et al., 1992; Muta et al., 1994). When phosphorylated, ITIMs recruit 
either an SH2-containing tyrosine phosphatase (SHP-1) or the SH2- 
containing inositol polyphosphate 5’-phosphatase (SHIP); both enzymes 
appear to be able to downregulate signaling, albeit by distinct mechanisms 
(Scharenberg and Kinet, 1996; Ono et aL, 1997). There is a growing family 
of proteins that bear ITAMs or ITIMs, and their activation and coactivation 
will allow for the appropriate modulation of cellular responses. The com- 
plexity of these systems is beyond the scope of this chapter, and the reader 
is encouraged to explore the following review articles for specific details 
(Reth, 1992; Cambier, 1995; van Oers and Weiss, 1995; Weiss, 1995; Schar- 
enberg and Kinet, 1996; Wange and Samelson, 1996). 

3. Noncatalytic Receptors That Activate Intracellular Proteinases 
A novel cell activation mechanism that has come to light since the early 

1990s also involves receptors that do not exhibit intrinsic ezymatic activity, 
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but which recruit proteinases in addition to protein kinases into the signaling 
process. Receptors of this class comprise the tumor necrosis factor-a receptor 
superfamily, which includes the 55-kDa TNFRl (CD120a), TNFR2 
(CD120b), CD40, and the apoptosis-associated receptor (FAS/CD95/ 
APO1). The signaling mechanisms used by this receptor superfamily repre- 
sent yet another variation of the “mobile receptor” model, wherein specific 
sequences on the cytoplasmic portion of the TNF-a receptor isoforms are 
stimulated by ligand binding to interact, via adapter proteins, with intracellu- 
lar effectors that, in this case, turn out to be either proteinases (Caspases: 
Riches et al., 1996; Shu et al., 1997) or a serinelthreonine kinase (RIP or 
NIK; Hsu etal., 1996: Malinin etal., 1997). Ligand binding is believed to cause 
the formation of a receptor trinier. The main cellular responses monitored on 
activation of the receptor family members include (1) the induction of cell 
death by an apoptotic mechanism, (2) the activation of the transcription fac- 
tor, NFKB, and (3) the activation of mitogen-activated protein kinase 
(MAPK) cascades (Riches et ul., 1996). All of these responses appear to be 
triggered by the ligand-induced microaggregation (trimerization) of receptor 
subunits, accompanied by the docking/activation of specific signal-directing 
adapter proteins bound to specific receptor cytoplasmic domains. In the 
model proposed to date (Wallach eta/., 1997), a cytoplasmicTNFR1 receptor 
sequence termed a “death domain (because of its correlation with TNF-a- 
induced apoptosis) becomes associated with a multisite docking protein, 
termed TNF receptor-associated death domain (TRADD). This TNF recep- 
tor scaffolding protein can then interact with a variety of other effector/adap- 
tor proteins that differentially regulate the downstream effects of the ligands 
(i.e., TNF-a, FAS-ligand). One set of such adapter proteins, termed TNF 
receptor-activated factors (TRAFs 1-6) can interact with and activate an 
NFKB-inducing kinase (so-called NIK, related to the MAPKK kinases; Mali- 
nin et al., 1997). This serine/threonine kinase is probably comparable to the 
distant enzyme recruited to the FAS receptor (acronym RIP) described pre- 
viously (Hsu el al., 1996). This secondary recruitment of a serinehhreonine 
kinase into the TNF receptor family signaling pathway can be seen in princi- 
ple to have elements in common with the recruitment and activation of the 
JAKs in the course of cytokine receptor signaling. Quite novel, however, 
is the ability of a distinct TNFRUFAS-associated docking protein [Fas- 
associated death domain (FADD), also termed MORT-11 to interact with 
and promote the activation of the proteinase, Caspase 8. This intracellular 
proteinase is upstream in a catalytic proteinase cascade involving other cas- 
pase family members that ultimately lead to cellular apoptosis (Wallach et 
al., 1997). Thus, in summary, the TNF-a receptor family, via a series of cyto- 
plasmic adapter docking proteins, recruits into the signaling process not only 
protein Ser/Thr kinases having homology with the MEKK kinase family, but 
also a caspase proteinase cascade. This kind of multiplex signaling by a single 
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receptor was envisioned clearly by the mobile receptor model outlined in 
Figure 2. The distinctive end response-triggered activation of members of the 
TNF receptor family (e.g., NFKB activation versus apoptosis) depend entirely 
on the differential binding specificity of specific sequence motifs in the set of 
effector proteins that link to the TRADD adapter protein. Evidently, receptor 
systems other than the TNF family (e.g., IL-6 signaling) can also make use 
of comparable adapter proteins (e.g., TRAF-6) that are in common with the 
other TRADD-binding proteins termed TRAFs (Cao et al., 1996). 

111. SIGNAL AMPLIFICATION 

A basic question to deal with is how, once activated by any of the 
mechanisms outlined in Figure 1, does the cell amplify the initial signal 
that results in a generalized tissue response? As an answer to this question, 
four basic themes can be proposed to account for most of the signal ampli- 
cation processes used by a variety of receptor systems: (1) a change in 
membrane potential, caused either by a ligand-regulated ion channel (recep- 
tor RI, Fig. 1) or by G-protein-regulated ion channels, would, as elaborated 
on by Zierler and colleagues (Zierler, 1960,1985; Zierler and Rogus, 1981), 
have a profound and instant effect on the orientation of all membrane 
proteins. This effect, as well as the propagation of membrane potential 
changes between cells in a tissue, would generate an amplified cell and 
tissue signal rapidly. (2) The initial receptor signal may generate one or 
more soluble, diffusable “signal messengers,” that in turn regulate “cas- 
cade” enzyme reactions. Such “second messengers,” including cyclic AMP, 
the first to be described (Sutherland, 1972), are discussed briefly in Section 
II1,A. (3) The protein kinase activity of the receptor itself, or the series of 
receptor-triggered protein-protein interactions described in Sections II,C 
and II,F, can also, like cyclic AMP, lead to a protein kinaselphosphatase 
cascade, where each catalytic step amplifies the previous one. This type of 
phosphorylation cascade is well recognized for amplifying cell signals. 
(4) As described for the TNF-a receptor system, a proteinase cascade may 
be initiated. The large amplification properties afforded by proteinase cas- 
cades are well recognized in the complement and clotting cascade system. 
The following sections provide brief details about the soluble “second- 
messenger” systems and about those amplification mechanisms involving 
modular protein-protein interactions. 

A. Membrane-Derived Difisable Second Messengers 

A number of diffusable messengers that amplify receptor signals 
originate as a result of plasma membrane-localized reactions. Of prime 
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importance are the “classical” mediators: cyclic AMP, cyclic GMP, DAG, 
calcium, and inositol IP3. Ceramide has also emerged as a potential 
“messenger” molecule. Each of these second messengers can result from 
the activation of a variety of receptor systems, as already touched on 
in preceding sections. 

The “classical” source of a soluble second messenger can be seen in the 
receptor-mediated activation of the G,-protein, which in turn activates 
adenylyl cyclase with the production of cyclic AMP from ATP (Rodbell, 
1995). This G-protein mechanism comprises two initial amplification steps, 
followed by a protein kinase cascade amplification process. First, the recycl- 
ing agonist-receptor complex has a “catalytic” effect on activation of the 
heterotrimeric G,-protein complex (Levitzki et al., 1993; Levitzki and Bar- 
Sinai, 1991), whereby a single agonist receptor moiety can activate hundreds 
of G,-protein effectors. Second, amplification is provided by the turnover 
number of the effector enzyme (e.g., adenylyl cyclase) that can catalytically 
generate thousands of “messenger molecules” that go on to activate yet 
another round of protein kinase-catalyzed phosphorylation-mediated cas- 
cades. Thus, the third stage of amplification for cyclic AMP involves the 
activation of cyclic AMP-depandent protein kinases that continue the cell 
activation process, with overall amplification factors of about 105 or more 
relative to the initial stimulus (e.g., for G-protein regulation of signal trans- 
duction in the visual system, see Stryer, 1991). Like cyclic AMP, cyclic 
GMP, generated by activation of the ANF receptor family, can also set in 
motion a signal amplification process mediated by cyclic GMP-dependent 
protein kinases (PKGs). 

The G,-protein-mediated activation of membrane-localized phospholi- 
pase-CP provides yet another set of soluble mediators via a process that 
yields amplification factors comparable to or greater than the cyclic AMP 
system. In this case, the enzyme reaction yields not one, but two soluble 
mediators, DAG and IP3, from the target substrate, phosphatidylinositol 
(Berridge, 1993). In turn, via the IP3-mediated elevation of intracellular 
calcium and the DAG-regulated activation of protein kinase C (PKC), the 
initial receptor signal is amplified greatly. Elevated intracellular calcium 
not only can coordinately activate PKC along with DAG, but can also 
stimulate calciumlcalmodulin-regulated kinases that, like kinase C, trigger 
further downstream signal-amplifying protein kinase cascades. The same 
set of soluble mediators (i.e., DAG, IP3, and Ca2+) can be released via the 
activation of phospholipase C y .  As outlined in Sections II,F and 11,6, this 
enzyme can be activated via its SH2 domain interactions with phosphotyro- 
sine-containing proteins (KamBt and Carpenter, 1997). Thus, the activation 
of a wide variety of receptor systems (all of types 2,3, and 4 in Fig. 1) can 
lead to the generation of a conlmon set of “second messengers” and there- 
fore some common amplified cellular responses. 
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Glycerolipid and sphingolipid mediators are also proposed to play a role 
in receptor-mediated signaling (Brindley et al., 1996; Hannun and Obeid, 
1997; Smyth et al., 1997). For instance, the receptor-triggered activation 
of phospholipase D, rather than phospholipase C, yields phosphatidate, 
which can be metabolized to lysophosphatidate and DAG (discussed ear- 
lier). Phosphatidate and lysphosphatidate can activate cytoplasmic tyrosine 
kinases, providing for signal amplification. Further, the receptor-mediated 
activation of sphingomyelinase (e.g., by TNF-a) yields ceramide, yet an- 
other lipid believed to play a role in cell signaling. The potential roles of 
ceramide, phosphatidate, and lysophosphatidate as “second messengers” 
of agonist action are being explored actively at this point in time (Smyth 
et al., 1997; Hannun and Obeid, 1997; Pena et al., 1997). In essence, all of 
the “second messengers” discussed in this section can be seen to originate 
at the plasma membrane as a product of a plasma membrane-localized 
enzyme (e.g., adenylyl cyclase); for certain messengers, both the enzyme 
and its substrate may be localized in the membrane itself. 

8. Module-Targeted Signal Transduction Path ways 

One problem that a diffusable second messenger must overcome relates 
to the cellular location at which the signal amplification will take place. To 
some extent, this problem for diffusable messengers (e.g., cyclic AMP) is 
solved by prelocating the target enzymes via site-specific scaffolding and 
anchoring proteins (Lester and Scott, 1997). For receptors like the ones 
typified by types 3 and 4 in Fig. 1, the “diffusable messengers” are large 
molecular weight proteins rather than the comparatively small highly diffu- 
sable messengers such as cylic AMP. Thus, a different amplification mecha- 
nism has evolved employing modular adapter proteins, such as GRB2, 
discussed in Sections II,C and II,F. Through these “hand-to-hand”-like 
interactions between protein modules, the catalytic moieties can be re- 
cruited to the cell membrane at appropriate sites where the substrates are 
located. The scheme shown in Fig. 3 illustrates this principle for the activa- 
tion of Ras by a “growth factor” receptor. The recruitment of mSOS to 
activate Ras resulting from the activation of either “growth factor” or 
G-protein-coupled receptors results subsequently in the downstream activa- 
tion of the MAP kinase cascade that amplifies considerably the initial 
receptor signal (Graves et al., 1997; Sugden and Clerk, 1997; Cobb et al., 
1996). Here again, a protein kinase cascade serves as the “signal amplifier” 
mechanism. In general, this adapter protein mechanism, employing specific 
sequence modules [e.g., SH2, SH3, PTB, and pleckstrin-homology (PH) 



11. Plasma Membrane-Localized Signal Transduction 381 

domains] provides both for site specificity and the amplification of receptor 
signals (Pawson, 1995; Pawson and Scott, 1997). 

A final amplification process that employs “module-targeted’’ signal am- 
plification results from the activation of nuclear transcriptional events (Su 
and Karin, 1996). For this process, receptor triggering, via one of the pro- 
cesses outlined in Figure 1, leads to the phosphorylation/activation of cyto- 
plasmic proteins (e.g., STATs, SMADs, or NFKB) that then translocate to 
the nucleus to initiate transcriptional events. This type of signal amplifica- 
tion occurs within a much longer time frame than those receptor-triggered 
amplification mechanisms that regulate rapid tissue responses such as 
changes in smooth muscle contractility. In summary, both “diffusable” 
low molecular weight second messengers and adapter-coupled receptor- 
signaling effectors use modular protein-protein interactions for the site- 
specific amplification of ligand-induced cell signals. Amplication can take 
place very rapidly at the cell membrane or at specific cytoplasmic sites; 
alternatively, an amplification at the level of gene transcription can occur 
over a slower time frame via the translocation of activated transcription 
factors from the cytoplasm to the nucleus. 

IV. THE PLASMA MEMBRANE AS AN INTEGRATION SITE FOR 
SIGNAL TRANSDUCTION 

A. Membrane Translocation of Signaling Molecules 

As has been emphasized thcoughout this chapter, the plasma membrane 
is the focus for a number of critical events in signal transduction pathways. 
As mentioned in Section II,A, upon binding of ligand to its appropriate 
cell surface receptor, a cascade of signaling events is initated. The plasma 
membrane is not a passive structure, but one which dynamically helps 
to integrate and localize downstream signaling molecules, presumably to 
increase the efficiency of the signal transduction process after receptor 
stimulation has taken place. The inner leaflet of the plasma membrane 
acts as an anatomical site of inolecular recruitment and clustering. Many 
signaling molecules are localized to the inner surafce of the plasma by 
a number of different molecular mechanisms. One mechanism by which 
membrane localization can be achieved results from the prelocalization 
of molecules based on posttranslational modifications (Casey, 1995). This 
concept has been introduced earlier with respect to the fatty acid modifica- 
tions that occur on the G-proteins (Section II,E,2). In addition to 
G-proteins, the Src family of protein tyrosine kinases are attached to the 
plasma membrane by virtue of fatty acid modifications. Src itself is myris- 
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toylated, whereas many of the other Src family kinases, including Lck, Fyn, 
and Hck, are both myristoylated and plamityolated (Resh, 1994). A second 
class of proteins regulated by fatty acid modifications is explemfied by the 
small molecular weight GTPases, including Ras. These “small” G-proteins 
are prenylated with either the 15 carbon farnesyl or the 20 carbon, geranyl- 
geranyl (Glomset and Farnsworth, 1994). In addition, many of these G- 
proteins contain a second motif required for plasma membrane localization: 
either an additional fatty modification such as palmityolation or a stretch 
of polybasic amino acids (Glomset and Farnsworth, 1994). These posttrans- 
lational modifications are essential for the cellular activity of these mole- 
cules, indicating the importance of the membrane localization of these 
constituents for regulating cell function. Although it still remains to be 
clarified, the different covalent modifications on these signal adapter mole- 
cules appear to target them to specific subdomains within the plasma mem- 
brane. For example, the Src family kinases that are dually acylated are 
localized to caveolar-like domains, whereas Src itself, which is only myris- 
toylated, does not localize to these microcompartments (Robbins et al., 
1995) (see later). 

A second way in which proteins can localize to the plasma membrane 
is by a redistribution either by direct binding to a membrane-localized 
protein (described in detail in Section 11) or by specific membrane-targeting 
motifs. For example, Raf, a serine threonine kinase, interacts with Ras only 
when Ras is in its active GTP-bound configuration, and this relocalization 
of Raf to the plasma membrane is essential for its enzymatic activation 
(Marshall, 1995). Protein kinase C is an excellent example of a family of 
enzymes of which at least some isoforms translocate to the plasma mem- 
brane after receptor-mediated cell activation ( Jaken, 1996). Stimulation of 
cells with hormones (or phorbol esters) that increase intracellular levels of 
DAG induces the translocation of several PKC isoforms from the cytosol 
to the particulate fraction, including the plasma membrane (Jaken, 1996). 
The different PKC isoforms have distinct subcellular localizations based 
on specific PKC-anchoring proteins located at these cellular sites. These 
proteins responsible for the PKC-anchoring process are collectively called 
RACKs (receptors for activated C-kinase) (Mochly-Rosen, 1995). RACKs 
bind to PKC at a domain that is distinct from the PKC substrate binding 
site, suggesting that RACKs aid in the subcompartmentalization of PKC 
isofoms, such that they now can interact with specific cellular substrates. 

The signal-mediated formation of specific phospholipids within the 
plasma membrane is also an important mechanism leading to the recruit- 
ment of signaling molecules to the cell membrane. Various inositol phos- 
pholipds, such as phospahatidylinositol 4,5-bisphosphate (PIP2), resulting 
from cell activation, can bind to specific proteins that contain in their 
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sequence a modular domain of approximately 100 amino acids known 
as the pleckstrin homogy domain (introduced earlier in Section II,E,3,c) 
(Gibson et af., 1994; Lemmon and Ferguson, 1998). The binding of PIP2 
to the PH domains is important in the translocation of proteins to the 
membrane by an interaction with the negatively charged head group of the 
polar phospholipid (Harlan er af., 1994). Several classes of molecules utilize 
the PH domain for the agonist-induced translocation to membranes, includ- 
ing the serine threonine kinase Akt (PKB), the Bruton’s tyrosine kinase, 
the GTPase dynamin, and the SOS Ras exchange factor, to name a few 
(Gibson et al., 1994). It still remains to be determined if different phosphati- 
dylinositol products have diffaent specificites for specifc PH domains allow- 
ing for a specific recruitment of certain molecules. Furthermore, the produc- 
tion of inositol phospholipids such as PIP2 is not distrubuted randomly 
in cells, but instead is concentrated in a subcompartment of the plasma 
membrane known as caveolae (see later) (Pike and Casey, 1996; Hope and 
Pike 1996). The specific location of unique phospholipids in this membrane 
domain would further allow for their specificity in recruitment. 

B. Compartmentalized Signallng at the Plasma Membrane 

It is now clear that the plasma membrane is not homogeneous, but 
contains specific subcompartments based on their lipid and protein diversity. 
Considerable attention has been drawn to glycolipid rafts, which represent 
an assembly of glycosphingolipids and cholesterol (Simons and Ikonen, 
1997). Caveolae are one such membrane microdomain that appear as small 
(50-100 nm) flask-shaped invaginations on the surface of a wide diversity 
of cell types (Parton, 1996). Caveolae have a unique glycolipid composition, 
are rich in glycosphingolipids, and are dependent on the presence of choles- 
terol in the membrane (Simons and Ikonen, 1997). The protein caveolin 
(now known as caveolin 1) is a resident structural protein of caveolae and 
was identified originally as a 22-kDa tyrosine phosphoprotein in chicken 
embryo fibroblasts infected with the Rous sarcoma virus (Glenney and 
Soppet, 1992; Rothberg et af., 1992). There are now two other members of 
this family, caveolin 2 and caveolin 3 (Scherer et al., 1996; Tang et al., 1996; 
Way and Parton, 1995). Originally caveolae were thought to function only 
in receptor-mediated potocytosis (Anderson et al., 1992). However, their 
potential functions are expanding rapidly to include (1) an alternative route 
of receptor-mediated endocytosis (Schnitzer, 1997), (2) a specific vesicular 
transporter for various toxins and viruses (Montesano et al., 1982; Stang et 
al., 1997), (3) transcytosis (Anderson, 1993), (4) a site for the clustering of 
GPI-linked proteins (Anderson et al., 1992), ( 5 )  calcium signaling (Fujimoto 
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et al., 1992; Fujimoto, 1993), and (6) a localized site for signal transduction 
(Anderson, 1993; Lisanti et al., 1994, 1995). 

For the purposes of the content of this chapter, we will focus on the 
current knowledge on the potential role of caveolae as sites of signal trans- 
duction. It has been hypothesized that caveolae can serve as sites of signal 
integration based largely on the caveolar localization of specific molecules 
involved directly in various aspects of signal transduction. Both G-proteins 
and Src family kinases are localized within these membrane microdomains; 
this localization requires that both classes of proteins be palmitoylated. 
Furthermore, it has now been shown that some receptors may also be 
compartmentalized within caveolae, including the G-protein-coupled recep- 
tor, endothelin (Chun etal., 1994), and various signaling-competent proteins 
that are attached by a glycosylphosphatidylinositol anchor (Anderson et 
al., 1992: Simons and Ikonen, 1977). Regulated signal transduction in these 
discrete domains is an attractive hypothesis for achieving spatial and tempo- 
ral specificity in signal transduction. 

At least three potential mechanisms (Figure 6) can be suggested by which 
the caveolae could partake as a site for signal integration: (1) a cell surface 
receptor may reside outside of the caveolae. but be translocated there on 
ligand binding. This mechanism represents a dynamic targeting model and 
may also involve receptors moving from within to outside the caveolar 
domains. (2) The receptor may be a constitutive resident protein of caveolae 
and may initate signaling within this site. (3) The receptor system may not 
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FIGURE 6 Caveolae as localized sites for signal transduction. Mechanisms by which 
caveolae serve as sites for signal transduction: ( I )  a cell surface receptor may reside oustside 
of the caveolae, but be translocated there on ligand binding, (11) the receptor may be a 
constitutive resident protein of caveolae and may initate signaling within this site, and (111) 
the receptor system may not itself be localized within caveolae, but on its activation may 
communicate a signal to the caveolae. 



11. Plasma Membrane-Localized Signal Transduction 385 

itself be localized within caveolae, but on its activation may communicate 
a signal to the caveolae by virtue of a second messenger, which could be 
either protein or lipid mediated. Evidence suggests that all three mecha- 
nisms or variations thereof are utilized for various receptor-initatiated sig- 
naling events. At least four receptor systems have been shown to translocate 
and become sequestered in a membrane compartment conisistent with 
caveolae or having analogous caveolar-like properties. Presently two G- 
protein-coupled receptors have been found to be localized spatially to 
caveolae on ligand binding. In cardiac myocytes, muscarinic acetlycholine 
receptors translocate to caveolae on binding agonist (Feron et al., 1997). 
Second, the vasoactive peptide agonist bradykinin, when bound to the B2 
bradykinin receptor, promotes the recruitment of the bound receptor into 
caveolae (de Weerd and Leeb-Lundberg, 1997). Concomitant with the 
sequestering of the B2 receptor, there was an increase in the enrichment 
of G-proteins localized within the caveolae, implying an active role for the 
caveolar compartment in signal transduction. In addition, the high-affinity 
immunoglobulin E receptor (FcsRI ) is associated with caveolae-like do- 
mains after receptor aggregation (Field et al., 1995,1997). This aggregation- 
dependent translocation to these domains precedes its tyrosine phosphory- 
lation and appears to be required for the initial events in signal transduction 
from this receptor (Field et af., 1997). Furthermore, it has been shown that 
the B-cell peripheral membrane protein, CD20, a molecule involved in B- 
cell activation, is translocated rapidly to a caveolar-like fraction on cell 
surface cross-linking (Deans et al., 1998). Several receptors have now been 
found to be localized within caveolae, including the G-protein-coupled 
receptor endothelin (Chun et al., 1994) and the growth factor receptors for 
PDGF and EGF (Liu et al., 1996; Mineo, et al., 1996; Liu et al., 1997). Data 
suggest that signaling events initiated by these growth factors occur within 
these membrane microdomains (Liu et al., 1996; Mineo, et a/., 1996; Liu el 

al., 1997). In addition, several proteins that are attached to the outer leaflet 
of the plasma membrane by virtue of a GPI anchor have been shown to 
transmit an intracellular signal when bound to ligand or when cross-linked 
by specific antibodies (Stefanova et a/., 1991). These signaling-competent 
molecules include proteins such as Thy-1, CD14, CD59, and CD55. For 
many of these GPI-linked receptor systems, it still remains to be determined 
how a cell surface protein that does not span the plasma membrane is able 
to generate a transmembrane signal within the cell. It appears that the Src 
family of tyrosine kinases may play an early role in the signaling events by 
such GPI-linked receptors, as the Src family kinases are activated on recep- 
tor activation and are present in a complex that contains these GPI-linked 
receptors (Stefanova et al., 1991; Brown, 1993). It has been speculated 
that transmembrane adaptors integrate the GPI-anchored receptor on the 
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outside of the cell with the Src-family kinases that are localized on the 
inner leaflet of the plasma membrane. Finally, data suggest that insulin- 
mediated signaling results in the phosphorylation of several of the caveolar 
constituents, including the structural protein caveolin (Mastick et al., 1995). 
In this scenario it is not clear whether the insulin receptor, the receptor- 
phosphorylated docking protein IRSl (see Sections II,F), or both are local- 
ized anytime within the caveolar microdomain. It remains to be determined 
how signals are integrated within caveolae and how they would effect the 
specificity of signaling within a particular cell type. In addition to G-proteins 
and Src family protein tyrosine kinases, it is interesting to note that several 
other signaling molecules have been shown to localize to the cytoplasmic 
side of the caveolae, including PKCa (Mineo et al., 1998), as well as Ras and 
Raf (Song et al., 1996), suggesting a direct link to a number of downstream 
signaling pathways. We speculate that the Src family protein tyrosine ki- 
nases will provide a means by which caveolae can initiate signal transduction 
processes, probably in relationship to all three of the proposed mechanisms 
by which caveolae may serve as sites for localized signaling (Fig. 6). 

V. SUMMARY 

There has been an exponential growth in the identification of a large 
number of molecules that have been implicated in various aspects of signal 
transduction. These include a large family of specific cell surface receptors 
that come in a wide array of configurations, families of transducers including 
protein kinases and their antagonistic counterparts, and protein phospha- 
tases, as well as a wide array of signal adaptor proteins. The challenge will 
be to understand how all of the different molecules integrate signals to a 
wide array of extracellular signals to elicit the appropriate phenotypic 
response, such as cellular proliferation and differentiation. 
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1. INTRODUCTION 

Membrane transport is movement of a substance across a cell membrane 
from an aqueous solution on one side of the membrane to an aqueous 
solution on the other side of the membrane. Cells are surrounded by a 
plasma membrane and also contain numerous intracellular organelles that 
are enclosed by their own membranes. Membrane transport includes solute 
movement across all of these membranes. 

A, Forces Driving Membrane Transport 

Three forces drive membrane transport. These are force of diffusion, 
electrical force, and force generated by a transport system intrinsic to 
the membrane. 
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1. Diffusion 
Diffusion is a randomization of the location of molecules in space that 

is driven by thermal agitation. The force is proportional to the absolute 
temperature (“K) and to the logarithm of the ratio of the concentration of 
the transported substance on one side of the membrane to that on the 
other side, i.e., to the difference in molar-free energy of a transported 
substance on the two sides of a membrane. The rate of diffusion also 
depends on the geometry of the space in which diffusion is taking place. 

2. Electrical Force 
The electrical force pertains to electrically charged solutes, namely ions. 

The force is the electrical potential across the membrane and is usually 
expressed in millivolts. If the cytoplasm is electrically negative with respect 
to the extracellular fluid, then there is an electrical force driving cations 
into the cell and anions out of the cell. 

3. Equilibrium and Active Transport 
When the force of diffusion is zero for an uncharged molecule or when 

the electrical force and the force of diffusion are equal and opposite for 
an ion, then that molecule or ion is at equilibrium and no net transport 
takes place in the absence of other forces. If net transport is observed 
under this condition, this observation is evidence for the third kind of force, 
a force generated by a transport system. Transport driven by this force is 
referred to as active transport. 

4. Passive Transport 
If a solute is not at equilibrium across a membrane and the only forces 

acting on it are the force of diffusion and the electrical force, and if there 
is a pathway by which transport can take place, then transport proceeds 
in a direction that brings the system closer to a state of equilibrium. This 
occurs either by net transport to make the concentrations on the two sides 
of the membrane more nearly equal or, in the case of ions, by the movement 
of electrical charge carried by the ions to change the membrane potential. 
In the case of ions, the change in membrane potential is usually produced 
by the movement of chemically insignificant amounts of ions. The direction 
of a movement that is driven only by the combined effects of diffusion and 
the elctrical force is “downhill.” If net transport is observed to take place 
in a direction opposite to that in which the net effect of the forces of 
diffusion and the electrical force would drive it, i.e., “uphill,” then this 
observation also is evidence for the third kind of force, which can generate 
uphill transport. This force is produced by transport systems intrinsic to 
the membrane. 
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8. Definitions of Active Transport 

The expression “active transport” is used in two ways. One usage equates 
“active transport” with uphill transport. The opposite of this usage of 
“active transport” is “passive transport.” which refers to downhill transport. 
This usage is in the context of energetics or thermodynamics of transport. 
The other usage of “active transport” is in the context of mechanism of 
transport and refers to a specific kind of stoichiometric transport system 
which is discussed later. 

An interesting ambiguity arises in one special case. Suppose that an 
active transport system in a membrane is transporting a substance in a 
direction bringing the system closer to a state of equilibrium, i.e., “down- 
hill.” Is this process active transport? According to the energetics, the 
thermodynamic definition, it would be considered to be passive transport. 
Nevertheless, the transport is carried out by an active transport system. In 
a context of process, it is passive transport, whereas in a context of mecha- 
nism, it is active transport. This ambiguity has been a souce of confusion. 
In this chapter transport toward equilibrium will be called “downhill” and 
transport away from equilibrium will be called “uphill.” 

C. Types of Membrane Transport Systems 

Membrane transport systems can be divided into two principal categories. 
These categories are catalytic systems on the one hand and stoichiometric 
systems on the other. Catalytic systems are pores and channels, whereas 
stoichiometric transport systems are carriers and pumps. 

Catalytic systems carry out only downhill transport, movement toward 
equilibrium. The amount of substance transported is not related to the 
reaction sequence of the transport system, if there is one. The reaction 
sequence of a catalytic system consists of states in which it is open, permit- 
ting substances to pass through it, or closed, not permitting transport. There 
may be more than one of these states. A catalytic system may have only 
one state, open, and so not have a reaction sequence. When the system is 
open, the amount of transport varies directly with the degree of disequilib- 
rium between the transported substances on the two sides of the membrane. 
If a transported substance is at equilibrium, there is no net transport even 
if the catalytic transport system is open. Away from equilibrium, under 
physiological conditions for instance, one sodium ion channel can transport 
thousands of sodium ions during a single open state. Thus the amount of 
substance transported can exceed the amount of the transport system 
greatly during a single cycle of its reaction sequence. An open catalytic 
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transport system is accessible to transported substrate on both sides of the 
membrane simultaneously. 

In contrast, stoichiometric transport systems can carry out transport up- 
hill, away from equilibrium. The amount of substance transported is related 
numerically to the cycle of the reaction sequence; the number is characteris- 
tically an integer no larger than four solute ions or molecules per cycle. 
The reaction sequence has at least two states in which the transported 
substance has access to the transport system only from the solution on one 
side of the membrane. In one of these states the substrate has access from 
one side of the membrane and in the other state it has access from the 
other side of the membrane. In addition to these states there is an intermedi- 
ate state in which the transported substrate does not have access to the 
solution on either side of the membrane. This state is the occluded state 
or occluded conformation. 

Catalytic transport systems are pores and channels. Pores select their 
transported substrates according to the size of the transported molecule. 
Examples of pores include connexin (Goodenough et al., 1996), porin 
(Schulz, 1996), and colicin (Gouaux, 1997). Channels are more selective. 
Characteristically they transport ions and select not only according to charge 
but also according to species. For example, the electrically excitable sodium 
channel of nerve membranes selects Na’ in preference to K’ by a factor 
of 10 to 1. 

Stoichiometric transport systems are carriers and pumps. There are three 
kinds of carriers: facilitated diffusion, cotransporters (symporters), and 
countertransporters (antiporters). Cotransporters and countertransporters 
can perform “secondary active transport” by using energy from the downhill 
transport of one transported substrate to drive the uphill transport of 
another transported substrate. Pumps are distinguished from carriers by 
the linkage of transport to an external source of energy. Such sources are 
hydrolysis of a phosphate bond or capture of a photon. Pumps perform 
“primary active transport.” 

The physiological function of pumps is principally homeostasis, for in- 
stance, maintaining and restoring electrochemical (concentration) gradients 
across cell membranes. The physiological functions of channels are princi- 
pally signaling and excretion or secretion of salts, which they do by dissipat- 
ing electrochemical gradients. 

D. Occluded Conhrmation of Stoichiometric Transporl Systems 

In the history of membrane transport, at an early stage the interesting 
question concerned permeability. What substances pass through what mem- 
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branes and how easily? Rudolph Hober epitomizes this approach in Section 
4 of his book (Hober, 1946). Later, interest focused on transport kinetics 
of physiologically important substances such as sugars (Widdas, 1952), and 
it became clear that specific transport systems were being characterized 
and that types of transport systems could be distinguished. For example, 
the rate of transport of glucose into erythrocytes became saturated as the 
concentration increased on either the extracellular side or the cytoplasmic 
side of the membrane. D-Glucose was transported much more rapidly than 
L-glucose and structurally related sugars were competitive inhibitors. Trans- 
port of glucose was always downhill, and a reaction sequence was devised. 
The reaction sequence implied that movement of a loaded carrier in one 
direction was accompanied hy an equal and opposite movement of an 
empty carrier in the opposite direction. Widdas (1952) pointed out that if 
the empty carrier were initially loaded with a competing sugar at equilibrium 
across the membrane, then the addition of glucose would induce transport 
uphill of the competing sugar in a direction opposite to that of the transport 
of glucose. The prediction was fulfilled experimentally in two laboratories 
independently (Park et al., 1956; Rosenberg and Wilbrandt, 1957). Uphill 
transport implies what is now called an “occluded conformation” in which 
the transported molecule lacks access to the solution on either side of the 
membrane (Post et al., 1969). Indirect evidence for this reactive state was 
found in the behavior of the sodium and potassium pump and the state 
was named (Post etaf.,  1972). The state was demonstrated by direct evidence 
(Glynn and Karlish, 1990) and now is an accepted feature of the reaction 
sequence of pumps. 

II. PUMPS 

A. Light-Driven Pumps 

1. Bacteriorhodopsin 
Bacteriorhodopsin is an intrinsic protein [a single chain of 248 amino 

acids (Khorana et al., 1979)] in the cell membrane of bacteria that live in 
salt marshes, particularly Halobacterium salinarum (formerly halobium). 
After bacteriorhodopsin absorbs a photon, it transfers a proton from the 
cytoplasm to the extracellular medium (Lanyi, 1997). The proton passes 
from one side of the membrane to the other by way of a series of sites acting 
as relay stations. In sequence from cytoplasm to extracellular medium, these 
sites are at aspartate96. a Schiff base between the chromophore retinal and 
lysine216, aspartate85, glutamate204, and glutamatel94. These residues are 
parts of two hydrogen bond networks, which include water molecules. One 
network is on the cytoplasmic side of the Schiff base and the other is on 
the extracellular side. 
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In a resting state, Asp96, the Schiff base, and Glu204 are protonated; 
Asp85 and Glu194 are not protonated and the retinal is in the all-trans 
conformation. After absorption of a photon at 568 nm, the retinal changes 
to a 13-cis,15-anti conformation. In this conformation the pK, of the Schiff 
base decreases and transfer of a proton from the Schiff base to Asp85 is 
favored. Protonation of Asp85 reduces the pK, of Glu204 and favors trans- 
fer of its proton to Glu194. Release of the proton from Glu194 to the 
extracellular medium in turn raises the pK, of Asp85 and completes transfer 
of the proton from the Schiff base to Asp85. These changes complete the 
first phase of the transport reaction sequence. At this point a change in 
the conformation of the protein takes place that switches proton access to 
the Schiff base from the extracellular side of the membrane to the cyto- 
plasmic side of the membrane. The unprotonated Schiff base now enters 
the cytoplasmic hydrogen bonding network containing Asp96. A further 
conformational change, a tilt of an (Y helix, increases hydration of Asp96 
and reduces its pK, sufficiently for it to donate its proton to the Schiff base. 
Transfer of the proton from Asp96 to the Schiff base allows the tilt to 
reverse and raise the pK, of Asp86 so that it becomes protonated from the 
cytoplasmic medium. The last events in the cycle are a reisomerization of 
the retinal to a twisted all-trans conformation, transfer of a proton from 
Asp85 to Glu204, and relaxation of the twist in the retinal chain. Return 
of the pK, of Asp85 to its initial value, about 2.5, makes the proton transfer 
effectively irreversible. Thus absorption of a photon by the chromophore 
decreases the pK, of the Schiff base, enabling it to drive a proton through 
the extracellular hydrogen bond network into the extracellular medium. 
Discharge of this proton enables a conformational change that gives the 
deprotonated Schiff base access to a proton in the cytoplasmic hydrogen 
bond network. Further conformational changes deposit a proton from the 
network onto the Schiff base and deposit a proton from the cytoplasm onto 
the network. Finally the system relaxes back to the resting state. 

2. Other Rhodopsins 
H. salinarum contains other rhodopsins. Halorhodopsin uses the energy 

of light to transport chloride ions from the extracellular medium into the 
cytoplasm (Vhro et al., 1995). Sensory rhodopsins (SRI and SRII) use the 
energy of light of different wavelengths to direct migration of the bacteria 
away from injurious ultraviolet light (SRII) and toward orange light (SRI), 
which is the optimal wavelength to energize bacteriorhodopsin and halorho- 
dopsin (Hoff et al., 1997). Sensory rhodopsins communicate with intrinsic 
transducer proteins in the membrane (Spudich, 1994), which communicate 
with histidine kinases; the signal finally reaches a flagellar motor switch 
that alters the migration of the bacteria (Hoff et al., 1997). If separated 
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from their transducer proteins, the sensory proteins can pump protons 
(Spudich, 1994). 

All of these rhodopsins are related to each other according to their 
primary sequence (Hoff et al., 1997). They are also related to vertebrate 
rhodopsin, the visual pigment in the eye (Maeda e l  al., 1997). Absorption 
of a photon by rhodopsin causes it to activate an intrinsic GTP-binding 
protein, transducin; activation of transducin is the next step in sending the 
signal eventually to the brain, 

B. Pumps Driven by Electron Transport (Redox Pumps) 

These pumps use energy from oxidation-reduction reactions to  drive 
protons across a membrane. This category of pumps includes mitochondria1 
enzymes: NADHxbiquinone oxidoreductase (complex I)  (Walker, 1992; 
Brandt, 1997), ubiquinol-cytachrome c reductase (complex 111) (Brandt, 
1996), and cytochrome c oxidase (complex IV) (Tsukihara et al., 1996; 
Yoshikawa, 1997). Ubiquinol-cytochrome c reductase and cytochrome c 
oxidase are members of a superfamily found also in prokaryotes (Calhoun 
et al., 1994). Members contain two characteristic subunits named “I“ and 
“11.” Subunit I1 accepts electrons from a reducing substrate and donates 
them to subunit I. Subunit I pumps protons. The three-dimensional struc- 
ture at 2.8-A resolution has been solved for the enzyme from Paracoccus 
denitrifcans (Iwata et al., 1995) and for that from beef heart mitochondria 
(Tsukihara et al., 1996). 

The reaction mechanism of cytochrome c oxidase is becoming better 
understood (Wikstrom, 1989; Iwata et al., 1995).’ The overall reaction is 
the following: 

4 ferrocytochrome c + 8Ht(inside) 
+ O2 + 4 ferricytochrome c+ + 4Ht (outside) + HzO. 

In the case of mitochondria, “inside” refers to the matrix and “outside” 
refers to the cytoplasm. In the case of prokaryotes, “inside” refers to the 
cytoplasm and “outside” refers to the periplasm. There are pathways within 
cytochrome c oxidase for the migration of electrons and pathways for the 
migration of protons. Electrorls are donated from cytochrome c to a CuA 
center, which contains two copper atoms and is part of subunit 11. From 
this center they pass to a heme-a center, which contains an iron atom and 
is part of subunit I. From this center they pass to a binuclear center, where 

’ See also (http://arc-genl.life.uiuc,edu/Bioph354/Cyt - ox.htm1) by Antony Crofts on 
the Internet. 
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reactions with O2 and Ht take place. The binuclear center contains an iron 
atom in another heme, heme-a3, and a copper atom, CuB. 

The reaction sequence is approximately as follows. The enzyme passes 
through a series of states named 0, P, and F. State 0 is the oxidized state 
of the binuclear center, Fe3+ Cu2'. Two electrons from heme-a successively 
reduce the center to Fe2' Cut. Then a dioxygen molecule is added to the 
center. The electrons migrate from the metals to the oxygen to form a Fe3+ 
Cu2+ peroxy intermediate, state P. Now a third electron and two protons 
from the matrix phase are added and the oxygen atoms dismutate. One 
atom combines with the protons and the electron to form a water molecule 
coordinated with CuB. The other atom forms a ferry1 intermediate with the 
iron atom, Fe4+=02-, state F. Finally a fourth electron and two more 
protons from the matrix phase are added. The iron returns to the Fe3+ 
oxidation level and a second water molecule is formed. The binuclear 
reaction center returns to state 0. 

Protons participate in the reaction in two ways: they combine with oxygen 
to form water (chemical protons) (see earlier) and they are transported 
outward across the membrane (pump protons). Two protons are pumped 
outward simultaneously with the consumption of two protons during each 
of two transitions. These transitions are from state P to state F and from state 
F to state 0. Thus transport of pump protons is linked to the consumption 
of chemical protons (Verkhovsky et al., 1997). Possible pathways for pro- 
tons through the protein are through cavities between transmembrane a 
helices. Transmembrane a helices of subunit I are arranged in three groups 
(Iwata et al., 1995; Tsukihara eta l., 1996). Each group contains four helices 
arranged approximately in a semicircle as viewed from outside the mem- 
brane. The centers of the groups are arranged in an equilateral triangle. 
The groups contain the cavities. One group encloses heme-a and another 
encloses the binuclear center. Heme-a and heme-a3 are located in the 
cavities halfway between the faces of the membrane. Hydrogen bond net- 
works are possible pathways for protons to pass into and through the mem- 
brane. 

C. ATP-Driven Pumps and ATP Synthases 

1. Classification 
Pedersen and Amzel (1993) classify these transport enzymes as P, F, V, 

or M types, omitting arsenite pumps. P-type pumps accept a phosphate 
group from ATP at a specific aspartyl residue as a step in their reaction 
sequence (Moller et af.,  1996). F-type ATP synthases and V-type ATPases 
are related to each other in structure, function, and homology of subunits 
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(Kibak et al., 1992; Fillingame, 1996). They transport protons and synthesize 
or hydrolyze ATP, respectively. M-type ATPases are multidrug transporters 
(Sarkadi eta l . ,  1996). 

2. P-Type ATPases2 
a. A Superfamify. These pumps accept a phosphate (P) group from 

ATP in their reaction sequence. The phosphate group is bound to a specific 
aspartyl residue. A consenus sequence of amino acids adjacent to this 
residue identifies this type of pump. This sequence is -Asp-Lys-Thr-Gly- 
Thr-Leu-Thr-. These pumps form a superfamily (Green, 1992; Horisberger, 
1994; Moller et al., 1996). Members of the superfamily are found not only 
in mammals, but also in amphibians, fishes, insects, crustaceans, protozoa, 
plants, fungi, and bacteria. These pumps characteristically pump inorganic 
cations but in some cases the function of the pump is not known because 
it was identified only by its primary structure. A chloride ion pump has been 
characterized in Apfysiu (Gerencser and Purushotham, 1996). A flippase, an 
enzyme that moves amino phospholipids from one leaflet of the bilayer of 
a plasma membrane to the other leaflet, has been found to be a member 
of the superfamily (Tang et al., 1996). 

The superfamily can be divided into two principal types, I and 11, on the 
basis of structure and kind of ion transported (Lutsenko and Kaplan, 1995; 
Moller et al., 1996). Common to both types are six transmembrane and 
intervening domains. Type I P-type ATPases have two additional trans- 
membrane domains and metal-binding sites at the N-terminal end of the 
common domains, whereas type I1 ATPases have four additional transmem- 
brane domains at the C-terminal end of the common domains. Type I 
ATPases pump heavy metals whereas type I1 ATPases pump protons, alkali 
metal cations, or alkaline earth cations. The common domains include two 
cytoplasmic loops of about 140 and 330 amino acids each. The larger of 
these contains the active sites of phosphorylation and ATP binding. Four 
type I1 ATPases have been crystallized two dimensionally in the plane of the 
membrane. The crystal habits are diverse. Electron microscopy of calcium 
ATPase crystals shows a large cytoplasmic head bearing a projecting beak 
and joined to the membranes by a stalk (MacLennan et al., 1997; Mintz 
and Guillain, 1997; Stokes, 1997). ATP binds to the membrane aspect of 
the beak whereas calcium ion transport sites are some distance away among 
transmembrane helices. 

To learn about developments in the field of P-type transport ATPases, consult the VIIIth 
International Conference on the “NolK-ATPase and Related Transport ATPases” (1997). 
Ann. N.Y. Acad. Sci. Vol. 834. 
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b. Subunits. In addition to a principal subunit as described earlier, many 
P-type ATPases have additional subunits. The sites for K+ transport in 
Kdp ATPase of Escherichia coli are in one of these additional subunits 
(Altendorf and Epstein, 1996). If a protomer is defined as the minimum 
combination of subunits that can function, there is evidence for structural 
and functional interactions between protomers in the reaction sequence and 
life cycle of P-type ATPases (Koster et al., 1995; Mintz and Guillain, 1997). 

c. Stoichiometry and Reaction Sequence. These features are rather well 
understood for the calcium ATPase of sarcoplasmic reticulum (SERCA) 
(MacLennan et al., 1997; Mintz and Guillain, 1997) and for the sodium 
and potassium ATPase of plasma membranes (Na,K-ATPase) (Skou and 
Esmann, 1992; Cornelius, 1996). Stoichiometry and the reaction sequence of 
Na,K-ATPase will be outlined here, and SERCA follows a similar pattern. 
Gastric H,K-ATPase is also closely related to Na,K-ATPase; the two en- 
zymes have homologous a and p subunits. Gastric H,K-ATPase acidifies 
gastric juice by pumping H+ out of oxyntic cells and equimolar K+ into the 
cells using a similar reaction sequence, but details are not as clear as in the 
other two enzymes (Shin et al., 1996). 

Na,K-ATPase transports three Na+ outward and two Kf inward across 
the plasma membrane per one molecule of cytoplasmic ATP hydrolyzed to 
cytoplasmic ADP and inorganic phosphate. Transport requires cytoplasmic 
Mg2+ as a catalyst. There are slow partial reactions and each of the ligands 
can be replaced by congeners to some extent. Na+ and K+ are transported 
in alternation and are bound preferentially by different conformations of 
the transport domain embedded in the membrane. These conformations 
of the enzyme are designated E l  for conformations with bound Na+ and E2 
for conformations with bound K+. Transport steps include the acceptance of 
ions from one side of the membrane, an intermediate occluded state in 
which the transported ions do not have access to either side of the mem- 
brane, and delivery of the ions to the other side of the membrane. The state 
with occluded Na+ is unstable in the native enzyme but can be stabilized by 
various treatments. The state with occluded Kt is remarkably stable. Thus 
the reaction sequence for transport can begin with acceptance of 3 cyto- 
plasmic Nat and their occlusion followed by their release to the extracellular 
medium. This release is followed by acceptance of 2 extracellular K+ and 
their occlusion followed by release to the cytoplasm. Steps in the transport 
domain are linked closely to steps in the phosphorylation domain, which 
is located in a head piece attached to the membrane by a stalk. El and E2 
in the transport domain are linked to corresponding E l  and E2 in the 
phosphorylation domain. E l  in the phosphorylation domain catalyzes phos- 
phorylation of the active site aspartate residue by ATP reversibly. E2 in 
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the phosphorylation domain catalyzes phosphorylation of the active site 
aspartate residue by inorganic phosphate reversibly. The principal features 
of the reaction sequence can be outlined by four partial reactions as follows: 

3 Na,:, + Mg” + El - ATP F? (Na3)E1 - P(Mg) + ADP (1) 

2 K,‘,, + (Na3)El - P(Mg) * K2 + E2 - P(Mg) + 3 Na,‘,, (2) 

K2 * E2 - P(Mg) * (K2)E2 + Mg2+ + Plnorganlc 

ATP + E2(Kz) * El . ATP + 2 Kc+, 
( 3 )  

(4) 

In this notation, subscript “cyt” indicates ions in the cytoplasm and subscript 
“ext” indicates ions in the extracellular medium. Parentheses “( )” enclose 
ions occluded or tightly bound to the enzyme. “-P” indicates a high energy 
phosphate group and “-P” indicates a low energy phosphate group. As 
mentioned earlier, the conformation with occluded Na is unstable in the 
native enzyme but is included in the reaction sequence, as it is stable when 
the enzyme has been modified in various ways. The reaction transfers 
electric charge across the plasma membrane because 3 Na+ carry more 
positive charge than 2 K+. Furthermore, this charge is delivered from the 
cytoplasm to the bottom of an ion well embedded part way through the 
membrane (Rakowski et al., 1997). 

In SERCA the medium in the lumen of sarcoplasmic reticulum corre- 
sponds to the extracellular medium for Na,K-ATPase. The stoichiometry 
is 2 Ca2+ transported from the cytoplasm into the lumen per 3 H+ trans- 
ported from the lumen to the cytoplasm per 1 molecule of cytoplasmic 
ATP hydrolyzed (Mintz and Guillain, 1997). Mg2+ is required for high- 
affinity binding of ATP whereas in Na.K-ATPase Mg” is needed only for 
phosphorylation. Ca2+ occluded on SERCA is relatively stable in contrast 
to Na+ occluded on Na,K-ATPase. Millimolar concentrations of lumenal 
Ca2+ stabilize El - P in SERCA, whereas 0.1 molar or higher concentra- 
tions of extracellular Nat stabilize E l  - P poorly in Na,K-ATPase because 
Na’ also binds to E2 - P to some extent (Suzuki and Post, 1997). 

d. Regulation. The activity of pumps is regulated. Regulation is both 
by a balance between incorporation into and removal from the membrane 
and by direct modification of pump molecules. In the case of Na,K-ATPase 
in skeletal muscle, there are rapid and slow responses, which are regulated 
differently. Rapid responses appear within minutes whereas slow responses 
appear within hours to days. Rapid responses are induced by exercise, 
catecholamines, and insulin, for instance, while slow responses are induced 
by thyroid hormones and adrenal steroids (Clausen, 1996a,b). The mecha- 
nisms of these actions are being studied (Ewart and Klip, 1995). Two 
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P-type calcium pumps have well-defined regulatory mechanisms. These 
pumps are the calcium ATPase of plasma membranes, PCMA (Penniston 
et af.,  1997) and SERCA 2a of cardiac sarcoplasmic reticulum (Lee, 1996), 
which are regulated by small proteins. PCMA is regulated by calmodulin, 
a soluble protein. PCMA has an extended C-terminal tail that interacts 
with the rest of the enzyme to inhibit it. When calmodulin binds four 
calcium ions, it combines with this tail and relieves the inhibition. In this 
case the substrate for transport across the membrane, calcium ion, also 
catalytically stimulates activity of the pump. SERCA 2a is regulated by 
phospholamban, a membrane-bound protein. Phospholamban can be phos- 
phorylated by various protein kinases. In its dephospho state it binds to 
SERCA 2b and inhibits it. In its phospho state it does not bind and does 
not inhibit. Protein kinases are activated by P-adrenergic agonists. 

3. ATP Synthases or F-Type ATPases and V-Type ATPases 
a. Introduction. V-type ATPases will be discussed later. They hydrolyze 

ATP and pump protons outward. F-type ATPases are similar to V-type 
ATPases in structure and share a common ancestor but their physiological 
function is the reverse of that of V-type ATPases, in that they do not to 
hydrolyze ATP but instead synthesize it with energy from downhill inward 
transport of protons. 

b. F-Type ATP Synthases. These enzymes are also known as FIFO 
ATPases because their ATPase activity was studied first. They are found 
in the inner membranes of mitochondria, chloroplasts, and bacteria (Junge 
et al., 1997). The stoichiometry of synthesis is one molecule of ATP formed 
per four protons transported inward in chloroplasts (Berry and Rumberg, 
1996). “F1” and Fo” are separable components of the synthase. Fo is a 
base piece embedded in the membrane, whereas F1 is a head piece protrud- 
ing from the membrane and attached to Fo by a stalk. F1 hydrolyzes ATP 
when separated from Fo; Fo transports protons when separated from F1. 
Energy is transmitted between F1 and Fo components by a rotating shaft. 

c. Structure of FI. F1 (Abrahams et al., 1994; Junge et al., 1997) is 
approximately spherical. It consists of five subunits in the following propor- 
tions: 3 a, 3 0, 1 y,  1 6, and 1 E. In bovine mitochondria the subunits contain 
510, 482,272, 146, and 50 amino acid residues, respectively. The sphere of 
F1 consists of the six a and P subunits, each shaped like the segments of 
an orange and arranged in a circular alternating pattern, a/3a@a/3. These 
subunits surround a central cavity in which is located the y subunit, the 
rotating shaft. The y subunit extends out of the cavity into the stalk, which 
probably also contains the S and E subunits; these subunits are not well 
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resolved by X-ray crystallography. 6 is probably associated with the sphere 
and E is probably associated with y. Three different nucleotide-binding sites 
are located between the (Y and j? subunits. One of these sites binds ADP 
and inorganic phosphate, another binds ATP, and the third site does not 
bind nucleotide. This arrangement is clockwise as seen from the matrix 
aspect of the synthase. The y subunit is located asymmetrically in the cavity. 

d. Reaction Mechanism of F,. The reaction sequence follows a binding 
change mechanism (Boyer, 1997; Junge rt al., 1997). The y subunit rotates 
clockwise as seen from the matrix aspect of the synthase. As the y subunit 
rotates, the conformations of the nucleotide-binding sites change. The site- 
binding ADP and inorganic phosphate accepts a water molecule from these 
ligands and synthesizes bound ATP. The ATP-binding site then relaxes 
and releases ATP. The empty binding site accepts ADP and inorganic 
phosphate from the medium and binds them. Thus one molecule of ATP 
is synthesized per one-third of a rotation of the y subunit and three mole- 
cules of ATP are synthesized per one complete rotation of the y subunit. 

e. Structure and Function of Fo. Fo (Senior, 1990; Fillingame, 1996) 
also must have a rotating part, a rotor, and a stationary part, a stator, but 
which subunits rotate and which are stationary is not known. Fo from E. 
coli is simpler than Fo from mitochondria. It comprises three subunits, a, 
b, and c, in molar ratios of 1 :2:  9-12, respectively. The subunits contain 
271, 156, and 79 residues, respectively. The c subunit contains a unique 
residue that is an active site in proton transport, namely Asp61. This residue 
accepts a proton from the outside of the cell, delivers the proton to the 
inside, and returns deprotonatcd to its initial state. Very likely each subunit 
goes through this binding change sequence as the rotor turns. When the 
rotor has made one-third of a complete rotation, one molecule of ATP has 
been synthesized and 4 protons have been transported if the stoichiometry 
is the same as in the chloroplast synthase reaction. Presumably each of 
these protons is transported by a different c subunit. Thus for a complete 
rotation, three molecules of ATP are synthesized and 12 protons are trans- 
ported through 12 different c subunits. These subunits are very likely ar- 
ranged in a ring (Hatch et al., 1995; Finbow and Harrison, 1997; Fillingame, 
1996; Junge et al., 1997). 

$ V-Type ATPases. V-type ATPases (Stevens and Forgac, 1997) are 
found principally in membranes of vacuoles of eukaryotic cells, such as 
lysosomes, phagosomes, clathrin-coated vesicles, and tonoplasts. They are 
also found in the plasma membrane of certain kidney cells. They pump 
protons out of the cytoplasm using energy from the hydrolysis of ATP 
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(Nelson, 1996). V-type ATPases are related to F-type ATPases and are 
similar in structure. However, the subunit of V-type ATPases arose by 
gene duplication of an ancestor of the c subunit of F-type ATPases and so 
is twice as large (Kibak et af., 1992). Nevertheless it has only one active 
site for the transport of protons, Glu139. There are only six copies of the 
c subunit per one copy of the other subunits. Thus the size of all the c 
subunits in V-type ATPases is about the same as the size of all the c subunits 
in F-type ATPases. Because there are one-half as many active sites for 
proton transport in V-type ATPases as in F-type ATPases, a putative rotor 
would rotate 60” per proton transported instead of 30”. Because the rotor 
turns 120” per ATP molecule hydrolyzed, the stoichiometry of the reaction 
is 2 protons transported per 1 ATP molecule hydrolyzed, as observed 
in beet tonoplast (Bennet and Spanswick, 1984). Thus the structure, the 
stoichiometry of the number of subunits interacting with both ends of a 
rotating shaft per complete rotation, determines the stoichiometry of the 
enzymatic reaction. 

g.  Relationship between Stoichiometry and Function. For a proton- 
pumping ATPase or a proton-driven ATP synthase at thermodynamic equi- 
librium, the free energy of hydrolysis of ATP equals the free energy of 
transport of one proton across the membrane multiplied by the number of 
protons transported per ATP molecule hydrolyzed or synthesized, i.e., by 
the stoichiometry of the enzymatic reaction (Nelson, 1996). Because a 
V-type ATPase transports one-half as many protons per ATP molecule 
hydrolyzed as an F-type ATPase, for a given free energy of hydrolysis of 
ATP at equilibrium the electrochemical gradient of protons across the 
membrane is twice as large for a V-type ATPase as for an F-type ATPase. 
A V-type ATPase can develop a larger electrochemical gradient of protons 
for a given free energy of hydrolysis of ATP than an F-type ATPase and 
so is better suited to pumping protons, whereas an F-type ATP synthase 
is better suited to the reverse reaction, synthesizing ATP (Finbow and 
Harrison, 1997; Junge et al., 1997). 

One other molecular machine employs a rotating shaft, which is the 
bacterial flagellum (Namba and Vonderviszt, 1997). However, this motor 
is 100-fold larger than the F-type and V-type ATPases and is analogous to 
their base pieces only structurally. 

4. Multidrug Transporters 
Multidrug transporters are members of a superfamily of proteins known 

as ABC transporters (Sarkadi et al., 1996). “ABC” stands for “ATP-binding 
cassette.” The ATP-binding cassette consists of four membrane-associated 
domains. Two domains consist of six hydrophobic, putatively membrane- 
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spanning segments each with cytoplasmic amino-terminal and carboxy- 
terminal ends. These transmembrane domains are thought to be transport 
domains. The other two domains are cytoplasmic, bind ATP, and consist 
of highly conserved sequences of about 200 amino acids each. The domains 
may be linked covalently in various ways in the primary amino acid sequence 
(Higgins, 1992; Lomri et al., 1996). ABC transporters include both pumps 
and channels. 

Multidrug transporters are significant in treatment of cancer because 
they remove from cancer cells drugs designed to interfere with the growth 
of these cells. The best studied member of this family is multidrug resistance 
protein, MDRl, also known as P-glycoprotein. MDR2 and the multidrug 
resistance-associated protein, MRP, are less studied multidrug transporters 
(Stein, 1997). Substrates for transport are heterogeneous amphipathic mole- 
cules about 400-1100 Da in molecular mass. Different transporters trans- 
port different molecules but there is much overlap in their specificity. 
Substrates include xenobiotics, hormones, and glutathione conjugates. It is 
thought that substrates for transport are taken up from the lipid bilayer of 
the cell membrane rather than from the cytoplasm (Gottesman and Pastan, 
1993) and are then extruded into the extracellular medium. 

P-glycoprotein, MDR1, is a single glycosylated peptide chain (170 kDa, 
1280 amino acids) comprising alternating transmembrane and ATP-binding 
domains. The amino-terminal domain is a transmembrane domain whose 
first cytoplasmic loop is glycosylated. The stoichiometry is one molecule 
transported per ATP molecule hydrolyzed (Eytan et al., 1996). Both ATP- 
binding sites participate in hydrolysis. and a reaction sequence has been 
proposed (Senior et al., 1995). 

. 

5. Arsenite Transport ATPase 
Some bacteria protect themselves against arsenate poison- 

ing by reducing cytoplasmic arsenate to arsenite and extruding the arsenite 
(Rosen et al., 1992). Antimonite is also transported. Antimony compounds 
are used to treat visceral leishmaniasis (kala-azar), a significant disease in 
some tropical countries. Extrusion of antimonite by the arsenite-transport 
ATPase may be a factor in the resistance of leishmania parasites to anti- 
mony compounds. 

a. Biology. 

b. Mechanism of Transport. The transport of arsenite can be driven by 
the hydrolysis of cytoplasmic ATP. The transport system comprises two 
proteins: ArsA (63 kDa) and ArsB (45 kDa). ArsB is an intrinsic protein 
of the plasma membrane and ArsA is bound to ArsB. The proteins can 
be studied separately. If ArsA is overexpressed relative to ArsB, the excess 
ArsA is soluble, can be purified, and shows arsenite-dependent ATPase 
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activity. Antimonite is a better activator of ATPase activity than arsenite. 
When ArsA is not expressed, ArsB itself can extrude arsenite. Everted 
(inside out) vesicles that are prepared from strains of E. cofi lacking ArsA 
take up arsenite when NADH is provided in the medium (Kuroda et al., 
1997). Presumably a membrane-bound electron-transport proton pump 
generates an electrochemical gradient of protons across the membrane. 
This gradient can drive the import of arsenite through ArsB either by 
facilitated diffusion, with the anion being attracted to a positive potential 
inside the vesicles, or by countertransport in exchange for protons. Thus 
this transport system is composed of separate proteins for transport, ArsB, 
and for coupling of transport to hydrolysis of ATP (ArsA). 

c. Structure and Relatedness of Ars Proteins. The ArsA protein is com- 
posed of homologous amino-terminal and carboxy-terminal halves (Rosen 
et al., 1992). The halves are homologous with nine other proteins found 
both in prokaryotes and in a eukaryote. None of these has a known transport 
function, although several have ATPase activity. Each of the halves of the 
ArsA protein has a consensus sequence for a nucleotide-binding site. Both 
sequences are functional and are required for ATPase activity, although 
in different ways. The ArsB protein has 12 membrane-spanning segments. 

D. Carbohydrate Phosphotranskrase Systems of Bacteria 

These systems are found only in prokaryotes (Postma et al., 1993; Saier 
and Reizer, 1994). Substrates of the overall reaction are an extracellular 
carbohydrate and cytoplasmic phosphoenolpyruvate; products of the over- 
all reaction are cytoplasmic phosphorylated carbohydrate and cytoplasmic 
pyruvate. Thus transport is linked closely to phosphorylation of the trans- 
ported substrate and only one high-energy phosphate group is consumed 
per phosphorylated sugar molecule accumulated. The systems consist of 
soluble cytoplasmic proteins and membrane-bound proteins. The systems 
are heterogeneous, differing principally in the carbohydrate that is trans- 
ported. Selectivity for a specific carbohydrate depends on the membrane- 
bound protein. The membrane-bound proteins can be grouped into at least 
four classes on the basis of homology of the primary structure. Members 
of the glucose class transport glucose, maltose, N-acetylglucosamine, su- 
crose, and p-glucosides. Members of the mannitol class transport mannitol 
and fructose. Members of the lactose class transport lactose, galactose, and 
cellobiose. Members of the mannose class transport mannose, L-sorbose, 
and fructose. These classes also transport other sugars. 

The reaction sequence consists of transfer of a phosphate group from 
phosphoenolpyruvate to a histidine residue on a soluble protein “EI” and 
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from there to a histidine residue on another soluble protein “HPr.” From 
HPr the phosphate group is transferred to domains specific for the trans- 
ported carbohydrate, specifically to two domains in sequence, “EIIA” and 
“EIIB.” A third domain, “EIIC,” is intrinsic to the membrane and binds and 
presumably transports the carbohydrate. The extracellular (periplasmic) 
carbohydrate binds to a membrane-bound protein, EIIC, with high affinity 
and can be released to the cytoplasm very slowly without phosphorylation 
of the second carbohydrate-specific domain, EIIB. However, phosphoryla- 
tion of EIIB and transfer of the phosphate group to the bound carbohydrate 
greatly accelerate release of the phosphorylated carbohydrate and further 
transport in subsequent cycles of the reaction sequence. 

These domains are structurally diverse according to the species of bacte- 
ria. “EIIA” and “EIIB” may be single or separate soluble proteins or may 
be covalently part of a complex with a membrane-bound protein or proteins. 
The function and structures of many of the proteins of this transport system 
have been studied in detail (Postma et al., 1993). 

E.  Oxaloacetate Decarboxylase Sodium Pump 

Some bacteria, in a medium containing sodium, pump sodium out of the 
cytoplasm into the medium and use the electrochemical gradient of sodium 
across the membrane to energize other transport functions (Dimroth, 1987, 
1997). In particular, Klebsiella pneumoniae pumps sodium using energy 
from the decarboxylation of oxaloacetate. The pump enzyme consists of 
three subunits, (Y (64 kDa), p (45 kDa), and y (9 kDa). The /3 and y subunits 
are intrinsic and are membrane bound, whereas the (Y subunit is attached 
to the other two. The first step in the reaction is catalyzed by the (Y subunit. 
This subunit has biotin attached to Lys(561). The biotin accepts a carboxyl- 
ate group from oxaloacetate, thereby releasing pyruvate. In subsequent 
steps the membrane-bound subunits donate a proton from the medium to 
the carboxylate group releasing CO,; at the same time they also transport 
2 Na+ out of the cell. 

Another bacterium, Propiogeniurn modesturn, pumps sodium outward 
using a methylmalonyl-CoA decarboxylase. In addition, this organism uses 
the resulting electrochemical gradient of sodium ions to synthesize ATP. 
It has an F-type ATP synthase driven by the inflow of sodium ions. 

111. SUMMARY 

In 1898 Earnest Overton proposed that the exchange of intracellular K’ 
and extracellular Na’ is involved in the contraction of muscle and under- 
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stood that a mechanism to restore concentrations to the resting state would 
be needed (Chapter 1 of this book). In 1952, Hodgkin and Huxley gave a 
detailed description of exchange of K+ and Na+ in the action potential of 
a nerve cell. Four years later Skou demonstrated an enzyme activity that 
restores the resting state (Skou and Esmann, 1992). Now excitation is 
understood as due to the action of membrane-bound channels whose pri- 
mary amino acid sequence is known and whose molecular mechanism is 
under investigation. Similarly, restoration of the resting state is understood 
as due to the action of membrane-bound pumps whose primary amino acid 
sequence is known and whose molecular mechanism is under investigation. 
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