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Preface

Advances in laser, microwave and similar technologies in medicine have
led to recent developments of thermal treatments for disease and injury,
involving skin tissue. In spite of the widespread use of thermal therapies
in dermatology, they do not draw upon the detailed understanding of the
biothermomechanical-neurophysiological behaviour, for none exists to date,
even though each behavioural facet is somewhat established and understood.
In view of this dilemma, a new research area emerges, which is the subject of
this book: “Introduction to Skin Biothermomechanics and Thermal Pain”.
This area is highly interdisciplinary, involving the subjects of engineering,
biology and neurophysiology. This book is focused on the introduction of
this new research area. According to the schematic relationship between the
areas involved, this book is divided into four parts: PART I. Skin bioheat
transfer and thermal damage; PART II. Skin biomechanics; PART III. Skin
biothermomechanics; PART IV. Skin thermal pain.

The book is multidisciplinary with a market across several subject areas
and will be interesting to a wide range of readers from lab bench to clinics.
The book is primarily planed as a textbook and reference book. It targets
three segments of readers:

(1) Advanced students: this book primarily aimed at advanced graduate
students in bioengineering, who have already some knowledge of engineering.

(2) Researchers: researchers may find this book a good reference, e.g. data
base of different properties of skin tissue. Besides skin tissue, the method-
ology in this book can also be very useful for researchers on other biological
tissues.

(3) Clinicians: the holistic methodology introduced in this book will be
very helpful for clinicians to design, characterize and optimize strategies of
delivering thermal therapies.

Feng Xu
Tianjian Lu
July 2010
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Chapter 1

Introduction

1.1 Introduction

All biological bodies live in a thermal environment with no exception
of human body, where skin is the interface with protecting function. It is
the largest single organ of the body and plays a variety of important roles
including sensory, thermoregulation and host defense etc. Among these roles,
the most important one is the thermoregulation: skin functions thermally as
a heat generator, absorber, transmitter, radiator, conductor and vaporizer.
This thermoregulation function makes the skin an important barrier for the
human body to various outside conditions. However, in extreme environment,
people may feel uncomfortable or even pain due to extreme hot or cold.
Obviously, skin fails in protecting the human body when the temperature is
out of normal physiological range. Furthermore, in medicine, various thermal
therapeutic methods have been used widely to cure disease/injury involving
skin tissue, where the objective is to induce thermal injury precisely within
skin tissue but without affecting the surrounding healthy tissue.

Then, questions come up. Why do human beings feel uncomfortable/pain
in extreme thermal environment? What is happening in human body in ex-
treme thermal environment? How to protect human body in extreme thermal
environment? These questions have been addressed in this book.

1.2 Skin Biothermomechanics and Thermal Pain

1.2.1 What is skin thermomechanics and thermal pain?

Skin biothermomechanics and thermal pain is the study of the bio-thermal-
mechanical-neurophysiological behaviors of skin tissue under different ther-
momechanical loadings.

1.2.2 Specialities of the problem

1) Thermal behaviour in skin tissue
Thermal behavior, or heat transfer, in skin is mainly a heat conduction

process coupled to complicated physiological processes, including blood circu-

F. Xu et al., Introduction to  Skin Biothermomechanics and Thermal  Pain
© Science Press Beijing and Springer-Verlag Berlin Heidelberg 2011



2 Chapter 1 Introduction

lation, sweating, metabolic heat generation, and sometimes heat dissipation
via hair or fur above the skin surface. Thermal properties of skin vary in dif-
ferent layers; even within the same layer, there exists large non-homogeneity
and anisotropy due to the presence of blood vessels. Both the physiological
processes mentioned above and thermal properties of skin are influenced by
a variety of factors such as temperature, damage, pressure, and age etc. To
complicate matters, skin is an active, self-regulating system: heat transfer
through the skin dramatically affects the state of skin, which can lead to the
redistribution of skin blood flow over the cutaneous vascular network and
counteractively influence the heat transfer in skin tissue.

2) Mechanical behaviour in skin tissue
Mechanical behavior of skin tissue is found to be heterogeneous, anisotro-

pic, nonlinear, and viscoelastic in vivo because of its high non-homogenous
structure and composition. It is affected by many factors such as age, gender,
site, hydration etc. Furthermore, classical electrometric constitutive models
are not suitable to describe the complicated mechanical behavior of skin
tissue.

3) Thermomechanical behaviour in skin tissue
The major constituent of dry skin is collagen. During heating, due to ther-

mal denaturation of collagen, there appears thermally induced mechanical
stress, which in macro-scale is thermal shrinkage. The thermal shrinkage can
be used as a convenient continuum metric of thermal damage[1]. Hörmann
& Schlebusch[2] showed that gross shrinkage provides the same information
on the kinetics of denaturation as many biochemical assays (albeit not the
same detail on underlying mechanisms). It has been found that mechanical
load is functionally as important as the temperature level during shrinkage[3].
What’s more, during denaturation, not only the structure, but also the hy-
dration of collagen changes, thus, not surprisingly, thermal denaturation of a
collagenoustissue can lead to remarkable changes in the mechanical, thermal,
electrical, and optical properties. Thus, the strain, stress, temperature are
highly correlated, in other words, the problem is fully coupled.

4) Thermal pain in skin
When skin is heated to a temperature beyond a critical value (≈43 ◦C),

pain sensation (an unpleasant sensory and emotional experience) is evocated.
Correspondingly, thermal damage of skin tissue causes cells to break down
and to release a number of tissue byproducts and mediators, which will acti-
vate and sensitize nociceptors (pain-stimulating receptor), thereby resulting
in a prolonged, post-stimulus feeling of pain (hyperpathia) and an increase
response to a normally painful stimulus (hyperalgesia). Thermally induced
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stresses due to non-uniform temperature distributions may also lead to the
sensation of thermal pain, in addition to the pain generated by heating alone.
Supporting evidence shows that, for the same level of nociceptor activity, a
heat stimulus evokes more pain than a mechanical stimulus and that tissue
deformation due to heating and cooling may explain the origins of pain[4,5].

Although pain sensation has been studied for a long time over a range of
scales, from molecular (such as ion channel) to the entire human neural sys-
tem (a whole human), the understanding of the underlying mechanism is still
far from clear. One reason is that pain is influenced by many factors, includ-
ing physiological, such as stimulus intensity and duration, and psychological
factors such as attention and empathy.

1.2.3 Schematic of skin biothermomechanics and thermal pain re-
search

The study of skin biothermomechanics and thermal pain is a highly inter-
disciplinary area involving bioheat transfer, biomechanics and neurophysiol-
ogy. The relationship between these areas is schematically shown in Figure
1.1. The skin tissue is characterized by its structure, such as its constituent
components, blood flow, metabolism etc, and properties, such as thermal,
mechanical, optical, dielectric properties. When thermal loading, such as
contact heating, electromagnetic energy, or acoustic energy, and/or mechan-
ical loading, such as force or deformation, are applied to skin tissue, then,
according to different skin descriptions, there are different skin states, includ-
ing temperature, thermal damage/inflammation, and stress/strain distribu-
tions. These states will then decide the level of pain sensation through neural
system. Therefore, a better understanding of skin properties, skin bioheat
transfer and kinetics of thermal damage, skin biomechanics and skin thermal
pain sensation, promise to contribute to the continuing advancement of study
of skin biothermomechanics and thermal pain.

1.2.4 Importance of skin thermomechanics and thermal pain

1) Medical applications
With advances in laser, microwave, radio-frequency, and similar technolo-

gies, a variety of thermal methods have been developed and applied to the
treatment of disease/injury involving skin tissue. These thermal treatment
methods normally involve either a raising or lowering of temperature in tar-
geted skin area to kill or thermally denaturize the necrotic cells, in which the
precise monitoring of the spatial and temporal distribution of temperature
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and stress in the skin tissue is required. Meanwhile, to keep the rest healthy
skin in a safe temperature level, selective cooling techniques on skin surface
are adopted during these treatments.

Figure 1.1 Schematic of skin Thermomechanics and thermal pain

In spite of these important and widely used medical applications, an un-
derstanding of the responsible thermal-mechanical-neurophysiological mech-
anism remains limited. Further refinement of current medical treatments
and innovation in thermal treatments, requires a thorough understanding of
this interdisciplinary area. Therefore, the proposed research is of great im-
portance and can contribute to medical applications by understanding the
macroscale tissue response to heat-induced micro-structural transformations
in the areas of design and characterization of strategies for delivering ther-
mal therapies; optimization of a thermal treatments by maximizing the
therapeutic effect while minimizing unwanted side effects; comparison of
various treatment parameters by use of model instead of extensive parametric
studies; new treatment strategies proposing predictions and evaluation of
their outcome by developing models and simulation tools.

2) Contribution to pain study and pain relief
A noxious thermal stimulus (heat or cold) applied to human skin is one

of the three main causes of pain; solving how to relieve thermal pain implies
further study and development of these thermal methods outlined above.
Thermally induced damage plays an important role in causing pain (thermal



References 5

pain) and therefore, a better understanding of the temperature distribution,
heat transfer process and related thermomechanics in skin will contribute to
the study of pain causes and its relief.

3) Other applications
Besides biomedical applications, advances related to space and military

missions may benefit from the proposed study. Extreme environments en-
countered in space travel and in some military activities make it necessary
to provide astronauts and military personnel with sophisticated garments for
protection from thermal extremes. As the “interface” between these out-
side materials and human inside body, skin certainly plays a significant role.
Furthermore, challenges are also posed by the need to understand possible
thermal effects on military personnel exposed to irradiation, such as inciden-
tal radio frequency radiation.

1.3 Outline of the Book

Biothermomechanical behavior of skin tissue is an interdisciplinary prob-
lem, involving the subjects of heat transfer, mechanics, biology and neuro-
physiology. According to the schematic relationship between the areas in-
volved, as shown in Figure 1.1, the book is divided into four parts: PART
I. Skin bioheat transfer and thermal damage; PART II. Skin biomechanics;
PART III. Skin biothermomechanics; PART IV. Skin thermal pain.
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Chapter 2

Skin Structure and Skin Blood Flow

2.1 Introduction

The skin is the largest organ of the body (makes up approximately 14%∼
16% of human adult body weight), and plays a variety of important roles
sensory: it serves as a sense organ for cutaneous senses such as pain, heat,

cold, pressure, touch; thermoregulation: it functions thermally as a heat
generator, absorber, transmitter, radiator, conductor and vaporizer; host
defense: it prevents entrance of foreign bodies such as microorganisms and
protects underlying tissues from different injuries such as mechanical, heat,
cold, biological injuries; skin works as a reservoir for food and water:
adipose tissue and prevents excess water loss; skin assist in the process
of excretion such as H2O, Salt, Urea, Lactic acid and it serves as a seat of
origin for Vitamin D.

It is thus of great necessities to appreciate the structure, function and
properties of the skin. The structure of human skin is different from site to
site and at a particular area on the human body it depends on its functions[1].

2.2 Skin Structure

2.2.1 Skin layers

There are three main kinds of human skin[2]. Glabrous skin (hairless areas
such as the palms of the hands) with its characteristic dermatoglyphics (the
grooves on its surface), is found on the palms and the soles. It is characterized
by a relatively thick epidermis and by lack of hair follicles. In hairy skin on
the other hand, hair follicles are present. The third kind is mucocutaneous
(skin areas that border the entrances to the interior of the body). For all
three kinds, the skin generally consists of three layers: epidermis, dermis, and
subcutaneous tissue. The thickness of these layers varies depending on the
location of the skin. The general structure of human skin is shown in Figure
2.1. The macromolecular components of skin were presented in Figure 2.2[3],
which illustrates the primary macromolecular components of dermis including

F. Xu et al., Introduction to  Skin Biothermomechanics and Thermal  Pain
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collagens, proteoglycans (PGs), and hyaluronan.

Figure 2.1 Structure of human skin

Figure 2.2 Macromolecular components of skin

2.2.2 Epidermis

The epidermis is the outer-layer of the skin containing both living and
dead cells and is about 75∼150 μm in thickness[3,4]. The epidermis is com-
posed of 95% of keratin-synthesizing epithelial cells (keratinocytes) and 5% of
non-keratinocytes (cells that do not synthesize keratins). The keratinocytes
change in cellular constituents as they move peripherally, which results in a
clear distinction between the different cell layers in the epidermis. The well-
defined layers are shown in Figure 2.1, where the outermost and thickest layer
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is the stratum corneum consisting of dead cells, which plays a role as a bar-
rier between environment and organism. The non-keratinocytes that can be
found in the epidermis are melanocytes (pigment forming cells), Langerhans
cells (which have immunological functions) and Merkel cells (which express
immunoreactivity for several substances)[5].

Inferior to the stratum corneum are stratum granulosum from two to three
layers of dark cells filled with granules. Below the stratum granulosum is the
stratum spinosum, a thicker layer of polyhedral cells. The deepest cell layer
in the epidermis is the stratum basale or stratum germanitivum, the cells of
which contain brown melanin granules. The stratum basal is attached to a
thin connective tissue basement membrane that separates the epidermis from
the dermis. All the layers consist of viable cells except stratum corneum. In
addition, in friction surfaces or in areas where the epidermis is very thick,
there is a hyalin layer, the stratum lucidum, which lies between the stratum
corneum and the stratum granulosum[5,6].

2.2.3 Dermis

Human dermis makes up the bulk of the human skin and contributes to
15%∼20% of the total body weight. The dermis is much thicker (1∼4 mm[4])
than the epidermis and is composed of three fibrin proteins: collagen, elastin
and a little reticulin, group substance. In the dermis there are blood vessels,
nerves, lymph vessels, and the skin appendages such as hair follicles and small
hair muscles, sebaceous glands and sweat glands, which are held together by
collagen. Dermis plays the important functions of thermoregulation and sup-
ports the vascular network to supply the non-vascularized epidermis with
nutrients. The dermis is generally divided into two, poorly distinguishable
layers, the papillary layer and lower reticular layer. The papillary dermis is
the thinner outermost portion of the dermal connective tissue, constituting
approximately 10% of the thickness of the dermis. It contains smaller and
more loosely distributed elastic and collagen fibrils than the underlying retic-
ular dermis and it has a greater amount of ground substance. The reticular
dermis constitutes the greater bulk of the dermis. This dense collagenous
and elastic connective tissue contains a relatively small amount of cells and
veins.

1) Dermal-epidermal junction
The dermal-epidermal junction (DEJ) is an important interface of me-

chanical attachment between these two distinctly different layers of the skin:
the epidermis and the dermis. It is composed of a basement membrane that
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is wavy in shape with finger-like projections that extend into the dermis. The
junction provides a physical barrier for cells and large molecules and a strong
bandage between the dermis and the epidermis by macromolecular attach-
ments. The firmness of the attachment is enhanced by parts of the epidermis
penetrating the papillary dermis resulting in large cones and rete ridges, or
papillae[4,5].

2) Collagen fibres in dermis
Collagen is a rather stiff and hard protein which is a major constituent

of the extracellular matrix of connective tissue and is the main load-carrying
element in a wide variety of soft tissues where it provides structural integrity.

In dermis, collagen is the major constituent and accounts for approxi-
mately 60%∼80% of dry weight of fat-free skin[5,7∼11] and 18%∼30% of the
volume of dermis[5]. The collagen in human dermis are mainly the period-
ically banded, interstitial collagens1)(types I, III and IV)[12], where about
80%∼90% is type I collagen and 8%∼12% is type III collagen.

Collagen is a macromolecule with a diameter of about 1.5 nm and a length
of about 280 nm[13]. Figure 2.3 shows the structure of collagen. Three

Figure 2.3 Molecular/fibrillar configuration of Type I collagen

1) Collagen occurs in many places throughout the body and there are 28 types of

collagen reported in literature.
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polypeptide chains make up the type I collagen molecule and are stabilized
in a right-handed triple-helix arrangement (with a period of about 8.6 nm)
by intramolecular cross-links, where each strand is a left-handed α helix with
about 0.87 nm per turn and is made up of sequences of amino acids2) [14]

as shown in Figure 2.4. These collagen molecules are linked to each other,
and in turn, aggregated into a parallel pattern to form collagen fibrils with
diameter of about 50 nm, which is maintained by intermolecular crosslinks
and provides the tissue with its tensile properties. The intramolecular cross-
links are reducible covalent aldehyde bonds, which are progressively replaced
by irreducible multivalent cross-links as the tissue ages[15]. Each fibril has
transverse striations, which are spaced approximately 67 nm apart (see Figure
2.5), due to the staggering of the individual collagen molecules. These fibrils
form fibers, with diameter of 1 μm, which is mediated by proteoglycans.
Fibers are bundles of fibrils with diameters between 0.2 μm and 12 μm. Type
IV collagen co-distributes and assembles into fibrils with both types I and III
collagen in which it assists in regulating fibril diameter.

The wavy and unaligned collagen fiber bundles form an irregular network
in the dermis, which does not appear to extend randomly in three dimen-
sions, but appears to have preferred directions parallel to the surface[17,18].
This allows considerable deformation in all directions without requiring elon-
gation of the individual fibers and thus provide both tensile strength and
elasticity[19,20]. However, in order to prevent out-of-plane shearing, some
fiber orientations also have components out of plane.

Figure 2.6 shows the dermal collagen fiber weave in the skin of a child
and Figure 2.3 gives the molecular/fibrillar configuration of Type I collagen.

3) Elastin fibres in dermis
Elastin is one of the most stable and insoluble proteins in the body.

Elastin fibres are a minor structural component of the dermis structure, ac-
counting for 4% of the dermis dry weight and 1% of the volume of

Figure 2.4 Triple helix structure of collagen: the dots shown in a strand

represent glycine and different amino acids

2) Most of the collagen molecule consists of three amino acids: glycine (33%), which

enhances the stability of the molecule, proline (15%), and hydroxyproline (15%).
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Figure 2.5 Collagen-composed triple helix, forming microfibrils which have

67 nm gaps: (a) general scheme; (b) representation of 300 nm segments with gaps

and overlaps; (c) electron micrograph[16] (by permission of Elsevier)
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20 μm

Figure 2.6 Dermal collagen fiber in the skin of a child[21]

(by permission of IOP)

dermis[5,10,22]. Elastin fibres are considerably thinner (ca. φ100 nm[19]) and
more convoluted than collagen fibres. The structure of elastin is shown in
Figure 2.7[23]. Each fibrous monomer is linked to many others and forms
a three-dimensional network. Elastin is found in skin, walls of arteries and
veins, and lung tissue. It is not yet understood how the elastin fibres are
constructed from smaller elastin fibrils. However, it is known that the base
unit of elastin is a long protein chain that is cross-linked by lysine molecules.
Four elastin chains are joined at each cross-link by the covalent bonding of ly-
sine molecules from each elastin chain. Although direct connections between
elastin and collagen fibres have not been shown[24], collagen fibres appear to
wind around the elastin cores[10].

The elastin is a fibrous protein in skin elastin fibres. These fibres possess
extraordinary elasticity, which explains their name. They are elastomers
according to their behaviour—they have small elastic module and restore
their initial size even after significant stretching. The structures in the tissues,
with elastin as their basic component, are called elastic and are interesting
because of their specific biomechanical properties. The elastin has amorphous
network structure with a small extent of arrangement. This structure explains
the high elasticity of its fibres, which are built from long flexible disordered
chains of molecules. The orientation of the molecules occurs when the fibres
are stretched[25].

4) Ground substance
The ground substance, which comprises about 20% of the dry weight of
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skin and makes up between 70% and 90% of the skin’s volume[26], is a gel
like substance containing a class of chemicals including glycosaminoglycans
(GAG), proteoglycans and glycoproteins.

Figure 2.7 Molecular model for elastin[23]

(by permission of Nature Publishing Group)

The amorphous ground substance can be characterized as a semi-fluid
amorphous material and can be considered as a highly viscous, thixotropic
liquid whose fluid properties are determined by a low concentration (0.05%
wet weight of human dermis) of mucopolysaccharides, proteoglycans and
glycoproteins[26]. The most important mucopolysaccharides in ground sub-
stance is hyaluronic acid, a long unbranched, polysaccharide chain composed
of repeating disaccharide units with a molecular weight ranging from 2×105
to 3×106 Daltons[26]. Hyaluronic acid is analogous to the polymer molecules
found within rubbers. The hyaluronic acid chain has proteoglycans side-
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chain, which in turn are cross-linked by glycoproteins to additional struc-
tures within dermis, such as collagen or elastin fibrils. It is this cross-linking
function that is responsible for forming fibres from the collagen fibrils and
providing the dermis with its rubber-like constitutive behaviour.

Together they form a gel which does not leak out of the dermis, even
under high pressure.

2.2.4 The hypodermis

The third layer is the hypodermis (also called subcutaneous fat or sub-
cutis), which is composed of loose fatty connective tissue. It is not part of the
skin but appears as a deep extension of the dermis. Hypodermis is composed
of mainly fat and carries major blood vessels and nerves to the overlying
skin. The thickness of the layers varies considerably over the surface of the
body [4], and also varies with age, sex, race, endocrine and nutritional status
of the individual. It acts as an insulating layer and a protective cushion and
constitutes about 10% of the bodyweight[27].

2.2.5 Appendages in skin

Vertebrate appendages are significant thermoregulatory organs because of
their high surface to mass ratio and their dense distribution of blood vessels.
Since hair and sweat gland play important role in the thermoregulation, they
are simply introduced here.

1) Hair
See Figure 2.1.
2) Sweat gland
The sweat gland is a simple, highly coiled, tubular gland, as shown in

Figure 2.8. In general, it extends deep into the dermis and is composed of
three regions: secretory portion, which is the coiled region of the sweat
gland and located in the dermis; excretory duct, which leaves the secretory
region of the sweat gland and straightens out to the epidermis; the spiral
course in the epidermis, which passes through the epidermal cells to the skin
surface.

3) Receptors of the skin
The skin is a large sense organ of the external environment. Numerous en-

capsulated and free sensory nerve endings within the skin respond to stimuli
for temperature (heat and cold), pressure, touch, and pain. These percep-
tions are a consequence of variable combinations of three types of sensory
receptors: mechanoreceptors for touch, vibration, pressure; thermal recep-
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tors for temperature; and nociceptors for pain. Receptor cells can be found
both in epidermis and dermis: Figure 2.9 shows the free nerve endings (for
pain) both in epidermis and dermis.

Figure 2.8 Sweat gland in skin

Figure 2.9 Histological section of free nerve endings in skin[28]

(by permission of Nature Publishing Group)

Ivanov et al. [29] reported thermoreceptors in different layers of the skin.
They proposed that these thermoreceptors might inform the central nervous
system not only about the absolute temperature of the skin surface, but
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also the value and direction of the heat flow through the skin. Morin &
Bushnell[30] suggested that although both the cold and warmth receptors are
located within the dermis, cold receptors are located deeper than the warmth
receptors. Both types of thermorecptors are approximately 1mm in diameter
and cold receptors are more abundant than warmth receptors with between 3
to 10 times more cold receptors being located across the body. Pain receptors
are activated only at the extreme ranges of hot and cold, whereas cold and
warmth receptors are stimulated at particular points within the boundary of
this range.

2.3 Skin Blood Perfusion

The thermoregulation function of skin is realized mainly by modifying the
blood flow, which is located in a microcirculatory bed composed of arteri-
oles, arterial and vein capillaries, and venules. Most of the microvasculature
is contained in the papillary dermis within 1 to 2 μm below the epidermal
surface[31]. The arterioles and venules form two important plexuses in the
dermis: the deep dermal plexus is located just below the dermis and small
vessels arise almost perpendicularly from it, pass through the dermis and
form a more superficial plexus just below the epidermis[32]. These two hor-
izontal plexuses represent the physiologically important areas in the skin.
The microvessels in the papillary dermis vary in diameter from 10 to 35 μm,
but most are in the 17 to 22 μm range; in the mid and deep dermis, the
microvascular diameters range from 40 to 50 μm, although rarely a vessel as
large as 100 μm can be found[31].
Besides the usual dermal plexuses, some areas of the body contain arteri-

ovenous anastomoses (AVA), which are found most abundantly in the dermis
of acral skin[33]. AVA are located in the deep dermis close to the level of the
sweat glands[34] and play an important role in regulating the relative degree
of skin blood perfusion by shunting directly from the arterial to the venous
systems, bypassing the capillary network, and thus play an important role in
temperature regulation[35].
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Chapter 3

Skin Bioheat Transfer and Skin

Thermal Damage

3.1 Introduction

3.1.1 Skin bioheat transfer

All biological bodies live in a thermal environment of spatially heteroge-
neous temperatures. Even within a single organism, the temperatures of the
organs and the tissues can not be uniform due to their spatial and temporal
heat sources and sinks. The non-uniformity induces heat transfer both inside
the organism and through the interface with its external environment. Heat
transfer is thus a primary mechanism affecting temperature.

Living organisms involve a great number of hierarchy levels from bio-
macromolecules up to total organisms functioning as a whole which are re-
lated to each other by energy and mass flow. Living tissue forms a basic
level of this hierarchy which in turn contains its own complex hierarchical
substructure and, from the stand point of heat and mass transfer, can be
treated as a certain medium.

The transport of thermal energy in living tissue is a complex process
involving multiple phenomenological mechanisms including conduction, con-
vection, radiation, metabolism, evaporation, and phase change. Thermal be-
haviour, or, heat transfer, in skin is mainly a heat conduction process coupled
to complicated physiological processes, including blood circulation, sweating,
metabolic heat generation, and, sometimes, heat dissipation via hair or fur
above the skin surface.

3.1.2 Thermal damage

When biological tissue is subjected to higher than physiological temper-
atures, protein and cell organelle structures can be altered resulting in cell
death and subsequent tissue necrosis. Skin thermal damage or skin burns
are the most commonly encountered type of trauma in civilian and military
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communities[1], resulting from many different causes such as contact with
hot fluids and surfaces, flames, chemicals and electrical sources. For exam-
ple, burn injuries are experienced by about 250,000 people in the UK each
year, where about 175,000 people visit A&E Departments with burn injuries
each year and some 13,000 of them are admitted to hospital where 6,400 are
children (UK national report). The cost of skin thermal damage is also very
huge, for example, the cost of hot drink scald on children is expected to be
about £266,400 per year[2]. The quantification of skin thermal damage has
major physiologic significance in determining whether and how soon healing
might occur, as well as the severity of the scarring process[3], in arriving at
a subsequent prognosis[4] and in guiding the treatment[3].

Besides, advances in electromagnetic technologies such as laser and mi-
crowave have led to recent developments of thermal treatments for different
diseases and injuries involving skin tissue, such as the removal of port-wine
stains[5], pigmented and cutaneous lesions[6] and tattoos[7]. The objective is
to induce thermal damage precisely within tissue structures located up to
several millimeters below the surface but without affecting the surrounding,
healthy tissue. The quantification of thermal damage distribution is helpful
for the optimization of thermal treatments by maximizing the therapeutic
effect while minimizing unwanted side effects.

Further, when the skin is heated to a temperature beyond a critical value
(≈ 43◦C), thermal damage of skin tissue is accumulated. The thermal dam-
age causes cells to break down and to release a number of tissue byprod-
ucts and mediators, which will activate and sensitize nociceptors[8], special
receptor for pain sensation. Burn damage induces severe pain that is diffi-
cult to manage[9]. Moreover, thermal damage-induced pain may contribute
to sensory problems, including cold allodynia and chronic pain[10], as well as
psychologic disorders, such as post-traumatic stress disorder[11], all of which
commonly reduce quality of life after burn damage. The quantification of
thermal damage will help to better understand the pain sensation such as
hyperpathia and finally contribute to pain relief.

3.1.3 Outline of this chapter

This chapter aims to provide a comprehensive description of the thermal
behaviour in skin tissue and is outlined as follows. The bioheat transfer in
skin tissue is first presented, which is then followed by the thermal damage
in skin tissue, and a short summary is given in the end.
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3.2 Skin Bioheat Transfer

3.2.1 Blood vessels classification based on their influence on heat
propagation

1) Importance of blood perfusion in the heat transfer process in tissue
Blood perfusion has great effect on the heat transfer process in living tis-

sues. The number of vessel levels in the vascular network of tissue is typically
large[12], and blood flow in vessels of different hierarchy levels (as shown in
Figure 3.1) has different influences on heat transfer. Abramson[13]suggested
that heat transfer between flowing blood and surrounding tissue occurred pre-
dominantly in small capillary loops arising from the more superficial plexus,
while Chato[14] proposed the lower levels of the dermis. Weinbaum et al[15]

and Lemons et al[16] experimentally found that all arteries of diameter less
than 100 μm and all veins of diameter less than 400 μm can be considered
fully equilibrated with the surrounding tissue in normothermic conditions.

Figure 3.1 Vessel configurations of vascular models: (a) unidirectional vessel

configuration; (b) countercurrent vessel configuration; (c) large/small/large vessel

configuration
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As for skin, there are about 20∼25 of arteriovenous anastomoses1) (AVA)
structures per square centimeter in the finger pad, and are located about
1∼1.5 mm below the surface of the skin[17]. Mescon et al.[18] reported that
when these specialized AVA are open, heat exchange occurs uniformly over
the local area. Greenfield[19], Sherman[20] and Braverman[21] found that heat
transfer occurs close to the deep dermal plexus and is complete before reach-
ing the smaller vessels of the arterial tree as most arterioles in the deep dermis
have diameters around 50 μm while the arterial networks superficial to these
are much smaller.

2) Classification of blood vessels
From the description above, it can be seen that the effect of blood ves-

sels on heat transfer is strongly related to their sizes. Therefore, a thermal
equilibration length of blood vessels, Leq, is defined as the length at which
the difference between the blood and tissue temperature decreases to 1/e of
the initial value, where e is the exponent, 2.718. Similar equations for Leq

have been proposed by different researchers[22], and a typical expression is as
follows:

Leq =
ρbcb
8kb

V D2
v

(
1
2
+

kb
keff

ln
Dc

Dv

)
(3.1)

where keff is the effective thermal conductivity; ρb, cb and kb denote the
density, specific heat and thermal conductivity of blood, respectively; Dc

and Dv denote the mean tissue cylinder and vessel diameter; and V is the
mean vessel flow velocity.

The ratio of Leq to the actual vessel length demonstrates the distinction
of thermal significance, ε

ε = Leq/L (3.2)

If ε � 1, i.e. Leq is much shorter than the characteristic length of the
blood vessel length L, the blood will exit the vessel at, essentially, the tissue
temperature. Conversely, if ε� 1, the blood temperature will not decay and
will leave the tissue at the same inflow temperature[14].
In order to imagine the extent to which blood flow in vessels of different

levels can affect heat transfer, some authors have examined characteristic
properties of blood flow in various vessels as well as vessels themselves. The
characteristic properties of blood flow in various vessels as well as vessels
themselves are shown in Table 3.1 for a 13 kg dog and in Table 3.2 for
human. From Table 3.1 and Table 3.2, we can see that the vessels where

1) Anastomoses occur normally in the body in the circulatory system, serving as

backup routes for blood to flow if one link is blocked or otherwise compromised.
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arterial blood attains thermal equilibrium with the surrounding cellular tissue
for the first time are approximately of the length Leq(≈ 2 cm). Typically, a
regional vascular network contains vessels whose length is much larger and
much smaller than Leq. Thus, the bioheat transfer models should take into
account that the vascular network can contain vessels significantly different
in effect on heat transfer.

Table 3.1 Properties of different kinds of blood vessels of a 13 kg

dog[22] (by permission of IOP)

Vessel

Percentage of

vascular

volume

Average

radius/mm

Average

length

/mm

Velocity

/(mm/s)
Leq/mm

Aorta 3.30 10 380 500 112,000

Large artery 6.59 3 200 130 2700

Arterial branch 5.49 1 90 80 180

Terminal artery

Branch
0.55 0.6 8 80 65

Arteriole 2.75 0.02 2 3 0.0029

Capillary 6.59 0.008 1.2 0.7 0.0001

Venula 12.09 0.03 1.6 0.7 0.0014

Terminal vein 3.30 1.5 10 13 67

Venous branch 29.67 2.4 90 15 300

Large vein 24.18 6 200 36 2900

Vena cava 5.49 12.5 380 330 117,000

Table 3.2 A selection of vessel parameters for the human

circulation[23] (by permission of IOP)

Vessel

Average

diameter

/mm

Velocity

/(mm/s)

Reynolds

number

Entrance

length

/mm

Leq/mm

Ascending aorta 25 220 1600 23,000 321,000

Ascending aorta 20∼32 630 (peak) 3600∼5800
Descending aorta 16∼20 270 (peak) 1200∼1500

Internal carotid

artery

4 500 570 1300 19,000

6.2 145 250 900 13,000

6.2 360 (peak) 650

1200 (peak)

Femoral artery 5 260 370 1100

Renal artery 4 500 570 1300 15,000

Large arteries 2∼6 200∼500 (peak) 110∼850 19,000

Capillaries 0.005 ∼ 0.01 0.5∼1 2× 10−6 ∼
1.5× 10−5

3× 10−5 ∼
2× 10−4

Large veins 5∼10 150∼200 210∼570 600∼3500 9000∼ 47,000
Venae cavae 20 110∼160 630∼900 7500∼10,000 100, 000 ∼

150, 000
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3.2.2 Heat transfer models of soft tissues

For the theory of heat and mass transfer in living tissue one of the central
issues is how to create good models that describe these transport phenomena
in terms of certain physical fields and the corresponding governing equations
accounting for interaction between different levels of the living tissue hierar-
chy.

Since the appearance of Pennes bioheat equation[24] in 1947, a variety of
models on heat transfer in different tissues of human body have been pro-
posed, where the tissue may be represented as a homogeneous continuum
material with an embedded hierarchical vascular network[25]. But there is
no general agreement on one more appropriate model, which is mainly due
to the disagreement on the level at which heat exchange occurs between the
blood and the tissues[26]. There are several good reviews of the modeling of
heat transfer in soft tissues: Charny[27] gave a detailed chronological devel-
opment of mathematical models of bioheat transfer; Arkin et al.[28] compared
and contrasted several bioheat transfer models, emphasizing the problemat-
ics of their experimental validation; Crezee et al.[29] carried out caparison of
four different bioheat models or combinations of models with both theoretical
and experimental methods; Stanczyk & Telega[30] compared the continuum
models and vascular models and discussed the shortcomings of these popular
bioheat equations; Khaled & Vafai[31] discussed the progress in the develop-
ment of bioheat equation and the associated applications while emphasis was
put on the bioheat models based on the porous media theory.

According to the different ways in which the influence of blood flow in the
vascular network may be considered, these models can be basically classified
into four categories[31]: continuum models, where the blood perfusion is
accounted for by means of the effective conductivity of the tissue; vascular
models, where real vascularity of the tissue is reproduced and all local heat
transfer in the individual vessels are described, which requires the detailed
knowledge of the vascular geometry; hybrid model, where different con-
tinuum models and/or vascular models are used together; models based
on porous media theory, where the perfused tissue is treated as a porous
media. The descriptions of each of the model are presented in the following,
together with the assumptions used for the derivation of the models and their
limitation.

In continuum models, the blood perfusion is accounted for by means of
the effective conductivity of the tissue which is dependent on the blood flow
rate or by means of other global parameters. The general form of bioheat
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equation of continuum models is as following:

ρc
∂T

∂t
= k∇2T + qperf + qmet + qext (3.3)

where ρ, c and k are the density, specific heat and thermal conductivity of
skin tissue, respectively; T is the temperature of the tissue; qperf is the heat
generation caused by blood perfusion; qmet is the metabolic heat generation;
qext is the heat generation from external heat source.

The first continuum model was introduced by Pennes to analyze heat
transfer in a resting human forearm, which developed a quantitative basis for
describing the thermal interaction between tissue and perfused blood[24]. His
work consisted of a series of experiments to measure temperature distribu-
tion as a function of radial position in the forearms of nine human subjects.
Pennes proposed a model to describe the effects of metabolism and blood
perfusion on the energy balance within tissue. These two effects were incor-
porated into the standard thermal diffusion equation. The Pennes bioheat
model was the first major effort in quantifying the heat transfer contribution
of perfusion. The model is unique in that the perfusion term is very simple.
The equation was previously given as

ρc
∂T

∂t
= k∇2T +�bρbcb (Ta − T ) + qmet + qext (3.4)

where ρ, c and k are the density, specific heat and thermal conductivity of
skin tissue, respectively; ρb and cb are the density and specific heat of blood
as before; �b is the blood perfusion rate per unit volume; Ta and T are the
temperatures of blood and skin tissue, respectively; qmet is the metabolic
heat generation in the skin tissue and qext is the heat generation due to
external heating sources. Note that the Pennes equation is based on the
classic Fourier’s law for heating, which assumes that the propagating speed
of any temperature disturbance or thermal wave is infinite.

1) The main assumptions of Pennes model
(1) The blood perfusion effect is homogeneous and isotropic, and that

thermal equilibration occurs in the microcirculatory capillary bed. In this
case, the blood is supplied to the tissue at arterial temperature Ta, perfuses
the tissue at rate �b, attains the thermal equilibrium with it and then is
collected in the veins.

(2) There is no energy transfer either before or after the blood passes
through the capillaries, so that the temperature at which it enters the venous
circulation is that of the local tissue. The total energy exchange between
blood and tissue is therefore qperf = �bcb(Ta − Tv).
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(3) Metabolic heat generation qmet is assumed to be homogeneously dis-
tributed throughout the tissue of interest as rate of energy deposition per
unit volume.

A major advantage of the Pennes model is that the added term to ac-
count for perfusion heat transfer is linear in temperature, which facilitates
the solution of Pennes equation. Pennes model is widely used for prediction
of temperature elevation during hyperthermia as well as for predictions of
temperature response in cryosurgical protocols. But common usage of the
Pennes model is not always accompanied by careful examination of its limits
of applicability.

2) The limitations of Pennes model
The limitations of Pennes model arise from the erroneous view of the

heat transfer process and its anatomical location: neglecting the effects of
thermally significant large vessels. The discussion of the shortcomings of
Pennes equation was done by numerous authors and ranged from putting
emphasis on the applicability limitations to complete negation of its validity.
The main drawbacks of the Pennes model are:

(1) The Pennes model assumes that blood arrives at each point in the
tissue at one temperature Ta regardless of the distance, which separates that
point from the supplying vessel. No transport mechanism has been found to
accomplish such a requirement. Furthermore, the local arterial temperature
depends on the temperature gradient in the tissue resulting from environ-
mental conditions[32].

(2) The thermal equilibration length in the Pennes model is assumed
to be infinite for all vessels except the capillaries and zero for capillaries.
This is also a non-physical assumption. Chen & Holmes’ analysis of blood
vessel thermal equilibration lengths has proved this[33]. They indicated that
thermal equilibration occurs predominantly within the terminal arterioles and
venules, and that blood is essentially equilibrated prior to the capillaries.

(3) The blood perfusion term fails to account for the specific vascular
architecture such as directed character of the blood flow and counter-current
arteries and veins, and it is unable to account for local temperature varia-
tions caused by large vessels, a feature inherent to all continuum models and
unacceptable in certain applications like localised hyperthermia.

(4) The blood perfusion term has been obtained via the global energy
balance for blood and is applied to describe local energy balance for tissue.

(5) The first-order differentiability condition of numerous physical entities
in the equation like heat flux, physical properties and heat generation, is not
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necessarily met in heterogeneous tissue structures.
Despite its erroneous concept, the perfusion term of Pennes model has

been widely used, especially in analyses where a closed form analytical solu-
tion is sought, and found to be valid for situations other than the forearm.
Its predictions are often superior to those of more elaborate formulations.
This fact gives rise to the need for reconsidering the physical foundations of
the approach.

Charny et al.[34] compared Weinbaum-Jiji’s counter-current model[35] and
Pennes model against the experimental results of Pennes. The simulations
found that Pennes model is valid in the initial branchings of the largest
microvessels from the counter-current vessels (diameter>500 μm) in deep
tissue. In this case, the microvessel blood temperature is close to arterial
temperature. Charny suggested that the blood perfusion term in Pennes
equation does not represent the isotropic thermal equilibration in capillaries
but describes the small vessel bleed-off occurring in the regions of the largest
counter-current vessels and supplying the capillary bed in tissue. In this man-
ner the temperature of the blood entering these capillaries is the temperature
of the blood in the largest vessels, but in the region dominated by smaller
vessels this condition is not always satisfied and other models are preferred.
Along with the observations in porcine kidney[36], Pennes model appears to
be applicable to regions where the vasculature comprises of numerous small
thermally significant vessels (ε ≈ 1).
The limitations of Pennes model have motivated subsequent investigators

to develop their own models.

3.2.3 Heat transfer in skin tissue

1) Studies on skin bioheat transfer
Skin bioheat transfer has been studied for many years. Most of the earlier

studies considered the skin temperature around heat sources for diagnosing
tumors[37], which is based on observations of Lawson[38] that the skin tem-
perature over a malignant tumor is higher than that of surrounding skin due
to the increased blood flow within the tumor (see Figure 3.2)[39,40].
Later, attention was paid to the general heat transfer response of skin tis-

sue in contact with hot or cold sources[41], in order to quantify the relationship
between the threshold of skin temperature for pain sensation and the ther-
mal properties of contact source. Nowadays, because of laser, microwave and
similar technologies, emphasis has been transferred to electromagnetic heat-
ing effects, including microwave[42], radiofrequency[43] and laser[44]. However,
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most of these works are theoretical due to the difficulty of performing heat
transfer experiments on skin tissue in vivo.

Figure 3.2 Temperature oscillation in tumor under microwave heating (by

permission of Science Press)

As noted before, in general, the success of thermal therapies depends on
the precise prediction and control of temperature, damage and stress distri-
butions in the tissue. A mathematical model of heat transfer in skin tissue is
thus very helpful for the present technology can only provide information of
the tissue at discrete points. The model can be used for optimizing thermal
treatments by maximizing therapeutic effect while minimizing unwanted side
effects, for predicting the outcome of a treatment, for extensive parametric
studies in order to characterize the stability of various treatment parameters,
and for the development of new treatment strategies. During the development
of the mathematical model, several factors need to be considered, such as the
thermophysical properties of different layers of skin tissue, skin geometry,
skin-electromagnetic wave interaction, metabolic heat generation, heat flow
due to blood perfusion, thermoregulatory mechanisms, and thermal induced
mechanical response.

2) Consideration of blood perfusion
Since Leq for blood vessels in the skin tissue lies in the range of 3×10−5 ∼2

×10−4[22], as can be seen from Table 3.1 and Table 3.2, the blood will exit
the vessel at essentially the tissue temperature. Thus, the Pennes equation
is good enough to describe skin heat transfer, which is taken directly from[24]

as given in Equation (3.4)
As for the effect of blood perfusion in theoretical analysis and numerical

modeling, which is in most cases considered only for the dermis layer and
neglected otherwise, several methods have been used to account for it, as
given below.
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Constant blood perfusion rate
The effect of blood perfusion is treated as a heat source or the effect is

accounted for by use of effective thermal conductivity and thermal diffusivity,
where the rate of blood perfusion is assumed to be a constant[45]. This is the
most used method, given as

ωb = constant (3.5)

Temperature-dependent and/or spatially heterogeneous
The effect of blood perfusion is treated as a heat source and the rate

of blood perfusion is considered to be temperature-dependent and/or spa-
tially heterogeneous[46]. For example, Sanyal & Maji[47] found that in the
middle layer of the skin, the blood mass flow, thermal conductivity and
the metabolic heat generation are position dependent because the density
of blood vessel varies within the skin. These researchers, therefore, applied
depth dependent blood perfusion rate where the rate was assumed to increase
linearly in the dermis layer. Since both in vivo and in vitro studies have
shown that the tissue response to thermal loading is strongly temperature-
dependent[48], many researchers have adopted temperature dependent blood
perfusion, where the coefficient of temperature dependence could be either
a linear or non-linear function of temperature. The non-linear function is
preferred since it reflects a decrease in perfusion above specific temperatures
resulting from heat-induced damage to blood capillaries, given as

ωb (T ) =

⎧⎪⎨⎪⎩
ω0 + ω1 (T − Ta) , T � Tth

ωmax, Tth < T < Tcg

0, T � Tcg

(3.6)

where ω0 is the blood perfusion rate under normal condition, and ω1 increase
rate of blood perfusion with temperature; ωmax is the maximum blood per-
fusion rate; Tth = 45◦C is the temperature when the blood perfusion achieve
its maximum value; Tcg = 60◦C is the temperature when coagulation occurs
in the tissue. Similarly, Sekins et al.[49] and Rai & Rai[50] used the following
equations:

�b = �b0, T � Tcr

�b = �b0

(
1 +

�max −�b0

�b0

T − Tcr
Tmax − Tcr

)
, Tcr � T � Tmax

�b = �max, Tcr � T

(3.7)

where �b0 and �max are the basal and maximum perfusion rate respectively;
Tmax is fixed at 45◦C; Tcr is the critical temperature (approximately 42.5 ◦C).
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Temperature and damage dependent
The effect of blood perfusion is treated as a heat source where the rate

of blood perfusion is considered as temperature- and damage-dependent[51],
given as

ωb = ωb0f (T ) exp (−Ω) (3.8)

where ωb0 is the basal perfusion rate; f (T ) is a dimensionless function that
accounts for vessel dilation at slightly elevated temperatures; Ω is the damage
integral.

Heat-generating interface
The effect of blood perfusion has also been considered by introducing a

heat-generating interface between epidermis and subdermal tissue represent-
ing the thermal effect of blood flow through the dermis, which could simplify
the skin model but resulted in a discontinuity of heat flux[52].

3) Heat loss/generation under normal conditions
Under normal conditions, heat loss occurs through radiation to environ-

ment (if lower than body temperature) and through sweating, while heat
generation occurs through metabolic process.

Heat loss by radiation
Different methods have been proposed to calculate the heat loss by radi-

ation from skin. Draper & Boag[53] suggested the following equation:

Qrad = 4σεT 3
m (3.9)

where σ is the Stefan constant; ε is the emissivity of skin surface and Tm =
(Ts + Ta) /2, Ts is the skin surface temperature, and Ta is the surrounding
air temperature.

Wilson & Spence[54] and Deng & Liu [55] suggested another equation

Qrad = σε
(
T 4
s − T 4

a

)
(3.10)

Heat loss by sweat evaporation
As for the heat loss by sweat evaporation, Wilson & Spence[54] suggested

the following equation:

Qrsw = 9.66× 10−8 (Ts − Tf)
(
100.265Ts −RH × 100.265Tf

)
(3.11)

Deng & Liu[55] suggested another equation, given as

Qs = Qdif +Qrsw (3.12)

Qdif = 3.054 (0.256Ts − 3.37− Pa) (3.13)
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Qrsw = 16.7hfWrsw (0.256Ts − 3.37− Pa) (3.14)
where Tf is the temperature of ambient fluid; Qdif is the heat loss by evapora-
tion of implicit sweat secretion when the skin is dry; Qrsw is the heat loss by
evaporation of explicit sweat secretion; Wrsw is the skin humidity; Pa is the
ambient vapor pressure in Pa; hf is the convective heat transfer coefficient;
RH is the relative humidity.

Metabolic heat generation
The effect of metabolic heat generation is in most cases assumed to be

constant. In some studies, it is also assumed to be temperature dependent[47],
which is based on the reversible nature of chemical reactions involving adeno-
sine tri-, di- and monophosphates liberating heat energy in the in vivo
tissue[56].
4) Source terms for different heating methods
Hitherto, skin heat transfer due to different kinds of heating methods have

been studied, such as contact heating[57], laser heating[44], microwave[42], elec-
trical heating[58] and radiofrequency heating[43], and electromagnetic heating
is now widely used in thermal therapies. The electromagnetic (EM) spectrum
is composed of an array of electromagnetic waves increasing in frequency from
extremely low frequency and very low frequency (ELF/VLF), through radio
frequency (RF) and microwaves, to infrared (IR) light, visible light, ultravi-
olet (UV) light, X-rays, and gamma rays, as shown in Figure 3.3.

Figure 3.3 Electromagnetic spectrum[59] (by permission of the author)

The ways for accounting for the heat generation due to different heating
methods are discussed in this section.

(1) Normal heating.
Heating by contact with hot material such as hot plate and convective
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hot fluid heating or by immersion in hot water are the most frequently en-
countered heating methods in skin thermal problems. When modeling, these
heating methods can be accounted for by choosing the corresponding bound-
ary conditions.

(2) Laser heating.
Lasers have been widely used in medical applications due to advantages

such as directivity, ability used in pulsed mode, monochromaticity and so on.
Typical lasers used in dermatology are summarized in Table 3.3. In general,
there are three types of laser-skin tissue thermal interaction, depending on
the degree and the duration of tissue heating: hyperthermia, where there
is a moderate rise in temperature in the range of 41 ∼ 44 ◦C for some tens
of minutes, resulting in cell death due to changes in enzymatic processes;

coagulation, which refers to an irreversible necrosis without immediate
tissue destruction with temperature in the range of 50 ∼ 100 ◦C for around
seconds; volatilization, which refers to a loss of material with temperature
above 100 ◦C for a relatively short time of around one tenth of a second.

Table 3.3 Laser used in dermatology[60] (by permission of

Springer-Verlag London)

Laser Wavelength/nm Output Skin chromophores

Excimer 193 Pulsed Protein

Tripled Nd 355 Pulsed Melanin

Argon ion 488 Continuous Melanin, Hemoglobin

Argon ion, dye 514 Continuous Melanin, Hemoglobin

Pigmented lesion dye 500∼520 Pulsed Melanin

Copper vapor
511 Quasi-continuous Melanin

578 Quasi-continuous Hemoglobin

Krypton
530 Continuous Melanin

568 Continuous Hemoglobin

Frequency-doubled

Nd:YAG
532 Q-switched Melanin, Hemoglobin

KTP 532 Quasi-continuous

Pulsed dye 577, 585∼600 Pulsed Melanin, Hemoglobin

Argon dye 585, 630 Continuous

Gold vapor 628 Quasi-continuous

Ruby 694 Continuous, Q-switched Melanin

Alexandrite 755 Pulsed, Q-switched Melanin

Diode 795∼830 Continuous

Nd:YAG 1064 Continuous, Q-switched Melanin, Hemoglobin

Holmium 2100 H2O

Er:YAG 2940 Pulsed, Q-switched H2O

CO2 10,600 Continuous, Pulsed H2O

According to the wavelength of the light, there are three different methods
for calculating the heat generation due to light-tissue interaction[61].
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Strong absorption
For wavelengths in the ultraviolet and IR region, where the absorption of

the tissue is much larger than scattering, the fluence rate in the tissue, which
is defined as the energy per unit area, decreases exponentially with increasing
depth according to Beer’s law. Therefore, the fluence rate in the tissue can
be calculated using the following equation:

Ic (z, r) = IL (r) (1− rsp) e−(μa+μs)z ≈ IL (r) (1− rsp) e−μaz (3.15)

where IL is the radial profile of the incident laser beam; Ic is the fluence
rate in the tissue; rsp is the specular reflection coefficient; z (radius) and r
(tissue depth) are the spatial coordinates; μa and μs are the absorption and
scattering coefficients of the tissue, respectively.

Equation (3.15) was later modified by Welch et al.[62], who took the scat-
tering anisotropy into account, as follows:

Ic (z, r) = IL (r) (1− rsp) e−[μa+(1+g)μs]z (3.16)

where g is the scattering anisotropy factor.
Strong scattering
When the wavelength is between about 300∼1000 nm, the scattering of

non-pigmented tissue dominates over absorption. The transport equation
can be approximated by a diffusion equation in the diffuse light fluence
rate φd (z, r), which is defined as the total amount of diffuse light power
that passes through a small sphere at location of (z, r) divided by the cross-
sectional area of that sphere. The diffusion equation is given as

d2φd (z, r)
dz2

+
d2φd (z, r)

dr2
+
1
r

dφd (z, r)
dr

− 3μa [μa + μs (1− g)]φd (z, r)

= −3μs [μs + μa (1− g)] Ic (z, r) (3.17)

here, the first term on the left side represents diffusion losses in the z and r
directions; the right side term involves the collimated laser beam attenuated
by absorption and scattering Ic (z, r), which is the source for the diffuse light
distribution.

The total fluence rate is the sum of the collimated and the diffuse com-
ponents

φ (z, r) = φc (z, r) + φd (z, r) (3.18)

Scattering equal to absorption
When the scattering of the tissue is approximately equal to the absorption,

there is no simplified solution to the transport equation, which means this
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equation has to be completely solved to obtain the fluence rate distribution
in the tissue

dL (r, s)
ds

= − (μa + μs)L (r, s) +
μa + μs
4π

∫
4π

p (s, s′)L (r, s′) d�′ (3.19)

where p is the light power density; L (r, s) is the radiance at tissue location
(r, s); L (r, s′) d�′ is the amount of light power confined within solid angle
d�, moving in the direction s, which crosses an unit area located at r.

(3) Microwave heating.
The basic equations for the electromagnetic field are based on the well-

known Maxwell relations. For the microwave thawing of dielectric materials,
the governing equations can be written in terms of the electric and magnetic
field intensities[63] as

∂H

∂x
+ ε

∂E

∂t
+ σE = 0 (3.20)

∂E

∂x
+ μe

∂H

∂t
= 0 (3.21)

where E is the electrical field; H is the magnetic field; μe is the magnetic
permeability.

The microwave heat generation (qext MW) can then be calculated as[64]

qext MW =
r

2

(
|Er|2 + |Ez|2

)
(3.22)

For one-dimensional skin model, the following equations can be used to
calculate qMW for different skin layers[46]:

Epidermis layer : qext MW = P = 1
2σe |Ez|2 (3.23)

Ez (z, t)= x̂E (0, t)Tsa
∞∑

n=0

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(ΓsaΓdf)

n exp
[
−

(
1
ηe
+
i2π
λe

)
(2nze+z)

]
+(ΓsaΓdf)

n Γdf exp
[
−

(
1
ηe
+
i2π
λe

)
(2nze−z)

]
⎫⎪⎪⎪⎬⎪⎪⎪⎭

(3.24)
E (0, t) =

√
2P (0, t)Za (3.25)

Dermis layer : qext MW = P = 1
2
σd |Ez|2 (3.26)

Ez (z, t)= x̂E (0, t)Tsa
∞∑

n=0

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(ΓsaΓdf)

n exp
[
−

(
1
ηd
+
i2π
λd

)
(2nzd + z)

]
+(ΓsaΓdf)

n Γdf exp
[
−

(
1
ηd
+
i2π
λd

)
(2nzd − z)

]
⎫⎪⎪⎪⎬⎪⎪⎪⎭

(3.27)



3.2 Skin Bioheat Transfer 39

E (0, t) =
√
2P (0, t)Za (3.28)

Fat layer : E (z, t) = x̂E (zd, t)Tdf exp
[
−

(
1
ηf
+ i2π

λf

)
(z − zd)

]
(3.29)

P =
1
2
σf |Ez|2 (3.30)

In the above equations, σd is the electrical conductivity; Ez is the propagating
electric field; P (0, t) is the power density incident on the skin surface at
time t; E (0, t) is the corresponding electric field amplitude; E (z, t) is the
propagating electric field in the epidermis and dermis; E (zd, t) is the electric
field at the dermis-subcutaneous fat interface; ηd and ηs are the penetration
depths for dermis and subcutaneous fat; λd and λs are the wavelengths in
dermis and subcutaneous fat; Za, Zd and Zf are the intrinsic impedances
of air, dermis, and subcutaneous fat, respectively. Note that the incident
power, P (0, t), is expressed as an area density whereas the absorbed power
density in the skin, P (z, t), is expressed as a volume density. The reflection
(Γ ) and transmission (T ) coefficients at the skin/air (sa) and dermis/fat (df)
interfaces are given together with the intrinsic impedances, as[65]

Γsa =
Za − Zd

Za + Zd
, Γdf =

Zd − Zf

Zd + Zf
, Tsa =

2Zd

Za + Zd
, Tdf =

2Zf

Zf + Zd
,

Za =
√
μ0/ε0 = 377, Zd =

√
i2πfμ0/ (σd + i2πfε0εd), (3.31)

Zf =
√
i2πfμ0/ (σf + i2πfε0εf)

where i =
√−1; σd and σs are the conductivities of dermis and subcutaneous

fat; εd and εs are the permittivities of dermis and fat; μ0 is the permeability
of free space [1.256, 637, 06× 10−6Wb/(A ·m)], and ε0 is the permittivity of
free space [8.854, 187, 82× 10−12C2/(N ·m2)].

3.2.4 Non-Fourier thermal behaviour of skin tissue

In many situations, heat conduction has been treated according to the
classic Fourier’s law, which assumes that any thermal disturbance on a body
is instantaneously felt throughout the body or, equivalently, the propagation
speed of thermal disturbance is infinite. Although this assumption is reason-
able in the majority of practical applications, it fails in particular thermal
conditions or heat conduction media, where the heat conduction behaviour
shows a non-Fourier feature such as thermal wave phenomenon, or hyperbolic
heat conduction as defined mathematically.

Non-Fourier heat conduction behaviour has been experimentally observed
in engineering materials or heat conduction media operating at low tempera-
tures, such as liquid Helium II[66] and Al2O3 crystal[67] etc. Later, following
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developments in laser technology, non-Fourier thermal behaviour was ob-
served in short-pulse laser processing of thin-film engineering structures[68].
A similar phenomenon has also been experimentally observed in materials
with non-homogeneous inner structure[69], such as H acid, NaHCO3, sand,
glass ballontini, ion exchange, and sand with an irregular grain structure,
which are similar in heterogeneity to biological tissues.

1) Non-Fourier heat conduction in non-homogeneous materials
Although non-Fourier heat conduction in materials having a non-homog-

eneous inner structure has been reported by various researchers, this claim
was initially rebutted by Grassmann & Peters[70] and Herwig & Beckers[71],
for they observed no evidence of hyperbolic conduction in skin tissue. Dif-
ferent investigators however have reported flaws in their experimental philo-
sophy[72], where one limitation was found to be the determination of thermal
diffusivity and relaxation time. Accordingly, Roetzel et al.[72] carried out
an experiment to simultaneously determine these parameters from a single
experiment and their results confirmed a hyperbolic behaviour of thermal
propagation, but smaller in extent compared to that reported in the litera-
ture.

The non-homogeneous inner structure of biological tissue suggests the ex-
istence of non-Fourier heat conduction behaviour, as temperature oscillation1)

and wave-like behaviour are commonly observed. Temperature oscillation in
living tissue was first observed by Richardson et al.[73] and later by Roe-
mer et al.[74], who subjected canine thigh muscle to an abrupt application of
microwave heating at different power levels. Subsequently, Mitra et al.[75] car-
ried out four different experiments with processed meat for different bound-
ary conditions and also observed the wave-like behaviour (temperature jumps
which can be regarded as the wave front): tissue temperature rose mono-
tonically with time to an elevated steady state value at low power levels;

temperature rose above a “critical temperature” before an abrupt in-
crease in blood perfusion was activated to reduce the temperature to a new
steady state value; temperature responded as damped or self-sustained
large oscillations (jumps); temperature increased continuously at a rapid
rate at high power levels. On the other hand, Davydov et al.[76] experimen-
tally observed that heat transfer in a muscle tissue under local strong heating
exhibits substantial anisotropy, which cannot be explained by the standard
Fourier-theory based heat diffusion model. Banerjee et al. measured the

1) An unusual oscillation of tissue temperature with heating: the tissue temperature

doesn’t increase or decrease monotonically with the heating time or cooling time, but

oscillates in a specific range.
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thermal response of meat under laser irradiation, and found that the non-
Fourier hyperbolic heat conduction equation is a better approximation than
the classical parabolic Fourier heat conduction formulation.

As with engineering materials, there are different viewpoints on the non-
Fourier behaviour of biological materials. For example, Tilahun et al.[77] and
Herwig & Beckert[78] questioned the experimental results of Mitra et al.[75];
the former tried to reproduce Mitra’s experiment[75] with processed meat
but did not observe any non-Fourier behaviour. In turn, they cited several
issues associated with the Mitra’s experiments that might have caused the
observed temperature jumps. Herwig & Beckert[78] also found no evidence
of non-Fourier heat conduction effects, and they pointed out that the ther-
mal lag effect can be explained by the Fourier heat conduction rather than
by the wave behaviour. Unfortunately, it was not possible to reconcile the
conflicting measurements of Mitra with Tilahun and Herwig & Beckert, for
the experiments were performed differently and there was no information in
either study about the processed meats[79].

Although a wave-like heat transfer behaviour in living tissue is intriguing,
no ultimate conclusion can be drawn at present due to the complexity of
biological systems[80]. Theoretically, treating the non-homogeneous biologi-
cal material as a porous medium under the same boundary conditions as in
one of Mitra’s experiments, Xu & Liu[81] found that the wave-like thermal
behaviour in the meat may be caused by the convection of water inside the
tissue. This aspect was thought to be induced in the experiments of Mitra
et al.[75] by pressing the meat samples together at the start of each exper-
iment and by the subsequent development of temperature gradients across
the samples. The temperature jumps were attributed to the arrival of warm
water at the measurement locations in the colder samples before the effect
of “pure conduction” became noticeable at these locations. However, Xu &
Liu[81] did not directly compare their predictions with measurements. Davy-
dov et al.[76] also attributed their observation of anomalous heat transfer
behaviour in muscle tissue to the flow of interstitial liquid as a result of non-
uniform heating. Despite the resemblance between the findings of Mitra et
al.[75] and Xu & Liu[81], to interpret the experiments of Mitra in the context
of convection rather than “pure conduction” requires additional study.

Alternatively, the temperature oscillation phenomenon has been attributed
to blood perfusion oscillation due to heating[82]. However, this explanation
was subsequently questioned by others[80]. Using an artificially simulating
construction similar to a bioheat transfer system, Liu et al.[83] carried out a
series of experiments and found that the temperature oscillations can be well
fitted with the thermal wave analysis.
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2) Importance in thermal therapies
Advances in laser, microwave and similar technologies have led to recent

developments of thermal treatments for diseased and injured skin tissue, such
as skin cancer and skin burn. The objective is to induce thermal injury pre-
cisely within tissue structures located several millimeters below the surface
but without affecting the surrounding, healthy tissue. The success of these
thermal therapies depends on the precise prediction and control of tempera-
ture, damage and stress distributions in the tissue.

From a therapeutic viewpoint, the high-intensity short duration heating
scheme can efficiently produce an appropriate and precise dose of heat dur-
ing thermal therapies. In addition, reducing the overall treatment time is
important, especially when the treatment target volume is large. A rapid
heating scheme with a good strategy is therefore essential for an effective
thermal therapy. However, the possible non-Fourier nature of heat transfer
in living tissue may play an important role during rapid heating, such as
thermal ablation/thermal surgery, when a high-intensity thermal source such
as focused laser, ultrasound or radiofrequency ablation is used. For example,
it has been shown that the thermal relaxation of tissue (as given in Table 3.4)
will delay the appearance of peak temperature during thermal treatments,
leading to a lower thermal dose level[84]. Furthermore, damage to human
tissue from thermal agitation is an exponential function of temperature[85],
so even small improvements in the prediction of temperature can strongly in-
fluence the prediction of damage. Knowledge of temperature distribution is
also essential for the understanding of the corresponding thermomechanical
behaviour.

Table 3.4 Thermal relaxation times of important cutaneous structures

Structure Melanosome cell Blood vessel

Size/μm 0.5∼1 10 50 100 200

Thermal relaxation time

(approximate)/ms
0.001 0.3 1 5 20

3.3 Skin Thermal Damage

3.3.1 Burn classification

1) Different kinds of skin burn
In general, skin burns can be classified as thermal, electric, radiant and

chemical burns according to the different agents that cause them. Skin ther-
mal burns are evoked by interactions of skin tissue with different high tem-
perature sources. Since electrical and radiant burns are also due to their
thermal effect on skin tissue[86], they are also regarded as thermal burns.
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Thus thermal burn wounds can be classified in to five separate groups based
on the different mechanisms of damage: scald burn injuries, which can
be caused by liquids, grease, or steam where liquid scalds can be further
divided into spill and immersion scalds[87]; contact burns, which is often
due to contact with a hot solid surface[87]; fire burn injuries, which can
further be divided into flash and flame burns, both of which can be described
as an incident heat flux boundary condition on the surface of the skin[88];
thermal irradiation damage from laser or other sources[89]. Materials like

skin can reflect a significant amount (50%∼85%) of the incident energy when
the radiation originates from a very high temperature source like a carbon
arc lamp or nuclear explosion[90]; Electrical burns, which generally consists
of two mechanisms (thermal tissue damage[91] and electroporation damage)
and are considered as summative in action and have a variable degree of
contribution to the ultimate damage produced[86].
2) Burn degree
There are different classification systems used to categorize skin burns,

which have been reviewed by Diller[92] and Muir et al.[93], and are summarized
by Parsons[94], as shown in Table 3.5. Briefly, burns generally are classified
as first, second, third degree based on the extent of damage to the different
layers of skin.

Table 3.5 Different classification systems for burns

A B (Scotland) C(USA) Description

Partial

thickness

skin

destruction

1st degree 1st degree

Characterized by redness in the burned region.

Discomfort is temporary and healing is rather

quick, with no permanent damage.

2nd degree

Also referred to as partial thickness burns. The

epidermal layer is damaged and injury extends

into the dermal layer as well. There is damage

to sweat glands and hair follicles. Blisters,

severe pain, reddening, and swelling characterize

these burns.

Whole

thickness

skin

destruction

2nd degree 3rd degree

Burns destroy all the epidermal and dermal layers.

There is tissue damage below the hair follicles and

sweat glands into the subcutaneous tissue. The

burned area will appear charred or a dry white

color. There is no possibility for spontaneous

healing, so skin grafting is required.

3.3.2 Experimental study

1) Experimental study of skin burn
Although skin burn has been studied on human[95], due to the ethical and

immunological issues associated with testing human skin, many researchers
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have used pig skin[96] in view of the high degree of functional similarity of the
structure of pigskin to human skin[97]. However, since using of pigs pose prac-
tical problems such as more housing space and more maintaining expense[98],
many different smaller animals have also been used in burn research, such as
rats and hamsters[99].
Leach et al.[100] and Sevitt[101] applied a heated iron onto the skin sur-

face and studied the correlation between the contact time and the resulting
damage. Enalejev & Kachalkin[96] carried out experimental and analytical
study of skin burn resulting from contact with a heated material. Knabl
et al.[98] presented partial skin thickness burn lesions in rabbits by use of
a round aluminum stamp. Stoll & Greene[102] carried out experimental re-
search to study the time required for the occurrence of second degree burn
damage resulting from thermal radiation with given heat flux by use of a 1
kW projection lamp. Takata et al.[103] performed experiments involved ex-
posing porcine skin to flames generated by the controlled burning of fuel in a
furnace. Ross & Diller[104] experimentally studied the burn injury in hamster
cheek pouch by using very precise temperature measurement and control tech-
nique. They fitted the data of burn time and temperature causing a specified
degree of burn damage and high correlation was found between each other:
t = t0 exp [(T0 − T ) /T0], where t0 and T0 were initial time and temperature,
separately. Okumura & Reinhold[105] inflated the rat subcutis with air and
placed anaesthetized animals in a heated water bath with the upper part of
this air pouch exposed to the hot water. De Camara et al.[106] studied the se-
quential morphologic changes following untreated partial-thickness burns of
Guinea pigs induced by 75◦C water immersion for 10 seconds. Skin samples
obtained at 2, 8, 24, and 96 hours after the burn were examined by light and
electron microscopy. The results showed that there was a definite progres-
sion of the thermal injury with maximum tissue destruction occurring 8 hours
after the burn; at 24 hours after the burn, some improvement in the burn
wound was noted, especially in the dermal microvasculature; at 96 hours, the
damaged epidermis sloughed, exposing a dermis that contained areas resem-
bling microabscesses. By use of ultrasonic techniques, Cantrell[107] measured
the burn time-dependent depth of conductive cutaneous burns induced in
anesthetized Yorkshire pigs in vivo by keeping the skin surface temperature
at 100◦C. The data were then used to solve the one-dimensional heat diffusion
equation with time-dependent boundary conditions. The threshold temper-
ature of 65.3◦C was obtained and the energy associated with the transition
of the tissue from the state of viability to the state of necrosis was found to
be 408 J/g. Nanney[108] studied the microvascular alterations characteristic
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of thermal damage by using electron microscopy. The caudal 50 per cent of
anaesthetized Guinea-pigs was scalded by immersion in 100 ◦C water for 3
seconds. Skin samples were obtained separately from 15 minutes to 24 hours
after scalding. It was found that large intercellular gaps were present in
venule endothelium by 15 minutes after injury and in capillary endothelium
by 30 minutes after injury; and extensive destruction in peripheral nerves
and endothelial cells was observed 15 minutes and 4 hours after scalding,
respectively.

2) Comparison of different types of burns

Jelenko & Wheeler[109] compared the effects of 15 methods of burning on
the clipped abdomen of rabbit, including radiant heat, flame, branding, and
scalding. Response of the surface to hyperthermic insult was observed with
regard to thermotemporal alteration, change in thickness, and variation in
water-retentive capacity of the challenge site. Branding with a 730◦C Pyrex
disc produced the greatest surface damage, but exposure to open flame and
X-second immersion in 100◦C or 90◦C water were statistically comparable.
Scalding at 70◦C although followed by transient skin thickening, produced
no significant alteration by 3 hours postburn.

Investigations on skin injury as a result of transfer of low to moderate
amounts of heat or electrical energy are sparse and contradictory. Most au-
thors claim that heat energy and electrical energy induce similar histological
changes in the skin[110] while others found that heat lesions and electrical
lesions are characteristic and differ markedly from each other[111]. Danielsen
et al.[111] and Nielsen et al.[112] pointed out that some of the difference may
be associated with differences in intensity of energy during exposure to heat
and electricity, while Thomsen et al.[113] argued it is probable that pH shifts
in the cells due to electrolysis is the main cause of the specific morphology of
electrical lesions in spite of the possibility of differences in distribution and
intensity of energy.

Hoekstra et al.[114] and Brans et al.[115] investigated the similarities and
differences between the levels of tissue damage caused by contact burns or
scald burns by using two different burn models in pigs. Middelkoop et al.[116]

pointed out that different types of burns may lead to different levels of vas-
cular damage while the vascular damage greatly influences the ultimate level
of tissue damage. Mercer & Sidhu[87] compared the three mechanisms for
thermal burns due to an automotive airbag, namely, contact with the hot
expelled gases from the airbag, contact with the hot airbag itself and melting
of clothing from either of these contacts and found that direct contact with
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high temperature exhaust gases venting from the airbag can indeed lead to
burns and that burns from contacting the hot airbag material are possible
but far less likely to occur.

3.3.3 Theoretical analysis and numerical modeling

With the development of various thermal therapeutic techniques, which
rely on the application of elevated temperatures to degenerate tissue, the
understating of thermal damage mechanisms become more and more nec-
essary, and many investigators have discussed burn injuries under different
situations. Comprehensive analysis of skin burns has been given[92].
It would be very useful to have a computer program that could promptly

predict the seriousness of different burns accurately since this would help
to reduce on the chances of burn patients developing poisons in their vi-
tal organs due to toxic agents entering the bloodstream from their wounds.
Doctors would know exactly how much dead tissue to debride to prevent this
happening.

Henriques & Moritz were one of the first pioneers in the area of thermal
injury and did the most extensive and influential studies[85]. They proposed
one of the first analytical models for thermal injury to skin. Their results
showed that a burn injury of standard threshold severity could be produced
by progressively decreasing temperatures as the thermal insult period was
logarithmically increased. They computed the time-temperature relationship
at the dermal-epidermal junction for two different cases involving boundary
conditions of constant temperature and constant heat flux. The solution of
the Fourier heat conduction was obtained. Damage was assumed to be caused
by injury to the “basal cells” located just below the epidermis at a distance
of about 80 μm below the skin surface. Most of later theoretical analyses are
based on the study of Henriques & Moritz[117].

Because the geometric of skin tissue is complex and their thermal prop-
erties are variable, numerical methods have been widely used to simulate
the burn processes, including Finite Difference Method[62], Finite Element
Method[87], and Boundary Element Method[118].

3.3.4 Models of burn damage quantification

1) Critical thermal load approach
The Critical thermal load approach was often used during earlier times

to quantify thermal damage in tissue, which assumes that the total damage
was a function of only total cumulative dosage so that equal doses produced
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equal injury.

Ω =
∫ t

0

qdt (3.32)

where Ω is measure of thermal damage; q is the heat flux.
However, this method has been criticized by several researchers, for ex-

ample, Stoll[119] has demonstrated that a large amount of energy delivered
over an extended period of time may produce no damage whatever, where
the same dose delivered nearly instantaneously may destroy the skin.

2) Arrhenius burn integration approach
Nowadays, the Arrhenius burn integration proposed by Henriques &

Moritz[120] is widely used. Henriques & Moritz were the first pioneers in the
area of heat transfer and thermal injury of biological tissues. Their results
showed that a burn injury of standard threshold severity can be produced
by progressively decreasing temperatures as the thermal insult period is log-
arithmically increased. They conducted two different experiments, which in-
volved boundary conditions of constant temperature and constant heat flux
to compute the time-temperature relationship at the dermal–epidermal junc-
tion. They worked out the solution of the Fourier heat conduction equation
for a semi-infinite body in order to model the transfer of heat through skin.
Based on their observation, Moritz & Henriques[85] proposed that skin dam-
age could be represented as a chemical rate process, which is calculated by
using a first order Arrhenius rate equation, whereby damage is related to the
rate of protein denaturation (k) and exposure time (t) at a given absolute
temperature (T ). The measure of thermal damage Ω was introduced and its
rate k was postulated to satisfy

k(T ) = dΩ/dt = A exp (−Ea/RT ) (3.33)

or, equivalently

Ω =
∫ t

0

A exp (−Ea/RT ) dt (3.34)

where A is a material parameter (frequency factor); Ea is the activation
energy; R is the universal gas constant. Equation (3.34) indicates that a
reaction proceeds faster with larger values of T or A for the same Ea, or with
smaller values of Ea for the same A. The constants A and Ea are usually
obtained experimentally.

In the study of Moritz & Henriques[85], the integration was carried out
over the time range where the basal layer temperature was greater than or
equal to 44◦C, which was the threshold temperature for thermal damage
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to skin. According to different levels of tissue damage and heating modes,
Henriques[121] proposed three different thresholds corresponding three differ-
ent burn degrees Threshold I: the longest time at which constant prede-
termined surface temperature could be tolerated without causing irreversible
transepidermal damage (denoted by Ω = 0.53); Threshold II: the shortest
time at which constant predetermined cutaneous surface temperature pro-
duces transepidermal necrosis (denoted by Ω = 1); Threshold III: the
shortest time at which circumambient and circumradiant heat of measured
intensity caused transepidermal necrosis (denoted by Ω = 104).
After the pioneer work of Henriques & Moritz[120], many researchers have

also proposed some other models, but most of them have similar format.
There are only differences in the coefficients used in the burn damage integral,
which are mainly due to the different experimental databases used to define
the models and the different emphasis when analysing the burn process. The
available Arrhenius parameters (A, Ea) used to calculate thermal damage
for skin tissue from the literature has been reviewed, as given in Table 3.6,
and is fitted with the method used by Wright[128], as shown in Figure 3.4.

Table 3.6 Review of activation energy and frequency factor for skin

tissue

Temperature

range/◦C
Sample and

assay
Site

Activation

energy,

Ea/(J/mol)

Ea/R

/K

Frequency

factor/(1/s)

Refer-

ences

44� T �70 Necrosis Epidermis 6.27 × 105 75,000 3.1 × 1098 [121]

T � 55 Necrosis 6.27 × 105 75,000 3.1 × 1098 [122]

T >55 Necrosis 2.96 × 105 35,406.7 5.0 ×1045

44 � T � 50 Necrosis Epidermis 7.82 × 105 93,540.7
2.185×
10124

[102]

T >50 Necrosis Epidermis 3.27 × 105 39,114.8
1.823×
1051

Necrosis Bulk skin 5.5 × 108 7.6 × 1076 [123]

Whole range Necrosis Epidermis 4.60 × 105 55,000 1.43 × 1072 [124]

Whole range Necrosis Dermis 4.60 × 105 55,000
2.86×
1069

44 � T <50 Necrosis Dermis 4.18 × 105 50,000
4.322×
1064

[103]

50 � T � 60 Necrosis Dermis 6.69 × 105 80,000
9.389×
10104

T � 50 Necrosis 6.27 × 105 75,000 3.1 × 1098 [125]

T >50 Necrosis

6.27 × 105 ∼
5.10 ×102
×(T − 53)

3.1 × 1098

48� T �57 Purpura

formation

Porcine

epidermis
3.39 × 105 40,550.2

4.11×
1053

[126]

40� T �60 Birefringence

loss

Rat skin

collagen
3.06 × 105 36,602.9

1.606×
1045

[127]



3.3 Skin Thermal Damage 49

The results of Figure 3.4 clearly suggest a linear relationship between the
Arrhenius parameters for skin tissue, given by (after a least-square fit)

Ea = 21, 149.324 + 2688.367 lnA (3.35)

Figure 3.4 Cross-plot of Arrhenius parameters (A, Ea)

With the above relation, the reaction rate of the thermal damage process is
given as

k(T ) = exp [(Ea − 21, 149.324)/2688.367] exp (−Ea/RT ) (3.36)

If the temperature is constant and Ea specified, the thermal damage can be
calculated as

Ω =
∫ t

0

k(T )dt = k(T )t (3.37)

Assuming that Ω = 1.0 denotes the beginning of irreversible damage, the
time for the appearance of irreversible damage at temperature T as specified
by threshold A can be calculated as

tΩ=1 = 1/k(T ) = 1/ {exp [(Ea − 21, 149.324) /2688.367] exp (−Ea/RT )}
(3.38)

The relation between reaction rate and Ea for constant temperature is
given in Figure 3.5 (a) and the variation of the time for the irreversible
damage with the Ea is shown in Figure 3.5 (b).

The Arrhenius burn damage model has been shown to be a useful tool
by which the time-temperature history and damage accumulation are con-
nected. However, it has several shortcomings[30]: the models are mainly
based on the burns created by surface heating; these models do not account
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Figure 3.5 Effect of activation energy Ea on (a) thermal damage process rate

and (b) the time for the irreversible damage

for the history of thermal insult; these models do not consider many
other factors besides temperature, such as pH variations, preheating, and
mechanical loading etc; these models are based on the Arrhenius chemical
reaction rate equation, but often applied in a context not matched; the
experiments performed to derive A and Ea are only for rather long times of
hyperthermic exposure covering tens to thousands of seconds.

3) Approach based on enzyme-catalyzed reactions
Based on the analysis of enzyme-catalyzed reactions in living tissue, Xu

& Qian[129] presented a thermal damage model where the thermal stability
of the substrate-enzyme complex was taken into account. Based on the ex-
perimental results of Moritz & Henriques[120], a new damage function was
given, which better fitted the data

Ω =
∫ t

0

Aeαz

1 +Be−βz
dt (3.39)
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where α and β are empirical constants. By fitting the data of Henriques &
Moritz[120], the constants were given as: α = 100, β = 195, A = 1.0× 10−4,
B = 8.0× 104.

Many investigators have discussed burn injuries for different situations.
Diller and Hayes presented a finite element model of burn injuries in blood-
perfused skin[130]. Torvi and Dale developed a finite element model of skin
for a flash fire exposure and discussed the sensitivity of burn predictions
to variations in thermal physical properties[88]. Ng & Chua presented a
mesh-independent model to predict skin burn injuries using the finite ele-
ment method[41]. Ng & Chua compared one- and two-dimensional program
for predicting skin burns and showed that the temperature distributions pre-
dicted by the one- and two-dimensional programmes were similar[131]. Diller
proposed a one-dimensional model to calculate the transient temperature
and injury distributions in skin using the finite difference method[132]. Jiang
developed a model which presents the transient temperature and damage
function distributions variations for the variations of the initial temperature,
blood perfusions and skin layer thicknesses[133]. The results show that the
epidermis and dermis thicknesses significantly affect the temperature and
burn injury distributions.

Besides skin, it has also been shown that the dissipation of heat is dif-
ferent in cancerous and in healthy tissues and higher temperatures can be
attained within tumours. High temperatures also have a sensitizing effect in
the radiation therapy resulting in better response and longer tumour control
with acceptable normal tissue effects[134] and the references therein.

3.3.5 Experimental quantification

Successful use of the burn damage model depends on identifying a quan-
titative measure of burn damage and direct comparisons between numerical
models and experiment[135]. However, since typical damage end points have
been qualitative tissue indicators, such as edema formation, vascular stasis,
nuclear pyknosis, or hyalinization of collagen, till now, measurement of ther-
mal damage of skin tissue is still very difficult and there are only few efficient
methods.

Collagen is the major component of skin, and it accounts for approxi-
mately 75% of the skin’s dry weight and 18%∼30% of the dermis’s volume[136].
It is reasonable to take the state of collagen as a marker of thermal damage in
skin. Quantitative histologic markers of thermal damage in collagen include
changes of intensity, color shifts of birefringent images, phase retardation and
hyalinization of collagen fibers[137].
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Under thermal loading, with the increase of skin temperature, the heat-
labile intramolecular crosslinks in collagen are broken, and the collagen un-
dergoes a transition from a highly organized crystalline structure to a ran-
dom, gel-like state[138]. This process is thermal denaturation, which appears
accordingly as thermal shrinkage. It is pointed out that the dimensionless
indicator of damage, Ω , is in fact the logarithm of relative concentration of
“reactants” (undenatured collagen) in collagen denaturation process[135]:

Ω(t) = ln
C(0)
C(t)

(3.40)

where C(0) is the initial concentration and C(t) is the concentration of un-
denatured collagen remaining at time t.

The degree of thermal denaturation (percentage of denatured collagen)
can then be calculated as

Deg(t) =
C(0)− C(t)

C(0)
= 1− exp [−Ω(t)] (3.41)

where Deg is the degree of thermal damage (Deg = 0 equals no damage while
Deg = 1 equals fully damaged).

1) Thermal measurements
Differential scanning calorimetry (DSC) has been used extensively to char-

acterize the thermal behaviour of collagenous tissues such as skin[139]. DSC
detects thermodynamic changes by measuring the flow of heat between a
sample and a reference, whereby the effect of thermal history on the heat ca-
pacity of tissue can be determined and different parameters derived, including
Arrhenius parameters (A, Ea).

In our previous study[140], we have measured the thermal stability of
collagen in pig skin scanning from 20 to 100◦C at four different heating rates
(2◦C/min, 5◦C/min, 10◦C/min, 20◦C/min). A typical DSC thermogram of
a flank skin sample is shown in Figure 3.6. The measured specific heat of
skin tissue falls in the reasonable range in comparison with existent data in
literature[120]. The result of Figure 3.6 demonstrates that, for a stress-free
skin sample, within the temperature range of 30 to about 90◦C, only broad
endothermal peak appears in each sample. Denaturation is characterized
by a sudden increase in the energy absorption endotherm, starting at about
60◦C. With further heating, the endotherm reaches its maximum value at
the denaturation temperature of 66.83◦C and then decreases. It is known
that the temperature of thermal denaturation strongly depends on the water
content in collagen and its degree of cross-linking between the chains[141].
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The endothermal peak (see Figure 3.6) is connected with the transition of
collagen structure from triple helix to a randomly coiled conformation, taking
place in the domains between the cross-links.

Figure 3.6 Characteristic DSC thermogram of a skin tissue sample

It is also observed that the denaturation endotherm characteristics are
heating rate dependent (not shown here for brevity), where the maximum of
the peak at higher heating rates is shifted towards higher temperatures. If a
collagenous tissue is heated from an initial value at a constant heating rate
(r), as in this study, the rate of decline in the number of native molecules
with time follows the first order kinetics, given by[142]

T = Ti + rt (3.42)

dN
dt

= −k (T )N (3.43)

where Ti is the initial tissue temperature; N is the molecules of native (not
denatured) collagen in the tissue; T is the current tissue temperature; k (T )
is the reaction rate.

Combining Equations (3.42) and (3.43) one obtains

1
N

dN
dT

= −k (T )
r

(3.44)

This equation predicts that the maximum of −dN/dT can be obtained when

d2N/dT 2 = 0⇒ d
dT

[
k (T )
r

N

]
= 0 (3.45)

⇒ N
dk (T )
dT

+ k (T )
dN
dT

= 0 (3.46)



54 Chapter 3 Skin Bioheat Transfer and Skin Thermal Damage

Together with the Arrhenius equation

k (T ) = A exp
(
− Ea

RT

)
(3.47)

the relation between Arrhenius parameters (Ea, A) and the peak temperature
of thermal denaturation (Tmax) can be obtained as

rEa

ART 2
max

= exp
(
− Ea

RTmax

)
(3.48)

Equation (3.48) can be rewritten as

ln
r

T 2
max

= −Ea

R

1
Tmax

− ln Ea

R
+ lnA (3.49)

The activation energy Ea can be obtained from the slope (Slope) of the
ln

(
r/T 2

max

)
versus 1/Tmax curve, whileA can be derived through the intercept

(Int)
Ea = −Slope×R (3.50)

A = exp (Int)
Ea

R
(3.51)

A characteristic plot of ln
(
r/T 2

max

)
versus 1/Tmax for flank skin sample

is presented in Figure 3.7. Tests with belly, back, ear and face skin samples
have also been performed and the results are shown in Figure 3.8. The results
of derived Arrhenius parameters are presented in Table 3.7. As shown above,

Figure 3.7 Characteristic plot of ln
(
r/T 2

max

)
versus 1/Tmax for pig flank skin
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Figure 3.8 Plot of ln
(
r/T 2

max

)
versus 1/Tmax for skin tissue from (a) belly,

(b) ear, (c) face and (d) back

Table 3.7 Experimental results of Arrhenius parameters (Ea, A)

Sample Ea/
(×105J/mol) A/s−1

Back skin 5.255 2.126 × 1081
Belly skin 3.935 1.151 × 1061
Ear skin 5.867 5.240 × 1091
Face skin 4.710 4.575 × 1072
Flank skin 4.012 1.501 × 1061

there is a linear relationship between the published experimental result of
Arrhenius parameters lnA and Ea for skin tissue, as shown in Equation
(3.51). The comparison of our results for different pig skin samples with
results calculated from Equation (3.51) has been given in Figure 3.9. It can
be seen that a very good agreement has been achieved. With these results, the
thermal damage and the degree of thermal denaturation of skin collagen for
a given heating history can be quantified with Equation (3.40) and Equation
(3.41). It should be noted here that the thermal denaturation of a collagenous
tissue depends on not only the temperature history but also the stress state
during heating[143], which is, however, very difficult to quantify due to the
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lack of corresponding research. Therefore, in the following calculation of
thermal damage the parameters obtained from load free DSC measurements
were used.

Figure 3.9 Comparison of our results of

Arrhenius parameters with literature results

2) Birefringence measurement
It has long been accepted that birefringence is directly related to tissue

structure. Collagenous tissue such as skin tissue in situ are birefringent: they
act similarly to an optical quarter wave transformer in that polarized light
will have its polarization rotated as it passes through the molecular array.
In collagen, the array and spacing of the fibrous bundles is the origin of
birefringence. The regularity of the array and birefringence is lost due to
burn damage. Thus, when observed through an analyzer filter rotated 90◦

with respect to the polarizer, native-state birefringent tissue appears bright
and damaged non-birefringent tissue dark. However, the natural variation
in normal skin birefringence are influenced by several parameters, such as
location, age, skin type, etc. Thus the absolute birefringence values cannot
be directly related to burn severity[135]. Instead, the relative birefringence
intensity can be related to thermal damage

Ω(τ) = ln
IB(0)
IB(τ)

(3.52)

where IB is the relative birefringence intensity (in photometric units), which
is normalized by dividing by the background light for that slide (I0) and rep-
resents a measure of the volumetric number density of birefringent particles.
IB is defined as

IB =
IS − ID
IN − ID

(3.53)
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where IS, ID and IN are birefringence intensity for measured specimen, fully
denatured specimen and native state specimen, respectively.

It has been shown that the polarimetric properties of collagenous sam-
ples can be used as marker to distinguish a healthy collagenous tissue from
thermal damaged due to different heating methods such as laser[144] and
heated bath[137], for different tissue such as skin[137], myocardium[144], uri-
nary bladder[145], tendon[144].

Polarization-sensitive optical coherence tomography (PS-OCT) has been
shown to be able to quantify collagen birefringence of skin tissue[146]. Pearce
et al.[147] found that the loss of birefringence of skin tissue during thermal
damage is a first-order kinetic reaction and thermal coagulation of collagen
can be described as an end point of the rate process. According to the data
of birefringence loss in rat skin collagen heated in vitro, they obtained the
kinetic rate coefficients, A = 1.606× 1045s−1 and Ea = 3.06× 105J/mol.

But it should be noted that interpreting the birefringence image requires
great care. There are two phenomena that contribute to tissue birefringence,
intrinsic birefringence and form birefringence[148], where the former is due to
the optical anisotropy and the latter is due to the different refractive index
from the material between the fibers (the extrafibrillar matrix). Changes in
either the collagen fibrils or in the extrafibrillar matrix can both, therefore,
alter birefringence[149]. For example, it has been observed that dehydration
is also a possible origin for the retardation changes of collagenous tissue in
response to hating besides the thermal denaturation of collagen[150] and ex-
ternal load also changes the birefringence of collagen[151]. Besides, significant
area averaging is needed since the collagen fibers are moderately dispersed
in the skin.

Quantitative histologic markers of thermal damage in collagen include
changes of intensity, color shifts of birefringent images, phase retardation
and hyalinization of collagen fibers[137].

However, contradictory results have also been reported. Sankaran et
al.[152] measured the changes of rail tail tendon in collagen denaturation dur-
ing laser heating on a millisecond timescale. The resulting kinetic analysis
has shown that the rate coefficients for each denaturation process can fall into
one of two regions. In the low radiant exposure region, thermal denatura-
tion is rate-limited; no Arrhenius model predicts such behaviour. In the high
radiant exposure region, denaturation is both thermally and mechanically
induced; no Arrhenius model accounts for mechanical damage to tissue.

Beghuin et al.[153] found that a strong reversible correlation exists between
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rat tail tendon birefringence and temperature during very fast heating, which
is totally different from the loss of birefringence that results from a denat-
uration process. Below the threshold temperature leading to denaturation,
an increase in temperature is systematically accompanied by a reversible in-
crease in birefringence, which means that there are only small modifications
of the tissue structure at the fibril level.

3) Other methods
There are also several other potential methods, which can be used to quan-

tify thermal damage. One of them is the intraoperative ultrasound, which is
based on thermally induced changes in tissue intrinsic properties[154]. How-
ever, the applicability of intraoperative ultrasound is hampered by its poor
sensitivity. Other methods include enzyme deactivation[155] and extravasa-
tion of fluorescent-tagged plasma proteins[156].

3.4 Summary

Advances in laser, microwave and similar technologies have led to recent
developments of thermal treatments for disease and injury involving skin tis-
sue. In spite of the widespread use of heating therapies in dermatology, they
do not draw upon the detailed understanding of the bio-thermo-mechanics
of behaviour, for none exists to date, even though each behavioural facet is
well established and understood. It is proposed that a detailed understand-
ing of the coupled biological-mechanical response under thermal agitation
will contribute to the design, characterization and optimization of strategies
for delivering better treatment. For a comprehensive understanding on the
underlying mechanisms of thermomechanical behaviour of skin tissue, recent
progress on bioheat transfer, thermal damage, thermomechanics and thermal
pain should be systematically reviewed. This article focuses on the transfer
of heat through skin tissue. Experimental study, theoretical analysis and
numerical modeling of skin thermal behaviour are reviewed, with theoretical
analysis carried out and closed-form solutions obtained for simple one-layer
Fourier theory based model. Non-Fourier bioheat transfer models for skin
tissue are discussed, and various skin cooling technologies summarized. Fi-
nally, the predictive capacity of various heat transfer models is demonstrated
with selected case studies.

The Arrhenius burn damage model is the most often used model for quan-
tification of thermal damage in skin tissue and has been shown to be a useful
tool by which the time-temperature history and damage accumulation are
connected. However, it has several shortcomings[30]. The models are mainly
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based on the burns created by surface heating and the history of thermal
insult is not considered. Besides, these models don’t consider many other
factors besides temperature, such as pH variations, preheating, and mechan-
ical loading et al.

Experimental data indicate that multiple rate processes govern the mani-
festation of damage and that these processes may act over a broad spectrum
of time domains, however, experimental observation of burn damage suggests
that the burn damage process can be described as a function of a single ki-
netic process[135]. As for this dilemma, Despa et al.[157] pointed out that
there are two possibilities include statistical arguments such as the “central
limit theorem”, which states that a process that depends on an infinite num-
ber of subordinate different processes behaves like a single Arrhenius process;
and another hypothesis is that lethal burn damage is dominated by only a
few molecular processes. More work is needed to check these two hypotheses.
Besides, the experiments performed to derive A and Ea are only for rather
long times of hyperthermic exposure covering tens to thousands of seconds.

While there has been considerable effort to characterize the time-tempera-
ture dependence of the injury, relatively little attention has been paid to the
other important variable such as the thermal susceptibility of the tissue. The
lipid bilayer components of the cells and membrane-bound ATPases have
been shown to be most vulnerable to thermal damage because they are held
together only by forces of hydration[135]. Further work will be required to
validate these predictions in an in vivo model.
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Chapter 4

Analysis of Skin Bioheat Transfer

4.1 Introduction

Advances in laser, microwave and similar technologies have led to recent
developments of thermal treatments for different diseases and injuries involv-
ing skin tissue[1], such as the removal of port-wine stains[2∼4], pigmented and
cutaneous lesions[5∼7] and tattoos[8]. The objective is to induce thermal in-
jury precisely within tissue structures located up to several millimeters below
the surface but without affecting the surrounding healthy tissue, where the
precise prediction of temperature distribution is essential. This chapter aims
to provide a detailed theoretical analysis of the thermal behaviour in skin
tissue. It is organised as follows. At first, theoretical analysis is carried out
and closed-form solutions for simple one-layer Fourier theory based model
are obtained using the Green function method. Furthermore, non-Fourier
bioheat transfer models are developed for skin tissue. Finally, the models for
considering sweating and hair effect are also developed.

4.2 Skin Bioheat Transfer Analysis with Fourier Model

In the present section, a one-layer model is proposed first for the theoreti-
cal analysis of heat transfer in skin, where the skin is treated as a homogenous
medium with constant properties. One-dimensional case is studied, as shown
in Figure 4.1, which is a good approximation when heat mainly propagates
in the direction to the skin surface (e.g. the laser heating).

Figure 4.1 Schematic of the one-layer skin model
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The skin tissue is considered as a crack-free infinite plate of thickness H,
where the Cartesian coordinates are embedded at the centre of the plate,
as shown in Figure 4.1, which is reasonable according to their anatomical
structure. Initially, the skin tissue is at a temperature distribution T0(z),
and at time t = 0 the skin surface (at z = −H/2) are suddenly exposed to
different thermal shocks, hot plate, convective medium, constant heat flux or
laser heating, whereas the bottom (at z = H/2) is kept at core temperature.
The induced transient non-uniform temperature field will result in a stress
field.

The classical and widely used Pennes equation, as given in Equation (4.1),
is employed to describe the heat transfer process. It is rewritten as

ρc
∂T

∂t
= k

∂2T

∂z2
+�bρbcb(Ta − T ) + qmet + qext (4.1)

Through the following transformation[9]:

T (z, t) = T0(z) +W (z, t)e−
�bρbcb

ρc t (4.2)

Equation (3.1) can be changed to

∂W

∂t
= α

∂2W

∂z2
+
qext(z, t)

ρc
e−

�bρbcb
ρc t (4.3)

where α = k/(ρc) is the thermal diffusivity of the skin tissue.
In this chapter, solutions of Equation (4.1) under six different kinds

of boundary conditions have been obtained by using the Green function
method[10] and listed below, including those two solutions under boundary
conditions II and III given by Deng & Liu[9].

(1) Boundary condition I:
{
T = T∞, z = −H/2
T = Tc, z = H/2

Green function:

G(z, t| z′, τ) = 2
H

∞∑
m=1

e−αβ2
m(t−τ) sin(βmz) sin(βmz

′) (4.4)

Solution:

T (z, t) =T0(z) +
2α
H

[
T∞ − k

dT0(z)
dz

∣∣∣∣
x=0

]

×
∞∑

m=1

βm sin[βm(z +H/2)]
1

αβ2m +
�bρbcb
ρc

(1− e−αβ2
mt−�bρbcb

ρc t)

(4.5)
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where βm = mπ/H,m = 1, 2, 3, · · · ; T∞ is the constant temperature bound-
ary at skin surface.

(2) Boundary condition II:
{ −k∂T/∂z = f2(t), z = −H/2
T = Tc, z = H/2

Green function:

G2(z, t|z′, τ) = 2
H

∞∑
m=1

e−αβ2
m(t−τ) cos(βmz) cos(βmz

′) (4.6)

Solution:

T (z, t) =T0(z) +
[
k
dT0(z)
dz

∣∣∣∣
x=0

+ f2(t)
]
α

k

2
H

×
∞∑

m=1

cos[βm(z +H/2)]
1

αβ2m +
�bρbcb
ρc

(1− e−αβ2
mt−�bρbcb

ρc t)

(4.7)
where βm = π(2m − 1)/(2H),m = 1, 2, 3, · · · ; f2 is the constant heat flux
boundary at skin surface.

(3) Boundary condition III:

{
−k∂T/∂z = h1[f3(t)− T ], z = −H/2
T = Tc, z = H/2

Green function:

G3(z, t|z′, τ) = 2[β2m + (h1/k)
2]

H[β2m + (h1/k)2] + h1/k

×
∞∑

m=1

e−αβ2
m(t−τ) sin[βm(H − z)] sin[βm(H − z′)]

(4.8)

Solution:

T (z, t) =T0(z) +
α

k
hf

[
k

hf

dT0(z)
dz

∣∣∣∣∣
x=0

− T0(z)
∣∣
x=0

+ f3(t)

]

×
∞∑

n=1

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2[β2n + (hf/k)

2]
H[β2n + (hf/k)2] + hf/k

sin[βn(H/2− z)] sin(βnH)

× 1

αβ2n +
�bρbcb
ρc

(
1− e−αβ2

mt−�bρbcb
ρc t

)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(4.9)

where βm is the positive roots of βm cot (βmH) = −h1/k, h1 is the surface
heat transfer coefficient; f3 is the temperature of thermal stimulus.

(4) Boundary condition IV:
{
T = T∞, z = −H/2
∂T/∂z = 0, z = H/2
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Solution:

T (z, t) =T0(z) +
2α
H
(T∞ − T0)

∞∑
m=1

βm sin(βmz)

× 1

αβ2m +
�bρbcb
ρc

(
1− e−αβ2

mt−�bρbcb
ρc t

) (4.10)

where βm = π(2m−1)/(2H),m = 1, 2, 3, · · · ; T∞ is the constant temperature
boundary at skin surface.

(5) Boundary condition V:

{ −k∂T/∂z = f5(t), z = −H/2
∂T/∂z = 0, z = H/2

Solution:

T (z, t) =T0(z) +

[
k
dT0(z)
dz

∣∣∣∣∣
x=0

+ f5(t)

]
α

k

2
H

×

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ρc

�bρbcb

(
1− e−�bρbcb

ρc t
)

+
∞∑

m=2

cos[βm(z+H/2)]
1

αβ2m +
�bρbcb
ρc

(
1−e−αβ2

mt−�bρbcb
ρc t

)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

(4.11)
where βm = π(m− 1)/H,m = 2, 3, 4, · · · ; f5 is the constant heat flux bound-
ary at skin surface

(6) Boundary condition VI:

{ −k∂T/∂z = hf [f6(t)− T ], z = −H/2
∂T/∂z = 0, z = H/2

Solution:

T (z, t) =T0(z) +
α

k
hf

[
k

hf

dT0(z)
dz

∣∣∣∣∣
x=0

− T0(z)
∣∣
x=0

+ f6(t)

]

×
∞∑

n=1

{
2[β2n + (hf/k)

2]
H[β2n + (hf/k)2] + hf/k

cos[βn(H/2− z)] cos(βnH)
}

× 1

αβ2n +
�bρbcb
ρc

(
1− e−αβ2

nt−�bρbcb
ρc t

)
(4.12)

where βm is the positive roots of βm tan(βmH) = h1/k; hf is the surface heat
transfer coefficient; f6 is the temperature of thermal stimulus.
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4.3 Skin Bioheat Transfer Analysis with

Non-Fourier Models

The success of thermal therapies depends on the precise prediction and
control of temperature, damage and stress distributions in the tissue. From
a therapeutic viewpoint, the high-intensity short duration heating scheme
can efficiently produce an appropriate and precise dose of heat during ther-
mal therapies. In addition, reducing the overall treatment time is impor-
tant, especially when the treatment target volume is large. A rapid heating
scheme with a good strategy is therefore essential for an effective thermal
therapy. However, the possible non-Fourier nature of heat transfer in living
tissue may play an important role during rapid heating, such as thermal ab-
lation/thermal surgery, when a high-intensity thermal source such as focused
laser, ultrasound or radiofrequency ablation is used. For example, it has
been shown that the thermal relaxation of tissue will delay the appearance
of peak temperature during thermal treatments, leading to a lower thermal
dose level[11]. Furthermore, damage to human tissue from thermal burns is
an exponential function of temperature[12], so even small improvements in the
prediction of temperature can strongly influence the prediction of damage.

In this section, different non-Fourier heat conduction models are devel-
oped to describe the thermal behaviour of skin tissue.

4.3.1 Non-Fourier bioheat transfer models

1) Fourier heat equation
As is well known, the conduction term in the traditional Pennes bioheat

transfer equation[13] is based on the classical Fourier’s law, which has been
know since the publication of Fourier’s studies concerning heat conduction
(1807, 1812)

q(r, t) = −k∇T (r, t) (4.13)

where r stands for the position vector.
The bioheat transfer equation is given as

ρc
∂T

∂t
= −∇q +�bρbcb(Ta − T ) + qmet + qext (4.14)

From above two equations, we can get the Pennes bioheat transfer equa-
tion (PBHTE)

ρc
∂T

∂t
= k∇2T +�bρbcb(Ta − T ) + qmet + qext (4.15)
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Although the law of Fourier has been used extensively and successfully,
some doubts have been cast on its completeness[14]. In the Fourier law, it is
assumed that any temperature disturbance or thermal wave will propagate
at an infinite speed through the medium. However, this assumption has been
shown to be physically unrealizable[15] since, in reality, any equilibrium state
in thermodynamic transition needs time to establish[16]. Fourier’s law has
been shown to fail during the short duration of an initial transient, or when
the thermal propagation speed is not high[17], such as the microscale laser
heating of thin metal films and even laser surgery[18∼20]. Liu & Lu[21] and
Lu et al.[22,23] reported that some thermal wave effects of changing power on
bioheat transfer in tissue cannot be explained by the PBHTE.

2) Hyperbolic heat equation
Since the experimental observation of a finite thermal wave speed in liquid

helium[24], the wave behaviour in heat conduction has been argued from var-
ious physical points of view[25∼27]. The necessity of a finite heat propagation
speed has also been demonstrated from a microscopic point of view[28,29].
Applying the concept of finite heat propagation velocity, Vernott[27] and
Cattaneo[26] formulated a modified unsteady heat conduction equation, which
is a linear extension of the unsteady Fourier equation

q(r, t+ τq) = −k∇T (r, t) (4.16)

The first order Taylor expansion of above equation gives

q(r, t) + τq∂q(r, t)/∂t = −k∇T (r, t) (4.17)

where τq = α/C2
t is defined as the thermal relaxation time; α is the thermal

diffusivity; Ct is the speed of thermal wave in the medium[30,31]. The recip-
rocal of the relaxation time, f = 1/τ , is the critical frequency dictating the
activation of thermal wave behaviour[28]. Since both τq and α are intrinsic
thermal properties of the medium, the resulting thermal wave speed Ct is
also an intrinsic property[32]. Due to its similarity with the acoustic wave,
the proposed wave-like propagation of thermal signals is termed the “second
sound wave”[24,28].

A direct integration of Equation (4.17) leads to[33]∫ t

0

[q(r, ξ) + τq∂q(r, ξ)/∂ξ]dξ=
∫ t

0

[−k∇T (r, ξ)]dξ ⇒ q(r, t)

=− k

τq
exp

(
− t

τq

)∫ t

0

exp
(
ξ

τq

)
∇T (r, ξ)dξ

(4.18)
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According to this equation, the heat flux q(r, t) at certain time t depends
on the entire history of the temperature gradient established from time 0
to t. In other words, the heat flux now has a memory that keeps track of
the time-history of temperature gradient due to the appearance of τq [34].
The thermal wave theory presents a strong path dependency of temperature
gradient rather than the point value (i.e., ∇T at t) depicted by Fourier’s
law[33,35].

Physical meaning and experimental determination of the relaxation time

For the physical meaning of thermal relaxation time τq, various physi-
cal points of view have been proposed: τq results from the rate equation
within the mainframe of the second law in non-equilibrium, irreversible ther-
modynamics; mechanically, τq arises due to the phase-lag between heat
flux vector and temperature gradient in a high-rate response; when con-
sidering diffusion behaviour and wave propagation, τq is the physical instant
at which the intrinsic length scales merge together.

The value of relaxation time for homogeneous materials can be calculated
theoretically[36,37]. However, these equations are not suitable for materials
having non-homogeneous inner structures such as skin tissue and, at present,
no direct experimental method exists for the determination of τq. It has been
suggested that τq can be determined by fitting experimental temperature
data with theoretical predictions from the hyperbolic equation, by using τq
as a variable parameter[38∼42]. By using the equation τ = α/C2

t , τq for non-
homogenous materials could also be determined based on the measurement of
penetration time - which is the period of temperature jump at a measurement
point - the distance of this point to the heat source and the thermal diffusivity.

Kaminski[34] proposed that τq represents the interaction of different in-
ner structural elements of material during heat transfer. For homogeneous
materials, this interaction is at the molecular or crystal lattice level and τq
has a value ranging from 10−8 ∼ 10−14 s. For non-homogeneous materials,
the structural heat transfer interaction takes place at a different level and
τq characterizes thermal inductance, defined as the time needed for accu-
mulating the thermal energy required for propagative transfer to the nearest
element of the inner structure. It may take a much larger value (10−3 ∼ 103 s)
in non-homogeneous substances[43].

Most biological materials that contain cells, superstructures, liquids, and
solid tissue are non-homogeneous, so that their thermal relaxation times are
much larger compared to engineering materials. Vedavarz et al.[19] found τq
of biological materials and tissue has a value in the range of 10∼1000 s at
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cryogenic temperature and 1∼100 s at room temperature. For meat products,
τq = 20 ∼30 s[34,40]; Mitra et al.[30] found that the value of τq in processed
meat was about 15.5 s while Roetzel et al. [44] found it to be 1.77 s.

As for skin tissue, no data about the thermal relaxation time has been
reported, but those of some important cutaneous structures have been pre-
sented by Stratigos & Dover[45], as given in Table 3.4.

Thermal wave model of bioheat transfer (TWMBT)
Applying the thermal wave theory Equation (4.17) to bioheat conduction

Equation (4.14), we can get thermal wave model of bioheat transfer

τqρc
∂2T

∂t2
=k∇2T −�bρbcbT − (τq�bρbcb + ρc)

∂T

∂t

+�bρbcbTb + qm + qext + τq
∂qm
∂t

+ τ
∂qext
∂t

(4.19)

the above equation is known as a hyperbolic heat equation because there
appears a two double-derivative term (called the wave term) that modifies
the parabolic Fourier heat equation[46].

Application of the model
The above equation without blood perfusion terms was introduced by

Luikov[43] to chemical and process engineering. It was subsequently advanced
to heat transfer processes that take place in dissipative and dispersive systems
where Fourier’s heat equation fails to predict accurate temperatures. More
details on the development of thermal wave theory in heat conduction can
be found in Ozisik & Tzou[33].

For biological materials, Mitra et al.[30] found that their experimental re-
sults can be well predicted by the hyperbolic heat conduction model. This
model has also been applied to the measurement of blood perfusion rate[47∼49],
the prediction of temperature transients and thermal stresses in skin cryo-
preservation[50], the prediction of temperature/thermal dose distributions in
living tissue during thermal therapies[11], and the explanation of temperature
oscillations[51].
The wave-like behaviour of bioheat transfer, occurring in skin tissue under

different heating conditions, was studied by Liu et al.[52,53]. A comparison
of the temperature and thermal damage distributions predicted separately
with TWMBT and PBHTE models showed great deviation in all cases. Liu
et al.[52,53] found that, for heating with a high flux under an extremely short
duration, the model accounting for finite thermal wave propagation provides
more realistic predictions. Similar results have also been reported by Ma et
al.[54], who analyzed the non-Fourier effect of laser irradiation in human skin
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and found that the rates of temperature rise at different depths of skin were
comparatively slow due to the non-Fourier effect.

Problems with thermal wave model
Although the thermal wave model has led to many interesting

phenomena[35] and the relaxation behaviour has been shown to be admis-
sible within the framework of the second law of extended irreversible ther-
modynamics, for a few reasons the hyperbolic heat equation is question-
able: it is not based on the details of energy transport in the material;

material properties may not be regarded as constant, e.g. the relax-
ation time τq is generally temperature-dependent; although the thermal
wave model can capture the microscale response in time[31,33], the wave
concept does not capture the microscale response in space[55,56] and the
thermal wave model introduces some unusual behaviours and physical solu-
tions[37,57,58]; due to the assumption of a macroscopic behaviour averaged
over many grains, the validity of the thermal wave model becomes debat-
able in view of the fast-transient response with microstructural interaction
effects[59].

3) Dual-phase-lag (DPL) model
In order to account for deviations from the classical approach involving

Fourier conduction and, at the same time, to consider the effect of microstruc-
tural interactions in the fast transient process of heat transport (missing in
the thermal wave model), a new phase lag τT of temperature gradient is
introduced[31,33,59]. Together withτq, the corresponding equation is called
the DPL equation, given by

q(r, t+ τq) = −k∇T (r, t+ τT) (4.20)

where τq and τT are interpreted as non-zero times accounting for the effects
of “thermal inertia” and “microstructural interaction”, respectively[60]: τq
is the phase-lag in establishing heat flux and associated conduction through
a medium; while τT accounts for the diffusion of heat ahead of sharp wave
fronts that would be induced by τq, and is the phase-lag in establishing the
temperature gradient across the medium during which conduction occurs
through its small-scale structures. Thus, Equation (4.20) states that the
gradient of temperature at a point in the material at time t+ τT corresponds
to the heat flux vector at the same point at time t+ τq

[61].
Through the first and second order Taylor expansions, the DPL model

can represent several models, which cover a wide range of space and time for
physical observations.
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Type 1 DPL model of bioheat transfer (DPL1MBT)
The simplest example of DPL model is its first order expansions for both

q and T , given as

q(r, t) + τq
∂q(r, t)
∂t

= −k
[
∇T (r, t) + τT

∂∇T (r, t)
∂t

]
(4.21)

Applying the equation to bioheat conduction equation. we can get type
1 DPL model of bioheat transfer

τqρc
∂2T

∂t2
=k∇2T + τTk∇2 ∂T

∂t
−�bρbcbT − (τq�bρbcb + ρc)

∂T

∂t

+�bρbcbTa + qmet + qext + τq
∂qmet

∂t
+ τq

∂qext
∂t

(4.22)

The DPL1MBT reduces to the thermal wave model by setting τT = 0 and
reduces to Fourier’s heat equation by setting τq = τT = 0.

The DPL1MBT model without blood perfusion terms has been shown to
give good agreement with experiments across a wide range of length and time
scales for engineering materials[60,62]. Antaki[63] pointed out that the DPL
model combines the wave features of hyperbolic conduction with a diffusion-
like feature not captured by the hyperbolic case. By fitting the experimental
data of Mitra et al.[30] to the prediction of DPL1MBT without blood per-
fusion terms, it was found that τq = 16s, τT = 0.043s for experiment I and
τq = 14s, τT = 0.056s for experiment III.

Type 2 DPL model of bioheat transfer (DPL2MBT)
Apply first-order approximation for q and second-order approximation for

T

q(r, t+ τq)=−k∇T (r, t+ τT)⇒ q + τq
∂q

∂t

=−k
(
∇T + τT

∂∇T
∂t

+
τ2T
2
∂2∇T
∂t2

) (4.23)

Applying the equation to bioheat conduction equation, we can get type 2
DPL model of bioheat transfer

τqρc
∂2T

∂t2
=k∇2T + τTk∇2 ∂T

∂t
+ k

τ2T
2
∂2

∂t2
∇2T −�bρbcbT

−(τq�bρbcb + ρc)
∂T

∂t
+�bρbcbTa + qmet

+qext + τq
∂qmet

∂t
+ τq

∂qext
∂t

(4.24)
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Type 3 DPL Model of Bioheat Transfer (DPL3MBT)
Apply both second-order approximation for q and T

q(r, t+ τq)=−k∇T (r, t+ τT)⇒ q + τq
∂q

∂t
+
τ2q
2
∂2q

∂t2

=−k
(
∇T + τT

∂∇T
∂t

+
τ2T
2
∂2∇T
∂t2

) (4.25)

Applying the equation to bioheat conduction equation we can get type 3
DPL model of bioheat transfer

τ2q
2
ρc
∂3T

∂t3
=k∇2T + kτT

∂

∂t
∇2T + k

τ2T
2
∂2

∂t2
∇2T + (−�bρbcb)T

+(−τq�bρbcb − ρc)
∂T

∂t
+

(
−τ

2
q

2
�bρbcb − τqρc

)
∂2T

∂t2

+�bρbcbTb + qm+qext+τq
∂qm
∂t

+τq
∂qext
∂t

+
τ2q
2
∂2qm
∂t2

+
τ2q
2
∂2qext
∂t2

(4.26)

4.3.2 Theoretical solutions

The analytical solution of TWMBT model under boundary condition{
T = T∞, z = 0
∂T/∂z = 0, z = H

and initial condition
{
T = Ti, t = 0
∂T/∂t = 0, t = 0 has been

given by Liu et al.[52], which can be used to verify our numerical predictions.

4.4 Summary

In this chapter, models for describing heat transfer processes in skin tissue
under different conditions have been developed. Theoretical analysis has been
carried out for Pennes bioheat transfer equation and closed-form solutions for
simple one-layer model have been obtained using the Green function method
for six different boundary conditions. Different non-Fourier heat conduction
models have been developed. Together with the thermal wave model of bio-
heat transfer, the DPL model is employed to study bioheat transfer in skin
tissue for the first time, for it has the ability to characterize microstructural
interactions in heat transport. Finally, the models for considering sweating
and hair effect are also developed.

However, it should be pointed out that although the non-Fourier bioheat
model can solve the paradox of infinite thermal propagation speed, it intro-
duces some unusual behaviours and physically impossible solutions such as
negative thermal energies[64].
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Chapter 5

Skin Mechanical Behaviour

5.1 Introduction

Soft organ tissues exhibit complex nonlinear, anisotropic, nonhomo-
geneous, time, and rate dependent behaviour. Fung has revealed that a
nonlinear stress-strain relationship is common for soft tissues but the degrees
are different for different tissues. Since soft organs are composed of differ-
ent materials, like elastin and collagen, in different combinations, hence, soft
tissue properties are both coordinate and direction dependent. Time and
rate dependent behaviour is also common for soft tissues and explained by
viscoelasticity.

Due to great importance in clinical and cosmetic applications, the me-
chanical properties of skin have been experimentally investigated in vivo and
in vitro for a long time since the study of Langer in 1861. In vitro tests are
often used in lieu of in vivo measurements, as the latter is affected by both
skin tissue itself and other structures it is attached to, which means it is very
difficult to obtain a uniform strain field in the sample and control boundary
conditions when performing.

5.2 Skin Behaviour under Stretch

Tensile loading occurs when skin is pulled in the plane of its surface,
e.g. closure of a wound with a suture induces tension across the wound. It
can also be induced by other loadings such as swelling and shearing. For
example, near adherent scar tissue or at the distal region of a residual limb
as the prosthesis is donned.

The tensile behaviour of skin is the most studied and there exist several
comprehensive reviews[1∼5]. Typical stress versus stain relationships under
uniaxial and biaxial tension are schematically shown in Figure 5.1(a) and
(b), respectively. From the figure, it can be seen the stress-strain curve of
skin under tension shows a typical J shape and is nonlinear although the
elastin and collagen fibres are considered linear elastic, which is mainly due
to the non-uniformity of its structure. This form, representative for the
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mechanical behaviour of many (collagenous) soft connective tissues, differs
significantly from stress-strain curves of hard tissues or from other types of
(engineering) materials. Three obviously different regions can be observed
based on microscopic observations of skin samples fixed at various strain
levels, e.g. light microscopy[6∼11] and electron microscopy[12], as described
below.

(1) Low modulus portion, which is caused by the gradual straightening
of an increasing fraction of the wavy collagen fibres, where either the elastin
and/or the proteoglycan matrix provides resistance to deformation. This
region can be further divided into two Phases, where in phase I the collagen
fibres are in relaxed conditions (appear wavy) and the elastin fibres are mainly
responsible for the stretching mechanism, while in phase II, the crimped
collagen fibres gradually elongate, tend to line up with the load direction and
bear loads as the load is increased.

(2) Linear region, in which, at high tensile stresses, crimp patterns dis-
appear and the collagen fibres become straighter primarily aligned with one
another in the direction of stretching. The straightened collagen fibres resist
the load strongly, which makes the skin stiffer and the stress-strain relation
becomes linear due to the stretching and slippage of collagen molecules within
crosslinked collagen fibres and collagen fibril slippage.

(3) Final yield region, during which the ultimate tensile strength is reached
and fibres begin to break due to the loss of fibrillar structure resulting from
the defibrillation of collagen fibrils.

Compared with uniaxial stretch, biaxial tensile loading results in the lat-
eral compression of the stress-strain curve and the reduction in the strain
before entry into the linear region occurs, which is due to the two-directional
stretch of collagen fibres, as shown in Figure 5.1(b).

Figure 5.1 Schematic of skin mechanical behaviour under

(a) uniaxial and (b) biaxial tension (by permission of Springer-Verlag)
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5.3 Skin Behaviour under Compression

In vivo, skin is under compressive load from different media such as chairs,
shoes and the sockets of prosthetic limbs. Although there are abundant pub-
lished experimental data for skin in tension, the mechanical behaviour of
skin in compression has been rarely studied. The pressure in the skin tissue
is composed of solid tissue pressure and interstitial fluid pressure[13], where
the first one is carried mainly by the solid elements in the tissue and is the
important factor and the main cause of the tends to occlude tile blood vessels
and the second one determines the motion of tissue fluid and the diffusion
coefficient of blood into the capillaries. This point has also bee proved by
Oomens et al.[14], who found a good agreement between experimental re-
sults of skin response under compression and finite element calculations with
mixture elements (solid/fluid mixtures). The compressive response of skin
is highly viscoelastic and also nonlinear[15∼28]. Both the viscous and the
nonlinear aspects were found to diminish greatly by preload[29] and depend
on age, sex, site, hydration and obesity[17]. Further, almost all previously
published mechanical models of skin tissue are based on experimental data
under tension and few are based on data under compression.

Further, in view of the problems accompanying biaxial tensile tests, an
unconfined compression test through the thickness direction can be used as
an approximation which gives an averaged in-plane tensile response[22,30]. If
the skin deforms with a constant volume, then the compression test will have
a similar effect to a biaxial test in the plane of the skin (through thickness
compression results in lateral in-plane expansions). For example, Shergold[31]

found that the Ogden model evaluated from his compression tests of pig skin
provided a reasonable approximation to the tensile orthotropic constitutive
behaviour measured by Ankerson et al.[32]. However, there are also prob-
lems with this method, where the most important one is the friction between
skin sample and compression plates, which will limit lateral expansion. Fortu-
nately, several methods can be adopted to overcome this problem. In order to
minimize the effects of friction on the experimental results, researchers have
made many efforts to reduce the specimen/platen friction during unconfined
compressions, such as covering the moving platen with a polytetrafluoroethy-
lene (PTFE) sheet[33], using platens of polished stainless steel[34], removing
the epidermis layer from skin sample[30], coating smooth compression plates
with lubricant or grease (margarine)[22,30], and using lubricated squeezing
flow[35], etc.
A representative compressive stress versus strain response of pig back skin
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from our previous test is presented in Figure 5.2 (dot). The stress/strain rela-
tionship exhibits a three-stage strain hardening: toe region with low stiffness
at low strain levels, transition region from low to high stiffness, and high
stiffness region at large strain levels. Compared with the mechanical charac-
teristics of skin in tension[32], the compressive stress/strain curves are similar
in trend; however, the transition from low to high stiffness in tension occurs
mostly at a strain level of 10%∼20%[36∼38], which is much smaller than that
in compression (about 20%∼30% strain), as shown in Figure 5.2. Similar
results have also been reported for pig back skin[22].

Figure 5.2 Representative stress-strain responses from a compressive test and

comparison with published tensile behaviour in literature (by permission of

Springer-Verlag)

5.4 Skin Failure

There are multiple types of soft tissue trauma, and the injuries can result
in very complicated effects on physiological processes associated with the
injured tissue. Understanding the factors that control the extent of tissue
damage as a result of material failure in soft tissues may provide means
to improve diagnosis and treatment of soft tissue injuries. Non-destructive
testing can be carried out either in vivo or in vitro but failure properties must
be obtained by destructive testing in vitro. The most common failure tests of
skin are tensile failure tests[32,39∼52], piercing tests [27,31,32,53∼62] and tearing
tests[63∼66]. In spite of these studies reported, the failure characteristics are
still not clearly established yet. This is due to the difficulty in obtaining
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reliable measurements on soft biological tissues. Further, there is almost no
reported study of failure characteristics concerns dynamic loadings.

5.4.1 Tensile failure

Skin fails more often in a tensile manner than from a shear or cutting
action, even when struck by relatively sharp metal edges or structures[42,67,68].
For example, Gadd et al.[42,68] studied the strength of skin and its ability to
resist breakage under variable loading rates and argued that the predominant
failure mode of skin is tensile fracture, rather than any shearing (cutting)
action, when struck by sharp metal edges.

The tensile strength of skin primarily depends on the size and crosslinking
of the collagen framework[69]. However, the extension at which skin fails is
independent of the degree to which the collagen crosslinks are broken. In
other words when the skin is deformed by the application of the stress, the
load is applied directly on the collagen fibre network[70]. The failure of the
skin may be result of the breakage of the fibre bundle or the slip of the fibre
bundle, or both[71].

The fracture pattern of fibres can be classified into three principal pat-
terns depending on the nature of the resulting fractured fibre ends[71]. These
fracture patterns are: fracture occurring in a single plane perpendicu-
lar to the fibre axis, known as “smooth” fracture; fracture initiated in
a plane perpendicular to the fibre axis and resulting in the splitting of the
fibre along the axis known as “step” fracture; fracture with the fracture
end split open giving the appearance of the bristles of a brush, known as
“fibrillation”[71,72]. These patterns have been found to be extremely charac-
teristic in both collagen[73] and elastoidin fibres[74] tested at different strain
rates.

The failure mode occurred as a fracture of the epidermis and a coincident
creeping failure of the laminated dermis. This behaviour has support from a
structural viewpoint since the dermis is the more extensible of the two ma-
terials, and thus elongates to a greater degree than the cellular epidermis[75].

Arumugam et al.[71] studied the fracture behaviour of skin tissue by using
scanning electron microscope at different strain rates. At lower strain rate
the fibre bundles are thin and split, indicating that the fibre bundles have
sufficient time to split into thinner ones and slip past one another during
the application of the load. This is similar to the fracture behaviour of
collagen fibres observed by Arumugam et al.[73]. The wet collagen fibres
exhibit fibrillation at low and high strain rates.
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At higher strain rates the plastic set is very high and therefore there is a
definite possibility of fibre slip at higher strain rates. At higher strain rates
the frictional force is also high, resulting in higher stress. Owing to the lack of
sufficient time for the fibre bundles to split up, the fractured ends of sample
broken at higher strain rates tend to contain thicker fibre bundles.

The failure characteristics of soft biological tissue under dynamic loadings
are not clearly established yet. Concerning planar soft tissue, the mechan-
ical properties already studied exclusively concerning quasi-static loadings
on rabbit skin[38,76] and human skin[77]. Moreover, only the most recent
studies[78,79] reported failure characteristics and only the first one[79] con-
cerns dynamic loadings. This lack of data is due to the difficulty in obtaining
reliable measurements on soft biological tissue[80]. This difficulty is amplified
when the tests are carried out in dynamic loading conditions up to failure
and in high strain conditions[49].

5.4.2 Skin piercing

Knight[55] recorded penetration forces by making incisions on cadavers
using a simple, instrumented knife blade and showed the overriding factor to
be the sharpness of the blade. He also noted that pretensioning of the skin
reduced the force needed to cause penetration and so intercostal spaces were
penetrated more easily than loose abdominal skin, whereas penetration was
usually by the full length of the blade with the maximum force on the knife
appearing just before initial penetration. The penetration force decreases
with increasing sharpness of penetrator, which was also found by Green[81]

where cadavers were laid on top of a force table. However, Green[81] tested
clothed bodies and observed a tenfold increase in the force of penetration.
Both workers noted that lower forces were required at higher impact veloci-
ties.

Brett et al.[57] observed much higher penetration forces for pig skin than
for human skin, while the penetration force through the underlying tissue is
similar. However, the dependencies of the penetration force upon the strength
of the skin and upon the level of pre-stretch are not straightforward. A
larger penetration force for skin and muscle than that for fat was observed by
O’Callaghan et al.[58]. Ankerson et al.[32] observed that the peak penetration
force for knife incision of pig skin is similar to that for synthetic chamois,
despite a large difference in tensile strengths. They found pigskin shows
more tension stiffening towards the point of initial penetration (13 N) and a
more gradual drop in force following penetration. Full penetration is reached
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at a force approximately half of the peak value.
Frick et al.[59] preloaded strips of sheep skin and reported that the force re-

quired to puncture the sample with a suture needle increased with increasing
pre-tension in the skin. By contrast, Figge & Barnet[60] performed tests on
cadavers with a needle injector and demonstrated that less force is required to
penetrate stretched skin than loose skin. This difference in behaviours may
be attributed to the differences in constraint on the skin[62]: when cadaver
skin is loose, the needle injector compresses the skin against the underlying
muscle fascia and the penetration load is high, while the skin remains un-
supported by the underlying muscle fascia, and the penetration force is low
when cadaver skin is pre-stretched and then subjected to a needle injector.

Contradictory evidence also exists for the relation between injector speed
and force. Frick et al.[59] found that the injector force did not change when
the needle velocity was increased from 1 to 10 mm/s. However, Brett et al.[57]

found that the penetration force was speed dependent and it was found that
the force decreased with increasing speed in the range 1∼3 mm/s.

Davis et al.[61] found that microneedle insertion force increases as a linear
function of needle tip cross-sectional area and skin does not deform into the
lumen of hollow needles during insertion. They proposed a theoretical model
for the force of insertion

Fi = τGpA+Θ (5.1)

where Gp is the puncture fracture toughness; Θ is a pre-exponential constant;
τ is a exponential constant; A is the cross-sectional area at the needle tip.
By comparing the experimental results using needles of different thickness,
they suggested that the full cross-sectional area of A should be used in the
model.

Shergold & Fleck[27] pointed out that the dependence of skin perforation
upon the mechanical properties of skin, and the shape of the penetrator,
is also relevant to the function and evolution of mammalian dentition: the
successful predator must have sufficiently strong jaws and sharp teeth to
cause skin perforation. They found that the penetration mechanism of a soft
solid depends upon the punch tip geometry: a sharp tipped punch pene-
trates by the formation and wedging open of a mode I planar crack, while a
flat-bottomed punch penetrates by the growth of a mode II ring crack. The
average penetration pressure on the shank cross section of a flat-bottomed
punch exceeds that for a sharp-tipped punch of the same diameter. In addi-
tion, the penetration pressure decreases as the diameter of the sharp-tipped
punch increases. These findings are in broad agreement with the predictions
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of Shergold & Fleck[62].

5.4.3 Skin tearing

A tear test was found to be suitable for determining the fracture toughness
of skin tissue[63,82], which allows the mapping of toughness variations over an
area of rat skin. However, tearing tests of skin is difficult to perform since
the skin is not easily cut when excised and its low stiffness implies that it will
deform under its own weight, causing errors in zero-strain measurement[64].

The tear tests carried out by Purslow[63] fractured specimens of rat skin.
The samples were mounted in a tensiometer and extended at 50 mm/min.
This tear test causes mode III fracture. The results of these tests to calculate
the critical strain energy release rate (resistance to fracture or toughness),
which showed that the toughness bears an inverse relationship to maximum
stiffness parallel to the direction of crack propagation and increases slightly
with increasing extension rate. Granot et al.[66] investigated the skin tearing
in broilers and found it was significantly influenced by strain and sex.

Periera et al.[65] placed samples of human and rat skin between the
blades of a scissor mounted in a universal testing machine. The samples
were mounted unstretched on a wire mesh, the scissors closed by moving the
crosshead of the machine, and the force required to cut the skin was mea-
sured. This configuration also causes similar fracture as that of Purslow[63].
They attributed the high apparent fracture resistance of biological tissue to
crack blunting, where the viscoelastic nature of biological tissue allows it to
flow at the tip of the crack, blunting it and therefore requiring a much higher
level of force to progress the crack further.

A method of measuring the fracture resistance of skin in opening mode
(mode I) using this failure model was proposed by Doran et al.[64]. It is
assumed that until a certain level of strain is reached, there is no strain
energy stored in the material. From this point on, the behaviour is linear
elastic.

5.5 Skin Friction

Skin tissue is vitally important to our health and is also the outermost
part of our sensitive system, where the friction between the skin and the solid
surfaces reflects this double role[83], limiting the tangential force transfer and
reporting about the counter-surface texture, through pleasant and unpleas-
ant feelings. The friction of skin clearly plays a major role in everyday life,
for example, in the grip of sports equipment and the feel of a skin cream;



5.5 Skin Friction 95

and it also has important medical consequences, for example, in the forma-
tion of bedsores and in the maintenance of eye comfort[84]. The investigation
of friction behaviour of the skin plays therefore an important role in both
technical and health points of view[85]: it provides valuable insight into how
the skin interacts with other surfaces, and how it can change under various
conditions, such as age and health, and chemical treatments, such as lotions
and moisturizers[86]; and offer convenient, non-invasive techniques to quan-
titatively assess skin health and hydration[87]; studying the static friction
properties of the hand-grabrail interface also provides an understanding of
key mechanisms that contribute to a stable interface at the grabrail surface
level[88]. In spite of its importance, relatively few articles have dealt with the
measurement of the skin’s friction behaviour compared with, for example,
the great number of studies concerning other biomechanical properties such
as tension and compression.

Friction is a force acting parallel to the interface of two surfaces that are
in contact during motion or impending motion of one surface moving over
another. When friction exists between two surfaces, the magnitude of the
frictional force (Ff) is directly proportional to the normal force (fN) through
the relationship

Ff = μfN (5.2)

where μ is the friction coefficient. The friction coefficient can be described in
two ways: the static friction coefficient μs and the dynamic or kinetic friction
coefficient μd, where the former refers to the ratio of the force required to
initiate relative movement to the normal force between the surfaces; and the
latter refers to the ratio of the friction force to the normal force when the
two surfaces are moving relative to each other.

5.5.1 Measuring methods

A variety of methods have been used to determine friction properties of
skin both in vivo and in vitro. The in vitro approach often uses specially
developed equipment, which includes probes that apply a constant normal
force against the skin under study, with a simultaneous sliding displace-
ment. Various experimental designs have been devised in order to measure
the dynamic friction on skin, as reviewed by Sivamani et al.[86]; Comaish
& Bottoms[89] slid a cap over the skin while the test region of the skin re-
mained stationary; other methods of determining skin friction have involved
a moving probe[90∼94], a friction meter[85,90,95,96], a moving belt[97] and a
gravity-based pinch test[88,98,99]. All these fall into two categories despite the
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different probe geometries and materials used[100,101]: one using a probe or
wheel rotating on the skin with a known normal force and the other using a
probe sliding on the skin.

A perpendicular normal load varies from author to author and is poorly
controlled with either static weights or spring[86,87]. The major problems of
these studies have been data repeatability from test to test and reproducibil-
ity from person to person, day to day, and apparatus to apparatus[87].

5.5.2 Skin friction behaviour

Much of the research on skin friction behaviour has been focused on the
dynamic friction coefficient wherein the two surfaces move at a relative con-
stant velocity[86]. There have been a number of reviews of the in vivo friction
and lubrication of human skin such as those by Dowson[102] and more recently
by Sivamani et al.[103,104] and Gitis & Sivamani[87].
Although most of the skin research has focused on the dynamic friction

coefficients, with the two surfaces moving at a relative constant velocity, some
work has focused on static friction coefficients[88,89,94,97,105∼107], as common
activities such as gripping handrails, gripping car steering wheels, or holding
a cup involve the static friction coefficient more than the dynamic friction
coefficient. The static friction properties of human skin have been shown
to act differently from those of solid surfaces, which is due to the compliant,
flexible nature of skin and the ability of skin to change its characteristics when
hydrated. However, various studies have confirmed that the calculation of
the coefficient of static friction can be applied to human skin when there is
a normal force of sufficient magnitude.

A representative normal load—friction force of skin tissue is shown in Fig-
ure 5.3. Three distinct friction phases were distinguished[108]: tangential
force increases linearly to reach a maximum, which corresponds to the static
limit friction force; the slope of the linear curve corresponds to the lateral

Figure 5.3 Representative normal load-friction force of skin tissue
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contact stiffness; the slope change in the transition regime between the
static or partial slip and dynamic friction or gross slip corresponds to the
second phase.

5.5.3 Origin of skin friction

Skin and polymers appear to behave similarly with respect to friction and
do not follow the basic laws of friction that exist for solid materials[97]. The
assessment of the friction coefficient of skin is a highly complex problem,
which involves: skin elasticity, the anisotropy of skin microtopography; na-
ture of material employed, intersurface contact, skin physicochemical nature;
variation in testing conditions and individual differences. Then, any change
in the friction force of the skin is affected by its mechanical properties, its
topographical intersurface contact and physicochemical properties[109].

The coefficient of friction has been indicated to be due various combined
effects of asperity deformation (μd), ploughing in the surface by wear par-
ticles (μp) and molecule adhesion between surfaces (μa)[110]. The surface
of the skin contributes to these different factors according to the following
mechanisms[97].

(1) μd: The friction due to asperity deformation. The deformation of
the dermal ridges of the skin contributes to this factor during static and
sliding conditions. Skin has visibly obvious topographical features that may
be quantified by profilometry. The most pronounced feature of the texture is
an intersecting network of V shaped grooves. There are also other features
at smaller length scales. Thus it is reasonable to expect that skin in the dry
state behaves as an extended multiple asperity surface with a coefficient of
friction that is independent of the normal load for a spherical probe[84].
(2) μp: The ploughing component is low when the soft surface of the skin

slides against a hard surface.
(3) μa: The adhesion component depends on lubricants at the interface.

Oil and lard have a reducing effect on this component of friction; there is also
an unknown effect of proteins and an increasing effect of sweat on textured
surfaces. The molecules on the skin surface are considered to affect the
adhesion term greatly. According to Wolfram[107], the phenomenon is driven
mainly by the adhesion forces.
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Chapter 6

Skin Biomechanics Experiments:

Measurement and Influence of

Different Factors

6.1 Introduction

Due to the importance in clinical and cosmetic applications, mechanical
properties of the skin tissue have been studied in vivo and in vitro for a long
time since the study of Langer, who punctured skin of human cadavers with
a round instrument to study anisotropy in 1861.

In the earlier studies, many different instruments and measurement condi-
tions are used, and although there is no consensus on the detailed constitutive
properties of skin, much is known about its general response when subjected
to a variety of quasi-static load conditions: human skin in general is under
tension in vivo and its properties are heterogeneous, anisotropic, nonlinear
and viscoelastic.

The tests skin mechanical behaviour can be generally divided into two
categories, in vitro (ex vivo) and in vivo, where in vitro testing involves test-
ing the skin tissue after removal from the living body, whereas in vivo tests
examine the skin while it is still on the living body. The only truly reliable
method to determine skin properties is through in vivo testing since the defor-
mation may be strongly dependent on active processes while in vitro tests,
the skin is away from its influential surroundings such as blood perfusion,
lymphatic drainage, metabolism, nervous and hormonal controls[1,2]. For ex-
ample, during compressing, the resulting deformation is largely a function of
fluid interchange with the surrounding unstressed skin[3]. The epidermal tis-
sue used for in vitro experiments was not perfused and thus lacked restorative
fluidic pressures, which could potentially have aided in reducing the visible
compression of the tissue after application of pressure[4]. Besides, there is
the absence of surrounding skin and underlying tissue in vitro where the skin
strip can freely contract in width, this contraction being limited by the sur-
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rounding skin in vivo[5]. Further, the epidermis and dermis primarily consist
of living cells, from which it can be expected that the properties of these
layers will change during in vitro studies[6]. In vitro test samples cannot also
be kept for an extended amount of time, usually shrink once removed, and
cannot be further modified in vivo[7]. Thus results obtained from in vitro
measurements can be misleading.

However, in vivo measurements are affected by both skin tissue itself and
other structures it is attached to, which means it is technically very difficult
to obtain a uniform strain field in the sample and control boundary conditions
when performing, thus in vitro tests are also often used.

Some researchers have studied the difference between in vivo and in vitro
results. Cook et al.[8] found that in vivo tension is higher than in vitro
tension for the same strain level in rat skin, while Vogel & Denkel[9] and
Vogel[10] showed that there is little difference if the same gripping method
is used. Marangoni et al.[11] observed gross difference in mechanical proper-
ties of specimens in vivo and in vitro, and proposed a fast-freezing/thawing
technique to reduce differences in specimens tested some time after excision.
Jacquet et al.[12] pointed out that the shape of the stress–strain curve de-
pends on whether the test is performed in vivo or ex vivo. The stress–strain
curve of in vivo test is shifted compared with the ex vivo test where the shift
is related to the initial stress of the skin.

Most of the in vitro experiments of skin mechanical properties use tensile
method, where it is now accepted that biaxial mechanical test can better
mimic the sorts of deformation that in vivo skin experiences for the following
reasons: in vivo, skin is subjected to biaxial tensions; as the fibers in
skin are arranged in a multidirectional way, the orientation of the fibers with
respect to the load axis must be taken into account; for incompressible
or nearly incompressible materials such as skin tissue, biaxial mechanical
testing can be used to obtain the material parameters for three dimentional
constitutive models; multiaxial analysis is of obvious clinical importance to
surgeons: if the orientation of maximum extensibility is known, the excision
can be planned to optimize wound closure.

However, there exist many difficulties to perform tensile experiments on
soft biological tissues[13,14]: small specimen sizes, structural and compo-
sitional heterogeneity, and difficulty in precisely identifying material axes;
influence of different gripping techniques and difficulty in gripping with-

out causing damage; difficulty in assuring constant forces along specimen
edges; large variability between specimens, and time-dependent changes
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due to biological degradation; homogeneity of deformation within the
specimen. Additionally, compared with uniaxial test, the biaxial test has one
more axis to be controlled; and more requirements appear, which include:
the edges must be able to expand freely in the lateral direction, and in

the central target region the stress and strain states should be uniform so
that data analysis can be performed simply; the target region must be
small and located far away enough from the outer edges to avoid the effects
of specimen grips or tethers.

6.1.1 Contributions of different layers to skin mechanics

The overall mechanical behaviour of the skin is a combination of the me-
chanical behaviour of the different layers. So knowledge of the mechanical
behaviour of the different skin layers is of great importance for the compre-
hension of the overall mechanical behaviour of the skin. The relation between
the constitutive behaviour of skin and its microstructure is complex due to
the various structures found within skin.

Most studies have ignored the contribution of the different top layers of
the skin, especially the stratum corneum and assume that the behaviour
of the skin is dominated by the collagen-rich dermis, e.g. Reference [6].
It seems reasonable that biomechanical properties determined from testing
whole skin are mainly due to the dermal collagen, since similar results are
obtained from collagen tests[15]. In mammalian skins the dermis is typically
twenty times thicker than the epidermis and dominates the overall constitu-
tive behaviour[16]. Dikstein & Hartzshtark[17] observed no difference between
mechanical behaviour of skin with and without SC. The epidermis contributes
little to the skin’s resistance to stretch[18]. Silver et al.[19] also found removal
of the epidermis does not change the viscoelastic properties of skin. The
histological examination also shows that the viscoelastic properties of the
fetal rat skin was mainly caused by the dermis, and not the epidermis in
nature[20]. Although the epidermis is stiffer than the dermis, usually the
contribution of the epidermis to the mechanical properties of full thickness
skin is neglected[21]. However, during in vivo tests, it is virtually impossible
to isolate the dermis from the epidermis, thus the tests performed are also
tests of properties of epidermis, stratum corneum, and hypodermis. It can
be therefore expected that epidermis and stratum corneum have behaviour
distinct from the dermis, because these layers have a completely different
composition. However, there exists intimate connections between the var-
ious skin layers, which makes it difficult to isolate the contribution of the
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dermis to the mechanical behaviour from that of the epidermis and the sub-
cutaneous tissue[22]. Till now, little progress has been made in examining
the mechanical properties of the outer layer of skin, the stratum corneum,
despite its importance in wound healing, medicine and cosmetics. This is
due to the facts that: its thickness is very small (20∼40 μm) and thus dif-
ficult to distinguish the response of the stratum corneum to the stimulus
from that of the underlying tissue to which it is closely connected; stratum
corneum properties are highly influenced by environmental properties such
as temperature and relative humidity, both in vivo and in vitro. The avail-
able studies that focus on SC layer mechanics can be broadly divided into
two categories[23∼26]: investigations of mechanical properties in plane[27] and
out of plane[28]. Most investigations have concentrated on in plane prop-
erties where the extensional properties of in vitro SC has been measured
using techniques such as the linear extensometer[27] and dynamic mechan-
ical spectroscopy[29]. Recent investigations by Wu et al.[30] have, instead,
measured the fracture properties of SC in the direction normal to the skin
surface. Wu et al.[28] presented an in vitro mechanics approach to quantify
the mechanical behaviour of isolated human SC in a direction perpendicular
to the skin surface.

However, it can be expected that epidermis and stratum corneum have
behaviour distinct from the dermis, because these layers have a completely
different composition. The epidermis has been found to play a significant role
in determining the mechanical properties of human skin[31] and play a pre-
dominant role in skin frictional resistance[32,33]. Other authors do recognize
the influence of the stratum corneum on the overall mechanical properties of
the skin. For example, Yuan & Verma[23] measured the elastic and viscoelas-
tic properties of stratum corneum at the micron level. The elastic moduli
values obtained are on the order of 100 MPa and 10 MPa for dry and wet SC,
respectively, which are about three orders larger than that of dermis. More-
over, it can be expected that these surface layers are more sensitive with
respect to environmental changes like temperature and humidity[6]. Guibara
et al.[34] found that the skin with no stratum corneum had a different re-
sponse from the intact specimen under compression. De Rigal & Leveque[35]

measured the mechanical behaviour of stratum corneum by extending their
torsional technique as described by de Rigal et al.[36] and Agache et al.[37].
The inner disc (18 mm) and the guard ring were glued to the skin, leaving
a gap for the skin of 1 mm, 3 mm or 5 mm. They conclude that the con-
tribution of the stratum corneum on the mechanical response of the entire
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skin increases with a decreasing gap size, where the contribution of the stra-
tum corneum is approximately 80% using a 1 mm gap. Park & Baddiel[24,25]

showed that the contribution of stratum corneum depends on the relative hu-
midity: the Young’s modulus of stratum corneum decreases a 100 fold with
increasing relative humidity from 60% to 100%, and as the Young’s mod-
ulus of totally hydrated stratum corneum differs only slightly from that of
total skin. It has been shown that the stratum corneum layer could have a
strong effect on the wave propagation due to its high stiffness relative to the
dermis[38]. Pereira[14] indicated hat thickening of the stratum corneum in
some human skin diseases such as ichthyotic and xerotic disorders is respon-
sible for a marked decrease in the flexibility of that layer. All these studies
still probe SC mechanical properties on a macroscopic length scale. Wang
& Hayward[39] found that the glabrous skin in the small deformation range
appears to be much stiffer than the hairy skin, the stiffest skin being about
10 times stiffer than the softest skin. They attributed the large difference to
the different thickness of the stratum corneum layer.

6.1.2 Contributions of different constituents

Biomechanical testing of skin tissue is usually done on whole tissue. Stud-
ies of the mechanical properties of each component of the tissue, however,
are important for elucidating the connection between the functional prop-
erties and the molecular structure. From the skin structure introduced in
Chapter 2, we know that skin consists of two important mechanical compo-
nents, namely, collagen fibers and elastin fibers, which are supported by a
matrix or ground substance where polysaccharides and protein are linked to
form macromolecules with a remarkable capacity for holding water in their
domain.

The mechanical properties of skin are governed by the geometry and inter-
action of collagen and elastin networks in the dermis[40], which involves both
a viscous component associated with energy dissipation by molecular and vis-
cous sliding of collagen fibrils during alignment with the force direction[41,42]

and an elastic component associated with energy storage as a result of stretch-
ing of flexible regions in the collagen triple helix[43]. For example, Viidik et
al.[44] found that tissues composed of three-dimensional network of collagen
with identical fibers but different geometrical configurations showed differ-
ent mechanical behaviours. In skin tissue, there is also a third type of the
fiber protein, reticulin, however, it is in small amount in the derma (only
0.4 % of the fat-free dry weight) and does not play important role in the skin
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mechanical properties.[45].

It is generally accepted that during the initial, low-stiffness region where
energy and shape recovery are critical, the behaviour of the elastic fiber net-
works dominates and/or the proteoglycan matrix provides resistance to de-
formation while the collagen fibers align themselves parallel to the maximum
stretch direction while either the elastin[46,47]. Once the collagen fibers are
sufficiently aligned, collagen dominates the high strain response and further
extension of the skin requires extension of the collagen fibers, resulting in a
significant increase in skin stiffness[46].

1) Role of collagen

The results of enzymatic treatment of tissue lead to an assessment of
the relative contribution of each structural component to the mechanical
behaviour. Experimental research shows that the constitutive response of
skin is correlated to the collagen contents within the dermis.

Selective removal of the elastin fibers in dermis by elastase[48,49] does not
impair the ability of the remaining components (almost overwhelmingly col-
lagen fibers) to support and recover from stresses and elongations about as
large as those supported by the intact dermis; while enzymatic degradation
of the collagen fibers in a specimen of dermis leads to complete loss of its me-
chanical integrity[50]. Oxlund & Andreassen[51] found that collagen is mainly
responsible for the tensile strength of skin. Osborn et al.[52] found that tight-
skin mice, whose skin is stiffer than controls, have increased collagen in skin.
Several studies on animal skins have shown that the ultimate tensile strength
is higher when collagen matrix is denser[53]. Vogel[54] demonstrated that a
denser collagen matrix in human skin leads to an increase in the tangent
modulus at high strain rate and he also attributed the stiffness decreases in
old subjects to the degradation of the skin collagen network. However, Cor-
cuff et al.[55] pointed out that the change in skin thickness with aging is due
to a flattening of the collagen bundles, rather that a reduction in collagen
content, which was confirmed by the experimental results of Smith[56] and
Hall et al.[57].

The skin stiffness calculated according to volume fraction of collagen was
found different to the measured values, and Manschof & Brakkee[58,59] ex-
plained this as only a part of all fibers were involved in the straining process
in one direction; the angular distribution of the fibers, which results also in
a difference in stiffness between “along” and “across”; and the non-uniform
fiber geometry, by which only a part of all the fibers were straightened and
stretched as observed by Brown[60]. An increase in collagen crosslinking was
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found to increase the viscoelastic storage and loss moduli of guinea pig skin
under dynamic loading[61]. It is the reorientation of the collagen fibers within
these networks that allows large extensions of the tissues and is responsible for
their non-linear stress–strain curves[62]. Reorientation of collagen fibers due
to finite extension gives rise to the nonlinear load extension curve of skin[63].
The long-range extensibility of skin tissues is accommodated by significant
reorientation of their collagen fiber networks[64]. The constitutive behaviour
of skin depends upon the structure and density of the collagen fibers found
within the dermal layer[54]. Besides experimental studies, models taking into
account separate roles of collagen (in tension) has also been shown to be able
to describe the stress relaxation behaviour[65].
However, the constitutive response of skin can’t be explained solely in

terms of the constitutive properties of an individual collagen fibre. The col-
lagen fibres can be considered as elastic-plastic rods with Young’s modulus
from about 100 MPa[66] to even 1 GPa[67] in the linear region which yield
at 10% engineering strain and fail at 20% engineering strain[68]. It has been
shown that the Young’s modulus of skin is only in the order of 1 MPa at low
strains, and engineering strain in excess 1.0 maybe achieved before a specimen
of skin fails in a uniaxial tensile test. The greater flexibility of skin compared
to an individual collagen fibre is attributed to the capacity of the network
of fibres to align and straighten in the direction of an applied strain[69,70].
Consequently, at low engineering strains (< 0.3[71]) the constitutive response
of skin is dominated by the bending stiffness of the collagen fibres and the
viscous shear between the fibres and the ground substance[42,72], whilst at a
higher engineering strains (> 0.4) the constitutive response of skin is domi-
nated by tensile elastic response of the collagen fibres[41]. At high engineering
strains (> 0.6[73]) this assumption appears reasonable: the tangent modulus
of skin (ca. 20∼70 MPa[54,74]) is approximately 3%∼10 % of the Young’s
modulus of a collagen fibre, is comparable to the 10% volume fraction of the
hydrated collagen within skin[75] and the proportion of fibres that likely to
be aligned in the direction of the applied strain.

Contradictory results have also been reported. Del Prete et al.[76] studied
the correlation of skin mechanical properties with collagen content by using
three types of mice known to differ with regard to content of type I collagen
and found no obvious correspondence, which was attributed to the large
number of changes, including alterations in the composition and structure of
the skin, caused by genetic defects.
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2) Role of elastin
Elastin fibers are the second main component of the dermis (see Chapter

2). They appear to be a highly compliant material (much less stiff than
collagen) and exhibit elastic behaviour over a large strain range[77], showing
reversible strains of more than 100%[22].
With mechano-enzymatic and mechano-histological methods, it has been

observed that the elastin fibers are the first to be stretched when the skin tis-
sue is strained[41]. Their effect on the response of whole skin is thus significant
at low level of strain when the collagen fibrils are still crimped. For example,
the stress-strain curve of elastin-free human skin[49] shows that elastin sup-
ports the entire load up to strains of about 50%, at about this strain level
the slope begins to increase rapidly as collagen fibers presumably carry the
major part of the load to higher strain levels up to fracture. The similar re-
sults has also been obtained by Lanir & Fung[78] who found that at low strain
level skin has a negative thermal expansion coefficient (as in elastin) while
at higher strain level it is positive (as in collagen). The elastic modulus of
elastin has been found to be approximately 1 MPa[79], which agrees well with
the Young’s modulus of skin at low strain level. Elastin and proteoglycans
dominate the low and intermediate strain responses, and are affected by
preconditioning and PG depletion[46]. Silver et al.[19] also pointed out that
the initial portion of the stress-strain curve involves stretching of the elastic
fibers, which have an elastic constant of about 4.0 MPa and during this por-
tion, the collagen fibrils and fibers are presumably folded so that deformation
involves little collagen molecular stretching and slippage. Reihsner et al.[80]

pointed out that while collagen is the main source of strength and stiffness of
skin, elastin fibers forming a scattered delicate network between the collagen
fibers are thought to be especially responsible for the recoiling mechanism
after a stress or deformation has been applied. Oxlund et al.[71] showed that
degradation of elastin in skin by use of elastase plus soybean trypsin inhibitor
significantly increases the strain, at a given tensile load, more than would be
expected if elastin and collagen form separate interpenetrating networks that
deform in an affine way, indicating disappearance of load bearing properties
of the elastin fibers of the skin at small stress values.

However, some other researchers gave contradictory arguments. Man-
schot[66] found that there was a significant correlation between the ultimate
skin stiffness and the initial skin stiffness, which showed elastin was not rel-
evant for the (initial) stiffness. Manschof & Brakkee[58,59] and Belkoff &
Haut[81] pointed out that the elastin fibres can only make a minor contribu-
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tion to the constitutive response due to its small proportion in the dry weight
of the dermis (less than 1% of the dry weight[82]) and low modulus[83]. The
results of their model without considering elastin agreed well with their ex-
perimental results, which further confirmed their argument. Oxlund et al.[71]

argued that enzymatical treatment with buffered elastase for elastin extrac-
tion caused the skin to become more lax, to exhibit larger deformation and
loss of elastic behaviour at small stress levels, to show an increase in the
high strain stiffness, but not to affect the time scale of viscoelastic relax-
ation, based on which they suggested that Daly’s conclusion may have been
misguided.

3) Role of ground substance

The ground substance is a gel like substance containing a class of chemi-
cals including glycosaminoglycans (GAG), proteoglycans and glycoproteins.

The mechanical properties of a connective tissue are strongly correlated
with the type and amount of glycosaminoglycans[84]. This positive correlation
exists in comparing skins from different sites within an animal, in comparing
different species, and in comparing skins at various stages of development[85].
For example, in altrucial animals, there is a greater content of hyaluronic
acid, a proteoglycan functionally designed for its hydrophilic properties but
not particularly strong. In precocial animals, their more mature skins at
birth contain a greater proportion of sulfated proteoglycans (keratin sulfate),
glycosaminoglycans designed to withstand greater mechanical forces.

The ground substance has been shown to contribute mainly to the vis-
coelastic behaviour of skin[40], which slows down the mechanical processes
in the skin; this can be regarded as manifest of viscosity[45]. For example,
Oxlund & Andreassen[51] found that treatment with hyaluronidase or with
a-amylase to remove free macromolecules including hyaluronan, had no ef-
fect on the stress-strain curve of rat skin. Kronick & Sacks[86] used salt
extraction or treatment with hyaluronidase and found no influence on the
viscoelasticity of bovine reticular dermis, while using both chondroitinase
ABC together with hyaluronidase reduced the dynamic modulus of calf skin
at low strains. Vogel[87] suggested that a correlation exists between the course
of changes in the coefficients of relaxation and the content of GAG in skin.
Gillard et al.[88] noted a difference in the GAG composition of loaded and
unloaded areas of skin, where they observed increased hexuronic acid in the
loaded dermis. Based on this, they speculated that dermatan sulphate may
be more associated with tensile mechanisms whereas hyaluronic acid may
relate to hydroelastic systems. Haut[68] further showed that the sensitivity
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of tensile strength to strain rate and the GAG content of dorsal rat skin
decrease with age during maturation of the animal. It has been indicated
that the ground substance probably plays a major role when the tissue is
under compression[89]. Veronda & Westmann[63] observed both increase and
decrease in volume of skin tissue during uniaxial tensile loading: at a certain
stress level, the strained fibers collapse the oil glands of the dermis and cause
exuding of oil. The ground substance then occupies the voids which were
previously filled oil ducts, which causes the dermal fibers to return to a new
neutral position upon unloading and induces the inelastic character of skin.

The similar results have also been reported for other collageneous tissues:
the viscoelastic behaviour of soft tissues has been associated with the shear
interaction of collagen with the matrix of proteoglycans[90] and it has been
shown that the removal of ground substance in tendon, aorta and ligamentum
nuchae induced a decrease in stress level, stiffness, relaxation hysteresis and
other time-dependent effects[91].

6.2 In V ivo Measurements

6.2.1 Measuring methods

The most frequently used techniques in the in vivo characterization of
skin mechanical properties are tensile, indentation, torsion, suction tests and
wave propagation, each of which tests makes use of a specific approach related
to the type of stress applied[92].
1) Tensile
In vivo tensile test of skin mechanical properties is the most often used

method where load parallel to the skin surface is applied. The most popular
instrument using this method is extensometer. The tensile test has been
the subject of numerous studies[93,94], and from it, different models based
on empirical formulations have been proposed to account for the mechanical
behaviour of human skin[95,96]. For example, through the use of in vivo tensile
creep test, Jamison et al.[97] shown that skin tissue (guinea pig skin and
chamois skin) can be considered as viscoelastic materials. They measured the
deformation of the soft tissues by the combination of a scaled grid attached
to a fixed grip and a pointer fastened to the movable grip, while time was
recorded by photographing a stop watch and the two grips with a movie
camera. From the results, they developed a viscoelastic model.

2) Compression
Which use the most often testing method is mechanics to investigate the

mechanical behaviour of skin under compression. Plenty of works have been
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done by former researchers[98].

The most important thing that needs to pay attention here is the friction
between the clamper and the sample. Sometimes it is so big that the data is
greatly influenced. What researchers do most frequently to this problem is
smearing some lubrication on the interface of the sample and clamper. The
choice of the lubricate shall be: first, lubricity enough so that the friction
there is small enough, which will show little influence on the data. Second,
the lubricate can not have any influence on the morphology and functionality
stability of skin. John et al.[99] did a lot of wok at this. He use the univer-
sal micro-mechanical testing machine (model match-I, biosyntech, Montreal,
Canada) with a high resolution of displacement and load cell. A traditional
composite material mechanics was used to draw the mechanical behaviour of
different layer of skin.

The dynamic compressive performance of skin is also performed by[100]

to see the energy absorption ability with focusing on the disasters that hap-
pens during the cars crash or other accidents happens in the operation. A
SHPB method is used here to investigate the rate dependence of the dynamic
response of skin.

However another method is also used here which glue the sample to the
platen of the machine. Esra Roan et al.[101] performed an experiment called
no-slip method who first ignore the friction and later a comparison was given
with the one without friction with a maximum error of 50%.

3) Indentation

Indentation uses the application of a negative trust through a disc or point
(for example a plane ended cylinder, a cone shaped tip or a sphere) glued to
the skin and apply a specific force or deformation to the skin[102∼105]. This
method is one of the simplest and easiest to perform, and has been used
in clinical medicine as a diagnostic tool to test for changes in mechanical
response seen in many skin diseases.

Dikstein & Hartzshtark[17] used in vivo low-pressure indentometry (100∼
1000 Pa) on 0.2 cm2 human forehead skin to evaluate the influence of the
stratum corneum on the measured amount of indentation deformation. They
measured on moisturized skin, on skin after removal of stratum corneum by
stripping, on control samples, and on skin treated with enzyme injections,
which effect the dermis composition. Bader & Bowker[102] used a plane-ended
indenter to study mechanical behaviour of skin and underlying tissue, where
a constant load was applied for two minutes, then the load was removed and
the tissue was allowed to recover for two minutes. 11.7 kPa was applied
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through a 20 mm diameter indenter at the forearm, and 7.0 kPa was applied
through a 40 mm indenter to the thigh. Like in the torsion experiment, skin
shows immediate deformation after load application, creep, partial immediate
recovery and a long term recovery. At reapplication of load, a similar pattern
is found, but all deformations are smaller. Zheng & Mak[104] developed an
ultrasound indentation system to study mechanical properties of soft tissues.
They combined a load cell (10 N ranges) and an ultrasound transducer (0.25-
inch diameter, 5 MHz), which was simultaneously used as an indenter, in
a pen-size, hand-held probe. Several ultrasound probes could be combined
with the load cell. With this apparatus deformations of different tissue layers
could be measured in real time with an accuracy of 0.02 mm and 10 ns. The
system was validated by combining the results of test on porcine tissue using
the newly developed probe and a Hounsfield material testing machine. A
quasi-linear viscoelastic model was employed to characterize porcine tissue.

But it is hard to get an exact model to describe the mechanical behaviour
of skin. Besides in the indentation test of skin, the postulate is skin is regard
as a membrane which regardless of the influence of soft tissue under skin.
And the use of the parameter that derive from the model still need some
improvement.

4) Suction

Suction applies a negative pressure to the skin (usually in the range of
50∼500 mbar) via a circular aperture in a measuring probe and measure the
corresponding skin elevation with an optical or ultrasound methods[106∼109].
Alexander et al.[106] reported results on the mechanical properties of skin
in vivo using a racetrack-shaped suction cup, where a one-dimensional pre-
tension device consisting of two pads with strain gauges mounted on can-
tilever legs to determine the natural tension in the skin and the anisotropy.
With the pretension device still in place, removing the natural tension from
the skin, the suction cup was deployed between the two pads, where the
pressure inside the cup was decreased at a constant rate down to a typical
value (7.5 kPa). The pressure and the central deflection of the skin were
continuously measured. Their results demonstrated that a uniform strain
field on the skin in the central part of the cup (between the parallel sides)
can be achieved. With the suction method, two different commercial instru-
ments have been developed, the Dermaflex and the Cutometer, both using
an optical system.

5) Torsion

Torsion applies a torque to the skin by attaching a guard ring and an
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intermediary disc to skin surface[110∼113], which has two advantages[113]: hy-
podermis and underlying tissues have not effect the measurements and the
anisotropic character of the skin is minimized. For example, Agache et al.[37]

applied a torque of 28.6× 10−3 N·m for 2 minutes to the dorsal forearm skin
by using a 25 mm diameter disc surrounded by a 35 mm diameter guard
ring fixed to the skin by double adhesive tape, where a pressure of 12.6 kPa
is applied to the disc to assure constant skin contact. The applied torque
resulted in a rotation of 2◦ ∼ 6◦ and Young’s moduli are evaluated for the
linear part of the stress-strain curve. They claim that the resistance of the
hypodermal connections is practically negligible, as the skin is readily mov-
able over underlying muscle. Using a guard ring with inner diameter 24 mm
and central disc with diameter 18 mm, Escoffier et al.[113] applied different
torques in the range of 2.3× 10−3 ∼ 10.4× 10−3 N·m for 60 seconds on the
ventral forearm, which resulted in an immediate deformation, followed by a
time dependent increase (the viscous part). Release of the torque leads to
an immediate decrease in deformation (immediate recovery) followed by a
very slow recovery to the initial state. Grebenyuk & Uten’kin[114] applied a
constant torque to various anatomical sites on 12 year old children for several
seconds, resulting in 7◦ ∼ 10◦ rotation, causing no wrinkles.

6) Wave propagation
Wave propagation is a method where a low frequency elastic surface wave

is applied and the surface wave speed is measured[115]. Vexler et al.[116]

pointed out most of the above methods deform transiently the fibers network
of the skin and therefore affect the readings; those based on suction are
limited in the range of viscoelasticity that they can evaluate; and they cannot
evaluate anisotropy of the skin. The principles of wave study lies on the
dynamic mechanics of viscous solid. With a periodic force with a constant
frequency of force or displacement, there will be a consequent reaction of
displacement or stress of the skin. A difference between the force/displace
and the resultant displacement/force with be figure out. According to the
difference, the existing model of skin can be tested and tell which one is the
most proper one that fit the result best.

6.2.2 In vivo skin testing devices

Till now, many different types of devices have been developed and used
to perform the above-mentioned in vivo test of skin mechanical behaviour.
The measurement systems differ in the type of deformation and how stress
is applied to skin, such as tension, torsion, suction, indentation, elastog-



118 Chapter 6 Skin Biomechanics Experiments: Measurement. . .

raphy, wave propagation, etc. Some of the devices are even commercially
available, where some of the basic devices used to study skin in vivo proper-
ties include the Cutometer r©, the Dermaflex A r©, the “echorheometer,” Gas-
bearing electrodynamometer and linear skin rheometer, the extensometers,
the Durometer r©, the microindentometer, and the Dermal Torque Meter r©,
and the ballistometer. There are several extended overview[4,125,194,195] on
this topic.

6.3 In V itro Measurements

In vitro tests typically involve removing animal or dead human skin. The
most obvious advantage of in vitro testing on the skin is the relatively eas-
iness in setting the cross-section of the sample, boundary conditions, and
direction of loading in advance, where classical testing methods can be used
(i.e. tension or compression tests using Instron testing machine). Another
advantage of in vitro testing on the skin is the possibility to separate the
skin layers. However, it is not clear what the effect is of this disruption on
the mechanical properties of the individual skin layers. A third advantage
is the possibility to perform tests for strength, time-dependent values, and
non-time-dependent values.

Most tissue experiments conducted in the past have been in vitro studies
and the experimental data has been collected from the excised and shaped
tissue samples. In this section, in vitro methodology for experimentally char-
acterizing the skin mechanical properties is presents.

6.3.1 Measuring methods

Numerous in vitro experiments have been performed to characterize the
mechanical behaviour of skin tissue in the past. Several devices for uniaxial
and biaxial mechanical properties evaluation of skin tissue under nonsterile
conditions have been described. An overview can be found in Lanir[117],
Marks[15] and Wilkes et al.[21].
1) Uniaxial tests
The uniaxial test[118∼120] has probably been the most commonly used

technique in research on the mechanical properties of skin. These are simple
to use and are well suited for measurements of directional mechanical effects.
Many of the uniaxial tests use Instron testing machine[120]. Besides commer-
cial equipments, custom designed devices have also been used. For example,
Vogel & Papanicolaou[121] presented a system for constant creep testing and
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Arbogast et al.[122] presented a high-frequency shear device for testing soft
biological tissue.

Uniaxial tests are relatively easy to perform and interpret, and have also
provided a lot results for the understating of skin mechanical behaviour, how-
ever, it cannot provide a unique description of the tissue’s three-dimensional
constitutive properties. While the general three-dimensional constitutive
properties also cannot be deduced from biaxial data alone, in some cases
they can be inferred when biaxial data are combined with those from an-
other type of test such as torsion or shear. Thus, biaxial tests are a step
towards a full description of the constitutive properties of tissue.

2) Biaxial Tests

Compared with uniaxial testing, biaxial mechanical testing has several
advantages: in vivo, skin tissue is loaded biaxially; as the fibers in
skin tissue are multi-directional, the orientation of the fibers with respect
to the load axis must be taken into account; for incompressible or nearly
incompressible materials, biaxial mechanical testing can be used to obtain the
material parameters for 3-D constitutive models; pursuit of a multiaxial
analysis is of clinical importance to surgeons for if the orientation of maximum
extensibility is known, the excision can be planned to optimize wound closure;
uniaxial test can also be performed with a biaxial testing system by loading

in only one direction.

Several devices to apply in-plane loads in two orthogonal directions have
been developed[123∼125], where Lanir & Fung[123] were the first to apply bi-
axial testing to skin. Lanir & Fung[123] developed a biaxial rig set-up that
could measure several mechanical properties in a square shaped soft tissues,
as shown in Figure 6.1. The sample was placed in a chemical bath, each side
connected with hooks to several silk threads, which were then connected to
a force transducer, a pulley system and a displacement motor at the other
end. With this set-up, a variety of different loadings to the tissue sample
have been achieved: the stress-strain relationship was measured by changing
the displacement on one axis while maintaining a constant displacement on
the other, or by dynamically changing the displacement on both axes simul-
taneously; stress relaxation was measured as the rate of change in force after
a rapid increase in displacement, while creep was measured as the rate of
change in displacement when a constant force was applied. In this rig, a
loading speed up to 6.0 mm/s can be achieved and effect of the temperature
can also be measured. Lanir & Fung[123] performed a number of experiments
on in vitro rabbit skin, from which Tong & Fung’s model[126] was derived.
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Schneider et al.[127] used the biaxial rig developed by Lanir & Fung to perform
a study on in vitro human skin.

Figure 6.1 The biaxial rig setup of Lanir & Fung[123] (by permission of Elsevier)

Most of later biaxial systems are based on the system of Lanir & Fung[123].
For example, Thubrikar & Eppink[128] presented a system for biaxial bending
and shearing method. Hung & Williams[129] presented a system where equi-
biaxial and uniform strains can be achieved. Mitchell et al.[130] presented a
biaxial device which can be used to apply user-specified strains to soft tissue
such as skin. Sanders et al.[131] presented a system which can be used to
applied controlled compressive and shear load to skin surface.

More recently, multiaxial systems have also been developed. Reihsner &
Menzel[124] presented a similar system with that of Lanir & Fung[123] but for
circular sample with 12 axes, where twelve step motors with strain gauges are
in a circular arrangement and loadings can be imposed on the tissue sample
along six different axes, as shown in Figure 6.2. With this system, Reih-
sner & Menzel[124] investigated the mechanical properties of in vitro human
skin at sixteen different locations on five human cadavers of different ages.
Kvistedal[132] extended this design to a multiaxial testing rig with sixteen
displacement actuators, each equipped with a force transducer, arranged in
a circular array. This allowed a variety of strain states to be imposed on the
tissue along eight different axes[133].
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Figure 6.2 The multiaxial rig setup[80] (by permission of Elsevier)

6.3.2 Mechanical measurement

1) Force measurement
Square samples with multiple attachments on each edge is generally con-

nected to motor arm and loading is applied by using electric motors with
gears[125] or stepper motors[134]. Besides the generally used measurement by
load cell, other advanced methods have also been used to measure force, such
as atomic force microscope[23].

2) Displacement and strain measurement
As for the measurement of strain, two fundamental approaches have been

used in previous biomechanical studies on isolated soft biological tissue: di-
rect contact systems and optical systems[135]. Direct contact systems involve
attaching a transducer to the tissue during a mechanical test. Commonly
used displacement transducers include extensometers, liquid metal strain
gauges, and Hall effect strain gauges[136].
Saint-Venant effect, stating that strain measurements based on the grip-

to-grip displacement may grossly overestimate the specimen, has been ob-
served in uniaxial connective tissue samples[137,138], which suggests measure-
ment of strains should be made at the local of sample centre. For example,
for a tissue sample with aspect ratio of 8 : 1, Saint Venant’s principle implies
that end effects fall to 1% of their values at the grips within one strip width
distance from the grip edges along the sample axis and so the strain field in
the center of these samples should be uniform. However, Wright et al.[139]

pointed out that for soft tissues Saint Venant’s principle is not strictly appli-
cable and end effects may extend further into the sample and so the strain
field at the center may in fact have been less uniform than intended. Since
Saint-Venant effect depends significantly on the material axes orientation[140]

and skin tissue is of high anisotropy, optical measurement of strain is pre-
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ferred. Another advantage of optical systems is that the loading response of
the specimen is virtually unaffected because, except for the markers, nothing
comes in contact with the specimen.

Direct contact systems (displacement transducers)

Direct contact systems involve attaching a transducer to the tissue during
a mechanical test. Commonly used displacement transducers include exten-
someters, liquid metal strain gauges, and Hall effect strain gauges[136]. But
this kind of measuring method has an instinct flaw: additional stiffness will
be appended to the result, which makes skin seem a little stiffer.

Optical strain measurement systems

Because of the non-contact convenience of optical measurement method
more and more test rig use this method to perform the experiment. Basi-
cally there are two methods to perform the optical test: one is based on the
markers movement analysis, where markers with a small radius are arranged
in a square grid that has a regular shape. Another method is based on the
comparison of two figures that recorded before and after the deformation, say
image correlation method (ICM).

Optical strain measurement systems in various forms have been used by
many investigators, where markers are affixed on the tissue surface and the
strains are inferred by comparing the displacements of the marker directly
measured using a camera with the initial reference image. Till now, many
different kinds of optical methods have been used and one of the most used is
the video dimensional analyzer (VDA)[141]. Although VDA has been widely
used due to its simplicity and easiness to apply, it has many drawbacks[142],
such as only one dimensional strains can be measured, strains are averaged
over the distance between the parallel markers, and the frequency response
is low. Other methods include stereomicroscope-dial indicator method[143],
low speed photography[137], light board[144], high-speed, high-resolution video
digitizing system[145].

Derwin et al.[135] pointed out that most of above methods have drawbacks
due to the radial distortion and a geometrically decentered optical center.
They advised to utilize a higher lensf-stop by adjusting lighting and thus
increase the depth of field for non-idealized experimental tests where the
surface of the tissue is not perfectly smooth. Finite element method is then
used to calculate the plane strain tensor at any point inside the element.

The effect of marker size has been studied by Smutz et al.[136], who found
that both the static and dynamic errors were independent of marker size for
loading rates smaller that 50% of the camera field of view (CFV) per second



6.3 In Vitro Measurements 123

while the marker size did have an affect on the dynamic error for loading
rates greater than 50% of CFV per second.

6.3.3 Effect of different factors on measurements

1) Effect of boundary conditions
In the biaxial testing the edges must be able to expand freely in the lateral

direction, and in the central target region the stress and strain states should
be uniform so that data analysis can be performed simply; the target region
must be small and located far away enough from the outer edges to avoid
the effects of specimen grips or tethers[13]. Besides, the high compliance of
skin made it difficult to mount samples in the testing machine without taking
special precautions[146]. It is thus imaginable that the sample geometry of soft
connective tissue and the method of gripping the sample edges have profound
effects on any measured mechanical properties since they directly influence
how the load is transferred to the underlying fibrous network[147∼150]. The
most used gripping methods are clamp griping and suture griping, as shown
in Figure 6.3.

Figure 6.3 Different holding methods

Clamp
Numerous designs of pure mechanical clamps have been developed, such

as flat-surfaced clamps, where the free ends of tissue were air-dried be-
fore fastening[68], jaws with high-friction surfaces[151∼153], sand paper[154],
glue the skin end to two plexiglass plate[155], and more recently cryogenic
holder[147]. Clamping methodology can be improved by methods such as in-
creasing the clamped area of the connective tissue[156], using two concentric
cones[157], using a layer of Neoprene rubber or glue[158].
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However, classical grips which apply a pressure on the sample ends lead to
a slippage of the sample if the pressure is too low, or damage of the sample
near the grips if the pressure is too high[147]. Gluing the samples to the
grip can be successfully done for very thin samples. However, if samples are
too thick there is shear between the fixed sample sides and the sample core,
giving a complex pattern of strain in this region[159] and the inner fibers of the
sample are less strained than the fibers at the surface. Despite the reduced
slippage or failure of connective tissue at the clamping site, a non-uniform
loading pattern may occur, with uneven fiber recruitment of the tissue under
tension[160] and the constraint on the extracellular fibers at the bounds of
the sample is induced[149], which will result in low measurement precision
and non-repeatability[146].

Suture

Due to the drawbacks of clamping described above, many researches have
used suture[161], where a specimen is attached to loading assemblies by several
continuous loops of medical suture per edge since using thin threads allows
the free expanding of sample edges in the lateral direction[13], as shown in
Figure 6.3. However, suturing sample edges might result in a discontinuous
load transfer to the underlying fibrous network since only discrete groups of
fibers within the vicinity of the suture attachment point are loaded[149].

Waldman & Lee[149] compared the dynamic biaxial mechanical response
of soft biological tissue samples under suturing and clamping under the same
conditions. It was found that the tissue samples appeared to be stiffer and less
extensible when mechanically tested with clamped sample edges, as opposed
to when tested with sutured sample edges; and suture attachment methods
demonstrated minimal boundary effects where four suture attachments are
sufficient to obtain uniform stress field in biaxial testing. The same results
have also been obtained by Sun et al.[140], who found that there were strong
boundary effects with the clamped methods, which resulted in the fact that
the inner region was not fully loaded and therefore not fully stretched and
makes the tissue appear to be substantially stiffer.

2) Effect of sample size and geometry

Nilsson[153] studied the influence of sample size of abdominal wall tissue
from rabbits on its mechanical behaviour and found that the mechanical char-
acteristics of specimens, when the width was kept constant, depended upon
the fiber orientation in the specimens and the length of the specimens while
width has no effects. The difference between the mechanical characteristics of
short and long specimens was explained as that the short specimens contain
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relatively more fibers running all the way through the specimen from clamp
to clamp than do the long specimens. The similar sample length effect has
also been observed in other soft tissue such as tendon[162].

As for biaxial testing, different sample geometries have been adopted,
such as square specimen[123], circular specimen[163], cruciform specimen[164].
Waldman & Lee[148] studied the effect of the sample arms length for cruci-
form specimen, and found that as the length of the sample arms are reduced,
an apparent increase in stiffness and decrease in extensibility of the mate-
rial sample will occur presumably due to an increasing proportion of colla-
gen fibers that fully extend between the grips. They then pointed out that
samples should be created to ensure that the majority of the extracellular
reinforcing fibers are effectively contained with the grips.

3) Effect of preconditioning

Viscoelasticity is readily evident in many soft tissues, where there is en-
ergy dissipation, or hysteresis, between the loading and unloading of the
tissue during mechanical tests. It has also been shown that in the initial
cycles of a cyclic test on soft tissue, the stress strain curve forms hysteresis
loops, which continually decrease and then stabilize. This period, leading to
repeatability of the stress-strain curve, is called preconditioning. Generally,
the natural state of soft tissue is difficult to obtain, which can be used as
a reference state. Thus the soft tissue has to be preconditioned in order to
obtain repeatable measurements. Preconditioning has been observed in skin
tissue both in vitro and in vivo[165∼169].

If skin has uniaxial tension applied in vitro, there may be a progressive
decrease in the total volume of the stretched specimen when fluid is physi-
cally extruded from the specimen[166]. Initially, as tension is applied to skin,
a small load results in extension, but this phase is followed by a phase in
which much greater loads are required for similar extensions[170]. In vitro,
preconditioning was found to be recoverable upon rest, with time constant
of the order of several hours. Fung[167] found that successive cyclic uniaxial
tests of tissue yield unequal results which converge as the number of cycle
increases and one way to ensure repeatability of results is to precondition
the tissue by carrying out a test procedure several times until the results
converge. Lanir & Fung[123] found that the descending curve of biaxial tests
does not terminate in the origin and a preconditioned specimen will return
to the original dimensions only after a long period of relaxation. Lanir &
Fung[78] found that the effects of preconditioning are reversible if no damage
has been caused. Recovery of both initial configuration and initial response
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will occur provided the specimen has not contracted in any planar direction.
Vogel & Denkel[168] studied the mechanical behaviour of rat skin in repeated
straining and found that only the skin in vivo reached a full recovery after
cyclic straining; the skin in vitro could not recover to its “natural” state
after bring strained. This finding further supported Fung’s preconditioning
theory. Lanir[117] found that the preconditioning caused a parallel increase
of gauge length in uniaxial tests and configurational changes in biaxial tests.
Nicolpoulos et al.[119] found that precondition significantly reduced the frac-
ture energy of stratum corneum. Edsberg et al.[169] found that static pressure
alone altered the tissue’s mechanical properties more than dynamic pressure
cycles. Tissue subjected to pressure prior to uniaxial tensile testing always
was less stiff than control tissue, which was maybe due to the damage to the
initially randomly oriented tissue collagen fiber bundles in the fibrous matrix
caused by sustained compression. Eshel & Lanir[46] studied the effects of the
preconditioning on the stress/strain relationship using rat dorsal skin and
found that the maximum stress at each cycle decreases with cycle number up
to a steady state after several cycles and the preconditioning is strain specific,
which means a new process of preconditioning is needed if the strain level is
different from that for the previous preconditioning.

Most of these studies have been conducted in tension[169] and few studies
have been conducted for the effect of preconditioning behaviour of skin in
compression. Compared to the preconditioning of the skin in tension, in
which the samples are typically preconditioned by loading/unloading for more
than 20 cycles skin samples in compression need fewer loading/unloading
cycles for preconditioning[171]: Wu et al.[172] found that skin samples should
also be preconditioned in compressive tests to achieve repeatable mechanical
behaviour and skin samples reach a repeatable “steady-state” after 3-4 cycles
of compressive loading, despite of the loading rate and loading configurations
(confined or unconfined).

Although preconditioning has been routinely applied in soft tissue tests,
the exact mechanism that is responsible for the improved replicability re-
mains unclear[171]. This can be indicated by the fact that there is no a con-
sistent preconditioning protocol for mechanical testing of skin tissue, even
for soft tissues[166]: published studies report a wide range of cycles of load-
ing depending on the particular tissue type and mode of deformation. From
a microstructural point-of-view, tensile preconditioning serves to orient the
originally randomly distributed collagen fibers to a more straight and uniform
pattern such that their mechanical properties become more repeatable[173],
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which can be indicated by the fact that there is a qualitative consistence
on the effects of preconditioning of stretch controlled uniaxial tension tests
where the stress-strain response is shifted to the right[173]; in compression,
preconditioning does not significantly affect the orientation of the collagen
fibers, rather, it improves the contact conditions between the sample and the
compression platens or chamber walls[172].

However, preconditioning is frequently not used for in vivo analysis, in
order to represent the biomechanical properties of the tissue as would be
experienced during injury or clinical intervention; for example, in vivo tests
on skin are frequently performed in the absence of preconditioning[174]. In
vitro tests have also been performed in the absence of cyclic preconditioning,
allowing for full relaxation between tests or quasi-static loading[175], or for
when the noncyclic, viscoelastic response is desired[176].

6.4 Influence of Different Factors

6.4.1 Directional effects of skin

It is well-recognised that the collagen fibers in skin have a preferred ori-
entation, known as Langer lines1)[177∼179], due to pre-tension in the skin.
Previous works have addressed the directional effects of skin and found the
orientation of the fibers plays a dominant role and therefore the strength
is different in different directions. In general, the strength is greater in the
direction parallel to the backbone than in the direction perpendicular to it.
Some of these effects are strongly correlated with the Langer’s lines[179] while
some others are related to the body geometry.

Kenedi et al.[178] showed that the mechanical properties of skin are largely
dependent on the spatial arrangement of collagen and elastin fibers in the
dermis. Gibson et al.[94] observed a directional variation in the extensibility
of human skin is found on uniaxial loading in the plane of the skin, where the
direction of maximum extensibility of the skin is at right angles to Langer’s
Lines, substantiating the hypothesis that Langer’s Lines represent a preferred
orientation of the fibers within the dermis. Daly[3] reported that a skin

1) Langer’s lines, sometimes called cleavage lines, is a term used to define the direction

within the human skin along which the skin has the least flexibility. These lines correspond

to the alignment of collagen fibers within the dermis. They were first given detailed

attention in 1861 by Austrian anatomist Karl Langer (1819∼1887) in his study “On the
Anatomy and Physiology of the Skin”. Langer argued that the physiological basis for his

lines was the directional orientation of the collagen fibres in the dermis. Later studies have

proved that both collagen and elastin fibres are predominantly arranged in the direction

of the Langer lines.
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specimen taken from the abdomen along to the cranio-caudal axis could be
stretched longer than one taken perpendicularly. Manschot & Brakkee[58,59]

and others[123] report higher stiffness in the lateral direction than in the
longitudinal direction. It was found that stiffness for the lateral specimens is
greater compared with that for longitudinal specimens[81].
It was found tensile failure tended to be slightly greater for circumfer-

ential specimens than longitudinal ones and the ultimate tensile strength of
skin is higher when the stress is applied in the direction of maximum fibres
alignment[180]. However, Vogel & Hilgner[181] found the ultimate load, tensile
strength and ultimate modulus of elasticity of rat skin in vitro were identical
regardless of whether the samples were taken perpendicularly or longitudi-
nally to the body axis. In contrast to this, ultimate strain showed a significant
difference, being 35% higher for specimens oriented transversely versus longi-
tudinally to the spine. Aging process had more influence on the failure strain
perpendicular to the body axis than those parallel to body axis[182]. Pereira
et al.[183] also found no significant differences of toughness between the hu-
man dorsal skin in the longitudinal and circumferential directions, neither
between the palmar skin across creases and parallel to the creases.

However, most of early measurement of skin mechanics does not capture
the orthotropic constitutive response of skin arising from the preferential
alignment of the collagen fibers in the dermal layer[184], although experimen-
tal investigations have revealed the orthotropic constitutive response of skin
tissue[185]. These collagen fibers are aligned in the direction of maximum skin
tension, thereby defining the Langer’s lines. Consequently, the onset of strain
hardening begins at lower strains when the skin is stretched in vivo parallel
to the direction of maximum skin tension, compared with stretching perpen-
dicular to the direction of maximum skin tension[186]. When a skin sample
is excised from the body, the sample contracts, but the preferential align-
ment of the fibers is retained, and the skin’s constitutive response remains
orthotropic[80].

6.4.2 Influence of aging

The aging of the skin is the consequence of the way of life and many fac-
tors influence skin aging, including solar radiation, infective micro-organisms,
gravitational forces, electromagnetic fields, psychological stressors, cigarette
smoke, etc[187]. A typical change of skin structure with ageing is its thickness,
where the thickness of skin has been found to decrease with age[188,189], al-
though no correlation between skin thickness and age have also been observed
in other studies[113].
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Changes in the mechanical properties of skin versus age have been ex-
tensively studied by scientists with physical methods in the last decade[190].
With the increase of age, it has been experimentally observed that there was
increase of stiffness and decrease of elasticity of skin tissue[191∼195]. For ex-
ample, Vogel[87] reported an increase in lateral tangent modulus of rat skin
from 17 MPa at 1 month to 38 MPa at 4 months whereas the tangent mod-
uli of lateral specimens increased form 14 MPa at 1 month to 36 MPa at 4
months. Silver et al.[191] found that the initial slope of the elastic stress-strain
curve for young dermis (23-year-old) and old dermis (87-year-old) decreases
from 2.10 to 0.60 at strain rate of 10%/min and from 4.30 to 1.08 MPa at
strain rate of 1000%/min while at high strains the elastic slope increases from
41.0 to 45.0 MPa for young dermis and decreases from 15.0 to 7.31 MPa for
old dermis. The same result of increase of stiffness with age has also been
obtained by the lateral stiffness parameter in the model of Belkoff & Haut[81],
who found a similar correlation for lateral specimens, however, for longitu-
dinal specimens, a correlation between tangent modulus and model stiffness
and insoluble collagen content was not as strong.

However, it was also reported that aging has no influence on the mechan-
ical response of skin tissue at high strain state[106], while Vogel[182] found
stress and moduli of elasticity at low strain were decreased by maturation
and increased by senescence, exactly the opposite of the changes at high
strain. The stiffness of the final region is more or less independent of age[165].
Hashmi & Malone-Lee[195] found that the elastic behaviour of the skin from
the plantar aspect of the third metatarsophalangeal joint did not alter with
age[195], and similar results have also been reported for plantar and palmar
skin[196]. Hashmi & Malone-Lee[195] pointed out that it is possible that the
external mechanical stresses may affect the nature of the skin, such that any
age-related changes become masked.

Besides, decrease in the stiffness of skin with age was also reported[197],
which is in contradiction to other work. Sanders[112] found that the elastic
component of the extensibility of the human skin in vivo under torsional
conditions increases with age between 6 and 61 years. Pugliese & Potts[197]

observed a decrease in stiffness with age until the 50 years, after which stiff-
ness began to increase. This contradiction may be due to the non-delimited
area of skin undergoing torsion which results in more influence from the mo-
bility of the underlying tissue[108].
The viscoelastic properties of skin also varied with age. Sanders[112] the

viscoelastic and plastic components of the extensibility of the human skin
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in vivo under torsional conditions are constant up to an age of forty and
then increase a little at higher ages. Relaxation was shown to decrease dur-
ing both maturation and aging[87]. There was a diminished elasticity and
stretchability after the age of 30 in the range of 3 to 89 years old, associated
with an increase in the viscoelastic component whereas the Young’s modu-
lus doubled with age[37]. Vogel[198] found viscoelastic properties were barely
influenced by the aging process. The viscous part of the deformation was
constant through life, whereas the creep relaxation time decreased linearly
with age[113]. Vexler et al.[116] found no significant age-dependent changes in
both viscoelasticity and anisotropy of the forearm skin for both males and fe-
males, but the viscoelasticity of the breasts skin was found to decrease with
age when this parameter was measured horizontally but not vertically. It
has also reported that there is no variation of plasticity of skin tissue with
ageing[192]. Silver et al.[191] reported a decrease of the initial slope of the
viscous stress-strain curve with age.

The tensile strength also varies with age[199], and this may well be due
to variation in the collagen component of the skin[200]. For example, Fry
et al.[201] found the tensile strength calculated per unit cross-sectional area
of collagen increased with age in rat of 3∼85 weeks old, with the maximal
value in the oldest group being about three times that in the youngest. The
quantity present per unit area of surface also increased with age. The to-
tal “surface mechanical resistance” obtained by multiplying collagen per unit
area of skin and tensile strength rose continuously about twenty-fold between
the youngest to oldest of the groups. Extensibility was found to fall with age,
the range being about eighty fold. Vogel & Hilgner[202] found that the first
and second moduli of elasticity of rat skin showed a minimum at an age of 2
months, whereas the ultimate elasticity modules increased with maturation
up to a maximum at 12 months followed by a decrease similar to that ob-
served in tensile strength at an age of 24 months. Vogel[182] found that the
time for break of rat skin under constant load rose continuously with aging,
whereas ultimate extension rate showed a sharp fall during maturation and a
slow decrease during senescence. Haut[203] found that failure strain increased
slightly with age in the orientation perpendicularly to the spine, which re-
flected that of individual bundles of collagen fibrils; and decreased continually
with age in longitudinal direction, which reflected more the changes in dimen-
sion or compactness of the collagen fiber network and/or properties of the
ground substance matrix. The tensile strength of skin tissue increased during
maturation and started decreasing above an optimum level[87].

It has been reported that skin fatiguability increased with ageing[192].
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Natural stress was found to increase until maturity and then rapidly
decrease[108]. Aging has been found to be an important factor affecting the
pressure-duration relationship.

The age-related dependence of skin biomechanical behaviour have been
generally attributed to three factors[80], as described below.

(1) The first factor is the increased crosslinking of collagen fibers.
Vogel[182] pointed out that the change of most of the mechanical parame-
ters at high strain during maturation may be explained by an increase of
cross-linking of collagen. Grahame & Holt[74] found a slight increase in the
modulus of elasticity at higher ages, which was attributed to the increase
of cross-linkages between peptide chains of the collagenous network by the
authors mention. The model of Bischoff et al.[204] indicated that collagen
network density increases and fiber free length decreases as rat skin ages.
Collagen fibers are observed to be more compact with increased age and
appear to unravel[188].

(2) The second factor is the degradation of the elastin and collagen net-
work of the dermis and subcutaneous tissue[205]. For example, Daly &
Odland[1] attributed the lost of skin elasticity at low stress level to a grad-
ual destruction of the elastin network with age. Silver et al.[191] attributed
the decrease in the elastic spring constant with increased age observed to
the disruption of the elastic fibers and loss of α-helical structure. Fibers in
the upper dermis are markedly modified, thinned and/or fractionated with
age[206]. Elastic fibers from skin from older individuals appear to fray and
contain holes[188]. Sanders[112] ascribed their observed loss of skin elasticity
to the fraying and fragmentation of elastic fibers at advancing age. By di-
viding the moduli found by the volume fraction (0.01) of the elastic fibers in
human skin[75], Sanders[112] found the moduli of elasticity of the elastic fibers
in the living skin were between about 2 MPa and 10 MPa, which was found
to agree well with the value 5 MPa for pure elastic tissue[75]. The less elastic
and less extensible properties in aged skin may be related to the existence
of a region in the upper dermis of aged persons, where collagen and elastin
are less dense and only present under thinner layers, compared to the upper
dermis of a young person[194]. Collagen concentration in the skin of rats in-
creases up to 6 months of age, after which it decreases whereas the type III
collagen content decreases from 33% (2 weeks) to 18.6% at 1 year[207]. Col-
lagen volume fractions of skin decreased from 16.6% and 9.6% from young
skin to old skin[191]. Reihsner et al.[80] pointed out that the biomechanical
effect is due to a gradual destruction of the elastin network with age and not
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necessarily to a destruction of the elastin itself.
(3) The third factor is age-dependent changes in the ground substance,

where proteoglycan, and water content, as well as blood supply, have all
been shown to decrease with age, which alter mainly the viscoelastic proper-
ties[55]. The GAG content is reported to decrease with respect to the amount
of protein with increased age[208]. Aged skin has a lower water content than
the skin of younger men[209].

6.4.3 Regional variations

Since skin in different parts of body play different roles, thus it can be
imaged that there exist large difference in structure, which will results in
the difference of mechanical behaviours. Malm[210] and Pierard-Franchimont
et al.[193] pointed out that regional variations in tensile functions reveal a
vertically orientated gradient of skin distensibility1) on the body which seems
to be determinant in resisting both hydrostatic pressure and gravitation,
particularly in the lower limb in the upright position. The difference has been
observed by many researchers[107,153,183]. For example, Nilsson[153] pointed
out influence of the original position on skin mechanical properties was not
only due to different quantities and qualities of tissue, but also might be due
to differences in fiber direction. Pereira et al.[183] found that the toughness
value of the human palmar skin was significantly greater than the dorsal skin,
which was attributed to the difference in the quantity of collagen present.
Diridollou et al.[107] found that the skin is thicker, stiffer and less tense and
elastic on the forehead than on the ventral forearm: Young’s modulus is on
the volar forearm is only about half of that on forehead while the initial
stress on the volar forearm is double that on forehead. The difference was
explained as due to the greater skin thickness for the forehead than for the
ventral forearm. The explanation of different thickness seems more likely in
view that the properties of isolated fibers from these locations did not differ
significantly, in a single animal[211], although the mechanical properties of
skin samples vary significantly with location and direction of cutting.

6.4.4 Influence of hydration and relative humidity2)

Hydration is a complex phenomenon influenced by both intrinsic (age,
anatomical site) and extrinsic (ambient humidity, chemical exposure) fac-

1) Distensibility (stiffness), i.e., resistance to change of shape.
2) Humidity or relative humidity is a term used to describe the amount of water vapor

that exists in a gaseous mixture of air and water, which is defined as the ratio of the partial

pressure of water vapor in the mixture to the saturated vapor pressure of water at a given

temperature.
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tors. These factors can affect the mechanical properties of skin and research
has been performed in order to correlate hydration levels with the skin’s
mechanical properties.

It has long been recognized that hydration affects the mechanical proper-
ties of skin[55], including elasticity[212], viscoelasticity[213,214] and shear wave
propagation[192] and to a large extent these changes are reversible[215]. For
example, Hendley et al.[103] found that the indentation force decreased with
increasing hydration, while Rigal & Leveque[35] observed increase in immedi-
ate deformation of stratum corneum after applying water to the skin (direct
hydration) or applying occlusion (covering of the skin with plastic for a cer-
tain time, indirect hydration).

Jemec et al.[31] and Overgaard & Jemec[213] observed significant increases
in distensibility and resilient distensibility after applying tap water to the
skin. Auriol et al.[212] found that elasticity of in vivo human skin increased
with increasing hydration. It has been found that the stratum corneum
become brittle with increasing hydration both in vivo and in vitro[215].

Besides elastic properties, hydration has also been found to influence
skin’s viscoelastic properties. Jemec et al.[31] and Overgaard & Jemec[213]

observed significant increases in hysteresis after applying tap water. The
storage and loss modulus of guinea pig skin increased when bathed in a ri-
bose solution[61]. Auriol et al.[212] found that the viscosity and hysteresis
of in vivo human skin were unmodified with increasing hydration. Bert &
Reed[214] found that rat back skin becomes progressively stiffer in dehydra-
tion and more compliance in over hydration under compression. Fracture
energies and peak separation stresses of stratum corneum were also found to
decrease with increasing hydration[30].

The friction properties of skin have also been found to be dependent on
the amount of moisture at the skin surface. A small amount of water on
the skin surface increases the frictional force compared with a dry surface,
while a large amount of water on the surface decreases the frictional force
compared with a dry surface[33].

Since humidity greatly affect the skin hydration, several studies have been
conducted to investigate the effect of humidity on the mechanical properties
of skin tissue, especially its surface layer, stratum corneum[216]. Wildnauer
et al.[197] examined the effect of relative humidity (RH) on the total forcee-
longation curve of human stratum corneum and found that the strength of
untreated SC decreased 85%, tensile strain increased from 20 to 190% while
the fracture work increased 600% with the increasing RH in the range of
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0%∼100%. Ether extraction increased the tensile strength while has little
effect on the tensile strain. Sequential ether-water extraction significantly
decreased the tensile strain at the higher RH while tensile strength was less
dependent on RH than untreated. The results suggested the role of wa-
ter soluble materials being responsible for the water binding necessary for
membrane flexibility. Park & Baddiel[24,25] studied the effect of the relative
humidity on the elastic modulus of pig’s ear stratum corneum, which differs
only slightly from human stratum corneum, and found that the Young’s mod-
ulus of SC for 30% relative humidity (2 GPa) is three orders larger than that
for 100% relative humidity (6 MPa), and as the Young’s modulus of totally
hydrated stratum corneum differs only slightly from that of total skin. The
strain at yield point increased from 1% at 30% RH to 20% at 100% RH.
Papir et al.[26] studied the effect of water on the tensile properties of new-
born rat stratum corneum with relative humidities varying from 26%∼100%
RH at 25◦C and observed a brittle to ductile transition once the relative
humidity exceeded 70% and the presence of a molecular relaxation process
which migrated from 42◦C at 40% relative humidity to −18◦C at 95% rela-
tive humidity. Yuan & Verma[23] found the elastic modulus of dry stratum
corneum is one order lager than that of wet one. Complementary nanoin-
dentation results on excised (porcine) stratum corneum show a smaller, but
still considerable, reduction in the Young’s modulus from 100 to 10 MPa
with increasing RH [23]. Nicolopoulos et al.[119] found that both the crack
propagation and fracture energy of stratum corneum increased with RH.

The changes of skin mechanical behaviour with increasing humidity and
hydration has been attributed many to the corresponding structural changes.

The equilibrium water content of (excised) SC is typically about 10% on
a dry weight basis at 50% RH [217], which increases to 30% at 90% RH and
70% at 100% RH or when immersed in water[218]. Ultrastructural studies of
the SC have suggested that it was elevated desmosome degradation and dis-
ruption of intercellular lipid structures due to increased water content that
affect mechanical properties[219]. Water is believed to act as a plasticizer
causing a transition of a polymer from a glassy state to a rubbery state. At
low RH, large chain movements are restricted and extension takes place by
stretching of bonds; while at higher RH, the hydrogen bonds are hydrated
(and thus weakened) but the disulphide bonds remain intact, resulting in a
lightly cross-linked network[24]. Park & Baddiel[25] found that aqueous ex-
traction removes the hygroscopic materials in stratum corneum, which causes
the protein network to collapse resulting in more protein-protein bonds in the
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cell and a higher elastic modulus. Luscher et al.[220] investigated collagen hy-
dration with X-ray diffraction and reported that the adsorption of water by
the helical structure of the collagen molecule becomes saturated at a water
content of 26% (at 60% RH). Above this water content water is adsorbed
within the intermolecular space[221]. Besides, a pronounced swelling is asso-
ciated with water immersion[222] and a considerable reduction in the Young’s
modulus.

6.4.5 Influence of radiation

Since radiation has great influence in the structure of collagen and elastin
network in the skin, for example, sun exposure habits are related to known
dermal collagen and elastin changes due to ultraviolet radiation, it is thus
imaginable that mechanical behaviour of skin is influence by the radiation, de-
pending on both the dose and the time, as observed in many stu-
dies[5,69,106,151,152,211,223].

Ranu et al.[152] found that elasticity of rat skin is little changed by ir-
radiation, but the stiffness of the collagen itself decreased with increasing
dose which was explained as the appearance of extensive cracks within the
collagen structure of irradiated samples. The stiffness of normal rat skin in-
creased from 12.1 to 16.2 MPa at 50 and 120 days after irradiation. Burlin
et al.[224] studied the long term effects of irradiation on the mechanical prop-
erties of mouse skin is presented and found that the strain and stress at rup-
ture decrease monotonically with exposure, while the skin stiffness exhibits
a shoulder on the response curve. Alexander & Cook[106] observed a increase
of strain-stress slope low strain level and significantly decrease at high strain
level with sun exposure. Gunner et al.[5] found that the treatments of X-
irradiation have most effect on the second part of the stress-strain curve of
skin tissue, associated with extension of the collagen fibers, which was shown
due to weakening of the fibers of their crosslinks, while photochemotherapy
with long wavelength ultraviolet light treatments have not been shown to
induce any marked change in the skin’s mechanical properties. Ranu[69] ob-
served that after radiation the rupture occurs at lower stress levels. Baker
et al.[223] studied the changes in the mechanical properties of pig skin after
X-irradiation with a single dose. They found that there was no significant
change in the stiffness of irradiated skin, until 9 weeks after irradiation when
the irradiated skin was significantly stiffer; a significant increase in the un-
relaxed elastic modulus of irradiated skin was only observed 12 weeks after
irradiation; and there were no significant changes in stress relaxation. The
reduction in skin stiffness and the elastic modulus after irradiation were also
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found to be dose related. Ranu[151] studied the effect of irradiation on skin
mechanical properties both in vivo and in vitro. In vivo, with increasing dose,
there is an initial decline in the skin elasticity, reaching a minimum, followed
by an increase to a peak response, following which the elasticity falls again
but remains, apparently at a plateau, above the initial value. In vitro, at low
doses, the stress at rupture is relatively constant, while the stress at rupture
decreases with increasing dose. The variation of the stiffness of the skin shows
a marked dependence on dose. Dobrev[225] found that sun-exposed skin of
the dorsal forearm showed a significantly lower distensibility and elasticity
than the unexposed volar forearm skin.

The radiation induced changes in mechanical properties of skin tissue
are mainly explained as due to the corresponding changes in skin structure.
Radiation causes the formation of visible wrinkles, change of skin texture,
and skin discoloration[226,227]. For example, ultraviolet irradiation has been
found to provoke the sagging of skin[228]. Below the skin surface, increased
skin thickness, marked accumulation of denatured elastin, degradation of the
stereo structure of elastic fibers, and increased total glycosaminoglycan con-
tent have been reported[229,230]. The destruction and degradation of collagen
structures have been reported after radiation, such as narrowing of colla-
gen fibers and blurring of fiber contours[231]. Nishimori et al.[226] reported
marked ultrastructural degeneration of dermal collagen fiber bundles in sun
exposed human forearm skin, but not in unexposed skin of the inner upper
arm. Fourtanier & Berrebi[229] observed the ultra-structural details of the
continuous exposure of mini-pig skin to ultraviolet radiation and found that
after 24 months of exposure, the fibers of collagen are no longer oriented,
they are entangled, instead, and this might explain the loss of elasticity, the
loss of resilience and the sagging of photo-aged skin.

The marked three-dimensional structural changes in the dermis can then
explain the changes in the mechanical properties of the skin[227]. Ranu[69]

observed that after radiation the normal fibrous structure of collagen in rat
dermis is replaced by a solid mat which is ill adapted to support stress, so
that rupture at low stress levels is inevitable. Alexander & Cook[106] ex-
plained that the increase of strain-stress slope low strain level was attributed
to the increased of elastin-like protein in chronically sun-damaged skin, as
observed by Smith et al.[232]; while the significantly decrease at high strain
level was attributed to the degradation of the collagen molecular into smaller
molecular fragments and the change in the insoluble collagen caused by ultra-
violet radiation, as observed by Cooper & Davidson[233] and Smith et al.[232].
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Dobrev[225] pointed out that the changes of mechanical properties of sun-
exposed skin are related to the massive increase and disorganization of the
elastic tissue, which are accompanied by lost of functional elastic fibers. The
later plays an important role in maintaining the collagen fiber network, in
controlling the movements of this network within the ground substance and
in restoring the initial position of the skin after deformation. Irradiation with
gamma-rays caused severe destruction of the fibrillar structure at the X-ray
and electronmicroscopic levels and non-hydrolytic scission of the polypeptide
chains seemed to be responsible for the changes observed[211].

6.4.6 Influence of loading rate

Soft tissue is known to be a viscoelastic material. During cyclic deforma-
tion, soft tissue demonstrates hysteresis that is rate independent over several
decades of strain rate[173]. As strain rate increases in displacement controlled
tests, the overall stiffness of the fully preconditioned response increases in soft
tissues, such as skin[166], ligament[234], myocardium[235], collagen fibers[236].

The sensitivity of skin mechanical behaviour to strain rate has been ob-
served early by Jamison et al.[96] when they attempted to characterize skin
tissue as a linear viscoelastic material. Haut[205] and Dombi et al.[237] con-
ducted uniaxial tensile tests on rat skin at strain rates of 0.3∼60 s−1 and
found a 50%∼100% increase in the ultimate tensile strength with increased
strain rate, although the failure strain was unchanged. Finlay[111] used a
rotational device applied to the skin to apply a torque to the surface and
found that the skin showed a reduced viscosity with increased strain rate,
characteristic of thixotropic behaviour. Vogel & Hilgner[181] also reported
an increase in stiffness when strain rate was increased, but his research was
done with rat skin (0.5 mm/min, 5 mm/min, 50 mm/min, 500 mm/min with
sample size 30 mm). Potts et al.[238] studied the attenuation of shear waves
in human skin at frequencies between 0 and 1000 Hz and found that the
viscosity of wet skin decreased from about 22.5 to about 4Pa·s at frequencies
between 0Hz and 500 Hz. Edsberg et al.[169] found that with the increasing
uniaxial tensile strain rate (10.6 mm/min, 21.2 mm/min, 31.8 mm/min, 42.3
mm/min with sample average size 27.5 mm), the stiffness has little change
at lower deformation rates and but decreased at greater deformation rates.
The same phenomenon was also observed for extra high strain rate. Xu et
al.[120] studied the uniaxial compressive responses of pig skin over a wide
range of strain rates (0.004∼4000 s−1) and a greater strain rate sensitivity
was observed: pig skin stiffens and strengthens with increasing strain rate
over the full range explored. The same results are also reported for biaxial
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test. The biaxial tensile tests of Lanir & Fung[78] showed that the stress for
the same strain increases with increasing strain rates (0.02 mm/s, 0.2 mm/s,
2 mm/s with sample size 35 mm×35 mm) although not significantly.

The tensile strength of skin also depends on the rate of tensile strain.
Vogel[239] observed that the tensile strength of rat skin increased with the
logarithm of strain rate. Gadd et al.[240] showed that the tensile strength of
aged human skin increased approximately 150% over three orders of magni-
tude in strain rate. Much of the sensitivity to strain rate has been attributed
to uncoiling and aligning movement of collagen[40], while Daly[3] believed
that the rate sensitivity of skin occurred at all structure levels of collagen
and are due in part to bonds between fibrils and fibers. The movement of
fluid in the hydrated matrix may also play an important role[241]. Haut[203]

found that the tensile strength of rat dorsal skin depended on strain rate
while failure strain didn’t. The sensitivity of strain rate decreased with age
during maturation. Silver et al.[191] found that the elastic and viscous slopes
at low strain and only the viscous slope at high strain were observed to be
strain rate dependent, all of which increase with the increase of strain rate.

As described in Chapter 2, collagen fibers comprise bundles of collagen
fibrils aligned parallel to a hyaluronic acid chain, and linked to the hyaluronic
acid by proteoglycan side-chains. It is hence probably that the strain rate
sensitivity is attributable to viscous losses from the interaction of the ground
substance with the collagen fibres at the macroscopic scale[72], and with the
collagen fibres at the microscopic scale[68]. From the model results of Xu
et al.[120], we can also get the same explanation: the strain rate sensitivi-
ties are well modeled by Xu et al.[120] by increasing in the shear modulus
with increasing strain rate, with no attendant change in the strain hardening
exponent. However some other explanations are also given. For example,
Edsberg et al.[169] attributed the decrease in stiffness seen with an increase
in strain rate to the Mullins effect.

It should be noted that almost all the above studies are under displace-
ment controlled tests, however, under load controlled conditions, the tis-
sues exhibited an increase in nonlinear stiffness with a decrease in loading
rate[166]: the faster the test was performed, the more compliant was the
preconditioned material behaviour. Giles et al.[166] explained this dilemma
as due to the interplay of nonlinear effects and creep behaviour within the
context of cyclic load controlled deformations. For a given tissue, the rela-
tionship between loading rate and the preconditioned material stiffness is not
monotonic; rather, there is a well-defined loading rate at which the amount
of creep during preconditioning is maximized, resulting in the stiffest tissue
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response[166].
However, strain-rate insensitivity has also been reported. Fung[167] sug-

gested that for soft tissue in a wide range of strain rates the stress-strain
relationship is insensitive to the strain rate in a constant strain-rate test.
The small variation in the storage and loss modulus over the frequency range
that was examined indicated that the viscoelastic properties are relatively
insensitive to strain rate[47]. The strain rate insensitivity has also been ob-
served by Fung[77] and is the basis for his pseudoelastic model of skin. Results
in the frequency range up to 1000 Hz produced a loss tangent of roughly 0.6.
Zhang et al.[242] found that the effective Young’s modulus was roughly rate-
insensitive for the rates imposed in the indentation test of forearm skin in
vivo. Vogel[239] reported for rat skin that the strain to failure was indepen-
dent of strain rate. It has been found[126] that the stress-strain loop of skin
tissue in cyclic loading and unloading is unique after preconditioning, and is
insensitive to strain rate, although it is an inelastic material.

6.5 Summary

Problem with all of the testing techniques however, is that they are asso-
ciated with a non-uniform strain field. Their value as research tools on the
constituent stress-strain relationship in human skin is thus limited. Again,
if the obtained experimental data is to be used in a geometrical model of
the skin, then the experimental technique must be able to account for the
skin’s nonlinear and anisotropic properties. To date the only experimental
techniques reported to do so are the suction test with a racetrack-shaped
cup[8], the biaxial test[127] and the multiaxial test[132].

In vitro soft tissue measurements are performed in a laboratory envi-
ronment using tissue samples of known geometries and standard mechanical
tests. The characterization of material properties using the measurement
data is relatively easy since cross-section of the sample, boundary conditions,
direction of loading and other factors mentioned above shall be set in ad-
vance compared with experiment in vivo. However, this is not the case with
in vivo or in situ studies. For this reason, an inverse solution is formulated to
determine the unknown material properties from measured system response.
An optimization routine is typically combined with a finite element method
to match experimental data with the numerical solution through iterations.

References

[1] Daly C H, Odland G F. Age-related changes in the mechanical properties of

human skin. Journal of Investigative Dermatology, 1979, 73(1): 84–87.



140 Chapter 6 Skin Biomechanics Experiments: Measurement. . .

[2] Gambarotta L, Massabo R, Morbiducci R, et al. In vivo experimental testing

and model identification of human scalp skin. Journal of Biomechanics, 2005,

38(11): 2237–2247.

[3] Daly C H. Biomechanical properties of dermis. Journal of Investigative

Dermatology, 1982, 79 (Suppl. 1): 17s–20s.

[4] Bonilla C M A, Massanet A R F, Almodóvar N V. Mechanics of biomate-
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Chapter 7

Skin Biomechanics Modeling

7.1 Introduction

Besides the experimental studies, accurate, quantitative simulations of
the biomechanics of living systems and their surrounding environment have
the potential to facilitate advancements in nearly every aspect of medicine
and biology, since computational models can yield estimates of stress and
strain data over the entire continuum of interest, which becomes especially
advantageous for locations where it may be difficult or impossible to obtain
from experimental measurements[1]. Specially, with the advances in imaging
techniques and computing hardware, it is now possible to develop and non-
invasively analyze patient-specific models, which may revolutionize the way
clinicians diagnose and treat certain pathologies[2].

7.1.1 Finite element models

In some cases, closed-form mathematical solutions to problems with rel-
atively simple geometry and boundary conditions can be obtained by com-
bining the equations of motion and appropriate constitutive law. Unfortu-
nately, most problems of interest in biomechanics are too complex to obtain
closed-form solutions, due to inhomogeneous material properties, complex
three-dimensional geometry, and unique boundary/initial conditions such as
in vivo stress. In these cases, numerical solution techniques must be utilized,
where the finite element (FE) method appears to be ideal for the complex
geometries often encountered in biomechanical systems: it provides a system-
atic method for assembling the response of a complex system from individual
contributions of elements and provides a consistent way to address material
inhomogeneities and differences in constitutive models between disjoint or
continuous parts of a model.

Finite element models (FEMs), more recently, are used to simulate the
mechanical behaviour of the skin and to determine the mechanical parame-
ters with experiments. For example, DeHoff & Key[3] used the finite element

F. Xu et al., Introduction to  Skin Biothermomechanics and Thermal  Pain
© Science Press Beijing and Springer-Verlag Berlin Heidelberg 2011
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technique to estimate the stresses in a closing wound following a Z-plasty.
This is an incision technique commonly used by surgeons and is named after
its characteristic shape. In their model they used a generalised uniaxial con-
stitutive equation assuming isotropic behaviour. Despite this simplification
they were able to successfully estimate stresses in different variations of the
Z-plasty. Meijer et al.[4] combined uniaxial extension experiments and a FEM
with Lanir’s structural skin model[5] as a constitutive equation to character-
ize the anisotropic non-linear behaviour of human skin in vivo. Larrabee &
Sutton[6] and Larrabee & Galt[7] used the finite element technique to model
wound closures and skin deformations. They modeled the skin as an isotropic
two-dimensional system connected to a rigid plane with linear springs, rep-
resenting the subcutaneous attachment. The skin is modeled with a linear
stress–strain relationship. Time dependence and skin pretension are ignored.
To account for large deformations and large strains, Kirby et al.[8] extended
the model by Larrabee to a non-linear, isotropic FEM, where they modeled
skin deformations in three-dimensional space. In their study, they success-
fully estimated the forces needed to close specific types of wounds. Bischoff
et al.[9] used the eight-chain model by Arruda and Boyce[10] as an elastic
constitutive equation for his FEM. They obtained the data of three different
experiments from literature to determine the unknowns in the constitutive
equations. Although a lot of assumptions had to be made to be able to use
those data, they were quite successful in simulating the experiments. Manios
et al.[11] and Retel et al.[12] used non-linear finite element methods, assuming
isotropy and elastic behaviour, to model large stresses and displacements in
incisions and sutures that can occur during wound closure. These models
used incremental displacements with linear regions, rather than a continuous
constituent equation, to describe the non-linear behaviour of the skin.

For the successful application of the FE method to studies of skin me-
chanics, a detailed mathematical description of the material behaviour of the
skin is necessary.

7.1.2 Importance of biomechanics modeling

Mathematical models of soft tissue mechanical properties may find appli-
cations, for example, in a surgical robot control system, where the prediction
of deformation is needed[13], surgical operation planning and surgeon train-
ing systems based on the virtual reality techniques, where force feedback is
needed, and registration[14], where knowledge of local deformation is required.
Such systems for rigid tissues already exist. Their development for “very” soft
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tissues is very much dependent on the knowledge of these tissues’ mechanical
properties and the existence of the appropriate mathematical models. Such
models can also help to identify modes of injury, and improve injury pre-
vention techniques[15]. These models can help to further the understanding
of the contribution of different tissue components to the material behaviour
of the overall tissue for both the normal tissues and for tissues affected by
injury, healing, immobilization, exercise, and other conditions that alter the
homeostatic state of the tissue.

A detailed and accurate mathematical modeling of the mechanical prop-
erties of skin is especially important for several reasons[16∼18]: the skin
contributes an important part to the total mechanical behaviour of various
body parts and should be included in corresponding mathematical models
since it is a continuous membrane covering almost the entire body; me-
chanical behaviour of skin as an isolated organ is also important in relation to
surgery, where a good constitutive law could be used to simulate deformations
relating to different types of incisions and closing techniques.

Unfortunately, accurate mathematical descriptions of the mechanical be-
haviour of soft tissues remain the limiting factor in the advancement of realis-
tic medical simulations and noninvasive diagnostic tools, which is due to the
complex nonlinear, anisotropic, inhomogeneous, viscoelastic material proper-
ties of soft tissues when they undergo large mechanical deformations during
minimally invasive procedures and diagnostic palpations[13,17].

7.1.3 Classification of mechanical models of soft tissues

A material model is referred to in continuum mechanics terminology as
a constitutive model/equation, which is used to describe the mechanical be-
haviour of ideal materials through specification of the dependence of stress
on kinematic variables such as the deformation gradient, rate of deformation,
temperature, and pressure. The development of constitutive relations for a
material generally follows specific steps[17]: the material is first classi-
fied according to its behaviour and composition, e.g. elastic or viscoelastic,
isotropic or anisotropic, linear or nonlinear, and homogeneous or heteroge-
neous; an appropriate theoretical framework is then chosen to develop the
relationship between kinematic quantities and stress, where hyperelasticity is
often used for biomechanics; a specific constitutive equation is identified
based on microstructural observations or experimental data; experiments
are performed in the last step to determine values for the material parame-
ters, which can be used to validate the model’s predictive ability.
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Till now, a variety of constitutive models have been proposed to describe
the mechanical behaviour of skin tissue (see References [5,19,20] for a review
on earlier models). Three predominant approaches have been adopted in
the characterization of mechanical behaviour of skin tissue and the proposed
models can be generally classified as three kinds[5,20]: continuum models, in
which general material theories are specialized for tissues, phenomenologi-
cal models, which consists of fitting mathematical equations to experimental
tensile curves, and structural models, which are based on the assumed be-
haviour of the structural components of the tissue and are thus formulated
in terms of structural parameters. The various specific skin models may
be further distinguished with respect to several criterions, whether they are
elastic or viscoelastic, uniaxial or multi-dimensional, isotropic or orthotropic,
incompressible or compressible.

In this chapter, an overview of the development of skin material models
is presented, with the purpose not to point at the model to apply, but rather
to outline as far as possible the different forms they can take. The reader
will find complete details in the given references.

7.2 Continuum Models and Phenomenological Models

The continuum models use general material theories to demonstrate the
multiaxial behaviour of skin[21∼25]. The phenomenological models apply
mathematical formulas, such as using a mathematical formation[26∼29] or
a strain energy density function[23,30], to imitate skin’s response to various
types of mechanical response based on the data from mechanical experiments,
without detailed internal structural consideration.

7.2.1 Elastic model

Based on the observations of early researchers that the material behaviour
of skin is relatively insensitive to strain rate over several decades of varia-
tion and it reaches a “preconditioned” state after repeated loadings, many
investigators have neglected the time- and rate-dependent components of tis-
sue behaviour and concentrate on modeling the nonlinear elastic response,
where most models have been one-dimensional or have assumed that the
three-dimensional behaviour is isotropic. Hence, the stress-strain relation-
ship is derived from a strain energy function which is in turn a function of
the strain invariants. Although there are different stress-strain relationships
during loading and unloading and a complete description should take into
account the both phases, almost all the studies considered the loading phase
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only. Fung et al.[31] proposed that the strain-energy function derived in this
manner should be called a “pseudo strain energy function” since it is, strictly
speaking, incomplete.

Two functional forms seem to predominate in the elastic models for the
stress-strain relationship, the power form[24,27,32∼34] as well as exponential
and logarithmic equations[21,23,35∼39]. Following are models that have been
developed to characterize the elastic behaviour of skin.

1) Ridge & Wright[40]

ε = Ckσb (7.1)

where σ and ε denote stress and strain, and attempted to relate the constants
k and b to the physical state of the fibre network. No attempt was made to
validate these expressions for three-dimension.

2) Veronda & Westmann[21]

Development by Veronda & Westmanng, for the case in which ∂W/∂I1

and ∂W/∂I2 are constant, gave time independent stress-strain relations valid
for the large deformations appropriate to physiological strains in skin tissue.
This analysis, however, presupposes isotropy, which is clearly invalid, and
does not take into account the non-linear viscoelastic nature of skin tissues.

Veronda &Westmann[21] developed a nonlinear isotropic, rate-independent
model of cat skin tissue by applying finite deformation theory. The existence
of a strain-energy function was assumed, and a compressible isotropic ap-
proximation and an exact solution to the incompressible isotropic case were
presented, although the anisotropic nature was observed in their experiments
where the lateral extension ratios were found to be significantly different. The
strain-energy function was given as
For assumption of being compressible:

W = C1 {exp [β (I1 − 3)]− 1}+ C2 [(I2 − 3) + f (I3 − 1)] (7.2)

For assumption of being incompressible:

W = C1 {exp [β (I1 − 3)]− 1}+ C2 (I2 − 3) + g (I3) (7.3)

where C1, C2 and β are material constants; g (I3) and f (I3) are unknown
functions of invariant I3 with g (1) = 0. Based on the uniaxial tensile data
of cat skin in vitro, the following parameters are obtained
Compressible:

C1 = 0.003, 91, C2 = −0.019, 85, β = 5.03
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Incompressible:
C1 = 0.013, 4, C2 = −0.029, β = 4.4

Both these approaches were found to yield good correlation with exper-
imental results for a static uniaxial test. However, the authors made no
effort to examine the rate effects, irreversible behaviour of the material, or
applicability of these results to multiaxial situations.

3) Danielson[37]

Based on the theory of nonlinear deformation of an arbitrarily-shaped
membrane, Danielson’s[37] theoretically proposed two models for skin tensile
behaviour, where the human skin is described as an elastic membrane. He
modeled the mechanical behaviour under two different scenarios.

For relatively small deformations, where it is assumed that the skin is
elastic and the strain energy is preserved, the constitutive equation is given
as

Nαβ = ∂W/∂γαβ (7.4)

where Nαβ are the stress tensors and W is the strain energy function given
by

W = Aαβλμγαβγλμ exp
(
BKδγKδ + Cγρφγρφ

)
where A and B are material constants (tensors of elastic constants); C is a
scalar and γ is the strain components.

For relatively large deformation, where it is assumed that skin is vis-
coelastic and there would be no conservation of strain energy, the constitutive
equation is given as

Nαβ = Aαβλμγλμ exp
(
Bκδγκδ + Cγρφγρφ

)
(7.5)

The two models contain seven and eight material constants, respectively,
which need to be determined experimentally.

Danielson’s equations are the first attempt to apply the well-established
mechanics of membranes to human skin. They can be used to solve sev-
eral simple two-dimensional problems. Danielson argued himself that several
modifications to the theory would probably be required in order to give a
more realistic description of human skin. It should be noted that in the mod-
els skin is assumed to be orthotropic, which needs the coordinate system to
coincide with the axes of orthotropy, or in practice, means that the coordi-
nate system has to be chosen to coincide with the Langer lines. The existence
of symmetry across the Langer lines is however an assumption that may not
be valid in all situations.
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4) Danielson & Natarajan[41]

Tension field theory is generalized to membranes undergoing arbitrarily
large deformations, where it is assumed that the tension rays1)[41] extend all
the way to the outer boundaries of the skin, skin is isotropic membrane where
one principal stress is large and positive and the others are negligible, the
initial stresses present naturally in the skin is ignored. The theory is used to
model operations on the human skin performed by plastic surgeons.

The total strain energy of membrane is given as

U =
∫ π/2

αa

Sdα (7.6)

where α is the angle tension ray makes with x-axis with αa being value of α at

x = a. S =
CΔ3

12
(√

η1 −√η2
)2 where C is the elastic constant in stress-strain

relationship σ = Cε2; η is the distance measured along a tension ray with η1
and η2 being values of η at outer and inner boundaries; Δ is the change in
length of line of particles which becomes a tension ray.

5) Snyder & Lee[39]

For an isotropic, incompressible material, the constitutive equation can
be written in the form of energy function

W =
k

α2
exp [α (β − 1)]− k

α
β (7.7)

where β =
I1 +

(
I21 − 3I2

)1/2

I2
with I1 and I2 being the first and second

invariants of the reciprocal Cauchy’s deformation tensor[42]

For tensile loading:

I1 = λ21 +
2
λ1
, I2 =

1
λ21

(7.8)

The stress-strain relationship is

T 11 =
(
λ1 − 1

λ21

)(
2
∂W

∂I1
+
2
λ1

∂W

∂I2

)
(7.9)

For pure shear loading:

I1 = λ21 + λ22 +
1

λ21λ
2
2

, I2 =
1
λ21
+
1
λ22
+ λ21λ

2
2 (7.10)

1) The tension rays can be easily seen by grasping a pinch of skin on the back of the

hand; note how the force is carried by straight rays of stretched skin. (In other problems,

the tension rays may exist but not be so easily seen.
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The stress-strain relationship is

T 22 =
(
λ2 − 1

λ32λ
2
1

)(
2
∂W

∂I1
+ 2λ21

∂W

∂I2

)
(7.11)

where T 11 and T 22 is the Lagrangian stress (force per unit undeformed area);
λ is the stretch (length/initial length).

The data derived from these tests show the same type of exponential
stress-deformation curve which has been previously determined for tensile
and torsional types of loading. However the potential function, which yields
stress-deformation curves that are identical to experimentally determined
curves for tension and torsion loads, does not yield as good a match for a
pure shear load. The computed curves are in the neighborhood of the data,
but appear to have the incorrect stiffness. It is of interest to note that the
stress-extension curve in several cases is not as stiff as computed while the
reverse is true of the third case.

The model used was derived for an incompressible isotropic material.
Both of these assumptions are subject to question. If the material is not
incompressible then one would expect it to appear less stiff than the incom-
pressible model, which is true for two cases. Thus a change in the degree
of compressibility in either direction would not explain the relative change
between the model values and experimental values for the third case.

6) Tong & Fung[23]

Fung[30,43] proposed a generalized constitutive equation for the biological
materials in the form of a strain potential function which can be written in
tensor notation as follows:

W = 0.5αijklεijεkl + β0βmnpqεmnεpq exp (νijεij + 0.5γijklεijεkl + · · ·)
(7.12)

where αijkl, β0, βmnpq, νij , γijkl are constants to be determined experimen-
tally, and the Latin indices i, j, k, · · · range over 1, 2, 3. According to the
rules of tensor notation, repetition of an index means summation over the
index; thus, αiεi means α1ε1 + α2ε2 + α3ε3, etc. The first term in above
equation is not logically needed; but it is introduced because the experimen-
tal data appear to be “biphasic”. In practice, the second term is used to
express the behaviour of the material at a high stress level, while the first
term is used to remedy the situation at a lower stress level.

Based on an extensive collection of in vitro biaxial stretching data from
experiments on rabbit skin[22,44], Tong & Fung[23] derived a model that gave
the best fit to the observed behaviour. Their model was also based on the
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preservation of strain energy, but their strain energy function different to
that of Danielson. The stress-strain relationship is given by

Sij = ∂W/∂εij (7.13)

where Sij are the Kirchhoff stress tensors; εij are the Green strain tensor and
the indexes i, j range over 1, 2, 3.

The strain energy function W is given by

W = 0.5
(
α1ε

2
1 + α2ε

2
2 + α3ε

2
12 + 2α4ε1ε2

)
+ 0.5C exp(a1ε21 + a2ε

2
2

+ a3ε
2
12 + 2a4ε1ε2 + γ1ε

3
1 + γ2ε

3
2 + γ4ε

2
1ε2 + γ5ε1ε

2
2) (7.14)

where α, a, γ and C are material constants. A series of parameters have been
obtained based on the rabbit skin[22,44], see Tables 1 and 2 in Reference [23].
It should be noted that in this model, the skin is assumed and to be in

a state of generalized plane stress and orthotropic, which means that the
coordinate system has to be chosen to coincide with the Langer lines. The
existence of symmetry across the Langer lines is however an assumption that
may not be valid in all situations. Tong & Fung[23] pointed out that the
pseudo strain potential, however, do not have the thermodynamic meaning
of the “strain energy function”, because they depend not only on precondi-
tioning, but also on whether the process is loading or unloading. The model
could not predict experiments with slightly different boundary conditions,
which is indicated by the fact that the parameters derived change consider-
ably in a single specimen from one to another[23].

Yin et al.[45] found that even though this function fitted the observed data
well, it was over-parameterized; the parameters ai (i = 1, 2, 3, 4) are highly
correlated. A slightly modified function was giving in the following form:

W = B1

(
E2

x + E2
y

)
+B2ExEy + 0.5C exp

[(
AxE

2
x +AyE

2
y

)− 1] (7.15)

Examination of the correlation matrix for this model indicated that there was
still some correlation for C, Ax and Ay coefficients but it was not sufficient
to cause any numerical instabilities. Any further reduction in numbers of
parameters, furthermore, would not enable us to obtain good fits to the
data.

Chaudhry et al.[46] argued that the material constants (α, a, γ and C)
in model of Tong & Fung[23]are obtained by referring to the unloaded i.e.
undeformed state without its natural stress. They extended the model of
Tong & Fung[23] by taking the residual stress into account.

dT 1

de1
=
1
k1

dT1
de1

,
dT 2

de2
=
1
k2

dT2
de2

(7.16)
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where Tij is Lagrangian stress tensor and is related to the Kirchhoff stress
tensor Sij as T1 = T11 = λ1S1, T2 = T22 = λ2S2; T 1 = T1Ax/A

x with Ax

being the area of cross-section normal to the x-axis in state 0, Ax being that
for state 11)[46], T1 being the Lagrangian stress referred to state 0, and T 1

being the stress referred to state 1.
Gambarotta et al.[47] modified the model of Tong & Fung[23] and applied it

to the analysis of short-term reconstructive procedures of human scalp skin
where the skin is typically stretched to large strains and stresses without
preconditioning. In the model, skin is assumed to be a time independent,
isotropic and hyperelastic material. The strain energy function is given as

W = A
[
ε211 + ε222 + 2αε11ε22 + 2 (1− α) ε12ε21

]
+

c exp
{
B

[
ε211 + ε222 + 2βε11ε22 + 2 (1− β) ε12ε21

]}
(7.17)

where the parameters A, B, α and β are related to γ1, γ2, μ1 and μ2 through

A = μ1
γ1
2
, B = μ2+

γ2
2
, α =

γ1
γ1 + 2μ1

, β =
γ2

γ2 + 2μ2
. γ1, γ2, μ1 and μ2 are

constants to be determined experimentally.
7) Alexander & Cook[36,48]

This theory considers the mechanical resistance of the skin to be mainly
attributable to the dermis which in the strain range of interest has been
shown to be an isotropic, homogeneous, incompressible material. A strain
energy function of the form

W = G (I1 − 3) + F (I2 − 3)

where I1 and I2 being the first and second invariants of the reciprocal Cauchy’s
deformation tensor.

Comparing the results of tests performed on young subjects in a number
of directions relative to the natural stress principal axes, Alexander & Cook
developed a form for this strain energy function whereG is quadratic in I1 and
∂F/∂I2 is expressed as a hyperbola in I2. It has been subsequently found that
for all age groups this function of I1 is not general enough. Additionally, the
hyperbolic function in I2 quickly approaches zero with increasing I2 making
F = 0 a reasonable approximation. A revised stress-strain theory is given as

N =
C

λ

(
λ2 − 1

λ2λ2p

)
exp

[
k (I1 − 3)2

]
(7.18)

1) State 1 refers to the natural stress free state; State 1 refers to state under no

external load or the undeformed state (with residual stresses).
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where N is the skin tension in the test direction; λ is the extension ratio
in the test direction, λp (transvers λ) is the extension ratio in the direction
perpendicular to test and C and K are material constants. The constants C
and K provide a rational basis for comparing curves obtained from different
individuals.

The constant C is associated with the low-tension part of the curve which
is mainly determined by the ground substance and elastic fiber components of
the skin while the constant K is associated with the high-tension part of the
curve which is determined by the mechanical characteristics of the collagen
fiber network. Typical values are C = 104 Pa, K = 100.
Alexander & Cook[36] used a phenomenological nonlinear strain energy

function to model skin, but their results did not speak to the histologic basis
for the observed behaviour. The data from suction test on human skin in
vivo have been used to develop a new multidimensional stress-strain theory
in terms of two material constants that are related to basic material charac-
teristics of the dermis and are uniquely determinable regardless of the natural
state stress field.

8) Reihsner et al.[49]

Materials with two-dimensional anisotropic linear stress-strain relation-
ship require the determination of six independent elastic constants Cijkl⎡⎣ σ11

σ12
σ22

⎤⎦ =
⎡⎣ C1111 2C1112 C1122

C1112 2C1212 C1222

C1122 2C1222 C2222

⎤⎦⎡⎣ ε11
ε12
ε22

⎤⎦ (7.19)

Skin is known to exhibit nonlinear anisotropic viscoelastic behaviour and
therefore Equation (7.19) can be applied only under certain restrictions. In
order to determine the two-dimensional pure elastic behaviour we performed
relaxation tests at a certain set of strains. The equilibrium loads were plot-
ted as a function of strain. The resulting stress-strain relationship can be
considered as the typical behaviour of a nonlinear-elastic material.

The quality “orthotropic” or “completely anisotropic material” cannot
be derived directly from non-zero values of C1112 and C1222. For orthotropic
tissues, however, these coefficients disappear after a specific rotation of the
coordinate system. The rotation angle is determined from the solutions of
the following equations:

p1 (t)=C1111t+C1112

(
3t2−1)+2C1212

(
t3−t)+C1222

(
t4−3t2)−C2222t

3=0
(7.20)

p2 (t)=C1111t
3+C1112

(
t4−3t2)+2C1212

(
t−t3)+C1222

(
3t2−1)−C2222t=0

(7.21)
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where t = tan θ with θ being the rotation angle.
9) Diridollou et al.[50]

Skin is assumed to be an isotropic elastic membrane with an initial tension
and the following equation relating stress with strain is established:

σ =
Eε

1− ν
+ σ0 (7.22)

where E is the Young’s modulus; ν is the Poisson’s ratio; σ0 is the initial
stress.

The geometry of deformation under suction is assumed to be a portion
of a sphere. The model is used to obtain a set of parameters intrinsic to the
skin with suction testing.

Pext (t) =
4δ (t) e

δ2 (t) + r20

[
E

1− ν

(
δ2 (t) + r20
2r0δ (t)

arc sin
2r0δ (t)
δ2 (t) + r20

− 1
)
+ σ0

]
(7.23)

where e is the thickness of the combined dermis and epidermis; r0 is aperture
radius that delineates the measurement area of the skin; δ (t) is the vertical
displacement of the surface of the skin; Pext (t) is the applied suction.
10) Hendriks et al.[51,52]

Extended Mooney material behaviour was modeled to account for the
non-linear stress–strain relationship of the skin.

W = C10 (I1 − 3) + C11 (I1 − 3) (I2 − 3) (7.24)

where C10 and C11 are material parameters (as presented in Table 7.1). For
small strains the contribution of the second part of the equation is negligible
and C10 can be converted into a Young’s modulus using E = 6C10.

Table 7.1 Model constants obtained

C10/kPa C11/kPa

6 mm aperture diameter 29.6±21.1 493±613
2 mm aperture diameter 11.5±8.7 18.3±12.6
1 mm aperture diameter 10.8±9.5 9.3±7.7
For human dermis in vivo 9.4±3.6 82±60

For fat 0.02

11) Shergold et al.[53,54]

Shergold et al.[53,54] proposed the Ogden model for an incompressible,
isotropic, hyper-elastic solid to describe the constitutive behaviour of skin.

W =
2μ
α2
(λα

1 + λα
2 + λα

3 − 3) (7.25)
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where W is the strain energy density; λ is the principal stretch ratios; α is
a strain hardening exponent; μ has the interpretation of the shear modulus
under infinitesimal straining. Model constants α and μ evaluated at different
compressive strain rates for skin tissue in vitro are shown in Table 7.2. Pig
skin stiffens and strengthens with increasing strain rate over the full range
of 0.004∼4000 s−1. The strain rate sensitivities of the pig skin is quantified
by an increase in the shear modulus with increasing strain rate, with no
attendant change in the strain hardening exponent.

Table 7.2 Model constants α and μ (MPa) evaluated at different

compressive strain rates for skin tissue in vitro

Strain rate/s−1 0.004 0.4 40 4000

Pig skin (α = 12)/MPa 0.4 1.2 2.2 7.5

Human skin (α = 9)/MPa 0.11

7.2.2 Viscoelastic model

Generally the soft tissues testing in laboratory have demonstrated the
following common biomechanical features.

(1) Stress relaxation: under a constant strain the stress is decreased with
time.

(2) Creep: under a constant stress the deformation is continuous.
(3) Hysteresis: under a cyclic loading, the stress-strain relationship in the

loading process is usually different from that in the unloading process due to
the dissipation of internal energy.

(4) Pseudo-elasticity: after repeated cyclic loading enough times, the
stress-strain loop becomes repeatable. For the loading and unloading branch
separately, the stress-strain relationship is unique. These can be treated as
one elastic material in loading, and another elastic material in unloading.
The stress relaxation, strain creep and hysteresis are called the features of
viscoelasticity.

In literature, many researchers have performed a lot of model to inves-
tigate the time- and stimulus frequency- dependent mechanical behaviour.
Following are some of their typical models.

1) Viscoelastic models for the skin under stretch
(1) Jamison et al.[55,56].
From the creep tests, Jamison et al.[55,56] developed a discrete mechanical

model (three element viscous type, as shown in Figure 7.1) to represent the
viscoelastic nature of guinea pig skin. It is assumed that the material is
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homogeneous, isotropic, and independent of the past straining history. Based
on the uniaxial creep and constant rate tests with guinea pig skin in vitro,
the parameters obtained are given in Table 7.3. However, Jamison et al.[55,56]

found E2, η1, η2 depend on stress level and direction of stress.

Figure 7.1 Three-element viscous model for skin. The upper viscous element η1,

represents unrecoverable creep. The Voigt element (spring E2 and dashpot η2 in

parallel with each other) represent the recoverable creep. Numerical values of

these parameters are shown in Table 7.3

Table 7.3 Parameters used in model of Jamison et al.

Skin E2/psi1) η1/(lb · s/in2)2) η2/(lb · s/in2)
Chamois skin (wet) 1.49× 10−3 2.73× 10−3 0.36× 10−3

Chamois skin (dry) 1.95× 10−3 0.70× 10−3 1.11× 10−3

Guinea pig skin (overall) 5.00× 10−3 12.22× 10−3 0.94× 10−3

Guinea pig skin 5.13× 10−3 11.31× 10−3 1.17× 10−3

(parallel to the longitudinal axis)

Guinea pig skin 4.83× 10−3 13.42× 10−3 0.63× 10−3

(perpendicular to the longitudinal axis)

Guinea pig skin

(perpendicular to the longitudinal axis) 3.20× 10−3 4.74× 10−3 0.43× 10−3

σ/σf < 0.1

Guinea pig skin 4.70× 10−3 13.66× 10−3 0.31× 10−3

(perpendicular to the longitudinal axis)

where σ/σf is the ratio of creep

stress to failure stress

1) 1psi=6.895kPa.

2) 1lb · s/in2=23.26N/m2.

(2) Barbenel et al.[57,58].
Barbenel[57] developed a one-dimensional linear viscoelastic model, to

account for the time-dependent behaviour of the model. Considering the
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disagreement between the time dependent behaviour and the frequency be-
haviour of skin exist in many models, an alternative approach is used to
characterize the viscoelastic behaviour. The torque relaxation behaviour is
described by

T (t) = T (∞) + T (0)
∫ ∞

0

A (τ) exp (−t/τ) dτ (7.26)

or by the analogous logarithmic spectrum

T (t) = T (∞) + T (0)
∫ ∞

−∞
H (τ) exp (−t/τ) d ln τ (7.27)

where T (t) is the torque at time t; T (0) is the torque at the start of the
relaxation and T (∞) is the equilibrium torque; A (τ) and H (τ) are the
relaxation spectra.

The validity of the proposed model has been proved by comparisons be-
tween predictions and experimental results of the torsion stress relaxation
data and the dynamic response of human skin in vivo. For torsion test under
constant torque, the relaxation spectra H (τ) was given as

H (τ) =
{
8× 10−2 mN ·m, 0 < τ < 35 s
0, τ > 35 s (7.28)

one problem yet to be solved is the incorporation of nonlinear behaviour.
(3) Vogel & Hilgner[59].
Vogel & Hilgner[59] observed the step phenomenon as observed in rat

skin. A mechanical model was proposed, as given in Figure 7.2, where one
spring in the Kelvin element is replaced by a few springs in parallel with
different constants. A step in the measured curve then can be attributed to
the breakdown of one of these springs. It should be noted that this model does
not fully describe all mechanical properties of skin like hysteresis, relaxation
and recovery.

(4) Ward et al.[60].
Real time compression of skinfolds was measured at three sites (triceps,

abdominal medial calf), using a slim guide skinfold caliper adapted by the
addition of a potentiometer. An average of eight trials for each subject at
each site was used in modeling the compression curves. A mechanical model
was developed, comprised of two parallel spring and viscous components in
series with each other, as shown in Figure 7.3.

Tt = Tinitial + F

[
1
k1
− exp (−k1t/b1)

k1

]
+ F

[
1
k2
− exp (−k2t/b2)

k2

]
(7.29)
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where Tt is the thickness at time t; Tinitial is the initial skinfold thickness;F
is the force exerted by caliper; k1 and k2 are coefficients of elasticity; b1 and
b2 are coefficients of viscosity.

Figure 7.2 Schematic of model of Vogel & Hilgner

Figure 7.3 Representation of mechanical model of skinfold compression. b1 and

b2 are coefficients of viscosity and k1 and k2 are spring constants

The hypothesized model provides a series of two damped springs. The
first damped spring represents the response of the skin to initial compres-
sion, being influence by skin elasticity, original tension, and hydration. In
series is a second damped spring representing the response of the skin plus
adipose tissue to compression in the second slower phase of the displacement
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curve. Based on the experimental data on human skin in vivo, the following
parameters are obtained
For women:

b1 = −0.077, b2 = −7.738, k1 = −1.275, k2 = −6.276

For men:

b1 = −0.135, b2 = −14.59, k1 = −2.499, k2 = −11.362

(5) Scalari et al.[61].
Scalari et al.[61] use a standard linear solid, comprising a Maxwell solid

in parallel with a spring, to describe human’s skin.

F + τεḞ = ER (u+ τσu̇) (7.30)

τεF (0) = ERτσu (0) (7.31)

where F is the load and u is the corresponding deformation; ER, τσ, τε are
constant values related by the following equation.
The creep function:

c (t) =
1
ER

[
1−

(
1− τε

τσ

)
e−t/tσ

]
valid at t = 0

The relaxation function:

k (t) = ER

[
1−

(
1− τε

τσ

)
e−t/tσ

]
valid for t > 0

(6) Wu et al.[62∼65].
The skin was assumed to experience large deformation, isotropic. The me-

chanical behaviour of skin tissue is considered to be nonlinear and viscoelas-
tic. Assuming that the material is compressible and the stress–relaxation
behaviour in volumetric compression is different from that in pure shear, the
current tissue stress, σ (t), can be characterized using a time-integration to
account for the effects of the loading history.

σij (t) =
∫ t

0

[
g (t− τ) Ṡ0

ij (τ) +
1
3
k (t− τ) σ̇0kk (τ) δij

]
dτ , i, j = 1, 2, 3

(7.32)
where g (t) and k (t) are the shear and bulk stress-relaxation functions, re-
spectively; σ0ij is the elastic stress tensor and S

0
ij is the elastic stress deviator

which is defined as S0
ij = σ0ij − (1/3)σ0kk (τ) δij with δij being the Kronecker

delta.
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The total tissue stress (Cauchy stress), σ (t), is to be decomposed into
an elastic stress [σ0 (t)], representing instantaneous tissue response, and a
viscous stress [σv (t)], representing delayed tissue response.

σ (t) = σ0 (t) + σv (t) (7.33)

with

σv (t) = σ0 (t) +
∫ t

0

ġ (t)σ0 (t− τ) dτ

where g (t)and k (t) are approximated using the Prony series.

g (t) =
G (t)
G0

= 1−
NG∑
i=1

gi

[
1− e−(t/τi]

]
, k (t) = 1−

NG∑
i=1

ki

[
1− e−(t/τi)

]
(7.34)

where G0 and G (t) are the instantaneous and time dependent moduli, re-
spectively; gi and τi are stress relaxation parameters; NG is the number of
terms used in the stress relaxation function.

The elastic part was assumed to be nonlinear and a function of strain
energy density per unit volume was used to describe the elastic behaviour of
the tissue

U =
N∑

i=1

2μi

α2i

[
λαi
1 + λαi

2 + λαi
3 − 3 + 1

Di
(J − 1)2i

]
(7.35)

where J = λ1λ2λ3 is the volume ratio, λi are the principal stretch ratios; Di,
αi and μi are the material parameters are the material parameters.
(7) Hoffman & Grigg[66] and Richards et al.[67].
Develop the unaxial constitutive equations by using the calculation of

Volterra–Wiener kernels and pseudorandom Gaussian white noise (PGN)
stress
Wiener series:

ε (n) = h0 +
R−1∑
j=0

h1 (j)σ (n− j) +
R−1∑
j1=0

R−1∑
j2=0

h2 (j1, j2)σ (n− j1)σ (n− j2)

(7.36)
where ε (n) is the strain at time increment n; h0, h1 (j) and h2 (j1, j2) are
the system kernels; R is the memory length and a uniform sampling rate is
assumed. The memory length in units of time is the product of (R− 1) and
the time interval between data points. The kernels of the functional series
depend upon the chosen reference level (i.e., the average level of the stimulus
h0). At second order, the Volterra kernels are equal to the Wiener kernels.
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Volterra series:

ε (t) = k0 +
∫ ∞

0

k1 (τ)σ (t− τ) dτ

+
∫ ∞

0

∫ ∞

0

k2 (τ1, τ2)σ (t− τ1)σ (t− τ2) dτ1dτ2 (7.37)

where ε (t) is the system output (strain); σ (t) is the system input (stress); k0,
k1 (τ) and k2 (τ1, τ2) are the system kernels. The zeroth order kernel k0 is the
mean value of the response. The first order term involving k1 (τ) represents
the convolution integral that appears in linear viscoelasticity. The second
order kernels k2 (τ1, τ2) describe the nonlinear response characteristics.

These kernels were used to predict the strain response to a variety of
sinusoidal stress inputs. These predicted strains were compared with the
measured strain response.

Overall, the method provides a means to develop soft tissue constitutive
equations that can predict both nonlinear and viscoelastic behaviour over a
wide range of stress inputs.

(8) Khatyr et al.[68].
According to observation of Agache et al.[69] that if a scale of stress is

imposed upon the skin, the curve obtained can be decomposed into three
parts: the first phase corresponds to a purely elastic deformation εe, the sec-
ond phase of variable creep corresponds to the viscoelastic phase εve and the
third phase corresponds to the constant creep phase εs, Khatyr et al.[68] pro-
posed a four-parameter viscoelastic model, as shown in Figure 7.4, based on
the analogical Kelvin–Voigt model in association with a spectral formulation.

Figure 7.4 Model of Khatyr et al.

The model is composed of only three parts: a spring representing the
elastic part of the skin; a simple spring-and-dashpot system that accounts
for the short-term viscous part; a spectrum that comes into play for
longterm effects.
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The total deformation e is then defined by the following differential equa-
tions:

ε = εe + εve + εs (7.38)

where (the elastic deformation) εe = σ/Ee and the viscoelastic deformation
is the solution of the differential equation

εve =
σ

Eve
[1− exp (−t/τ)] (7.39)

where τ = η/Eve.
The spectral deformation is given as

εs = Aσ

[
1−

5∑
i=1

ai exp
(
− t

bi

)]
(7.40)

with
5∑

i=1

ai = 1. The ai and bi are chosen as: a1 = 0.1, a2 = 0.1, a3 = 0.1,

a4 = 0.3, a5 = 0.4, b1 = 20, b2 = 120, b3 = 250, b4 = 310, b5 = 610.
The viscoelastic model proposed has only four intrinsic parameters: elas-

ticity parameters Ee and Eve and viscosity parameters εve and the spectrum
amplitude A. Skin being considered as orthotropic.

Based on the single-axis extension test on human skin in vivo, the follow-
ing parameters are obtained from Table 7.4:

Table 7.4 The parameters used in the model of Khatyr

Ee/(×105 Pa) Eve/(×105 Pa) εve/(×105 Pa · s) A/(×105 Pa · s)
0 ◦ 5.22± 1.34 8.05± 2.41 7.53± 2.27 2.05± 0.56
45 ◦ 3.89± 1.03 6.09± 1.85 5.72± 1.77 2.76± 0.95
90 ◦ 1.32± 0.60 2.16± 1.06 1.95± 1.01 8.31± 3.59
135 ◦ 2.92± 1.20 4.32± 2.07 4.07± 1.94 4.24± 1.81

The orthotropic model enables the simulation of anisotropy in 80% of the
patients. The parameters obtained with the viscoelastic model are indepen-
dent of the type of load, the same coefficients enable a correct representation
in creep and relaxation tests. The main directions vary from one person
to another, Young’s modulus in these directions could be an indicator for
dermatologists and cosmeticians.

(9) Tsubouchi et al.[70].
The skin of fetal Wistar rat was set on a rheometer and the relationship

between stress and strain was examined in vitro. Based on the time-course
curve of strain, Tsubouchi et al.[70] proposed a mechanical-dynamical model,
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which is composed of springs (elasticity) and dumpers (viscosity) connected
serially and in parallel, as given in Figure 7.5.

(10) Wang & Hayward[71].
For viscoelasticity, Wang & Hayward[71] tested the skin for small defor-

mations and identified a five-parameter model for relaxation and another for
creeping. The model is given as Figure 7.6. The model has been validated by
comparison with experimental data on small patches of fingerpad glabrous
skin in human subjects tested in vivo under tangential loading. The param-
eters used in the model of Wang & Hayward are given in Table 7.5.

Figure 7.5 Model of Tsubouchi

et al.

Figure 7.6 Second order linear

viscoelastic model of Wang &

Hayward

Table 7.5 The parameters used in the model of Wang & Hayward

μ0 μ1 η1 μ2 η2
Along ridges 1.05± 0.816 0.745± 0.308 0.681± 0.569 7.27± 5.66 0.0665± 0.0515
(relaxation)

Cross ridges 0.769± 0.253 0.830± 0.561 0.800± 0.556 5.78± 4.41 0.0763± 0.0540
(relaxation)

Along ridges 0.916± 0.801 3.70± 3.10 4.06± 5.14 17.1± 13.1 0.948± 0.867
(creep)

Cross ridges 0.394± 0.319 3.14± 1.95 14.9± 19.5 21.2± 16.1 1.77± 1.11
(creep)

(11) Giles et al.[72].
Giles et al.[72] proposed a quasi-linear viscoelastic model for skin tis-

sue. The general form of the stress response (in terms of the second Piola–
Kirchhoff stress S) is the hereditary integral equation:

S (t) =
∫ t

0

G (t− τ)
dSe

dE
dE
dτ
dτ (7.41)
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where Se is the elastic stress function; E is the Lagrangian strain; G (t) is
the reduced relaxation function. The following form for predicting the rate
independent hysteretic behaviour of soft tissue is used[73]:

G(t) =
1 + C[E1/(t/τ2)− E1(t/τ1)]

1 + C ln(τ2/τ1)
(7.42)

where C is a material parameter that reflects the amount of viscoelastic
content of the tissue; τ1 and τ2 are time constants that regulate the short
and long term material responses, respectively; E1 ( ) is the exponential
integral function. In their modeling, the parameter obtained for ligament[74]

were used for skin tissue: C = 0.129, t1 = 0.096 s, and t1 = 2.09× 105 s.
The elastic stresses are calculated from the strain energy function

W e =
c

2
{
exp

[
b1E

2
11 + b2

(
E2
22 + E2

33

)]− 1}
where c, b1, and b2 are material parameters and E11, E22 and E33 are La-
grangian strains along directions i1, i2, and i3, respectively. The material
parameters with values of c = 0.876 kPa, b1 = 18.48, and b2 = 3.58 obtained
for myocardium[75] were used for skin tissue.
For simulations of planar biaxial deformation assuming incompressibility,

the governing Cauchy stress versus strain equations are

T11 = λ21S11 − λ23S33

= λ21

∫ t

0

G (t− τ)
dSe

11

dτ
dτ − λ23

∫ t

0

G (t− τ)
dSe

33

dτ
dτ (7.43)

T22 = λ22S22 − λ23S33

= λ22

∫ t

0

G (t− τ)
dSe

22

dτ
dτ − λ23

∫ t

0

G (t− τ)
dSe

33

dτ
dτ (7.44)

2) Viscoelastic models for the skin under compression
(1) Dinnar[76].
Dinnar[76] gives the following relaxation function expression assuming

that skin is linear elasticity:

JT1 (t1) =
{
JT (∞)
JT (0)

+
t1

JT (0)ω0Q1
+ exp

(
− λ

ω0
t1

)[
1− JT (∞)

JT (0)

]}
H (t1)

(7.45)
from fit to data of Hickman et al. found: k1 = 2.5, k2 = 10, C2 = 1.8 ×
104, C3 = 104.
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(2) Duchemin et al.[77].
Many works have been done to model the skin behaviour in the pressure

direction. However in most cases, the in vivo tests run to identify the param-
eters imply that not only the skin is modeled but also the underlying tissues.
In Reference [78], a linear model has been used. D’Aulignac et al.[79] have
suggested a finite element mesh composed of two spring layers: a surface
mesh model based on masses, linear dashpots and springs, then a second set
of nonlinear springs orthogonal to the surface to model volumic effects. The
nonlinear relationship between pressure force and penetration depth is given
by

fz (z) = kz (z) z, with kz (z) =
k0z

1− z/h
for z < h (7.46)

where k0z and can h be interpreted respectively as the surface stiffness and
the tissue thickness (maximum penetration depth).

However, D’Aulignac did not exploit the physical meaning of these pa-
rameters to validate it. Once again, for small deformations, a linear elastic
behaviour can be deduced.

The first model describes skin behaviour along the pressure direction:
since velocity is almost equal to zero in this direction once the desired force
has been reached, this model does not include any damping parameter. It
is based on a nonlinear stiffness relation whose parameters are an equiva-
lent stiffness and an estimated thickness of the skin. Force control compres-
sion (FCC) (respectively, position control compression (PCC) tests have been
performed and correlated with creep tests for different applied forces (respec-
tively, relaxation tests for different penetration depths). Resulting responses
of creep and relaxation tests have been modeled by a Kelvin–Boltzmann body.
Moreover, reproducibility has been shown, as well as reciprocity, during FCC
or PCC tests.
Pressure direction:

z (fz) = fz/
(
k0z + fz/h

)
(7.47)

where z is the penetration depth; fz is the applied force; k0z and can h

be interpreted respectively as the surface stiffness and the tissue thickness
(maximum penetration depth).

The second model relates the applied force and the friction force in func-
tion of the displacement on the skin surface. It takes into account lubrication
influence, as well as velocity of the tool, thanks to the friction coefficient of
the skin.
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Shear direction:

fcx
(
Δxd, fdz

)
= μ

(
ẋd

)
fdz

(
1− e−Δxd/L

)
(7.48)

where fcx is the friction force; Δx
d = xd − xref is the relative displacement;

μ
(
ẋd

)
is the dynamic friction coefficient; fdz is the normal force.

(3) Quasi linear viscoelastic model (QLV theory)
Fung[80,81] introduced a viscoelasticity theory that has become the most

widely used theory in soft tissue biomechanics and is found both useful for
compressive and tension behaviour of tissue. This theory is referred to as
QLV. The basis of this theory is that the stress at a given time can
be described by a convolution integral representation, separating the elastic
response and the relaxation function; the relaxation function has a specific
continuous spectrum.

The formulation of QLV theory is similar to finite linear viscoelasticity.
It is assumed that the stress relaxation function can be expressed as a con-
volution of a relaxation function with an elastic response

σ (t) =
∫ t

0

G (t− τ, ε) ε̇ (τ) dτ (7.49)

ε (t) =
∫ t

0

J (t− τ, σ) σ̇ (τ) dτ (7.50)

where t is time; τ is the dummy variable for time; σ (t) and ε (t) are stress
and strain; J (t, σ) and G (t, ε) are creep and relaxation moduli, respectively.
For the quasi-linear response of tissue, the relaxation functions J (t, σ)

and G (t, ε) can be further separated into a strain-dependent part and a
time-dependent part[82]

G (t) = g (t)σe (ε) (7.51)

J (t, σ) = j (t) εe (σ) (7.52)

where g (t) and j (t) are normalized creep and relaxation functions that
only depend on time; σe (ε) is the instantaneous elastic response, i.e., the
maximum stress in response to an instantaneous step input of strain, while
εe (σ) is the elastic strain response. This form is also called QLV theory[80],
which was formulated by Fung[82] and has been proven useful for describ-
ing the viscoelastic behaviour of different soft tissues such as skin[64,83,84],
ligament[85∼87], cartilage[88,89] and tendon[86,90,91].

Insertion of Equations (7.51) and (7.52) into Equations (7.49) and (7.50),
respectively, leads to the following nonlinear separable integral formulations:
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σ (t) =
∫ t

0

g (t− τ)
dσe [ε (τ)]

dε
dε (τ)
dτ

dτ (7.53)

ε (t) =
∫ t

0

j (t− τ)
dεe [σ (τ)]

dσ
dσ (τ)
dτ

dτ (7.54)

where εe (τ) and σe (τ) are the elastic strain and stress response, respectively.
For biological soft tissues, Fung proposed a continuous relaxation repre-

sentation for G (t). It was assumed that the relaxation function was the same
in all directions which reduced G (t) to a scalar

G (t) =
1 + c [E1 (t/τ2)− E2 (t/τ1)]

1 + c ln (τ2/τ1)
(7.55)

where E1 (t) was the exponential integral function.

E1 =
∫ ∞

z

exp (−t)
t

t (7.56)

This relaxation function provides a smooth, linear decrease from short to
long relaxation times. The stiffness (real part of complex modulus) increases
with increasing frequency, whereas the damping (imaginary part) is relatively
constant over a wide range of frequencies. This yields a hysteresis loop that
is relatively insensitive to strain rate over several decades of change, a feature
often observed for soft tissues. The three viscoelastic material coefficients,
t1, t2, and c, can be determined from the analysis of a stress relaxation ex-
periment. t1 and t2 represent time constants that bind the lower and upper
limits of the constant damping range of the relaxation function and c is a
dimensionless constant that scales the degree to which viscous effects are
present. Complete details and history of the QLV theory can be found in
Fung[80].

7.3 Structural Models

The continuum and phenomenological models are useful in describing the
macromechanical response of skin, but they have some drawbacks, where the
main drawback of these approaches is that the various parameters generally
do not have a direct physical or biological meaning since this method pro-
vide little insight into how the constitutive properties of the skin affect its
mechanical behaviour[17,77,92].

In view of the problems with continuum and phenomenological models,
the structural models have been proposed, which describe gross mechani-
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cal behaviour of skin by combining and analyzing the behaviour of its in-
dividual components on the basis of microstructural geometry and proper-
ties with the alignment and straightening of the fiber network taken into
consideration[5,84,92∼96]. The structural model is based on the assumption
that the tissue’s response is the sum of the responses of its constituents and
the overall tissue’s response can be evaluated if the constituents’ structure,
their mechanics and interactions are known. The structural models have
several merits[5,17,97∼99]: it is physical in the sense that all material func-
tions are physical quantities and thus the microstructure of the tissues is
more appropriately related to their mechanical behaviour since the responses
of the individual constituents of a tissue are combined to determine an over-
all description of its material behaviour; the resulting models facilitate
our understanding of the tissue’s function and provide an insight into the
tissue’s response to a given deformation by building the relationship between
tissue microstructure and mechanical properties; structural models have
a distinct advantage in tissue characterization since the structure is often
known or can be investigated by available morphometric techniques and the
mechanical properties of some of the tissue components can be determined
independently by isolating them from the tissue.

Structural models have been used to describe the behaviour, under uni-
axial tension, of parallel-fibered collagenous tissues such as tendons and
ligaments[97,100] or of a fibril assembly within a single collagen fiber[101∼103].

7.3.1 Elastic model

There are two general approaches that have been used in forming mi-
crostructural models according to how they model the low modulus “toe”
region response based on collagen structure. One general approach used nu-
merous elastic elements that were sequentially recruited causing nonlinear,
elastic behaviour, while the other approach has been used to describe toe
region behaviour by directly modeling collagen fiber geometry.

The “toe” region is probably caused by a gradual straightening of fibers,
as suggested previously[104∼106]. The elastic response of skin was represented
by numerous individual linearly elastic components, each of which repre-
sented a collagen fibril of different initial length in its unloaded and crimped
form. As the skin was loaded, additional fibrils were recruited yielding the
nonlinear behaviour characteristic of the toe region. At higher loads, all
the fibrils were loaded and the skin stress-strain curve became linear. Sev-
eral investigators[5,93,95,107] have adopted this approach to develop models



7.3 Structural Models 181

attributing the mechanical response to this sequential straightening of the
fibers.

1) Markenscoff & Yannas[95]

The uniaxial behaviour of skin has also been described by directly mod-
eling collagen fibril geometry. Markenscoff & Yannas[95] proposed a simple
structural model of the collagen fiber network in the dermis to describe the
process of orienting collagen fibers in stretched skin in an effort and to cal-
culate the strain level at which the stiffness of skin abruptly increases. The
model was shown in Figure 7.7.

Figure 7.7 Model of a sequence of collagen fibers in the dermis: the fibers are

assumed to have unit length, to be interconnected at their end and to advance

monotonically forward as bound sequences, so that 0 < θ < 180◦

In the model, it is assumed that the overwhelming majority of colla-
gen fibers lie in the plane of the dermis and that fibers crossing that plane
contribute negligibly to the deformation of this tissue; the collagen fibers
in the dermis are equal in length, interconnected at their end, and bound
sequences of fibers are always monotonically advancing forward (there is ef-
ficient load transfer between ends of fibers).

The angle θ at each joint is considered as a random variable distributed
with equal probability between 0◦ and180◦. The expected value of the length
of this chain, consisting of n fibers is

E (L) = nE (sin θ · 1) = n

π

∫ π

0

sin θdθ =
2n
π

(7.57)

where E (L) denotes the expected value of L.
The calculated critical strain level (57%) agrees roughly with experimental

values. It is suggested that entry into the high-modulus region of the stress-
strain curve of skin is simply a geometric effect, corresponding to thorough
alignment, along the stress direction, of the fibers in the collagen network.
The model finds use in systematizing data on the effect of age on the long-
range extensibility of skin and on the morphological basis of skin extensibility
along and across Langer’s lines.

Although in the model only collagen fibres are considered, Markenscoff &
Yannas[95] pointed out that the contribution of elastin and of the matrix must
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be accounted for in a more complex model in order to explain the mechanical
behaviour of the dermis at low strain level.

2) Decraemer et al.[107]

Decraemer et al.[107] proposed a model consisting of a large number of
purely elastic fibers embedded in a gelatin-like liquid. Schematic of Decrae-
mer model was shown in Figure 7.8. It is assumed that: a large number
(N) of purely elastic fibres, with identical Young’s modulus (k), same cross-
sectional area (S) but different initial length (li), embedded in a gelatin like
liquid; the fibers were with a normal distribution spread about an assumed
mean (μ) with a standard deviation (s).

Figure 7.8 Schematic representation of the model containing fibers of different

initial lengths li

According to their initial length li, the fibrcs are more or less stretched
when the total specimen (initial length l0) is extended up to a length l. The
force needed to hold the specimen at length l is given by

K (l) =
∫ l

l0

Sk
l − li
li

N√
2πs

exp

[
− (μ− li)

2

2s2

]
dli (7.58)

or in terms of the Lagrangian stress (σ = K/A0 with A0 being the cross-
section of the strip at rest) and the relative length (λ = l/l0, λi = li/l0)

σ (λ) = b
l√
2πs′

∫ l

l0

λ− λi
λi

exp
[
−(μ′ − li)/(2ε′

2)
]
dli (7.59)

where b = (NS/A0) k is the effective Young’s modulus; μ′ = μ/l0 and s′ =
s/l0 are the normalized parameters for a strip of unit length and unit cross
section.

Liao & Belkoff[108] extended the model of sequential recruitment to in-
clude failure of ligament, where individual fibers, once recruited, behaved
linear elastically until exceeding a limit strain at which point brittle failure
occurred.
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3) Manschot & Brakkee[96]

The stress-strain relationship for human skin in vitro has a characteristic
non linear shape even for low loads. Considerations are given on the ba-
sis of which a structural model has been selected, in which the mechanical
properties of corrugated collagen fibrils are involved. It is found that such a
model (shown in Figure 7.9) can describe the experimental stress-strain rela-
tionship surprisingly well with only three free parameters. These parameters
are related to basic collagen fibril properties such as stiffness, diameter and
waviness. The role of elastin is likely lo be negligible for the purely elastic
properties of human skin in vice.

Figure 7.9 Geometry of a model collagen fibril in (a) a relaxed state and (b) a

deformed state

In the preceding paper[109] it was described how the mechanical properties
of human skin in vivo can be determined by the use of high uniaxial loads.
Furthermore it was presented how to obtain a stress-strain relationship which
is independent of the in vivo measuring configuration. In the same paper the
viscoelasticity of skin was discussed. A procedure was given by which the
experimental data could be split into time dependent and time independent
data.

These time independent properties are reflected in the purely elastic
stress-strain relationship, which will be studied in the present paper. Such a
relationship can be quantified by a mechanical structural model.

A model has been adopted which is based on the assumption that for
unwinding each of the originally undulated collagen fibrils an increasing stress
is needed (like a corrugated metal wire).

Therefore, the assumption has been made that after the preconditioning
of the skin with a high uniaxial load the skin may be represented by a number
of parallel aligned collagen fibres. Hence the straightening and the stretching
of the skin fibres in such a situation is similar to that of the tendon fibres.

The collagen fibrils in the skin are considered to behave like elastic springs
with a periodic corrugation. The corrugation is given by a planar sinusoidal
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waveform and the material of the spring (i.e. collagen) is assumed to be
linear elastic.

The stress-strain relationship of the skin is given as

ε =
1 + μ (1 + σ/Ec)

1 + μγ2
− 1 (7.60)

where σ = F/Af is the stress with F being the force in the x-direction at the
ends of the fibril and Af being the cross-section of the fibril; ε is the strain
defined as the relative increase in length along the x-axis; Ec determines
the slope of the stress-strain curve for high stress values and represents the
stiffness of the collagen fraction; μ indicates the strain value at which the
mean corrugated fibril has become almost straight and is related to the max

angle of the related wave form; γ = 1
/[

CF
σ

Ec

(
σ

Ec
+ 1

)
+ 1

]
with CF

being the measure of the corrugation of the fibril and independent of the
total number of fibrils.

Fitting to the data from tensile testing of leg skin in vivo[109], the following
parameters are obtained.
Along the main axis of leg:

Ec = 22 MPa, CF = 220, μ = 8%

Cross the main axis of leg:

Ec = 6 MPa, CF = 100, μ = 20%

4) Shoemaker et al.[110]

The constitutive model described relies loosely upon considerations of
irreversible thermodynamics and tissue ultrastructure.

Deformation of a network of fibres and its contribution of macroscopic
stresses was considered by Shoemaker[111] in a treatment similar to Lanir’s,
as a preliminary to development of the constitutive relation described herein.
However, the final relation is ultimately empirical, of a form suggested by
but not strictly based upon an ultrastructural model.

A constitutive relation proposed by Shoemaker[111] to model the mechan-
ical behaviour of membraneous or two-dimensional soft tissues is described.
Experiments by Schneider[112] on human skin and the application of the con-
stitutive model to biaxial stress-strain data from these experiments, are dis-
cussed. Some experimental data and predictions of the model obtained by
curvefitting are presented for comparison. Values of material parameters are
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also presented. It is concluded that the constitutive model is well able to fit
results of individual tests, and that its generality (judged by consistency of
parameters from test to test of the same specimen), though not complete,
does compare favorably with some other results presented in the literature.

We assume that each component of the Kirchhoff stress tensor may be
approximated by the sum of two terms, one due to the compliant component
of the tissue, and the other due to its stiff, fibrous components

Sij = Sc
ij + Sf

ij (7.61)

where Sij is the Kirchhoff stress tensor; Sc
ij are the “compliant” stresses; S

f
ij

are the “stiff” fiber stresses. The “compliant” stresses Sc
ij , are assumed to

depend on the Green strain components by a linear viscoelastic law, written
as follows:

Sc
ij = Cijkl

∫ t

−∞
g (t− τ) Ėkl (τ) dτ (7.62)

where Cijkl is a tensor of material constants; g (t) is the reduced relaxation
function; Ėkl are the rates of the components of the Green’s strain tensor.
The stress components Sf

ij , take the following form:

Sf
ij =

∫ π/2

−π/2

d (θ)Sf
∂Ef

∂Eij
dθ (7.63)

where θ is the angle of orientation in x1 x2 plane, with respect to x1 axis,
where xi (i = 1, 2) is the coordinates in a rectangular Cartesian system; the
function dθ will be referred to as a distribution function for the stiff fibrous
component; Sf and Ef will be referred to as fiber stress and strain measures,
respectively, which depend upon θ, as well as the deformation history.
We suppose that the fiber strain measure in our model, Ef is dependent

upon the line strain E, as well as another strain measure E−, when the fiber
stress measure Sf is tensile (> 0)

Ef = [(1− b)E + bE− − E0]/λ20, Ef > 0 (7.64)

where b is a constant between 0 and 1; E0 is called the effective straightening
strain and is supposed to depend upon θ and λ0 =

√
2E0 + 1 is called the

perpendicular line strain and simply represents the line strain along a path
perpendicular to the line element with reference orientation θ. It may be
written

E− = E11 sin2 θ + E22 cos2 θ − (E12 + E21) sin θ cos θ (7.65)
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The fiber stress measure Sf is supposed to depend upon Ef according to
a viscoelastic law

Sf =
∫ t

−∞
G (t− τ)Ef (τ) dτ (7.66)

where G is a relaxation function. Just as in the example of the single fiber,
which bent rather than accept compressive stress, it is assumed that the fiber
stress measure Sf cannot be compressive (< 0).
The functions are chosen by Shoemaker et al.[110] as

g (t) =
[
1 + 2a

√
t/pK1

(
2
√
pt

)]
/(1 + a/p) (7.67)

The effective straightening strain E(θ) is assigned the form

E0 = Eε1/(cos θ + E2 sin θ), 0 � θ � π/2

= E1/(cos θ − E2 sin θ), −π/2 � θ � 0 (7.68)

where E1, E2, a, p are material parameters; K1 is the modified Bessel function
of second kind, order one.

With condition of orthotropy and thermodynamic assumptions, the model
is characterized by the constants C1111, C2222, C1122 as well as k, b, E1,
E2, a, p. Based on the experimental data on human skin[112], the following
parameters are obtained:

C1111=(30.7±6.3) N/m, C2222=(83.1±17.9)N/m, C1212=(24.9±5.4)N/m,

k = (121± 69.2)kN/m, b = 0.244± 0.062, ε1 = (0.848± 0.036) rad−1,
ε2 = (1.55± 0.121)rad−1, a = (4.67± 2.51) s−1, p = (1.83± 0.63) s−1

5) Oomens et al.[113∼115]

Oomens et al.[115] proposed a structural model to describe the nonlinear
elastic and time-dependent behaviour of the skin and subcutis, where skin is
assumed to consist of a porous solid (representing the fibre network embedded
in the colloid-rich part of the ground substance) and a freely movable fluid
(the colloid-poor part of the ground substance). The model is based on the
hypothesis that skin behaves as a sponge-like material, consisting of a porous
solid with a fluid in it. This mixture approach is especially valuable for tissues
under compression.

When the sponge is compressed the fluid will be pressed away. The time
dependent behaviour can be explained as due to the resistance against this
flow induced by the viscosity of the fluid; and nonlinear time dependent
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behaviour can be explained as due to the decrease of the pores size of the
sponge induced by the increase of the resistance to flow under compressing
loading. Non-linear elastic behaviour can originate from the fibre reinforced
solid.

The model is given as

∇ · (T eff − pI) = 0 (7.69)

∇ · νs −∇ · (K ·∇p) = 0 (7.70)

where ∇ represents the gradient operator with regard to the coordinates in
the deformed configuration; T is the Cauchy stress tensor with T eff being
the effective stress in soil mechanics; K is called the permeability tensor; ν

is the velocity tensor; the Lagrange multiplier p is a hydrodynamic pressure
arising from the condition of incompressibility.

For solid phase
A simplified form of Fung’s exponential strain energy function[43] was

used to represent the solid matrix

As = C exp
(
a1E

2
11 + a2E

2
2 + a3E

2
12 + a4E1E2

)
(7.71)

where As is the Helmholtz free energy for the solid; Eij is the components
of the Green-Lagrange strain tensor according to a base along the symme-
try planes of an orthotropic material; ai(i = 1, 2, 3, 4) and C are material
constants.

For liquid phase
A empirical relation for articular cartilage used by Mow et al.[116] was

used for the permeability the to large strains as follows

K = K0 expM (J3 − 1)

where K is the permeability before deformation; M is a nondimensional
parameter; J3 is the third invariant of the deformation tensor for the solid.
Based on the data, the following parameters are used: C = 100 kPa,

a1 = 1, a2 = 1, a3 = 0.32, a4 = 0.35, K = 1.4× 10−14m4/(N · s), M = 6.
6) Belkoff & Haut[92]

Belkoff & Haut[92] pointed out that previous structural models were not
experimentally verified and have not verified alterations induced by different
factors (location, direction of specimens on the body, age, and other influ-
ences), which are observed biochemically or microscopically and are report-
edly caused by alterations in the organization and content of collagen fibers.
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In view of this, they formulated a structural model to describe the nonlinear
response of skin under uniaxial tension based on earlier models[5,93,107], in
order to investigate the ability of a microstructurally based model to identify
changes in the collagenous microstructural network of skin which occur with
age and specimen direction.

The model assumed that the collagen fibrils had a normally distributed
slack length that caused a gradual disappearance of the crimp pattern as the
individual fibers became straight and began to carry a load.

Assumptions: for the uniaxial specimen that all of the fibers are aligned
in the direction of elongation; do not include any contribution from elastin;
the model does not include any viscous components; only the collagen

fiber network is included in the model. The fibers are assumed to be linear
elastic and organized in a wavy fashion in the relaxed state.

The force generated, f , is correlated to the tissue length, x, as

f = k

∫ x

x1

∫ η

x1

R (ζ)/ (l0 + ζ) dζdη (7.72)

where k is the net “stiffness” of the fibers, which is analogous to the tangent
stiffness; x1 is the tissue length at stress free state; l0 is the gauge length
(letting x1 = 0); R (x) = exp

[
− (x− μ)2/2σ2

]
/
(
σ
√
2π

)
is a recruitment

function of the fibers being straightened, which is a normal Gaussian distri-
bution. The distribution is centered about a mean, μ, and has a standard
deviation, σ, where μ is the deformation state for which half the fibers will
have been recruited and σ determines how quickly the fibers are recruited
with respect to the mean, μ.

Belkoff & Haut[92] discussed with respect to uniaxial testing data and
biochemical and morphological data. Quasi-static uniaxial tensile tests were
conducted on dorsal skin of rats aged 1∼4 months. Specimens were taken
longitudinally and transversely (laterally) to the spine and tested at 1.5%.
The model showed fiber stiffness to increase laterally during maturation and
to be greater laterally than longitudinally. It also indicated the migration of
the ‘heel’ portion of the response curve toward the origin during maturation
to be due to less crimping in the fibers. These results were qualitatively
supported by microscopical observations.

7) Bischoff et al.[9,117∼119]

Motivated by the statistical mechanics models of DNA stretching[120] and
by hypothesizing that the mechanical behaviour of skin at large stretches is
dominated by the macromolecular collagen network, Bischoff et al.[9,117∼119]

developed a constitutive model based on the entropy change upon stretch-
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ing of long-chain molecules using physiologically meaningful parameters to
represent the collagen network in skin to model the elastic behaviour of skin.

The model is initially isotropic rubbery elastic constitutive law developed
by Arruda & Boyce[10]. This was based on the microstructure of the skin
and modeled the nonlinearity as stretching of long-chain molecules, these
being the collagen fibres. This model accounted for anisotropy in the way
that the initially isotropic constitutive law is transformed when the tissue is
subjected to an anisotropic stress state. The strain energy function in this
model is expressed as

W =W0 +
nkΘ
4

{
N

4∑
i=1

[
ρ(i)

N
β(i)ρ + ln

β
(i)
ρ

sinβ(i)ρ

]
− βρ√

N
ln

(
λa2

a λa2

b λa2

c

)}
+B [cosh (J − 1)− 1] (7.73)

whereW0 is a constant; n is network collagen chain density; k is Boltzmann’s
constant; Θ = 298 K is the absolute temperature; N is the fibre-free length;
ρ is the deformed length of the molecule chains; β is the Langevin function
and B [cosh (J − 1)− 1] is the compressible component of the strain energy;
λc is the chain stretch defined as λc =

√
(λ21 + λ22 + λ23)/3.

The true stress-stretch relation for the model is given by

σi =
nkΘ
3

√
N

I3

[
L−1

(
λc√
N

)
λ2i
λc
− L−1

(
1√
N

)
1
I3

]
+
k (1− ln I3)

I3
(7.74)

where σi and λi are principal stresses and stretches, respectively; L−1 is the
inverse Langevin function with L (x) = coth x− 1/x.
Bischoff et al.[9] incorporated this constitutive law into a finite element

simulation to verify the model in situations where the solution was known
through experimental data. The model has been shown to have predictive
capabilities by the good agreement between model predictions and experi-
mental results obtained both in vivo [121] and in vitro[92,122].

From finite element simulations, this modeling approach predicts that the
collagen network in hypertrophic scars is denser and the constituent collagen
fibers have shorter free lengths than in healthy skin. Additionally, the model
is shown to predict that as rat skin ages, collagen network density increases
and fiber free length decreases.

It should be noted that in this model skin is assumed to be an orthotropic,
hyperelastic material, which means anisotropic mechanical behaviour and
viscoelastic properties of skin cannot be modeled. Besides, it can’t model
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any effects of the proteoglycan ground substance on the mechanical response
since the model is based on the statistical mechanics of long-chain molecules.

8) Vesentini et al.[123,124]

In order to investigate the optimal design for suturing, i.e., the spacing
between two consecutive points able to minimize skin damage given the force
needed to close the wound, Vesentini et al.[123,124] developed a bi-dimensional
nanostructural model, which is differently from Lanir’s model and allows the
application of concentrate loads within the skin sheet. This 2-dimensional
recruitment model for a planar soft tissue is able to compute the local collagen
fibers displacement caused by the application of a concentrated force and to
evaluate the damage of the elastin matrix and on the fibrous component.

Assumptions
(1) The collagen fibers oppose to the force by means of geometrical modi-

fication and the generation of traction forces; the scratching of elastin would
be driven by the orientation changes of the collagen fibers.

(2) Accordingly, in the model the reticular dermis is assumed to consist
of a number of two-dimensional layers of collagen I fibrils and amorphous
elastin. The contribution of epidermis, subcutis, and papillary dermis is
neglected as well as the contribution of those collagen types different from
type I, elastin-associated microfibrils, and ground substance.

(3) The tissue response is the sum of the responses of its constituents.
(4) This feature determines the tissue nonlinear stress-strain relationship,

which is due to fibril recruitment and realignment toward load direction,
although the component mechanical properties are linear (bilinear) elastic.

(5) the stress-strain behaviour of the collagen fibrils is assumed to be
bilinear. In the first region, (uncrimping region) fibrils can elongate with zero
stress, and collagen fibrils are not able to react to strains lower than 57%;
when initially loaded, the collagen fibrils align in the direction of tension and
straighten.

(6) It is assumed that collagen fibers are not able to react to strains lower
than 57%[95]; when initially loaded, the collagen fibers align in the direction
of tension and straighten. For strains larger than 57%, the fibers are assumed
to have a linear elastic behaviour with an elastic modulus E = 1000 MPa and
ultimate stress and strain (σ∗c , ε

∗
c) equal to 50 MPa and 63%

[6,30]. Concerning
the other constituent, the elastin matrix, a linear elastic behaviour has been
considered with E = 0.6 MPa and ultimate stress and strain (σ∗e , ε

∗
e) equal

to 1 MPa and 167%[6,30].
(7) The reticular dennis is assumed to consist of two-dimensional layers
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of collagen I fibers and amorphous elastin. For collagen I the following as-
sumptions have been adopted: the fibril radius (Rc) is equal to 25 nm;
the fibers have different orientation angles α; collagen fibrils group in

fibril families, and each family is defined by one orientation.
A distribution function p (α), proposed by Lanir[5], is used to set the

collagen fiber orientation∫ αmax

αmin

p (α) dα = 1, −π
2
< α � π

2
(7.75)

According to this definition a constant value of p (α) equal to 1/π corre-
sponds to an isotropic fiber distribution.

As an initial estimate, the fibers are supposed to be perturbed within
the range ±Δx. The resultant modification in fiber orientation depends on
whether the left (α1L) or right (α1R) hand side is considered. For instance,
for the right side, the local strain of the fiber is ε = (L1 − L0)/L0 with
L0 = LDR/cosα and L1 = LDR/cosα1R.

The deformation stresses the collagen fiber and the force acting on it is
Fc = EcεcπR

2
c with Rc an Ec being the collagen fibril radius and elastic

modulus, respectively and εc being the strain of collagen. This force is dis-
tinguished within perpendicular and parallel component (F− and F⊥) with
respect to the unstressed-condition. F− loads the elastin matrix while F⊥
loads the collagen fibers.

The perpendicular component is calculated as

F⊥ = 2EcεcπR
2
c sin

(
α1R − α

2

)
(7.76)

The force F applied by the collagen fibril transfers on the elastin matrix
where the elastin stress (σe)-distance (r) relation is σe = σemaxR

2
c/r

2.
The force transferred on the surrounding elastin matrix in this condition

is given by

Flim = 2
∫ ∞

Rc

dr = 2σelRc (7.77)

where l is the part of the fibril which stresses the elastin matrix by changing
its curvature.

εclim = 2lσ∗e/[RcEcπ (αR − α)] (7.78)

where εclim is the strain value at which the elastin matrix begins to rupture;
2l is the fibril segment working as force transfer to the neighbouring elastin
matrix; the α is the fibril orientation angle.
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Four different cases may result from the local strain of the fibril εc.
(1) εc < εclim and εc < ε∗c : in this case, the elastin matrix does not break

and is still able to react to fibril drag. Consequently, this configuration is
stable, the force is than successively moved down. The elastin matrix, and
fibril strain is lower than its ultimate value.

(2) ε∗c < εc < εclim : in this case, the collagen fibril breaks. The disrupted
collagen fibers, when present, are no longer able to sustain the load and are
consequently eliminated from the calculation.

(3) εclim < εc < ε∗c : in this case, the elastin matrix disrupts and the
damaged zone enlarges.

(4) εc > εclim and εc > ε∗c : in this case, both the elastin matrix and the
collagen fibril disrupt; however, since the enlargement of the elastin matrix
damaged area causes a decrease of the collagen fibril strain, the collagen fibril
is not eliminated from the calculations, the damaged area is enlarged by in
the direction, and calculation of the new strain value (εclim) is performed
until case 1 or case 2 is achieved.

Vesentini et al.[123,124] applied this model toinvestigate the collagen fib-
ril and elastin matrix damage mechanics following suture point application.
Results indicate that the force displacement caused by the suture point appli-
cation curve initially stiffens and subsequently softens. Softening occurs due
at first to the enlargement of the elastin matrix damaged area and second to
the collagen fibril disruption. Accordingly, by properly choosing the number
of suture points, it is possible to define the optimal suture points number for
a given wound closure force.

7.3.2 Viscoelastic model

Microstructural viscoelastic models have been formulated with a similar
basis as some of the previously discussed microstructural elastic models.

1) Decraemer et al.[84]

Decraemer et al.[84] refined their previous structural model for skin elastic
behaviour[107] to describe as well viscoelastic phenomena under different load-
ing histories by adding damping to the model and assuming that the fibres
all have identical linear viscoelastic properties described by the relaxation
function G (t).

A viscoelastic model based on the material structure of soft biological
tissue is proposed and a corresponding nonlinear viscoelastic constitutive
equation is derived. It is shown how the relaxation spectrum H (r) may be
derived using only the fundamental Fourier term of the stress corresponding
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with harmonic strain oscillation.

F (t) = N

∫ t

−∞
G (t− τ)

dl (τ)
dτ

×
∫ l(τ)

l0

1√
2πsli

exp
[
− (μ− li)

2
/(2s2)

]
dlidτ

(7.79)
where F (t) is the force at any time t (t � τ); N is the number of purely
elastic fibres (modulus k) embedded in a gelatin like liquid, all having the
same cross-sectional area S but different initial length li, normally distributed
around a mean μ with a standard deviation s.

The above constitutive equation has been written in a particular way to
show that it is similar to the linear viscoelastic constitutive equation, in which
ε has been replaced by a function of ε, namely σε (ε)

σ (t) =
∫ t

−∞
Gr (t− τ)

dσε [ε (τ)]
dτ

dτ (7.80)

where the time function Gr (t− τ) = G (t− τ)/G (0) [Gr (0) = 1] is called
the “reduced relaxation function”, which describes the relative variation of
the stress following a step variation in strain; the function σε (≡ F ε/A0)
describes the immediate stress response, which is a purely elastic relation
(index ε) between stress and strain.

2) Lanir[5,93,94,125]

One precedent for the use of ultrastructural considerations in formulation
of constitutive laws is found in the work of Lanir[5,93,94,125] on flat, collagenous
tissues.

To the best of the authors’ knowledge, the only bidimensional nanos-
tructural model has been developed by Lanir[93] and concerns skin. With
respect to a rectangular skin sheet and assuming an initially isotropic colla-
gen fibril two-dimensional distribution and a collagen fibril wavy arrangement
caused by elastin, Lanir investigated the anisotropy and stiffening effects un-
der increasing shear strain level by applying a distributed shear load to one
boundary.

Lanir’s[93,94] proposed a conceptual model consisted of two networks of
fibers (elastin and collagen) and uses a physically significant per fiber strain
energy function which is incorporated into a continuum formulation. The
fiber’s configurational alteration during deformation, and its resulting stretch
and load were determined first. A statistical mechanical approach was then
used to obtain the macroscopic constitutive relation. Thermodynamic consid-
erations are introduced in their subsequent work[5] for modeling the general
three-dimensional viscoelastic behaviour.
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Assumptions
(1) Skin is considered as an incompressible composite of undulating fibers

embedded in a fluid matrix.
(2) The fibres are linear elastic under stretch.
(3) The mechanical behaviour of skin is assumed to be dominated by

the dermis and the influence of the epidermis and hypodermis is neglected.
The tissue’s response is the sum of the responses of its constituents. The
interaction between the fibres and the ground substance is ignored.

(4) All of the fibers are arranged spatially according to a distribution
function.

(5) Each fibre is thin and perfectly flexible. It has no compressive stiffness
and will buckle under a compressive load. The fibres that are undulated do
not carry load until they are completely straightened. The collagen fibers
and the unfolding and rotating of the fibers during deformation squeezed the
matrix, resulting in an internal hydrostatic pressure.

(6) If a fibre is stretched, it is subjected to a uniaxial strain which is the
tensorial transformation of the overall strain in the fibre’s direction (affine
deformation).

(7) Upon stretching, the fraction of fibres that are straightened and
stretched rises, causing increased resistance against stretch and providing
nonlinear behaviour.

The structure is defined in terms of the orientation of fibres. In order
to reduce the computing effort, a two-dimensional (plane stress) model is
considered. In flat tissues, the orientation distribution of each fibre type, k,
can be described by a density distribution function R (k) where the argument
is the polar angle. In this study two fibre types are considered: collagen
(k = c), and elastin (k = e).

The stress-strain relation is described with

σ = τ − pI (7.81)

where σ is the Cauchy stress tensor; τ is the so-called extra stress tensor,
p is a hydrostatic pressure and I is the second order unit tensor. The me-
chanical behaviour of the fibres is accounted for in τ , the contribution of the
groundsubstance is accounted for in p. The stress-strain relation defined by
Lanir[5] for an in-plane continuous fibre distribution is given by:

σ = J−1
∑

k

Sk

∫ π

0

Rk (θ)f∗k [λ (r0)]F · ∂λ (r0)
∂E

· F cdθ − pI (7.82)
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where F is the deformation tensor; J = det (F ) is a measure for the volume
strain; r0 is a unit vector tangent to the fibre in reference configuration; λ (r0)
is the elongation ratio of the fibres oriented in the direction r0 in the reference
state; Sk is the volumetric fraction (out of the total volume) of fibres of type k
in the unstrained state; Rk (θ) dθ the fraction of all fibres of type k oriented in
direction between θ and θ + dθ in the reference state, which should hold that∫ π

0

Rk (θ) dθ = 1; E = 1/2 (F c · F − I) is the Green-Lagrange tensor (note

that the term ∂λ (r0)/∂E can be expressed as λ−1 (r0) r0r0); f∗k [λ (r0)] is
the load per unit undeformed cross-sectional area, which also accounts for
the undulation of the fibres.

Fibre orientation distribution functions Rk (θ) for collagen fibres is given
as by Lanir[5] as

Rc(θ) = A cos4(θ − C2) +B, 0 � θ � π (7.83)

where A and B are constants. By requiring that the function is symmetric,
cyclic, smooth and should satisfy the normalisation condition for density
distribution functions, Rc(θ) attains the following form:

Rc(θ) = 1/π+ C1[cos4(θ − C2)− 0.375] (7.84)

The restriction Rk (θ) > 0 for all θ imposes limits on C1, namely 0 �
C1 � 0.894. The orientation associated with the angle C2 (0 � C2 � π) is
the direction of physical symmetry of the fibrous structure or the preferred
fibre orientation. The parameter C1 is a measure for the anisotropy. The
orientation distribution of elastin is assumed to be isotropic and can thus be
defined by

Rc(θ) = 1/π (7.85)

The assumptions that fibres are perfectly thin and flexible, have no com-
pressive strength, and if stretched are linear elastic, lead to the following
stress-elongation relation for straightened fibres:

fk (λ) =
{
0 for 0 < λ � 1
Kk (λ− 1) for λ > 1 (7.86)

with Kk the stiffness offibre type k. The elastin fibres are assumed to be
already strained in reference configuration. In order to incorporate the un-
dulation behaviour of the collagen fibres, the stress-elongation relation is
adjusted. The undulation of collagen fibres is assumed to be normally dis-
tributed and expressed in the undulation density distribution function given
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by

Dc,r0 (x) =
1

σc,r0 (2π)
1/2

exp

[
− (x− μc,r0)

2

2σ2c,r0

]
(7.87)

where x is the elongation ratio of the collagen fibres in the deformed state,
the mean elongation ratio defined as the length at which the collagen fi-
bres become straightened divided by the fibre length along in the undulated,
unstrained state and its standard deviation.

Suppose is the fraction of collagen fibres orientated in direction i that is
already straightened in reference configuration. Then, the total load per unit
unstrained cross-sectional area contributed by all collagen fibres in direction
i, with different straightening strain, can be formulated as

f∗c [λ (r0)] = ac,r0fk (λ) +
∫ λ

x=1

Dc,r0fc
λ

x
dx (7.88)

Nαβ =
∫ π

0

U (θ, t) (∂ε/∂εαβ) dθ +NpA
αβ (7.89)

U (θ, t) =
2∑

i=1

SiFi

[
ε
(

t
τ
0

)
, t
]
Ri (θ) (7.90)

ε (t) = ε11 (t) cos2 θ + 2ε12 (t) sin θ cos θ + ε22 (t) sin2 θ (7.91)

where Fi is rheological law for elastin (I = 1) and collagen (I = 2) fibers;
NpA

αβ is time dependent pressure term; H0 is initial thickness; ε is the fiber
strain; S is the fiber density.

A good qualitative agreement was found with results from experiments
on rabbit skin.

Applications
This model is implemented[126] in the finite element code MARC[127] and

uses 8-node, isoparametric trilinear brick elements. Douven et al.[128] applied
Lanir’s model[5] to describe the uniaxial tensile behaviour of human skin in
vivo.

7.4 Summary

The complex material properties of skin make the accurate modeling of
their material behaviour a challenge. In this chapter, we have provided a
critical review of the constitutive models that have been developed to rep-
resent skin tissues. The simplifying assumptions of each modeling approach
have been discussed as well as their relative strengths and weaknesses.
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Till now, a variety of constitutive models have been proposed to describe
the mechanical behaviour of skin tissue. In spite of the huge number of mod-
els proposed, there is not a common constitutive model, which was capable
of capturing all of the properties of native skin tissue, mainly due to the com-
plexity of composition, microstructure, deformation mechanisms as well as
the specific nature and conditions of the experiments the models were based
on.

Phenomenological versus structural

Models based on continuum mechanics allow simulating two-dimensional
behaviour of skin through the assignment of constitutive parameters calcu-
lated from experimental tests. In turn, they are not suited to approach the
substructural mechanics of collagen fibrils, due to the continuum hypothesis.

A problem is the wide variability in the material parameters of contin-
uum and phenomenological models for different experimental protocols
for a given specimen, and slight cycle-to-cycle variations within a single
protocol[129]. Consequently, it is difficult to make reliable interpretations of
a tissue’s behaviour[45]. The strain energy density functions that have been
proposed to represent the orthotropic behaviour of skin[30] require a large
number of constants. Moreover, orthotropic strain energy density functions
are not readily available in commercial finite element codes, which are often
used in the analysis of non-linear, large deformation problems[54].

Clearly, nearly all tissues are comprised of integrated collagen and elastin
fiber networks, which are characterized by nonlinear elastic responses at
medium and large deformations. Although nonlinear elastic responses have
long been described by phenomenological approaches[80], “structural” mod-
els have been introduced that reflect tissue architecture[130], with each struc-
tural component described by a simple phenomenological model, such as a
two-parameter Fung’s model. Thus, while these newer schemes attempt to re-
flect microscale tissue architecture, molecular scale structure continues to be
largely treated in a phenomenological fashion[131]. To address this limitation,
a physics-based polymer chain model has been recently used to describe non-
linear elasticity of biological tissues[132]. Significantly, polymer chain models
possess a number of advantages over phenomenological models, including
enhanced capacity to capture the equilibrium response under different load-
ing conditions and the potential to relate fitted constitutive parameters to
biopolymer molecular structure.

Although structural models have physically significant parameters, which
provide an insight into how the structure of the solids affects its constitutive
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behaviour[92], they are mathematically complex requiring precise quantifica-
tion of the tissue architecture including constituent interactions. For exam-
ple, structural models often contain a large number of parameters, making
the model rather complex; this can result in an increase of computing effort.
Thus far, however, these microstructural relations have not described the
data better than phenomenological relations[129].

One dimensional versus three dimensional
Many of these are models derived from fitting of uniaxial experimental

data[21,39,56,133,134], which have relatively simple mathematical expressions
and have been successful at describing the uniaxial behaviour. Their value
however, is restricted, as they are incapable of describing and predicting
complex three-dimensional, anisotropic behaviour, and shear or transverse
loading[16,17]. Several of the proposed models were derived to solve more
complex two-dimensional problems, but are still restricted to specific problem
senarios[5,23,36∼38,41,93,118,119].

Future
The ultimate goal of skin biomechanics modeling is to improve the clinical

diagnosis and treatment of skin injuries, e.g. the models may identify means
by which to prevent injuries. Despite the significant advances in recent years
in both the complexity and accuracy of computational models of skin, cur-
rent models are still incapable of completely describing and predicting skin
behaviour. Improvement in future models will be achieved through research
in a number of different areas[17]: experimental methods need to be im-
proved to allow inhomogeneities in material properties and in situ strain to
be more accurately quantified; more data are also needed to quantify the
multiaxial material properties of skin; better material models will allow
elastic and viscoelastic behaviour of skin to be more accurately represented.
These models need to be capable of representing healing and diseased skin
as well as healthy tissue.
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SKIN BIOTHERMOMECHANICS





Chapter 8

Introduction of Skin

Biothermomechanics

8.1 Introduction

Skin biothermomechanics here is defined as the response of skin under
thermomechanical loading, which leads to damage—the thermal denaturation
of collagen. Since the thermal mechanical interaction is related to the thermal
damage of tissue, which is mainly due to the denaturation of collagen (the
main component of the dermis, see Chapter 2), the thermal denaturation
(thermal shrinkage) is first reviewed here. Due to the clinical importance,
the thermal denaturation of collagen and collagenous tissues has been studied
a lot, and there are several good reviews on this subject (e.g. References [1,
2]).

In this chapter, the mechanism of thermal denaturation of collagen is first
presented; then collagen thermal denaturation in skin tissue are reviewed, fol-
lowed by talks on the influence of thermal denaturation of collagenous tissue
on their properties; a simple model development for skin biothermomechanics
is last presented.

8.2 Mechanism of Thermal Denaturation (Shrinkage) of

Collagen

The collagen in human dermis are mainly the periodically banded, in-
terstitial collagens (types I, III and IV), where about 80%∼90% is type I
collagen and 8%∼12% is type III collagen (see Chapter 2). As noted, skin
tissue also contains a small amount of elastin but which is very thermally
stable [3]. For example, elastin can survive boiling for several hours with no
apparent change, and does not need attention here.

Type I collagen has a domain within the triple helix that is completely
devoid of hydroxyproline1). Since hydroxyproline readily forms hydrogen

1) Hydroxyproline (C5H9O3N) is an uncommon amino acid.

F. Xu et al., Introduction to  Skin Biothermomechanics and Thermal  Pain
© Science Press Beijing and Springer-Verlag Berlin Heidelberg 2011



210 Chapter 8 Introduction of Skin Biothermomechanics

bonds1)[4]that stabilize the molecule, its absence makes this domain particu-
larly susceptible to thermal damage[5]. There are two levels of organization
where breakdown is thermodynamically significant[6]: one is the collagen
molecule itself, in which three peptide chains are twisted around each other
to form a helical, rod-shaped molecule; the other is the semi-crystalline fibril
in which collagen molecules are assembled side-by-side in a staggered man-
ner with the long axis of each molecule aligned with axial orientation of the
fibril. When collagen is heated, the heat-labile intramolecular crosslinks are
broken, as shown in Figure 8.1, and the collagen undergoes a transition from
a highly organized crystalline structure to a random, gel-like state, which
is the denaturation process[7]. Collagen shrinkage occurs through the cu-
mulative effect of the unwinding of the triple helix, due to the destruction
of the heat-labile intramolecular crosslinks, and the residual tension of the
heat-stable intermolecular crosslinks [1,7,8].

Figure 8.1 Schematic of thermal denaturation of collagen[1] (by permission of

AAOS)

The effects of heating on collagen can be reversible or irreversible and the
precise heat-induced behaviour of collagenous tissue and shrinkage depend on
several factors, including the collagen content[9], the maximum temperature
reached and exposure time[8], the mechanical stress applied to the tissue dur-
ing heating[10,11], and aging[9,12]. As for different heating methods, Arnoczky
& Aksan[1] pointed out that in spite of the different heat generation mecha-
nisms within a tissue such as radio-frequency devices and lasers, once critical
temperatures are reached (45◦C), cells will die, and collagen will become
denatured (about 65◦C).

1) A hydrogen bond is a special type of dipole-dipole bond that exists between an

electronegative atom and a hydrogen atom bonded to another electronegative atom. These

bonds can occur between molecules (intermolecularly), or within different parts of a single

molecule (intramolecularly).



8.2 Mechanism of Thermal Denaturation (Shrinkage) of Collagen 211

Different metrics have been used to characterize the thermal denatura-
tion and heat-induced damage of collagen and collagenous tissues, includ-
ing biological metrics such as enzyme deactivation[13] and extravasation of
fluorescent-tagged plasma proteins[14], thermal metrics such as changes in
enthalpy[15,16], mechanical metrics such as thermal shrinkage[10,17∼19], and
optical metrics such as thermally-induced loss of birefringence (see Figure
8.2)[20∼23]. Although the shrinkage of collagen due to thermal denaturation
has been widely used and has been suggested as a convenient continuum met-
ric of thermal damage[24,25], Wells et al.[26] pointed out that shrinkage may
not be a universal metric to measure thermal damage. Rather, there is a need
to identify an independent metric by which one can determine the extent of
thermal damage[27]. Diller & Pearce[25] pointed out that the dimensionless
indicator of damage, Ω , is, in fact, the logarithm of the relative concentration
of “reactants”, or undenatured collagen, in the collagen denaturation process,
where Ω can be alternatively considered as

Ω (t) = ln
C (0)
C (t)

(8.1)

where C (0) and C (t) are the initial concentration and the concentration
remaining at time t of undenatured collagen, respectively. The degree of
thermal denaturation, defined as the fraction of denatured collagen, and de-
noted by Deg (t), can be calculated by

Deg (t) =
C (0)− C (t)

C (0)
= 1− exp [−Ω(t)] (8.2)

Figure 8.2 Scanning electron micrographs of dermal collagen fibres in untreated

(a) or humid heat-treated (b) sections of a formalin fixed paraffin-embedded skin

specimen. Note that the collagen fibres in the heat-treated section have lost their

ultrastructural features and appear gelatinized
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8.3 Properties Variations due to Thermal Denaturation

of Collagen

Denaturation of collagen occurs as the temperature of the tissue increases.
As well as structural changes, the hydration level of collagen also changes,
which may involvean initial liberation and subsequent absorption of water[28].
Not surprisingly, thermal denaturation of a collagenoustissue, can result in
marked changes in the thermal[29], mechanical[10,19,30∼35] and optical
properties[36∼41]. For example, increased extensibility of soft tissues due
to thermal treatment has been observed in both uniaxial[30,42,43] and biaxial
studies[26,44]. However, none of these studies are for skin tissue and there
are only few studies focused on the thermal denaturation process of skin
tissue[11,45∼49], despite skin dermis being mainly composed of collagen.

8.3.1 Thermal properties changes due to thermal damage

There are few papers on thermal variations of tissue properties induced by
thermal denaturation of collagen. So far, the properties that have been stud-
ied mainly include the specific heat and thermal diffusivity. The specific heat
is often measured by DSC as a function of the temperature, from which the
temperature of thermal denaturation can be obtained. The typical variation
of specific heat with temperature (damage) is given in Figure 8.3.

Figure 8.3 Variation of rabbit patellar tendon collagen apparent specific heat

with temperature at a stress-free state (ramp heating at 2◦C/min between

35∼95◦C)

By using the flash method, Davis et al.[29] measured the through-wall
component of thermal diffusivity, of bovine aorta before and after the tissue
undergoing two hours of heating at 75◦C and found that there was a 10.1%
increase in the thermal diffusivity of the tissue post-heating.
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8.3.2 Mechanical properties changes due to thermal denaturation

The influence of thermal damage has been observed in many collagenous
tissues such as tendon and cartilage, which is also composed of type I collagen
as skin. Chen et al.[10,30,31] performed a series of thermal shrinkage tests on
bovine chordae tendineae. The experimental results showed that scaling the
actual heating time via the characteristic time, τ2 = cem/T for free shrinkage
and τ2 = ceα+βP em/T for isotonic-shrinkage, resulted in a single correlation
between free shrinkage and the duration of heating, which suggested a time-
temperature-load equivalence.

Based on experimental data, Chen et al.[19] proposed two phenomeno-
logical equations to quantify time-dependent thermal damage in a uniaxial
collagenous tissue. Using the mixture rule suggested by Danielsen[50], they
showed that an empirical model could describe well the heat-induced axial
shrinkage induced by a spectrum of thermo-mechanical loading histories. An
exponential decay model was also shown to describe well the partial recovery
when returned to body temperature following heating.
For the shrinkage region:

ξ = [1− f(ν)] (A0 +A1ν) + f(ν) (a0 + a1ν) ,∀ν (8.3)

here, ν = ln(τ/τ2), τ2 = eα+βP em/T ; A0, A1, a0 and a1 are material con-
stants; f ∈ [0, 1] is the distribution fraction of the linear behaviours, defined
as

f(ν) = 1− e−Ω =
ea(ν−νm)

1 + ea(ν−νm)
,∀ν ∈ (ln(τa/τ2), ln(τb/τ2)) (8.4)

For the recovery region:

ξ(t) = B0 −B1(1− e−t/tc) (8.5)

where B0 = ξ0 is the shrinkage at t = 0, B0 − B1 = ξe is the equilibrium
shrinkage after recovery, and tc is a material constant.
Diaz et al.[32] carried out an experimental study on the mechanical re-

sponse of porcine cartilage during laser heating, and found that with heating
there were significant variations in internal stress and the corresponding stain
rate, which were thermally mediated and strongly dependent on tissue ori-
entation.

Chao et al.[33] measured the dynamic variations of elastic modulus of
rabbit nasal septal cartilage during laser radiation. Assuming linear elastic
behaviour, they calculated the elastic modulus and found that: the modulus
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in native tissue was 6.08 MPa, which decreased during and after each suc-
cessive laser exposure for the first (5.41MPa, 4.94MPa), second (5.05MPa,
4.17MPa), and third (4.23MPa, 3.71MPa) laser exposures, respectively. Fol-
lowing rehydration, the modulus returned to near-baseline values (5.33MPa).

Using a dynamic thermo-mechanical analyzer and frequency multiplexing
techniques, Serge et al.[51] experimentally measured the time-temperature
dependent flexural storage moduli and mechanical relaxation in transversely
and longitudinally oriented specimens of porcine nasal septal cartilage. The
results showed that: the storage moduli of porcine cartilage decreased
with increasing temperature, and a critical change in mechanical properties
(reduction in the storage modulus by 85%∼90%) occurred between 58◦C and
60◦C; The shift of stress relaxation behaviour from viscoelastic solid to
viscoelastic liquid was observed between 50◦C and 57◦C, which corresponded
to the transition temperature region of structural changes.

Aksan & McGrath[35] experimentally studied and quantified the heat-
induced thermo-mechanical response characteristics of New Zealand white
rabbit patellar tendon. They found that for all of the specimens tested,
irrespective of the thermal and mechanical history of the specimen, during
tensile testing the mechanical stress, σ, varied exponentially with the applied
strain, ε, as

σ = C1 + C2eC3ε (8.6)

dσ
dε
= C3σ − C1C3 (8.7)

where C1, C2, C3 are functions of thermal damage Ω accumulated before the
onset of tensile test, defined as

C3 = 7.738 + 95.79e−0.102
∑

e2 (8.8)∑
e2

e2,max
= 1− e−0.6489Ω/Ωm (8.9)

e2,max = 23.77 +
12.41

1 + eT−0.364/0.025,58
(8.10)

Ωm = 15.796e7.857T (8.11)

Here, Ωm represents the thermal damage accumulated in tendon specimens
where 50% of the maximum equilibrium shrinkage is reached.

Dahan et al.[52] observed a dramatic increase of initial stress of the fore-
head skin (firmness) from 7.62 before treatment to 16.68 three months after
the fifth treatment of neck line with a non-ablative laser.
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8.3.3 Optical properties changes due to thermal damage

Since collagen fibers are the main scatters in collagenous tissue[53,54], it
is obvious that thermal denaturation will have great influence on the optical
properties of these tissue.

Bosman[36] studied the ultrastructure changes in heated bovine myocardium
and their relation with the corresponding changes in optical properties. The
tissue samples were pre-damaged by immersed in a water bath for 1000s
at different temperatures (25∼75◦C). The results showed that the scattering
anisotropy factor began to decrease gradually from 45◦C, which corresponded
to the beginning of the collagen denaturation.

Thomsen & Vijverberg[55] experimentally measured the changes in op-
tical properties of in vitro rat skin during thermal coagulation and their
results showed that thermal coagulation of albino rat skin results in promi-
nent changes of light scattering but relatively little in light absorption. The
reduced scattering coefficients gradually increased with the increasing tem-
peratures from room temperature to 55◦C then rapidly decreased to plateau
after 70◦C. The differences among the reduced scattering coefficients values
for the different wavelengths were greater at the lower temperatures than
those at higher temperatures. The absorption coefficient changed very little
over the test temperature range (room temperature to 90◦C).

Nilsson et al.[56] simultaneously measured the total transmittance, diffuse
reflectance and surface temperature of fresh and thermally damaged human
skin during laser heating. They found that thermally induced changes in
the optical properties of tissue caused a decrease in the total transmittance
and an increase in the diffuse reflectance of both fresh and pre-damaged
skin samples. For fresh tissue, these changes were primarily reversible un-
til photocoagulation occurred, then both the reversible and the irreversible
changes were observed. But for pre-damaged tissue, the reversible changes
in the optical properties were dominant, while the irreversible changes were
insignificant.

Agah et al.[39] experimentally studied the variation of optical properties
of bovine myocardial tissue due to collagen denaturation and the results
showed that the optical properties could be well fitted by exponential forms
that exhibit temperature-dependent time constant as predicted by Arrhenius
thermal damage theory, which suggested that the optical properties change
could also be parameterized using a single measure of the prior thermal dam-
age. The calculated optical coefficients of the samples were fitted to the
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functional form

m = m1 −m2 exp [− (t− t0)/τ ] (8.12)

where m1 is the initial properties and m2 is the final properties; t0 is the
initial starting time, and τ is the previously defined time constant of the
denaturation process, defined as

ln(τ) = − ln(A) + ΔE/(RT ) (8.13)

Schwarzmaier et al.[40] studied the changes in the optical properties of
fully damaged bovine myocardium caused by laser and hot bath heating.
The experimental data showed that the changes due to different heating
methods were comparable and in both cases, the absorption coefficient and
scattering coefficient were increased by a factor of 2 and 4, respectively, while
the scattering anisotropy factor was not changed significantly.

Chin et al.[57] experimentally measured the dynamic changes in internal
light fluence during interstitial laser heating of tissue phantoms and ex vivo
bovine liver. The results showed that, during irradiation at 810 nm, dynamic
changes in optical properties result in three important trends: an increase
in light fluence; a decrease in light fluence due to coagulation of tissue;
a sharp second drop in light fluence due to the onset of tissue charring.
Ritz et al.[58] measured the optical properties of native and coagulated

porcine liver tissue by using of a double integrating sphere system in the
wavelength range of 400∼2400 nm. The results showed that the optical pa-
rameters had great fluctuations in the examined wavelength range mainly due
to the water and hemoglobin content in the tissue and the greatest optical
penetration depth of 7.46 mm was achieved at 1070 nm. The scattering coef-
ficient had a clear increase due to thermal coagulation, while there was only
a slight decrease in absorption coefficient. Ritz et al.[59] examined porcine
liver tissue samples in a native state (35◦C) and after exposure to different
temperatures (45∼80◦C). They found that with the increase of temperature
there was a decrease in the absorption coefficient and anisotropy factor and an
increase in the scattering coefficient. These changes were only significant in
the temperature range of 50∼65◦C and above 65◦C, there was no significant
change in the tissue optical properties.

Jun et al.[41] measured the effect of thermal damage and biaxial loading
on the optical properties of bovine epicardium. Results showed that the
scattering coefficient increased with increasing mechanical load but decreased
as the degree of thermal damage increased, and there was no significant
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change in the absorption coefficient due to thermal damage over the ranges
studied.
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Chapter 9

Analysis of Skin Biothermomechanics

9.1 Introduction

In Part I of this book, an in-depth description of thermal behaviour of
skin tissue has been presented where different heat transfer models for skin
tissue have been developed based on both Fourier and non-Fourier theories.
Associated issues of thermal stresses and thermal damage are addressed in
this chapter. The aim is to develop a computational approach to examine
the heat transfer process, thermal damage and the heat-induced mechanical
response, so that the underlying mechanism of clinically applied thermal
therapies can be understood and that the differences among these thermal
therapies can be quantified.

Depending on how skin structure is considered, both one-layer and multi-
layer models are developed in this chapter. For one-layer model, exact so-
lutions for temperature, thermal damage and thermal stress are derived for
different boundary conditions. For multi-layer models, numerical simulations
using the finite element method are explored to determine the temperature,
thermal damage and thermal stress distributions in the skin tissue. Based on
these models, the influences of different parameters on the thermomechanical
response will be discussed, and their relative contributions will be assessed.

This chapter is laid out as follows. In Section 9.2, a scheme for charac-
terizing the skin thermomechanical behaviour is proposed, where a general
closed-form solution of thermal stress for one-dimensional, multi-layer skin
model is obtained. Depending on which type of model is used for deriving
the temperature distributions, two types of analysis are then carried out,
one with Fourier model and the other with non-Fourier model. In Section
9.3, analysis of the thermomechanical behaviour of skin tissue is performed
with Fourier bioheat transfer model. Exact solutions of thermal stress are
derived for one-dimensional, one-layer skin model under different boundary
conditions based on the exact solutions of temperature obtained in Chapter
3, while numerical method is employed for more complicated cases, where the
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skin tissue is regarded as a multi-layered material. In Section 9.4, analysis is
performed with different non-Fourier heat transfer models developed in Chap-
ter 3, including thermal wave and dual-phase-lag models, to investigate the
relationship between the thermal relaxation time and the thermomechanical
response of skin tissue. Finally, a summary is given in Section 9.5.

9.2 Theoretical Analysis of Thermal Stress

As previously discussed, skin tissue has a complicated multi-layer struc-
ture (see Figure 9.1).

Figure 9.1 Idealized skin model (by permission of Elsevier)

The thermal properties of different layers have the same order of mag-
nitude (see Table 9.1), but the mechanical properties vary greatly by up to
three orders of magnitude from one layer to another. A one-layer contin-
uum model for heat transfer may be assumed; while, in order to obtain the
distribution of heat-induced stresses, the skin tissue must be treated as a
laminated composite structure, with each layer assumed to be uniform with
linear, orthotropic thermoelastic properties, as shown in Figure 9.2.

Table 9.1 Thermophysical properties of skin tissue for four-layer

model

Parameters Value References

Thermal expansion coefficient/(×10−4/K)

Stratum corneum 1 Assumption

Epidermis 1 Assumption

Dermis 1 Assumption

Subcutaneous fat 1 Assumption

Poisson’s ratio

Stratum corneum 0.48 [1]

Epidermis 0.48 [1]

Dermis 0.48 [1]

Subcutaneous fat 0.48 [1]
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continued

Parameters Value References

Young’s modulus/MPa

Stratum corneum 1998.0 [2]

Epidermis 102 [2]

Dermis 10.2 [2]

Subcutaneous fat 0.0102 [2]

Skin density/(kg/m3)

Stratum corneum 1500.0 [3]

Epidermis 1190.0 [3]

Dermis 1116.0 [3]

Subcutaneous fat 971.0 [3]

Skin thermal conductivity/[W/(m ·K)]
Stratum corneum 0.235

Epidermis 0.235 [4]

Dermis 0.445 [4]

Subcutaneous fat 0.185 [5]

Skin specific heat/[J/(kg ·K)]
Stratum corneum 3600.0

Epidermis 3600.0 [5]

Dermis 3300.0 [5]

Subcutaneous fat 2700.0 [5]

Metabolic heat generation/(W/m3)

Stratum corneum 368.1

Epidermis 368.1 [6]

Dermis 368.1 [6]

Subcutaneous fat 368.3 [6]

Thickness/mm

Stratum corneum 0.02 Assumption

Epidermis 0.08 Assumption

Dermis 1.5 [7]

Subcutaneous fat 4.4 Assumption

Figure 9.2 Schematic of the multi-layer skin tissue (by permission of Elsevier)

The thermomechanical behaviour of skin tissue is simplified to be a “seque-

ntially-coupled” problem, in other words, the mechanical behaviour has no
influence on thermal behaviour. The temperature field in skin tissue is first
obtained from solving the governing equations of bioheat transfer, which
is then used as the input of the thermomechanical model, from which the
corresponding thermal stress field is obtained.
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In multi-layer models, skin is regarded as a multi-layer structure, each
having a thickness, tk, and material properties of Young’s modulus, Ek, and
Poisson’s ratio, νk, where k = 1, 2, · · · , N with N being total number of
layers, the in-plane extensional ([A]), bending ([B]) and coupling ([D]) stiff-
nesses of the overall laminate of structure are given by respectively[8]

Aij =
N∑

k=1

(Q̄ij)k(zk − zk−1), Bij =
1
2

N∑
k=1

(Q̄ij)k(z2k − z2k−1),

Dij =
1
3

N∑
k=1

(
Q̄ij

)
k
(z3k − z3k−1)

(9.1)

where Aij , Bij and Dij (i, j = 1, 2, 6) are separately assembled into the
elements of 3×3 stiffness matrices [A], [B] and [D]; [Q]

is the stiffness matrix
of the layered skin structure, defined by

[Q]=

⎡⎣ Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66

⎤⎦ ,
⎧⎪⎪⎨⎪⎪⎩
(Q11)k=(Q22)k=

Ek

1− ν2k
, (Q16)k=(Q26)k=0

(Q12)k=
νkEk

1− ν2k
, (Q66)k=

Ek

2(1 + νk)
(9.2)

Due to the combined thermal and mechanical loading, the vector of strains,
{ε}k, at a point in each layer under plane-strain conditions are

{ε}k = [S]k{σ}k + {λ}kΔT (9.3)

where ΔT is the temperature difference at a point relative to a reference
temperature; {λ}k is the vector of the thermal expansion coefficient and

[
S̄
]
k

is the stiffness matrix. It should be noted here that the vectors of stress, {σ}k,
and strain, {ε}k, refer to in-plane strain and stress. By inverting the above
equation, the vector of stresses, {σ}k, can be obtained as

{σ}k =
[
Q

]
k
[{ε}k − {λ}kΔT ] (9.4)

In a lamina, the total strains over the whole depth generally do not vanish,
but are given as

{ε}k =
{
ε0

}
+ z {κ} (9.5)

The resulting stresses are

{σ}k =
[
Q

]
k

({
ε0

}
+ z {κ} − {λ}kΔT

)
(9.6)

where
{
ε0

}
and {κ} are the strain and curvature at the geometrical midplane.

The resultant in-plane laminate forces per unit length, {N}, are found by
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integrating through the thickness of the laminate

{N}=
∫
{σ}kdz

=
∫
[Q]k({ε0}+ z{κ} − {λ}kΔT )dz

= [A]{ε0}+ [B]{κ} − {NT}

(9.7)

where [A] =

⎡⎣ A11 A12 A16

A12 A22 A26

A16 A26 A66

⎤⎦, [B] =
⎡⎣ B11 B12 B16

B12 B22 B26

B16 B26 B66

⎤⎦, and
{NT} =

∫
[Q]k{λ}kΔTdz.

Similarly, the resultant in-plane moments per unit length are found to be

{M}=
∫
{σ}kzdz

=
∫
[Q]k({ε0}+ z{κ} − {λ}kΔT )zdz

= [B]{ε0}+ [D]{κ} − {MT}

(9.8)

where [D] =

⎡⎣ D11 D12 D16

D12 D22 D26

D16 D26 D66

⎤⎦ and {MT} =
∫
[Q]k{λ}kΔTdz.

From Equations (9.7) and (9.8) and by defining
{{NE}={N}+ {NT}
{ME}={M}+ {MT} ,

it is found{ {N}+ {NT} = [A]{ε0}+ [B] {κ}
{M}+ {

MT
}
= [B]

{
ε0

}
+ [D] {κ}

⇒
{
ε0

κ

}
=

{
A′ B′

B′ D′

}{
NE

ME

}
⇒

{
ε0 = A′NE +B′ME

κ = B′NE +D′ME

(9.9)

where

[A′]=[A∗]−[B∗] [D∗]−1 [C∗]=
⎡⎣a′11 a′12 0
a′12 a′11 0
0 0 a′66

⎤⎦ , [C ′]=[B′]=
⎡⎣c′11 c′12 0
c′12 c′11 0
0 0 c′66

⎤⎦ ,

[B′]=[B∗][D∗]−1=

⎡⎣ b′11 b′12 0
b′12 b′11 0
0 0 b′66

⎤⎦ , [D′]=[D∗]−1=
⎡⎣ d′11 d′12 0
d′12 d′11 0
0 0 d′66

⎤⎦,
[A∗]=[A]−1 , [B∗]=− [A]−1 [B] , [C∗]=[B] [A]−1 , [D∗]=[D]−[B] [A]−1 [B] .



226 Chapter 9 Analysis of Skin Biothermomechanics

Thus, the in-plane stresses parallel to the skin surface, σxx, in each layer
(see Figure 9.2) can be obtained as

{σxx}k= Ēk

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−λ̄kΔT +

⎡⎢⎢⎢⎢⎣
(a′11 + a′12) (1 + νk)

N∑
i=1

∫ zi

zi−1

Ēiλ̄iΔTdz

+(b′11 + b′12) (1 + νk)
N∑

i=1

∫ zi

zi−1

Ēiλ̄iΔTzdz

⎤⎥⎥⎥⎥⎦

+z (1 + νk)

⎡⎢⎢⎢⎢⎣
(b′11 + b′12)

N∑
i=1

∫ zi

zi−1

Ēiλ̄iΔTdz

+(d′11 + d′12) (1 + νk)
N∑

i=1

∫ zi

zi−1

Ēiλ̄iΔTzdz

⎤⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(9.10)

where E = E/(1−v2), λ = (1+v)λ and N is the total number of skin layers.

Equation (9.10) has been applied to one-, two-, three-, and four-layer skin
models and the detailed results are given in Section 9.6. Since the in-plane
stress is the only stress studied in this chapter, σxx is reduced toσ.

9.3 Analysis with Fourier Bioheat Transfer Models

9.3.1 One-layer model

For one-layer model, using the exact solutions of temperature profile ob-
tained in Chapter 3, the closed-form solutions of thermal stress can be ob-
tained by substituting the temperature solutions into Equation (9.25) in Sec-
tion 9.6. For illustration, the temperature distribution obtained with the
one-layer model for six different kinds of boundary conditions and uniform
initial temperature is used to calculate the thermal stress in the skin tissue,
as given below. Please refer to Chapter 4 for the descriptions of the different
boundary conditions.

1) Case 1: T = T∞|z=−H/2 and T = Tc|z=H/2

Substituting the closed-form solution of temperature, Equation (4.9), into
Equation (9.25), the exact solution of thermal stress under this boundary
condition can be obtained as

σ = E λ
2α
H
(T∞ − T0)

∞∑
m=1

⎧⎪⎨⎪⎩ βm

αβ2m +
�bρbcb
ρc

(
1− e−αβ2

mt−�bρbcb
ρc t

)
×
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⎧⎪⎪⎪⎨⎪⎪⎪⎩
12z
H3

sin (βmH)− H

2
βm − H

2
βm cos (βmH)

β2m

+
1− cos (βmH)

βmH
− sin [βm (z +H/2)]

⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎞⎟⎟⎟⎠ (9.11)

where βm = mπ/H,m = 1, 2, 3, · · ·
2) Case 2: −k∂T/∂z = f2 (t)|z=−H/2 and T = Tc|z=H/2

Substituting the closed-form solution of temperature, Equation (4.11),
into Equation (9.25), the exact solution of thermal stress under this boundary
condition can be obtained as

σ = E λf2
α

k

2
H

∞∑
m=1

⎛⎜⎝ 1

αβ2m +
�bρbcb
ρc

(
1− e−αβ2

mt−�bρbcb
ρc t

)
×

⎧⎪⎨⎪⎩12zH3

H

2
βm sin (βmH)+cos (βmH)−1

β2m
+
sin (βmH)
βmH

−cos [βm (z+H/2)]

⎫⎪⎬⎪⎭
⎞⎟⎠

(9.12)
where βm = (2m− 1)π/ (2H) ,m = 1, 2, 3, · · ·

3) Case 3: −k∂T/∂z = h3 (f3 − T )|z=−H/2 and T = Tc|z=H/2

Substituting the closed-form solution of temperature, Equation (4.12),
into Equation (9.25), the exact solution of thermal stress under this boundary
condition can be obtained as

σ =E λ
αh3 (f3 − T0)

k

∞∑
m=1

⎛⎝ 2
[
β2m + (h3/k)

2
]

H
[
β2m + (h3/k)

2
]
+ h3/k

sin (βmH)×

1− e−αβ2
mt−�bρbcb

ρc t

αβ2m +
�bρbcb
ρc

⎧⎪⎪⎪⎨⎪⎪⎪⎩
12z
H3

H

2
βm +

H

2
βm cos (βmH)− sin (βmH)

β2m

+
1− cos (βmH)

βmH
− sin [βm (H/2− z)]

⎫⎪⎪⎪⎬⎪⎪⎪⎭
⎞⎟⎟⎟⎠

(9.13)
where βm is the positive roots of βmcot (βmH) = −h1/k,m = 1, 2, 3, · · ·

The above closed-form solutions for one-layer model [Equations (9.11)∼
(9.13)], although much simplified, provide an essential calibration tool for
more complex numerical analysis. For more complicated cases, the com-
plex structure of skin tissue limits the accessibility needed for a detailed
experimental investigation and theoretical solution of the thermomechanical
behaviour. This reason has motivated the use of numerical simulation to
understand the thermomechanics of skin tissue.
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9.3.2 Multi-layer model

This section describes the numerical method employed in the multi-layer
models, and four case studies with multi-layer models, as shown in Figure
9.1. A commercial finite element package, ABAQUSTM, is employed since
the finite element method is an approximation for continuum mechanics.

1) Numerical methods
Developing a finite element model involves first generating a mesh for the

given object or domain space. The level of approximation error of the finite
element method is heavily dependent on the quality of the mesh used: the
more regular the mesh, the higher the quality of the simulation. For example,
for an axisymmetrical case as shown in Figure 9.3, the corresponding mesh
is shown in Figure 9.4. Since there is a stress concentration at the corner
of contact where the compressive load is applied, for example, the mesh is
refined in this region.

Figure 9.3 Axisymmetrical (two-dimensional) geometry of skin tissue in

cylindrical coordinates (by permission of Elsevier)

Figure 9.4 Mesh of the skin model in Figure 9.3 (by permission of Elsevier)

A sensitivity analysis is performed to assess the related numerical error1).
For example, the influence of different parameters are considered: the ratio of

1) See the case study 2 for the initial and boundary conditions in Section 9.3.2.
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length to thickness of the skin tissue, r/H, the length of time steps, Δt, and
grid density, N , as shown in Figure 9.5(a)∼(c), respectively. According to
these results, in the following computation of this case, the above parameters
are chosen as r/H = 20, Δt = 0.1, and N = 19, 420. During the simula-
tion, the calculation terminates when the maximum residuals1) for variables
become smaller than the convergence criteria.

Figure 9.5 Sensitivity analysis: (a) influence of mesh size, N ; (b) influence of the

ratio of skin radius, r, to skin thickness, H; (c) influence of time step, Δt

To validate the numerical simulation, the temperature and corresponding
stress fields obtained with the one-layer skin model for three different thermal
boundary conditions, as given in Table 9.2, are compared with closed-form
solutions obtained in Section 9.3.1, as shown Figure 9.6(a) and (b), which
demonstrate excellent agreement.

Four more cases are considered below, including one-dimensional surface
heating, two-dimensional surface heating, one-dimensional microwave heat-
ing, and one-dimensional laser heating, where the first two cases are problems

1) A residual is an observable estimate of the unobservable error.
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often occurring in daily life, e.g. hand in contact with a hot pan during cook-
ing, while the last two cases are used to simulate clinical thermal treatments.

Table 9.2 Boundary conditions used for model verification

Case 1:

{
T = T∞|z=−H/2

T = Tc|z=H/2
T∞ = 90◦C, Tc = 37◦C

Case 2:

{ −k∂T/∂z = f2|z=−H/2

T = Tc|z=H/2

f2 = 2500 W/m2

Tc = 37◦C

Case 3:

{ −k∂T/∂z = hf(Tf − T )|z=−H/2

T = Tc|z=H/2

Tf = 90
◦C, hf = 2500 W/(m2 ·◦ C)

Tc = 37◦C

Figure 9.6 (a) Temperature and (b) stress fields obtained with analytical and

numerical models of skin tissue for three different boundary conditions as given in

Table 9.2. Note that z/H = 0.0167, 0.267 indicate epidermis-dermis (ED) and

dermis-fat (DF) interfaces, respectively

2) Case study 1: one-dimensional surface heating
The skin tissue is initially at a steady state with the surface cooled by

natural convection of environmental air [Te = 25◦C, h = 7 W/(m2 ·K)]. At
t = 0, the skin surface is suddenly taken into contact with a hot source having
a constant temperature 90◦C; after contacting for 15 s, the hot source is
removed and the skin tissue is cooled by natural convection of environmental
air for 30 s. The temperature fields are obtained by using the finite element
method, and subsequently used to calculate the corresponding thermal stress
field by using the exact solution [see Equation (9.10)].

A four-layer skin model is used, which is composed of stratum corneum,
epidermis, dermis, and fat. Effect of blood perfusion on skin thermal response
is considered only in the dermis layer while metabolic heat generation is
considered in all four layers. The parameters used for both heat transfer and
thermal stress analyses are summarized in Tables 9.1 and 9.3.

The skin thermal damage is calculated by Equation (3.34), with A =
3.1× 1098 and Ea/R = 75, 000. Following definition for burn degrees is now
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widely accepted in medicine: Ω = 0.53, first degree burn; Ω = 1.0, second
degree burn; Ω = 104, third degree burn.

Table 9.3 Thermophysical properties of blood

Parameters Value References

Blood density/(kg/m3) 1060.0 [3]

Blood specific heat/[J/(kg ·K)] 3770.0 [9]

Arterial blood temperature/◦C 37

Core temperature/◦C 37

Influence of dermis blood perfusion
The temperature distributions in the skin tissue at the end of heating

(t = 15 s) and cooling (t = 45 s) are respectively shown in Figure 9.7(a)
and (b) for selected blood perfusion rates, with the skin surface heat transfer
coefficient fixed at h = 7 W/(m2 ·K). Figure 9.8(a) and (b) and Figure
9.9(a) and (b) respectively plot the corresponding levels of temperature and
thermal damage at the skin surface and epidermis-dermis (ED) interface as
functions of time, and Figure 9.10(a) and (b) present the temporal and spatial
distributions of stress respectively.

It is found that the effect of blood perfusion rate in skin tissue has a signif-
icantly larger influence on temperature distribution during cooling than that
during heating. In general, the skin temperature decreases with increasing
blood perfusion rate. When the thermal damage is incurred during heat-
ing, the blood perfusion rate has little effect on the thermal damage on skin
surface, as shown in Figure 9.8(b), and a weak influence on that at the ED
interface, as shown in Figure 9.9(b).

Figure 9.7 Temperature distribution in skin tissue at the end of (a) heating,

t = 15 s, and (b) cooling, t = 45 s, for selected blood perfusion rates. Note that

z/H = 0.0167, 0.267 indicate ED and DF interfaces, respectively (by permission

of Elsevier)
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Figure 9.8 (a) Temperature and (b) thermal damage, Ω [see Equation (3.34)], at

the surface of epidermis for selected blood perfusion rates (by permission of

Elsevier)

Figure 9.9 (a) Temperature and (b) thermal damage, Ω , at ED interface for

selected blood perfusion rates (by permission of Elsevier)

Both the skin surface and ED interface are subjected to large tensile
stresses, typically larger than 10 MPa, as shown in Figure 9.10(a) and (b),
especially during heating, indicating severe thermal damage, which is consis-
tent with the results of Figure 9.8(b) and Figure 9.9(b). The large tensile
stresses at skin surface and ED interface predicted by the four-layer skin
model are in sharp contrast with those obtained with the one-layer model
shown in Figure 9.6(a). Overall, the skin tissue has endured severe damage,
as evinced by absolute values of Ω being four orders of magnitude beyond
the threshold for third degree burns (Ω = 104). This is not unexpected given
the boundary conditions.

Influence of cooling heat transfer coefficient
For selected values of surface cooling heat transfer coefficient, h, and with

the blood perfusion rate in the dermis fixed at�b=0.025ml blood/ml tissue/s,
Figure 9.11 plots the temperature distribution at the end of cooling (t = 45s).
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Figure 9.10 In-plane thermal stress (a) at the skin surface and ED interface for

selected blood perfusion rates, and (b) distribution in skin tissue at the end of

heating, t = 15 s, and cooling, t = 45 s. Note that z/H = 0.0167, 0.267 indicate

ED and DF interfaces, respectively (by permission of Elsevier)

Figure 9.11 Temperature distribution in skin tissue at the end of cooling,

t = 45s, for selected heat transfer coefficient at the skin surface. Note that

z/H = 0.0167, 0.267 indicate ED and DF interfaces, respectively (by permission

of Elsevier)

Note that, the results of Figure 9.11 are similar to those shown in Figure
9.7(b), suggesting that increasing the surface heat transfer coefficient, h,
with blood perfusion rate, �b, being fixed, has a similar effect as increasing
�b with h being fixed. Correspondingly, the variations of temperature and
damage integration with the time at the ED interface have similar trends as
those exhibited in Figure 9.9(a) and (b) and hence are omitted from display
here.
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3) Case study 2: two-dimensional surface heating
In some cases, the lateral heat transfer1) in the skin tissue cannot be

neglected and needs to be considered. For this purpose, an axisymmetrical
(two-dimensional) physical model, shown in Figure 9.3, which is similar to
those used by Diller & Hayes[10] and Ng & Chua[11], is employed in this case
study. Initially, the skin tissue of thickness H and radius R0 is at a steady
state with the surface cooled by natural convection of environmental air. At
time t = 0, the skin surface is suddenly in contact with a hot plate (90 ◦C)
of radius D (assumed D = H) while the bottom of the skin tissue is kept
at constant temperature. The boundary at r = R0 is set isothermally as
normal skin temperature. Effect of blood perfusion is considered only in the
dermis layer while metabolic heat generation is considered in all four layers,
as before. The skin tissue is free to expand except at the bottom where it is
fixed due to connection with the body core.

So far, there is no experimental data or closed-form solution for stresses
available to make a comparison, and hence only the temperature field is
verified here. The calculated temperature distribution accounting for the
influence of blood perfusion is compared with that obtained by Ng & Chua[11]

in Figure 9.12.

Figure 9.12 Verification of the two-dimensional skin model (by permission of

Elsevier)

Good agreement is observed, demonstrating the feasibility of the present
approach. Also plotted is the temperature obtained without considering the
effect of blood perfusion, which is significantly higher than that with this
effect considered.

Influence of the number of layers in skin model

1) Heat transfer in the direction parallel to the skin surface.
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The stratum corneum layer has been shown to play an important role in
the thermal and mechanical behaviours of skin tissue[12,13], however, its effect
is often neglected in most studies due to its small thickness (about 0.02 mm in
thickness, see Table 9.1). Here, in order to study its effect, results predicted
from three different axisymmetrical skin models are compared: a one-
layer model, where the skin tissue is treated as a homogeneous medium with
constant properties; a three-layer model, where the skin tissue is consisted
of epidermis, dermis and subcutaneous fat layers; a four-layer model,
where the skin tissue is composed of stratum corneum, epidermis, dermis
and subcutaneous fat layers. The Young’s modulus varies by approximately
an order of magnitude as each layer is crossed, being 2 GPa for the stratum
corneum and 0.01 MPa for the subcutaneous fat layer. It is remarkable that
this dramatic change in elastic modulus occurs over a distance less than
2 mm, see Table 9.1.

Figure 9.13 Thermal stress at the center of skin surface (r/H = 0, z/H = 0)

plotted as a function of time for one-, three- and four-layer skin models (by

permission of Elsevier)

Figure 9.13 plots the radial stress at the center of skin surface (r/H =
0, z/H = 0) as a function of time predicted respectively from the one-,
three- and four-layer skin models. It is shown that there exist very large
discrepancies between the different models, highlighting the important role
of stratum corneum layer in thermomechanical modelling of skin tissue. In
particular, with the stratum corneum layer considered, a large compressive
stress is developed on the skin surface as a result of sudden heating (see Figure
9.13): this feature is not captured by the one- or three-layer skin model. The
mean mechanical threshold of nociceptors in the skin tissue lies in the range
of about 0 ∼ 0.6 MPa and mainly between 0.1 ∼ 0.2 MPa[14], which suggests
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that, in addition to heating, thermal stress may also contribute to thermal
pain. Other supporting evidence shows that, for the same level of nociceptor
activity, a heat stimulus evokes more pain than a mechanical stimulus and
that tissue deformation due to heating and cooling may explain the origins
of pain[15,16].

Spatial and temporal distributions of temperatur and stress
Figure 9.14(a) and (b) show the temperature and stress distributions at

different skin depths at t = 20 s, and Figure 9.15(a) and (b) show the vari-
ations of temperature and stress distributions with time at different skin
locations. It is found that, although the heat penetrates deep into the skin
tissue, the results of Figure 9.14 and Figure 9.15 show that the thermal stress
is only limited to the top layers of the skin tissue, specifically, in the stratum
corneum and the epidermis.

Figure 9.14 (a) Temperature and (b) stress distributions at time t = 20s (by

permission of Elsevier)

Figure 9.15 Variations of (a) temperature and (b) stress with time (by

permission of Elsevier)

In the previous two case studies, the thermomechanical behaviour of skin
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tissue is obtained for surface heating, from which some important results
are obtained. However, surface heating cases are very different from the
currently-used medical heating methods, which are the emphasis of the next
two case studies.

4) Case study 3: microwave heating
The skin tissue-microwave interactions are governed by the well-known

Maxwell relations, which enable the heat flux to be calculated. For the
microwave heating of dielectric materials, the governing equations can be
written in terms of the electric and magnetic field intensities

∇H + cε
∂E

∂t
+ cσE = 0 (9.14)

∇E + cμ
∂H

∂t
= 0 (9.15)

where E and H are the electrical and magnetic fields, respectively; cε, cσ
and cμ are the electric permittivity, electrical conductivity and magnetic
permeability of skin tissue, respectively.

The heat generation in skin tissue due to microwave heating (qext MW)
can then be calculated as[17]

qext MW =
r

2

(
|Er|2 + |Ez|2

)
(9.16)

where Er and Ez are the electric fields in the along the skin depth and normal
to the skin depth directions, respectively. In particular, for a one-dimensional
skin model, the analytical solutions for calculating the qext MW in different
skin layers have can be obtained by Gowrishankar et al.[18], as presented in
Table 9.4 and are used here. The dielectric properties of each layer are listed
in Table 9.5.

Table 9.4 Calculation of heat generations due to microwave heating in

different layers of one-dimensional skin model[18,19]

Epidermis

qext MW = P =
1

2
cσ−e |Ez |2

Ez (z, t) = x̂E (0, t)Tsa

∞∑
n=0

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(ΓsaΓdf)
n exp

[
−

(
1

cη−e
+

i2π

cλ−e

)
(2nze + z)

]
+

(ΓsaΓdf)
n Γdf exp

[
−

(
1

cη−e
+

i2π

cλ−e

)
(2nze − z)

]
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭

E (0, t) =
√
2P (0, t)Za
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continued

Dermis

qext MW = P =
1

2
cσ−d |Ez |2

Ez (z, t) = x̂E (0, t)Tsa

∞∑
n=0

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(ΓsaΓdf)

n exp

[
−

(
1

cη−d
+

i2π

cλ−d

)
(2nzd + z)

]
+

(ΓsaΓdf)
n Γdf exp

[
−

(
1

cη−d
+

i2π

cλ−d

)
(2nzd − z)

]
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

E (0, t) =
√
2P (0, t)Za

Fat layer

E (z, t) = x̂E (zd, t)Tdf exp

[
−

(
1

cη−f
+
i2π

cλ−f

)
(z − zd)

]
P =

1

2
cσ−f |Ez |2

where

Γsa =
Za − Zd

Za + Zd
, Γdf =

Zd − Zf

Zd + Zf
, Tsa =

2Zd

Za + Zd
, Tdf =

2Zf

Zf + Zd
,

Za =
√

cμ0/cε0 = 377Ω, Zd =
√
i2πfcμ0/ (cσ−d + i2πfcε0cε−d),

Zf =
√
i2πfcμ0/(σf + i2πfcε0cε−f )

Ez Electric field cη−ePenetration depth for epidermis

E (0, t)
Electric field amplitude on the

skin surface at time t
cη−dPenetration depth for dermis

E (z, t) Electric field in the epidermis and dermis cη−fPenetration depth for fat

E (zd, t)Electric field at the dermis-fat (DF) interface cλ−eWavelength in dermis

Za Intrinsic impedances of air cλ−dWavelength in dermis

Zd Intrinsic impedances of dermis cλ−fWavelength in dermis fat

Zf Intrinsic impedances of fat cσ−eConductivity of epidermis

P (0, t)
Power density incident on

the skin surface at time t
cσ−dConductivity of dermis

P (0, t) Incident power, expressed as an area density cσ−fConductivity of fat

P (z, t) Incident power, expressed as a volumedensity cμ0
Permeability of free space,

1.26× 10−6Wb/(A· m)
Γ Reflection coefficient cε0

Permittivity of free space,

8.85× 10−12C2/(N ·m2)

T Transmission coefficient cε−dPermittivity of dermis

sa Skin/air interface cε−f Permittivity of fat

df Dermis/fat interface i
√−1

The problem is described as follows. The skin tissue is initially cooled
by natural convection of environment air. At t = 0, a microwave radiation
with frequency f = 1010 Hz is applied to skin surface for a duration of 3 s;
at the same time, the skin surface is continually cooled by natural convec-
tion. These parameters are chosen in accordance with those used in clinical
treatments[20,21].
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Table 9.5 Dielectrical properties of skin tissue[18]

Skin layer
Electrical
conductivity
cσ/(S/m)

Relative
permittivitycε

Penetration
length cη/mm

Wavelength
cλ/mm

Epidermis 8.01 31.3 3.8 5.2
Dermis 8.01 31.3 3.8 5.2
Subcutaneous 0.585 4.60 19.6 13.9

The Maxwell equations are first used to obtain the heat generation in
skin tissue due to microwave heating, then the temperature, thermal damage
and thermal stress are calculated using the thermomechanical model. The
calculated heat generation distribution in skin tissue is plotted in Figure
9.16, which shows that the heat generation decreases along skin depth, with
a sudden decrease at the DF interface due to the large difference between the
absorption coefficients of dermis and fat.

Figure 9.16 Heat generation, qext MW, in skin tissue due to microwave heating.

Note that z/H = 0.0167, 0.267 indicate ED and DF interfaces, respectively (by

permission of Elsevier)

The temperature histories at the ED interface and DF interface are shown
in Figure 9.17(a), whilst Figure 9.17(b) presents the temperature distribu-
tions along skin depth. The temperatures, TED, at the ED interface and, TDF,
at DF interface increase quickly after the application of microwave radiation.
Upon end of the heating, TED begins to decrease immediately whereas TDF

rises further for about 5 s before decreasing.
The thermal damage at both ED and DF interfaces increases during heat-

ing, but the rate is higher for the ED interface, as shown in Figure 9.18(a).
Once the microwave heating is stopped, the thermal damage changes little,
for thermal damage is a process of accumulation. The thermal damage dis-
tribution across the skin depth is similar to that of temperature, as shown in
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Figure 9.18(b).

Figure 9.17 (a) Temperature history at ED interface and DF interface, and (b)

temperature distribution in skin tissue at the end of heating, t = 3 s, and cooling,

t = 33 s. Note that z/H = 0.0167, 0.267 indicate ED and DF interfaces,

respectively (by permission of Elsevier)

Figure 9.18 (a) Thermal damage history at ED interface and DF interface, and

(b) thermal damage distribution in skin tissue at the end of heating, t = 3 s and

cooling, t = 33 s. Note that z/H = 0.0167, 0.267 indicate ED and DF interfaces,

respectively (by permission of Elsevier)

5) Case study 4: laser heating
Lasers have been widely used for medical applications mainly due to its

control in delivering a precise form of heating. The absorption of laser light
in the tissue has been modelled using the Monte Carlo method[22], which
traces a large number of single photons and thus predicts the distribution
of absorbed photons in the tissue. The light absorption in tissues with a
layered structure, each layer with different optical properties, can be modelled
straightforwardly. For the present case, the computer code developed by
Wang & Jacques[23] is used for simulating the absorption of laser light in the
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skin tissue.
A one-dimensional, four-layer skin model is used here. In order to capture

the very different optical properties of blood compared to the surrounding
tissue, additional blood layer inside the dermis is added to the four-layer
skin model. With the assumption of a Henyey-Greenstein scattering phase
function, the input parameters for the Monte Carlo simulations are the ab-
sorption coefficient μa, the scattering coefficient μs, the anisotropy factor g
(dimensionless), and the refractive index of tissue n (dimensionless) that is
equal to 1.38[24]. The optical properties of each skin layer used in this case
study are given in Figure 9.19, where the stratum corneum is assumed to
have the same properties as epidermis.

Figure 9.19 Optical properties of different skin layers (by permission of Elsevier)

The problem for this case study is described as follows. The skin tis-
sue is initially cooled by natural convection of environment air. At t = 0,
a laser pulse with power of P = 150W/cm2 and is applied to its surface
for a duration of 0.1 s; at the same time, the skin surface is cooled by ice-
water mixture at 0◦C. These parameters are chosen in accordance with those
adopted in clinical treatments, specifically, lasers of two different wavelength
(cλ = 532 nm, 1064 nm) are used, which are wavelengths of Q-switched
Nd:YAG laser widely used in laser-skin treatments in medicine[25∼28].
By irradiating the skin surface at normal incidence, the distribution of

absorbed photons is obtained from the Monte Carlo simulations. From this
distribution, the heat generation in skin tissue due to laser heating is derived,
as shown in Figure 9.20. With the same power density, the amount of heat
generated is higher for smaller wavelength, but more limited to a region near



242 Chapter 9 Analysis of Skin Biothermomechanics

the skin surface. Heat generation in the blood layer is slightly higher than
that in the surrounding tissue due to its higher absorption coefficient.

Figure 9.20 Heat generation, qext laser, in skin tissue due to laser heating. Note

that z/H = 0.0167, 0.267 indicate ED and DF interfaces, respectively (by

permission of Elsevier)

The temperature history at the ED interface is presented in Figure 9.21(a),
while Figure 9.21(b) gives the temperature distribution across the skin depth
at the end of the laser pulse. The temperature rises abruptly after the ap-
plication of laser, where the peak value is higher for laser heating with the
shorter wavelength, and located closer to the skin surface. After laser heating
is stopped, the temperature decreases continually due to the cooling at the
skin surface.

Figure 9.21 (a) Temperature history at ED interface, and (b) temperature

distribution in skin tissue at the end of heating, t = 0.1 s, and cooling, t = 3 s.

Note that z/H = 0.0167, 0.267 indicate ED and DF interfaces, respectively (by

permission of Elsevier)
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Thermal damage at the ED interface increases almost linearly during the
laser pulse, but the rate is higher for the shorter wavelength laser, as shown
in Figure 9.22(a). The thermal damage changes very little after heating is
stopped. The distribution of thermal damage along skin depth is similar
to that of the temperature profile, as shown in Figure 9.22(b). This again
suggests that, in skin thermotherapy, laser with different wavelengths can be
selected according to the depth of target tissue.

Figure 9.22 (a) Thermal damage history at ED interface, and (b) thermal

damage distribution in skin tissue at the end of heating, t = 0.1 s, and cooling,

t = 3 s. Note that z/H = 0.0167, 0.267 indicate ED and DF interfaces,

respectively (by permission of Elsevier)

Figure 9.23 (a) Thermal stress history at the skin surface and ED interface, and

(b) thermal stress distribution in skin tissue at the end of heating, t = 0.1 s, and

cooling, t = 3 s. Note that z/H = 0.0167, 0.267 indicate ED and DF interfaces,

respectively (by permission of Elsevier)
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Figure 9.24 (a) Thermal stress history at the skin surface and ED interface, and

(b) thermal stress distribution in skin tissue at the end of heating, t = 3 s, and

cooling, t = 33 s. Note that z/H = 0.0167, 0.267 indicate ED and DF interfaces,

respectively (by permission of Elsevier)

In order to study the effect of stratum corneum during microwave and
laser heating, the results from the three- and four-layer models are compared.
The stress fields are shown in Figure 9.24 for microwave heating and in Figure
9.23 for laser heating. For both heating methods, substantial discrepancies
exist, suggesting that the contribution of stratum corneum layer is important
and must be considered in these heating methods. By comparing Figure
9.24(a) and Figure 9.23(a), it can be seen that thermal stress due to laser
heating is about 100 times larger than that due to microwave heating, which
is mainly due to the different heat generation as shown in Figure 9.17 and
Figure 9.21. Also, during cooling, the thermal stress decreases much quicker
for laser heating, which is attributed to the different cooling methods used in
medical treatments, where active cooling is often applied in laser heating[29].

9.4 Analysis with Non-Fourier Bioheat Transfer Models

In this section, different non-Fourier heat transfer models are employed in
both one-layer and multi-layer models to investigate the relationship between
thermal relaxation times and the thermomechanical response in skin tissue.
The work in this section does not seek to prove that onemodel is better (or
not) than another; rather, it attempts to address whether non-Fourier models
merit additional study.

9.4.1 One-layer model

For one-layer skin model, the closed-form solution of temperature for the
thermal wave model has been obtained by Liu et al.[30] under the follow-
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ing conditions: T = T∞|z=0, ∂T/∂z = 0|z=H (boundary conditions); and
T = Ti|t=0, ∂T/∂t = 0|t=0 (initial condition). Submitting the temperature
solution into Equation (9.25) in Section 9.6, the closed-form solution of ther-
mal stress can be obtained as follows.

σxx (z, t) = term1× term2 + term3 (9.17)

where

term1 = Eλ

(
T∞ − Ti − Qr

ρbωbcb

)/
cosh

(√
ρbωbcb
k

H

)
(9.18)

term2= − cosh
[√

ρbωbcb
k

(z −H)
]
+

⎛⎜⎜⎝
√

k

ρbωbcb
sinh

(√
ρbωbcb
k

H

)
H

×12(H/2−z)
H

⎧⎪⎪⎪⎨⎪⎪⎪⎩
√

k

ρbωbcb

H

2
sinh

(√
ρbωbcb
k

H

)
+

k

ρbωbcb

[
1− cosh

(√
ρbωbcb
k

H

)]
⎫⎪⎪⎪⎬⎪⎪⎪⎭

⎞⎟⎟⎟⎠
(9.19)

term3=E λe−(α
′/2)t

∞∑
n=1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

term4×⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− sin

⎡⎢⎢⎣
(
n− 1

2

)
π

H
z

⎤⎥⎥⎦+ 1
(n− 0.5)π

+
12 (H/2−z)

H

⎧⎪⎪⎨⎪⎪⎩
H2

(2n−1)π−[
H

(n−0.5)π
]2
sin (nπ−0.5π)

⎫⎪⎪⎬⎪⎪⎭

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(9.20)

The term4 in Equation (9.20) is calculated as

term4=
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(9.21)

The skin surface, in this case, is defined to be at z = 0.
These closed-form solutions of temperature and thermal stress can be used

to check the accuracy of numerical modelling using finite element method for
multi-layer skin model in the next section.
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9.4.2 Multi-layer model

In this section, case studies are conducted on thermomechanical analysis
of skin tissue by use of a multi-layer model with different non-Fourier bio-
heat transfer models including the thermal wave model and three types of
dual-phase-lag models (DPL1MBT, DPL2MBT and DPL3MBT). A similar
problem as proposed in case study 1 in Section 9.3.2 is revisited here, except
that the temperature of the hot source in this case is 100◦C, the heating
is lasted for 15 s, and the skin tissue is cooled by water-ice mixture of 0◦C
afterwards. A four-layer skin model is used and the skin properties used are
given in Tables 9.1 and 9.3. Once again, the problem is solved numerically
by using finite element method.

Figure 9.25 Verification of numerical method (finite element method) used for

multi-layer skin model in non-Fourier analysis: (a) variation of temperature with

time at ED interface, (b) distribution of temperature along skin depth at t = 15 s,

(c) variation of stress with time at skin surface, and (d) variation of stress with

time at ED interface. Note that z/H = 0.0167, 0.267 indicate ED and DF

interfaces, respectively (by permission of Elsevier)
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A quick check of the feasibility of numerical models is firstly conducted
by assuming the same properties for each layer in the four-layer model (in
this way, the four-layer model is simplified to the one-layer model) and by
comparing the predictions with those obtained from closed-form solutions ob-
tained in Section 9.4.1, as shown in Figure 9.25(a)∼(d). Excellent agreement
for both temperature and stress fields has been achieved.

1) Comparison of different models

Predictions from different bioheat transfer models, both Fourier (which is
the Pennes model) and non-Fourier, are shown in Figure 9.26 for temperature,
in Figure 9.27 for thermal damage, and in Figure 9.28 for thermal stress.
The temperature, thermal damage and thermal stress distributions in the
skin tissue at the end of heating (t = 15 s) and cooling (t = 45 s) are shown
separately in Figure 9.26(c) and (d), Figure 9.27(c) and (d) and Figure 9.28(c)
and (d), whilst Figure 9.26(a) and (b) and Figure 9.27(a) and (b) plot the
corresponding temperature and burn damage at the ED interface and DF
interface as functions of time, respectively. Since the nociceptors emerge
from superficial dermis running into epidermis[31] as low as 50 μm from the
skin surface[32], attention is focused on thermal stress at the skin surface and
ED interface, as shown in Figure 9.28(a) and (b).

Figure 9.26(a)∼(d) demonstrate that the tissue temperature calculated
from different models deviate substantially under constant surface tempera-
ture heating. With the thermal wave model, the tissue temperature inside the
body is undisturbed during the initial stage of heating, which is attributed
to the nonthermally consumption related biological activities1)[30]; followed
by a instantaneous jump, which may be viewed as the wave-front emerging
from the finite propagation of the thermal wave or the existence of the relax-
ation time τq. The results from three DPL models exhibit similar behaviours,
but differ from the results of both the Pennes model and the thermal wave
model. Unlike the thermal wave model, no wave behaviour is observed in the
DPL models as expected, but a non-Fourier diffusion-like behaviour exists
due to the second thermal relaxation time, τT, whose effect is to weaken the
thermal wave effect, thereby to destroy the sharp wave-front. Additionally, a
sudden temperature drop for heating or a step for cooling at the skin surface
is associated with the DPL models, as shown in Figure 9.26(c) and (d).

In DPL models, various orders of τT and τq may yield close results. The
underlying mathematical reason can be explained as follows:

1) Activities like driving a water particle or an ion, changing electrical potentials of

cell membranes, or triggering a biochemical process.
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Figure 9.26 Comparison of predictions of temperature from different models for

the case of surface contact heating in non-Fourier analysis: (a) variation with time

at ED interface, (b) variation with time at DF interface, (c) distribution along

skin depth at t = 15 s, and (d) distribution along skin depth at t = 45 s.

(PBHTE: Pennes model; TWMBT: thermal wave model; DPL: dual-phase-lag

model). Note that z/H = 0.0167, 0.267 indicate ED and DF interfaces,

respectively (by permission of Elsevier)

In view of the finite-difference approximations, the effect of τT becomes im-
portant if t is much smaller than τT and the effect of τm

T becomes important

if
[
(m!)1/m

t
]m

is much smaller than τm
T . Depending on the value of τT and

the accuracy demanded, the former condition may or may not imply the lat-
ter. This can be exemplified by the last two terms on the right-hand-side of
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Equation (4.26) with constant τT and τq
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The large differences amongst the predicted temperatures of different
models cause significant deviations in thermal damage evaluations. For ex-
ample, the thermal damage predicted by the thermal wave model at the
end of heating for the ED interface is the largest, about three orders larger
in magnitude than that from the Pennes model, and about seven orders larger

Figure 9.27 Comparison of predictions of thermal damage from different models

for the case of surface contact heating in non-Fourier analysis: (a) variation with

time at ED interface, (b) variation with time at DF interface, (c) distribution

along skin depth at t = 15 s, and (d) distribution along skin depth at t = 45 s.

(PBHTE: Pennes model; TWMBT: thermal wave model; DPL: dual-phase-lag

model). Note that z/H = 0.0167, 0.267 indicate ED and DF interfaces,

respectively (by permission of Elsevier)
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than those from the DPL models. A wave-front for thermal damage is also
observed for the thermal wave model, which appears in Figure 9.27(b) as a
steep profile. As for the thermal damage distribution along the skin depth,
the Pennes and the thermal wave models give similar results, which are much
larger in magnitude than the DPL models.

The thermal stresses developed due to nonuniform temperature distri-
butions are confined near the skin surface, see Figure 9.28(c) and (d) and
both the skin surface and ED interface are subjected to large tensile stresses
(> 10 MPa), see Figure 9.28(a) and (b), during both heating and cooling
processes. This implies higher thermal damage occurring in these locations,
consistent with the results of Figure 9.27(a) and (b). Note that the large

Figure 9.28 Comparison of predictions of thermal stress from different models

for the case of surface contact heating in non-Fourier analysis: (a) variation with

time at skin surface, (b) variation with time at ED interface, (c) distribution

along skin depth at t = 15 s, and (d) distribution along skin depth at t = 45 s.

(PBHTE: Pennes model; TWMBT: thermal wave model; DPL: dual-phase-lag

model). Note that z/H = 0.0167, 0.267 indicate ED and DF interfaces,

respectively (by permission of Elsevier)
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tensile stresses predicted by the multi-layer skin model are in sharp contrast
with those obtained with the one-layer model, see Figure 9.25. Furthermore,
the magnitude of stress at the skin surface obtained with the DPL models
is much larger than that with other models, although the same boundary
condition is applied. This is caused by the sudden temperature drop at skin
surface, see Figure 9.26(c).

2) Thermal wave model
The calculation with the thermal wave model are carried out for four

different cases, where τq = 0.0, 0.1, 1.0, and 10.0 s, with τq = 0 correspond-
ing to the Pennes model. The skin temperature distributions at the end of
heating (t = 15 s) and cooling (t = 45 s), are respectively shown in Figure
9.29(a) and (b), and the corresponding temperature profiles at the ED and

Figure 9.29 Influence of thermal relaxation time τq on temperature from the

thermal wave model: (a) variation with time at ED interface, (b) variation with

time at DF interface, (c) distribution along skin depth at t = 15 s, and (d)

distribution along skin depth at t = 45s. Note that z/H = 0.0167, 0.267 indicate

ED and DF interfaces, respectively (by permission of Elsevier)
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DF interfaces are respectively plotted in Figure 9.29(c) and (d). Skin thermal
damage and thermal stress are plotted in Figure 9.30(a)∼(d) and Figure
9.31(a)∼(d), respectively.

Figure 9.29(a) and (b) show that the thermal relaxation time τq tends to
induce an abrupt step in the temperature, introducing a wave-front, which
separates the heated surface area from the unheated inner area. As it appears,
when τq > 1.0 s, the magnitude of τq has an important effect on temperature
prediction and, thus, on thermal damage and thermal stress evaluations; con-
versely it makes little difference when τq � 0.1 s. This can be easily observed
from the temperature history at the DF interface, as shown in Figure 9.29(b).
The appearance of the wave-front for τq = 1.0 s occurs at t ≈ 5 s, while for

Figure 9.30 Influence of τq on thermal damage results from the thermal wave

model: (a) variation with time at ED interface, (b) variation with time at DF

interface, (c) distribution along skin depth at t = 15 s, and (d) distribution along

skin depth at t = 45 s. Note that z/H = 0.0167, 0.267 indicate ED and DF

interfaces, respectively (by permission of Elsevier)
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Figure 9.31 Influence of τq on thermal stress results from the thermal wave

model: (a) variation with time at skin surface, (b) variation with time at ED

interface, (c) distribution along skin depth at t = 15 s, and (d) distribution along

skin depth at t = 45 s. Note that z/H = 0.0167, 0.267 indicate ED and DF

interfaces, respectively (by permission of Elsevier)

τq = 10 s it occurs much later at t ≈ 14 s. Since the thermal wave speed Ct

is correlated with τq from Ct =
√
α/τq, a smaller τq leads to a larger Ct for

a fixed thermal diffusivity (recall, known as α).
A wave-like behaviour can also be observed in the results of thermal dam-

age. For example, at the ED interface, little or no damage appears before
t ≈ 3 s for τq = 10 s, whilst a sudden jump occurs thereafter and the result-
ing damage is about three orders larger than the cases when τq is smaller.
However, there is almost no thermal damage at the DF interface during the
entire heating process.

The thermal stress output shows a similar behaviour except for the peak
values, where a larger τq results in a higher peak. Once again, the value is
larger than the threshold of nociceptors.
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3) Dual-phase-lag model
Since different DPL models give similar results, as shown above, only the

type 1 DPL model, DPL1MBT, is discussed here. The calculation is carried
out for nine cases: τq = 0.1s, 1.0s, 10.0 s and τT = 0.1s, 1.0s, 10.0 s; for
comparison, the results corresponding to the case τq = τT = 0 are also
included. The results for temperature distributions are presented in Figures
9.32∼9.35. The trends of thermal damage and thermal stresses are similar
to those exhibited by temperature and hence, for brevity, are not included
below.

Figure 9.32 Influence of τq on temperature results from the type I dual-phase-lag

model (DPL1MBH) at τT = 0.1 s: (a) variation with time at ED interface, (b)

variation with time at DF interface, (c) distribution along skin depth at t = 15 s,

and (d) distribution along skin depth at t = 45 s. Note that z/H = 0.0167, 0.267

indicate ED and DF interfaces, respectively (by permission of Elsevier)

Effect of τq
The effect of τq on temperature evolution at τT = 0.1 s is shown in

Figure 9.32. Note that the results are similar to those of the thermal wave
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model, especially for smaller τq: obvious wave-fronts are observed, and the
wave-front at the same place appears earlier for a smaller value of τq. With
increasing τq, the temperature is generally lower during initial heating but
higher during cooling.

Effect of τT
The effects of τT on temperature profile are given in Figure 9.33 for

τq = 0.1 s and in Figure 9.34 for τq = 10 s. As can be seen from Fig-
ure 9.33, no obvious wave-fronts can be found, which is attributable to the
stronger dissipation from the mixed derivative term (τTk∇2∂T/∂t), as shown
in Equation (4.23). The results are almost the same for different values of τT,
except for τT = 10.0 s, where the temperature is lower during initial heating
but higher under cooling.

Figure 9.33 Influence of τT on temperature results from the type I dual-phase-lag

model (DPL1MBH) at τq = 0.1 s: (a) variation with time at ED interface,

(b) variation with time at DF interface, (c) distribution along skin depth at

t = 15 s, and (d) distribution along skin depth at t = 45 s. Note that

z/H = 0.0167, 0.267 indicate ED and DF interfaces, respectively (by permission

of Elsevier)
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When τq = 10.0 s, as shown in Figure 9.34, a wave behaviour is observed
for all cases in spite of the different values of τT, which demonstrates that
τq, rather than τT, dominates the mechanism of thermal wave propagation
in skin tissue. However, the sharp wave-fronts due to τq are smoothed by the
promoting conduction of τT, and the effect is more noticeable with increas-
ing values of τT, leading to the non-Fourier, diffusion-like conduction. This
result agrees well with the non-Fourier behaviour observed for engineering
materials[33∼35]. However, despite different values of τq, the absolute value
of thermal stress for τT = 10.0 s is much larger at the skin surface but much
lower at the ED interface (not shown here for brevity). This arises because
the thermal stress is influenced by temperature change along the whole skin
depth, as shown in Equation (9.10).

Figure 9.34 Influence of τT on temperature results from the type I dual-phase-lag

model (DPL1MBH) at τq = 10.0 s: (a) variation with time at ED interface, (b)

variation with time at DF interface, (c) distribution along skin depth at t = 15 s,

and (d) distribution along skin depth at t = 45 s. Note that z/H = 0.0167, 0.267

indicate ED and DF interfaces, respectively (by permission of Elsevier)



9.4 Analysis with Non-Fourier Bioheat Transfer Models 257

Effect of τq/τT
Tzou[34] has suggested that the ratio of τq/τT dominates the lagging be-

haviour of heat transfer, i.e. the thermal responses are identical for a specified
value of τq/τT. To check the suitability of this assertion in the cases here,
comparisons of temperature distributions under the same τq/τT ratio are
performed for three different cases, τq/τT = 0.1, 1.0, 10, as shown in Figure
9.35. It is clear, from these results that there is no concurrency of behaviour
for temperature, as well as thermal damage and thermal stress, in the three
cases studied, which implies that the lagging thermomechanical behaviour in
skin tissue depends on the absolute magnitudes of τT and τq, in addition to
the ratio of τq/τT. A similar conclusion has been obtained for engineering

Figure 9.35 Influence of ratios of τT/τq on predictions of temperature for the

type I dual-phase-lag model (DPL1MBH): (a) variation with time at ED interface

and DF interface for τT/τq = 0.1, (b) variation with time at ED interface and DF

interface for τT/τq = 1.0, and (c) variation with time at ED interface and DF

interface for τT/τq = 10.0. Note that z/H = 0.0167, 0.267 indicate ED and DF

interfaces, respectively (by permission of Elsevier)
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materials[36]. The difference between the results in this study and Tzou’s
observations are due to the different problems tackled. Tzou[34] derived an-
alytically the thermal lagging behaviour in a semi-infinite solid without in-
stantaneous surface heating, which is different from the problems tackled in
this work. The tangling behaviour of the real and apparent heat sources in
this study, as shown in Equation (4.23), for example, may very well yield
a lagging temperature that depends on the individual values of τT and τq
rather than their ratio.

It is interesting to note that the temperature computed with τT = τq
differs from that computed with the Pennes’ bioheat conduction equation.
This is in contrast to the traditional DPL heat conduction model for industry
materials, for which it approaches the Fourier heat conduction equation when
τT = τq (not necessarily equal to zero)[37]. The discrepancy can be attributed
to the blood perfusion in the bioheat model. The presence of blood perfusion
leads to an extra term involving with τq in the temperature formulation and
two extra terms involving with τT in the heat flux formulation. These make
the intrinsic characteristic of the DPL bioheat conduction model different
from that of the traditional DPL heat conduction model.

9.5 Summary

In this chapter, a mathematical approach has been developed to examine
the heat transfer process, thermal damage and the heat-induced mechanical
response. Analyses have been performed with both Fourier and non-Fourier
heat transfer models. Exact solutions for temperature, thermal damage and
thermal stress for one-layer skin model are derived for different boundary
conditions. For multi-layer models, numerical simulations using the finite
element method have been used to determine the temperature, thermal dam-
age and thermal stress distributions in the skin tissue. Accordingly, the in-
fluences of different parameters on the thermomechanical response have been
investigated, in order to assess their relative contributions, with the following
interesting results.

From the analysis with Fourier heat transfer model, a simple one-dimensio-

nal solution predicts very high stresses compared to an axisymmetrical (two-
dimensional) solution, but the stresses from the latter remain above the pain
threshold in view of the high surface temperatures specified in these examples.
The blood perfusion has a great influence on thermal stress under thermal
agitation due to its large cooling effect on the skin temperature distribution.
With laser heating, the peak temperature is higher for shorter wavelength
laser, with the peak temperature being located closer to the skin surface. As
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a result of the exponential decrease of heat generation along skin depth, ther-
mal stress due to laser and microwave heating is mainly limited to the top
epidermis layer. The stratum corneum layer, although very thin, dominates
the thermomechanical response; more importantly, it is found that internal
stress alone, induced by heating, can lead to the sensation of thermal pain,
in addition to the pain generated by heating alone.

The thermal relaxation time for biological tissue is typically large, lead-
ing to the need for considering the non-Fourier nature in the skin biother-
momechanics. Using the thermal wave model and dual-phase-lag models,
the non-Fourier thermomechanical behaviour of skin tissue has been studied
for surface heating. It is found that substantial discrepancies exist among
the predictions by the Pennes model, the thermal wave model and the dual-
phase-lag models whilst different dual-phase-lag models give similar results.
Both types of relaxation time, τT and τq, have a significant influence on the
temperature, thermal damage and thermal stress fields. τq dominates the
thermal wave propagation in stead of τT; τq induces a sharp wave-front that
is smoothed by τT. The absolute magnitudes of τT and τq, not the ratio
τq/τT, govern the general trends in the thermomechanical behaviour of skin
tissue.

9.6 Appendix

Equation (9.10)has been solved for one-, two-, three-, and four-layer skin
models and the detailed results are given in this section.

1) For one-layer model

σxx (x, t)=−Ēλ (T−T0)+ Ēλ
H

∫ H/2

−H/2

(T−T0) dz+Ēλ12x
H

∫ H/2

−H/2

(T − T0) zdz

(9.24)
2) For two-layer model (epidermis and dermis)

σxx=Ed (1 + νd)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎣(a
′
11+ a′12)

(∫ z1

z0

EdλdΔTdz+
∫ z2

z1

EeλeΔTdz
)
+

(b′11+ b′12)
(∫ z1

z0

EdλdΔTzdz+
∫ z2

z1

EeλeΔTzdz
)
⎤⎥⎥⎦+

z

⎡⎢⎢⎢⎣
(b′11+ b′12)

(∫ z1

z0

EdλdΔTdz+
∫ z2

z1

EeλeΔTdz
)
+

(d′11+ d′12)
(∫ z1

z0

EdλdΔTzdz+
∫ z2

z1

EeλeΔTzdz
)
⎤⎥⎥⎥⎦

−λdΔT

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
z0 � z < z1, epidermis layer

(9.25)
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σxx=Ee (1 + νe)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎣
(a′11+a

′
12)

(∫ z1

z0

EdλdΔTdz+
∫ z2

z1

EeλeΔTdz
)
+

(b′11+b
′
12)

(∫ z1

z0

EdλdΔTzdz+
∫ z2

z1

EeλeΔTzdz
)

⎤⎥⎥⎥⎥⎥⎦+

z

⎡⎢⎢⎢⎢⎣
(b′11+ b′12)

(∫ z1

z0

EdλdΔTdz+
∫ z2

z1

EeλeΔTdz
)
+

(d′11+ d′12)
(∫ z1

z0

EdλdΔTzdz+
∫ z2

z1

EeλeΔTzdz
)
⎤⎥⎥⎥⎥⎦

−λeΔT

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
z1 � z < z2,dermis layer

(9.26)

3) For three-layer model (epidermis, dermis, and fat)

σxx =(1 + νf)Ef⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(a′11+a
′
12)

(∫ z1

z0

EfλfΔTdz+
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz
)

+(b′11+b
′
12)

(∫ z1

z0

EfλfΔTzdz+
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(b′11+b
′
12)

(∫ z1

z0

EfλfΔTdz+
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz
)

+(d′11+d
′
12)

(∫ z1

z0

EfλfΔTzdz+
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−λfΔT

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
z0 � z < z1, fat layer

(9.27)
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σxx =(1 + νd)Ed⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(a′11+a
′
12)

(∫ z1

z0

EfλfΔTdz+
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz
)

+(b′11+b
′
12)

(∫ z1

z0

EfλfΔTzdz+
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(b′11+b
′
12)

(∫ z1

z0

EfλfΔTdz+
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz
)

+(d′11+d
′
12)

(∫ z1

z0

EfλfΔTzdz+
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−λdΔT

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
z1 � z < z2, dermis layer

(9.28)

σxx =(1 + νe)Ee⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(a′11+a
′
12)

(∫ z1

z0

EfλfΔTdz+
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz
)

+(b′11+b
′
12)

(∫ z1

z0

EfλfΔTzdz+
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(b′11+b
′
12)

(∫ z1

z0

EfλfΔTdz+
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz
)

+(d′11+d
′
12)

(∫ z1

z0

EfλfΔTzdz+
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−λeΔT

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
z2 � z < z3, epidermis layer

(9.29)

4) For four-layer model (stratum corneum, living epidermis, dermis, and
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fat)

σxx =(1 + νf)Ef⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(a′11 + a′12)
(∫ z1

z0

EfλfΔTdz +
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz +
∫ z4

z3

EscλscΔTdz
)

+(b′11 + b′12)
(∫ z1

z0

EfλfΔTzdz +
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz +
∫ z4

z3

EscλscΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(b′11 + b′12)
(∫ z1

z0

EfλfΔTdz +
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz +
∫ z4

z3

EscλscΔTdz
)

+(d′11 + d′12)
(∫ z1

z0

EfλfΔTzdz +
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz +
∫ z4

z3

EscλscΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−λfΔT

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
z0 � z < z1, fat layer

(9.30)

σxx =(1 + νd)Ed⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(a′11 + a′12)
(∫ z1

z0

EfλfΔTdz +
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz +
∫ z4

z3

EscλscΔTdz
)

+(b′11 + b′12)
(∫ z1

z0

EfλfΔTzdz +
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz +
∫ z4

z3

EscλscΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(b′11 + b′12)
(∫ z1

z0

EfλfΔTdz +
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz +
∫ z4

z3

EscλscΔTdz
)

+(d′11 + d′12)
(∫ z1

z0

EfλfΔTzdz +
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz +
∫ z4

z3

EscλscΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−λdΔT

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
z1 � z < z2, dermis layer

(9.31)
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σxx =(1 + νe)Ee⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(a′11 + a′12)
(∫ z1

z0

EfλfΔTdz +
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz +
∫ z4

z3

EscλscΔTdz
)

+(b′11 + b′12)
(∫ z1

z0

EfλfΔTzdz +
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz +
∫ z4

z3

EscλscΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(b′11 + b′12)
(∫ z1

z0

EfλfΔTdz +
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz +
∫ z4

z3

EscλscΔTdz
)

+(d′11 + d′12)
(∫ z1

z0

EfλfΔTzdz

+
∫ z2

z1

EdλdΔTzdz +
∫ z3

z2

EeλeΔTzdz

+
∫ z4

z3

EscλscΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−λeΔT

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
z2 � z < z3, epidermis layer

(9.32)

σxx =(1 + νsc)Esc⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(a′11 + a′12)
(∫ z1

z0

EfλfΔTdz +
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz +
∫ z4

z3

EscλscΔTdz
)

+(b′11 + b′12)
(∫ z1

z0

EfλfΔTzdz +
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz +
∫ z4

z3

EscλscΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

(b′11 + b′12)
(∫ z1

z0

EfλfΔTdz +
∫ z2

z1

EdλdΔTdz

+
∫ z3

z2

EeλeΔTdz +
∫ z4

z3

EscλscΔTdz
)

+(d′11 + d′12)
(∫ z1

z0

EfλfΔTzdz +
∫ z2

z1

EdλdΔTzdz

+
∫ z3

z2

EeλeΔTzdz +
∫ z4

z3

EscλscΔTzdz
)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
−λscΔT

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
z3 � z < z4, stratum corneum layer

(9.33)
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Chapter 10

Experimental Characterization of Skin

Biothermomechanics

10.1 Introduction

In the previous chapter, a mathematical approach has been introduced
for determining the thermomechanical response in skin tissue, e.g. that in-
duced by electromagnetic heating whereby simulating medical treatments.
Whilst insightful, there are, nonetheless, some limitations, where the main
deficiency is that the skin tissue is assumed to have constant properties due
to the comparatively few relative studies. More experiments are thus needed
to better understand the variation in properties with temperature and the
corresponding collagen denaturation, so that these properties can be reliably
used in future, more sophisticated models.

The experimental characterization of thermomechanical behaviour of skin
tissue is presented in this chapter. The objective is to test the hypothesis that
collagen is a significant determinant of the thermally-induced change in the
mechanical properties of skin tissue. For this purpose, differential scanning
calorimetry analysis is used to detect the denaturation of collagen in skin
tissue and to measure its thermal stability. The integrity of the collagen net-
work is analyzed using the thermal damage integration [see Equation (3.34)
in Chapter 3]. Hydrothermal tensile and compressive experiments are then
performed to assess the thermal dependency of skin mechanical behaviour.
In order to characterize viscoelastic properties of skin tissue as a function of
temperature and collagen denaturation, stress relaxation tests under tension
and dynamic mechanical analysis versus temperature are also performed.

10.2 Experimental Methodology

10.2.1 Sample preparation techniques

1) Selection of samples
The ethical and immunological issues associated with human skin tissue

F. Xu et al., Introduction to  Skin Biothermomechanics and Thermal  Pain
© Science Press Beijing and Springer-Verlag Berlin Heidelberg 2011
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testing request us to find a substitute tissue. Pig skin tissue is chosen due
to its structural and functional efficacy compared to human skin tissue[1∼5],
including the histology, morphology, cell kinetics, density of hair, etc. Fur-
thermore, repetitive tests can be realized for the same animal because of its
large size, reducing the variation in results[6].

Pig skin tissue varies in thickness by site; however, there appears to be a
good concordance in thickness among age-matched donors. Therefore, skin
samples from the cheek, ear, back, belly, and flank areas are used. Specifically,
pig ear skin tissue taken from the center auricle is used for tensile tests, which
has been shown to be very similar to human skin tissue[7], while skin tissue
from the back of pig is chosen for compression tests in consideration of its
large thickness and low anisotropy[8]. In this series of experiments, skin
samples from domestic British breeds of pigs are used, which are obtained
from a local slaughter house near Cambridge, at Dalehead Foods in Linton.

2) Sample procurement
Samples of pig skin tissue to a depth of the subcutaneous fat at different

body sites are procured daily, ten minutes post mortem by block dissection.
The skin sample is excised with sharp scissors and a single-edged razor blade,
taking care to minimize the mechanical strain applied to the tissue. They are
then fast-chilled following the standard tissue procurement protocol to 4◦C
in a pregassed Krebs-Henseleit Ringer1) (KHR, pH 7.4). The components
of the KHR solution are given in Table 10.1 Samples are transported to the
laboratory immediately afterwards, where the samples are separated from
subcutaneous fat by wet/fast-dissection in KHR at 4◦C and the epidermal
layers are not removed to prevent the death of cells caused by mechanical
trauma. The skin samples are tested within a few hours of slaughter, in
order to minimize degradation of the tissue structure. In all, efforts have
been placed on keeping the cellular component of the samples viable. Any
storage of test samples at room temperature has been avoided, and only
samples that have been stored at 4◦C are used in this study. This routine
has been shown to best preserve the samples[7,9] and fibroblasts remain viable
for long periods[10].

3) Sample preparation
Sample cutting
Before cutting, any hair on the skin tissue is closely clipped with electric

1) A physiological solution that meets the metabolic requirements of skin tissue and

prevents sample degradation, which is supplied on a daily basis by the Pharmacology

Department, Cambridge University.
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clippers. The outline geometry of the sample is marked on the skin tissue
with surgical skin marker prior to excision. Skin samples of different shapes
are prepared in KHR at 4◦C by use of tissue punches immediately prior to
mounting in the experimental apparatus.

Table 10.1 Component of Krebs-Henselite ringer (KHR)[11]

NaCl 118 mmol MgSO4 1.2 mmol

KCl 4.7 mmol KH2PO4 1.2 mmol

NaHCO3 25 mmol Glucose (C6H12O6) 5.6 mmol

CaCl2 · 2H2O 0.94 mmol

Gassed using 95% O2, 5% CO2 by diffuser

For tensile and relaxation tests, a rectangular specimen, approximately 20
mm by 20 mm for biaxial tests (20 mm by 2.5 mm for uniaxial tests), is cut
from the excised skin tissue with a press-knife constructed from disposable
razor blades held in a block of perspex. A dumbbell shape is not selected
due to technical difficulty and potential tissue damage, although it may have
been preferable to use on strictly mechanical grounds due to the uniform
distribution of load in the central region of sample and the avoidance of end
effects[10].

For compression tests, cylindrical specimens1) are cut from pig skin tissue,
using a 10 mm diameter leather die punch2) mounted on a hand press in
KHR at 4◦C The punch is straight internally and tapered externally, and has
a sharp edge.

Sample measurements
For tensile tests, the thickness of each rectangular strip is measured using

a micrometer after stretching the samples to their original size as measured
before excision3), accurate to 0.01 mm, and its width is measured using digital
slide calipers, accurate to 0.01 mm. Five sets of measurements are performed
at different locations and the average set is taken for the size of sample. Any
errors due to penetration of the micrometer probe into the skin tissue are ob-
served to be less than 0.1 mm by comparing with direct measurements using
a microscope. Precise measurement of the length of sample in tensile tests
is not performed since an optical method is used for the displacement/strain
measurement, as described in Section 10.4, where the length can be optically
recorded instead.

1) Compression of the specimen during the cutting process produces a curved rather

than straight edge to specimen. The curved shape is induced due to the tissue expansion

resulted from compression during cutting.
2) Supplied by RS components.
3) This is aimed to remove the effect of shrinkage induced during cutting.
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For compressive tests, both the thickness (height) and diameter of each
sample are measured using a micrometer, accurate to 0.01 mm, after placing
the sample between glass slides in the undeformed state.

Predamage of samples
In order to study the influence of thermal denaturation/damage on skin

properties, some skin samples are thermally denatured before testing by
wrapping them in water-tight aluminum foil packets and submerging in a
KHR bath with prescribed heating histories[12,13]. Care is taken during this
process to minimize dehydration.

Mechanical preconditioning of samples
In this study, mechanical preconditioning of skin samples in KHR solution

at 37◦C is applied before each test, in order to obtain reproducible responses.
The skin sample is subjected to a displacement controlled sinusoidal excita-
tion at a specific frequency (0.05 Hz), and the loading/unloading curves are
examined to determine if repeatable stress-strain curves are achieved. The
test data are discarded if the loading/unloading curves fail to converge to a
repeatable stress-strain relationship. After preconditioning, the samples are
preloaded to a stress state of 10 kPa, which is a reasonable initial stress in
vivo[14], to mimic its in vivo condition. Enough time is allowed, prior to
starting the test, for the skin sample to get to the equilibrium state, which
is chosen as the reference configuration.

Identification of material axis
The thermal and mechanical behaviours of skin tissue are anisotropic;

therefore, the samples’ material axis1) should be first identified. Generally,
identification of the material axis is based on observations of the gross spec-
imen shape or the fiber architecture. However, in skin tissue, the fibers are
too small to be observed visually. The equal-load method[15] is therefore used
in this study where the material axis is identified by determining which di-
rection, when loaded to the same stress, demonstrates the greatest and least
strain values. A circular skin specimen has opposing pairs of small clamps
placed on its perimeter: each pair is separately preloaded, and two mark-
ers are made, and aligned to the stretch axes. For several positions on the
perimeter, the markers produce an ellipsoidal pattern whose semi-axes are
aligned to the material axes.

For uniaxial tensile tests, the sample is cut along the minor semi-axes,
while for biaxial tests, the square sample is cut with adjacent sides parallel
to the semi-axes, respectively.

1) Direction of collagen fiber orientation in skin tissue.
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10.2.2 Differential scanning calorimetry tests

Thermal metric is used in this study to characterize the thermal denatu-
ration and heat-induced damage of skin tissue by using differential scanning
calorimetry (DSC), which has been used extensively to characterize the ther-
mal behaviour of collagenous tissues including skin tissue[16,17]. DSC detects
thermodynamic changes by measuring the flow of heat between a sample and
a reference, whereby the variation of enthalpy or apparent specific heat1) of
skin samples with temperature is recorded during the heating and the param-
eters for describing thermal denaturation process are then calculated based
on the assumed reaction model of first-order kinetics [see Equation (3.33) in
Section 3.34].

In this study, the thermal stability of collagen in pig skin sample is as-
sessed with a TA Instruments DSC of type Q1000 Tzero

2), scanning from 20
to 100◦C at four different heating rates (rh = 2◦C/min, 5◦C/min, 10◦C/min,
20◦C/min). The skin sample, of about 8 mg in weight, is put inside a her-
metically sealed pan, which is kept away from all contamination. The pan is
then placed in a differential scanning calorimetric cell and heating is applied
at a constant rate, rh. The controlled heating-rate protocol is chosen for it
needs comparatively much fewer specimens than temperature-jump tests[18].

10.2.3 Hydrothermal tensile tests

1) System design
A hydrothermal tensile system has been designed and built, which can be

either force or displacement controlled, and which enables a variety of uniaxial
and biaxial tensile tests under hydrothermal conditions, such as hydrothermal
isometric tension tests and hydrothermal isotonic tests.

Biaxial mechanical testing is chosen in the present system for the follow-
ing reasons: in vivo, skin tissue is loaded biaxially; as the fibers in
skin tissue are multi-directional, the orientation of the fibers with respect to
the load axis must be taken into account; for incompressible or nearly
incompressible materials, biaxial mechanical testing can be used to obtain
the material parameters for three dimensional constitutive models; pur-
suit of a multiaxial analysis is of clinical importance to surgeons for if the
orientation of maximum extensibility is known, the excision can be planned
to optimize wound closure; uniaxial test can also be performed with a

1) Representing the combined effects of specific and latent heats.
2) In the Polymer Characterization Laboratory, in the Department of Materials Sci-

ence and Metallurgy, Cambridge University.
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biaxial testing system by loading in only one direction.
In order to perform accurate tensile experiments on soft biological tissues,

the following should be considered. Small specimen sizes should be consid-
ered for it becomes difficult to precisely identify material axes. The correct
gripping technique is needed to avoid causing damage and to assure a uni-
form distribution of forces along the specimen edges. Biological degradation
can be avoided by testing quickly, and testing should aim for homogeneous
deformation within the specimen. Compared to the uniaxial test, biaxial
testing should account for additional requirements: the edges must be able
to expand freely in the lateral direction, and in the central target region,
the stress and strain states should be uniform so that data analysis can be
performed simply; and the target region must be small and located far away
enough from the outer edges to avoid the effects of specimen grips or tethers.

Based on the above requirements, the designed experimental system com-
poses of four main subsystems, as schematically shown in Figure 10.1, which
are now described.

Figure 10.1 Schematic design of the hydrothermal tensile experimental system

(by permission of ASME)

Environmental chamber
The environmental chamber applies a specific thermal boundary condi-

tion to the specimen, and allows testing of the sample in air or liquid un-
der user-defined thermal conditions, e.g. nearly constant temperatures (a
temperature-jump test) or constant heating rates. The top plate of the
chamber has a central port that allows the optical strain measurement with
a charge-coupled device (CCD) camera. The bottom plate has drains to
remove liquid from the chamber. The temperature of the fluid in the test
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bath is controlled by means of fluid exchange via a pump with thermally-
controlled reservoirs and maintained at a prescribed level using a heat in-

sulation method1): there are two reservoirs, one with a high temperature,

which is controlled by a thermostatic immersion heater up to temperatures

of 100◦C and the other has a low temperature.

The temperatures of both reservoirs are monitored by a T-type thermoco-

uples2) (thermocouple 1). Another T-type thermocouple (thermocouple 2) is

immersed into the KHR solution and placed very near the tissue3) to monitor

the temperature of the KHR solution.

Loading system

The loading system applies either a uniaxial or a biaxial set-of-forces or
deformations to the specimen, and is shown in Figure 10.2. It is mounted on

a square, custom machined, aluminum plate. A circular watertight specimen

chamber is mounted centrally on the top plate and the loading assemblies
are aligned at the four ends of the chamber with two perpendicular loading
axes.

Figure 10.2 Loading subsystem of the hydrothermal tensile testing system:

user-defined loading, such as isometric tension tests and isotonic tension tests, can

be achieved through the pulley system

Nearly uniformly distributed in-plane biaxial forces/deformations are ap-
plied to the square specimen through four load carriages. The load can be

applied in each of the four carriage assemblies independently by use of a pul-

1) Minimization of heat loss by use of heat insulation material around the testing

chamber.
2) Copper-constantan thermocouple with a temperature range of −200 ∼ 400◦C.
3) Approximately 0.5 mm from the surface of the sample.



274 Chapter 10 Experimental Characterization of Skin Biothermomechanics

ley system. Part of the pulley system is connected to stepper motors1), which
impose deformations on the skin being tested and allows computer-controlled
loading in orthogonal directions. The stepper motors are individually con-
trolled using custom-designed motor controller, which is modified from a
four-axis indexer card2). Each motor is connected to a gearbox with ratio
of 500:1 in order to make the velocity in the range needed, which gives a
resolution of 1.571 μm and a maximum velocity of 6.283 mm/s3). A pair
of motors is used to stretch the specimen in opposing directions to keep the
specimen located nearly at center of test chamber in order to improve video
strain resolution. The other part of the pulley/weight system is to apply
isotonic loads (equal loading): pairs of identical weights are placed at the
ends of the pulley system so that equal forces are applied along each axis.

One of the major challenges in the project is the design of the holding
system of connecting the tissue to the load cell: there is a slot of wideness
of 0.12 mm and length of 18 mm in each clamp, and the skin sample is fixed
in the clamp by putting five pins with diameter of about 0.1 mm through
the slot. In this way, the sample can be able to expand freely in the lateral
direction during tensile test. The clamp is connected to the pulley system by
using inextensible string.

Another problem is that the density of skin tissue (≈1200 kg/m3) is larger
than that of the liquid (≈1000 kg/m3), which results in the sinking of tissue
sample in the liquid during the test. In order to solve this, small pieces of
polystyrene foam are placed on the underside of the tissue to render it nearly
neutrally buoyant, as used by other researchers[19].

Strain/displacement and stress/force measurement system
Two force transducers (load cells4)), which are watertight and tempera-

ture compensated, are mounted outside of the specimen chamber5) on two
orthogonal load carriages, as shown in Figure 10.2. In-plane finite strains
and deformations in the tissue are measured optically by tracking the posi-
tion histories of contrasting markers on the surface of the specimen, based
on the method of Downs et al.[20]: the strain and deformation are traced

1) McLennan 1.8 degree hybrid steeper motor, with holding torque 14 N·cm and rotor
initial 0.018 kg·cm2.

2) Trinamic quadpack 4 axis controller/driver.
3) This equals a strain rate of 62.83%/s for a sample with length of 20 mm.
4) Entran� ELPM-T2. Two load cells are used instead of four in view that the strain

rate is not very high and the behaviour can be treated as a quasi-equilibrium one. Two

load cells, instead of four, are used here, which is because the testing is performed at a

comparatively low speed and the process can be treated as being quasi-static.
5) This is in order to reduce the error induced by the large temperature variation

inside the chamber.
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between different deformation states by performing a two-dimensional cross-
correlation on subsets of the images[21], which are recorded with a CCD
camera at 30 Hz. The image is captured to video file for detailed off-line
analysis, although in time analysis can also be achieved via a video frame
grabber board. The accuracy of the cross-correlation relies on high-contrast,
high-frequency information within the images, which is provided by staining
the tissue sample with a surgical marker pen before each experiment and
by self-holding surface feature1) of skin tissue. The deformation filed is ob-
tained by comparing current marker positions, given by pixel coordinates, to
the reference positions. It should be noted here that the bidirectional tissue
strain is measured only in a central region so that the effects of local stress
concentrations of the gripping attachments are avoided. In order to keep the
interested region within the field of view of the CCD, the two motors are set
to the same speed. Force measurements are synchronized with CCD images
by a LED in-shot2) at the beginning of each sequence.

Temperature measurement system
The temperatures of both reservoirs are recorded by T-type thermocoup-

les3). Another T-type thermocouple is immersed into the KHR solution and
placed approximately 0.5 mm from the surface of the sample to measure the
temperature of the KHR solution.

Data acquisition system
The current system uses two computers to acquire the data: one for record-

ing the video and the other for recording the force and temperature. Analog
signals from the load cells and thermocouples are transmitted to a custom-
made amplifier4), and later to an A/D converter5). The A/D conversion
board employed has eight signal channels, where two channels are reserved for
analog signals from the thermocouples and another two are occupied by ana-
log signals from the load cells, which are connected to a signal conditioner6).
The data acquisition from the load cells and thermocouples and the motor
control are all performed using an integrated software system developed with

1) Some natural feature of skin surface can also be used as marker, such as wrinkle.
2) A light-emitting diode (LED), which is connected to an analogue voltage output

channel of the force data logging board, is lit-up at the start of data force measurement.

This process is recorded by CCD camera and in the video it can be seen in which frame

the loading starts. Therefore the strain data to the load data can be aligned and synchro-

nization is achieved.
3) Copper-constantan thermocouple with a temperature range of −200 ∼ 400◦C.
4) The signals are transformed into a scaled ±10 V voltage.
5) NI PCI6220, which has 16 analogue input channels with 16-bit resolution, 24 digital

input/output channels, and a maximum sampling frequency of 1 MHz.
6) Entran� IMV-15-WW.
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LabVIEW (National Instruments) by the author, which allows the user to
operate the rig and perform experiments through a single graphical user inter-
face. This software supports motor control in either position or force feedback
modes, allowing deformation states to be specified in terms of stress or strain.

2) Calibration and validation of the system
The system was made in Engineering Department, Cambridge University,

and is shown in Figure 10.3.

Figure 10.3 Practical implementation of Figure 10.1

Before being used to test skin samples, the system is calibrated and vali-
dated. The two components of the experimental system requiring calibration
are the loaded cells and the thermocouples. The details of the calibration
and validation procedures are given below.

(1) Calibrations.
Calibration of thermocouples
The two thermocouples used in the system are of type T. A constant

temperature bath with max temperature 180◦C and precision 0.1◦C is used
for the calibration according to the following procedure: the temperature
in the constant temperature bath is first set to a desired level, against which
the thermocouple is to be calibrated; the thermocouple is then dipped
into the thermo-bath liquid and wait for a few minutes for it to reach the
steady state; the output voltage of the thermocouple is recorded using
the data acquisition system, as described above. Change the temperature of
the thermo-bath liquid in the range of 0 ∼ 100◦C and repeat the steps
and .

The voltage from the thermocouple can be converted to temperature by
fitting a line to the calibration data. Figure 10.4 shows the calibration data
from the two thermocouples. Linear lines have been fit to the data and found
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to have slopes of 11.998,35 and 11.833,64◦C/V, and R2 values of 0.999,81 and
0.999,95 for thermocouples 1 and 2, respectively.

Figure 10.4 Calibration of (a) thermocouple 1 and (b) thermocouple 2. Note the

obvious linear relationship between the temperature and output voltage

Calibration load cells
The output of the load cell to the PC is in volts, and calibration of the

load cells is thus needed in order to convert the load cell output of voltage to
force. To calibrate the load cells, a method using weights is used by mounting
known weights with an effectively inextensible string to the pulley connected
with the load cell. Different known weights1) are hung from the pulley, and
readings are recorded from the data acquisition system. Linear lines have
been fit to the data using a linear least square regression, as shown in Figure
10.5, and found to have slopes of 5.241,66 and 5.166,54 N/V, and R2 values
of 0.999,99 and 0.999,58 for load cell 1 and load cell 2, respectively.

(2) System validation
Heat transfer analysis
The system is aimed at testing the mechanical behaviour of skin samples

under different heating conditions. It is thus important to analyze the heat
transfer in the sample during the tests. The Pennes equation [see Equa-
tion (3.4)] without blood perfusion term2) is used here for the heat transfer
analysis, where the skin sample is assumed to be thin and flat, and to expe-
rience on its two surfaces a step change in temperature from a uniform room
temperature to an immersion fluid temperature up to 100◦C. The unloaded

1) Ten different loads were used for calibration to decrease the standard deviation

of the calibration parameters, and thus increase the accuracy of the force measurements.

Increasing the sampling rate also helped to decrease the errors associated with noise.
2) In view that the samples are tested in vitro.
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thickness of skin sample is in the range of 1.6 ∼ 2.4 mm and the maximum
value of 2.4 mm is used to estimate the maximum time required for the sam-
ples to reach the target temperature. Thermal properties are obtained from
published data in the literature as given in Table 9.1. Using the closed-form
solution obtained in Chapter 4, the centerline temperature history of the skin
sample under heating of different temperatures can be obtained, as shown in
Figure 10.6.

Figure 10.5 Calibration of the (a) load cell 1 and (b) load cell 2. Note the

obvious linear relationship between the force and output voltage

Figure 10.6 Validation of the heating condition of the current system: centerline

temperature of the skin sample reaches the targeted temperature very quickly as

compared to the duration of the tests (by permission of ASME)

For example, with heating of 100◦C, the centerline temperature of the skin
sample gets to 90◦C within 10 s, which is very short compared to the whole
duration of the test (10 minutes). Analyses for other temperatures reveal
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similar maximum values, see Figure 10.6. These values are conservative in
view that the maximum thickness of 2.4 mm is used in the analysis, and the
samples get thinned due to mechanical loading during testing. Hence, it can
be assumed that an approximately isothermal condition during testing can
be achieved almost instantly.

Tissue-like phantom experiment for system validation
Since the constitutive response and strain rate sensitivity of silicone rub-

ber is close to that of skin[22], it is considered as an in-vitro model for skin.
Silicon rubber Sil88001) is used here to validate the current system in view
that a model for its constitutive response has been obtained by the previ-
ous study in our lab[1]. The system can thus be validated by comparing the
measured results from the current system with the predictions of the consti-
tutive model. Square specimens of similar dimensions with skin samples to
be tested (approximately 20 mm by 20 mm and thickness 2.0 mm) are cut
from silicone rubber sheets using a leather die punch mounted onto a hand
press. The biaxial tensile stress versus strain responses are measured at two
strain rates of 1%/s and 10%/s. Three tests are conducted for each silicone
rubber sample and the average response is calculated. The measured tensile
stress versus strain responses of Sil8800 silicone rubber are shown in Figure
10.7 and a good agreement has been achieved between the measurement and
model prediction, which indicates the validity of the current system.

Figure 10.7 Validation of the current system: comparison of biaxial tensile

results with the prediction of model from Shergold et al.[1]

3) Hydrothermal tensile test procedure
In biaxial testing, a square specimen (rectangular for uniaxial tests) is

1) Sil8800 (Red, 80 IRHD) is supplied by Superior Seals (Wimborne, Dorset).
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attached to each of the four loading assemblies (two for uniaxial test) by a
self-designed holding system, as described in Section 10.4, across two perpen-
dicular axes to allow physiological movement. A valve in the test chamber is
opened to allow the hot KHR liquid or cold KHR liquid to fill the experimen-
tal tank, and the sample is fully immersed in the liquid. The thermocouple
near the sample is used to inform the PC software of the exact time at which
experiment begins. To minimize the temperature gradient at sample surface,
the liquid is circulated continuously. A load is applied to the skin sample ei-
ther by the pulley/weight system or by the motor/drive system. The applied
displacement and loads are recorded, along with the time of measurement,
relative to the start of the experiment. Each test is repeated three times with
three different samples and the averaged values are used.

4) Hydrothermal relaxation test procedure

Skin is a viscoelastic material. Previous studies of the viscoelasticity
(time/frequency dependence) of skin tissue reveal that its stress-strain rela-
tionship depends on the strain rate, the period of loading and on the precon-
ditioning stress history, or, in other words, the stress at any instant of time
depends not only on the strain at that time, but also on the history of de-
formation. Skin tissue exhibits considerable stress relaxation under constant
strain, creep under constant stress, as well as hysteresis in cyclic tests[23∼37].
Stress relaxation implies that when the tissue is suddenly extended and main-
tained at its new length, the stress required to keep it gradually decreases
slowly against time. Creep means that when the tissue is suddenly submitted
to a constant tension, it continues to stretch as long as the stretching force
is applied (within safe limits of circulation and tissue tearing). Hysteresis
implies that, under cyclic loading, the stress-strain curve of skin shows two
distinct paths corresponding separately to the loading and unloading trajec-
tories.

As for viscoelasticity, although other collagenous tissues such as cartil-
age[23∼37] and bone[38,39] have been studied in detail, however, there are
comparatively few studies of the thermal denaturation of skin tissue and to
the author’s knowledge, there is no published study on temperature depen-
dency of skin viscoelasticity, despite skin dermis being mainly composed of
collagen.

The viscoelastic properties of skin tissue are usually characterized by two
classic experimental tests, either a stress relaxation test or a creep test. These
are static methods: stress relaxation test involves stretching/compressing a
sample to a constant strain level and then allowing the stress to vary with
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time, while a creep test involves subjecting a sample to a constant stress
suddenly while the length gradually increases with time. A uniaxial stress-
relaxation test is adopted in this study, where the stress relaxation test is
conducted with two protocols. First, the stress relaxation is performed for
different strain levels (10%, 30% and 50%) with a high loading speed (γ =
50%/s) in order to study the effect of stain level on relaxation and to check
the validity of the assumptions of QLV for the skin samples tested here: at
low levels of strain, the mechanical behaviour is mainly due to the role of
elastin[40,41] which has been shown to be temperature-stable[42,43]; but the
loads are too small relative to the noise level[44], and high strain levels are
adopted. In the second protocol, the tissue samples are stretched to 1.5 times
their initial length (a strain of 50%) at a low loading speed of 1%/s, and the
displacements of the samples are then kept constant while the time histories
of the force are recorded for a time period of 500 s. As before, each test is
repeated three times with three different samples and the averaged values are
used.

10.2.4 Hydrothermal compressive tests

1) System design
A hydrothermal compressive system has been designed and built to study

the thermomechanical behaviour of skin tissue under compression, and is
schematically shown in Figure 10.8.

Figure 10.8 Schematic of the hydrothermal compressive experimental system (by

permission of World Scientific Publishing Co.)

The cylindrical skin sample is placed at the bottom of a cylindrical test
chamber filled with KHR solution. The chamber temperature is controlled by
a circulation system similar to the hydrothermal tensile system. The temper-
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ature of the KHR solution in the test chamber is measured by a T-type ther-
mocouple, which is placed approximately 0.5 mm away from the skin sample
surface. An axial compressive load is applied to the sample through a com-
pression indentor that is connected to an InstronTM materials testing machine
(5500R), operating under the MerlinTM software. Longitudinal strain mea-
surements are made with a linear variable displacement transducer (LVDT)
and an Electronic Instrument Research Ltd laser extensometer (LE-05) using
two strips of retroreflective material glued in the compression platens. All
load cells, thermocouples and laser extensometer signals are logged by a PC
using an ADC board, as before.

2) Hydrothermal compressive test procedure
Only when friction is negligible, can one assume that the sample expands

uniformly during compression and, that the state of deformation within the
sample is orthogonal. Therefore a lubricant1) is applied to the faces of the
specimen before loading to reduce friction between the specimen and the
compression platens.

In the unconfined compression tests, the cylindrically-shaped samples, of
diameter 10 mm and thickness 2 ∼ 5 mm, are compressed between two imper-
meable, smooth platens, allowing the samples’ freedom to expand laterally
during compression. The top platen is driven down until it just touched
the top surface of the specimen. Similar to tensile testing, the liquid in the
high temperature reservoir is heated to a chosen temperature, while the low
temperature reservoir contained cold liquid. A valve in the test chamber is
opened to allow the hot or cold liquid to fill the test chamber until the sample
is fully immersed in the liquid, while a thermocouple near the sample is used
to inform the software of the exact time at which the experiment started.
A force is applied to the skin sample by the compression indentor and the
applied displacement, strain, and loads are recorded. As before, each test is
repeated three times with three different samples and the averaged values are
used.

10.3 Thermal Denaturation of Collagen in Skin Tissue

10.3.1 DSC test procedure

In this study, the thermal stability of collagen in pig skin sample is assessed
with a TA Instruments DSC of type Q1000 Tzero

2), scanning from 20 to 100◦C

1) Vaseline by Johnson.
2) In the Polymer Characterization Laboratory, in the Department of Materials Sci-

ence and Metallurgy, Cambridge University.
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at four different heating rates (rh = 2◦C/min, 5◦C/min, 10◦C/min, 20◦C/min).
The skin sample, of about 8 mg in weight, is put inside a hermetically sealed
pan, which is kept away from all contamination. The pan is then placed
in a differential scanning calorimetric cell and heating is applied at a con-
stant rate, rh. The controlled heating-rate protocol is chosen for it needs
comparatively much fewer specimens than temperature-jump tests[45,46].

10.3.2 DSC test results

A typical DSC thermogram1) of a skin sample from pig flank is shown in
Figure 10.9.

Figure 10.9 Characteristic DSC thermogram, i.e., variation of specific heat with

temperature, of a skin tissue sample: the temperature corresponding

to the peak is 66.83◦C

The measured specific heat capacity falls in a range comparable to current
data in the literature[18]. The result of Figure 10.9 demonstrates that, for a
stress-free skin sample subjected to temperatures in the range of 30 ∼ 90◦C,
a broad endothermal2) peak appears: denaturation is characterized by a sud-
den increase in the energy absorption, which immediately precedes this peak,
starting at about 60◦C. With further heating, the endotherm reaches its max-
imum value at the denaturation temperature of 66.83◦C and then decreases.
It is known that the temperature of thermal denaturation strongly depends
on the water content in collagen (e.g., it has been found that there is an

1) Data of DSC test are plotted as specific heat against temperature, which is called

a thermogram.
2) In thermodynamics, endothermal describes a process or reaction that absorbs

energy in the form of heat.
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increase of the rate of shrinkage, and hence denaturation, with increased
hydration at a given temperature[16,47]), and on the degree of crosslinking
between the chains[48]. The peak in Figure 10.9 is connected with the tran-
sition of collagen structure from the ordered triple helix form to a randomly
coiled conformation in the domains between crosslinks.

It has also been observed that the characteristics of denaturation are
heating-rate dependent (not shown here for brevity), where the maximum
value of the peak at higher heating rates moves towards higher temperatures.
If a collagenous tissue is heated from an initial value at a constant heating
rate, rh, the rate of the decline in the number of native molecules with time
follows the first order kinetics1), given by[49]

T = Ti + rht (10.1)

dN/dt = −k(T )N (10.2)

where Ti is the initial tissue temperature; N is the molecules of native, or
undenatured, collagen in the tissue; T is the current tissue temperature; k(T )
is the usual reaction rate. Combining Equations (10.1) and (10.2) results in

1
N

dN
dT

= −k(T )
rh

(10.3)

This equation predicts that the maximum of −dN/dT can be obtained
when

d2N
dT 2

= 0⇒ d
dT

[
k (T )
rh

N

]
= 0⇒ N

dk(T )
dT

+ k(T )
dN
dT

= 0 (10.4)

When combined with the Arrhenius equation [see Equation (3.35) from
Chapter 3]

k(T ) = A exp
(
− Ea

RT

)
(10.5)

the relation between Arrhenius parameters (Ea, A) and the peak temperature
of thermal denaturation (Tmax) can be obtained as

rhEa

ART 2
max

= exp
(
− Ea

RTmax

)
(10.6)

Equation (10.6) can be rewritten as

ln
rh
T 2
max

= −Ea

R

1
Tmax

− ln Ea

R
+ lnA (10.7)

1) A term describing the reaction rate of a chemical reaction in which the rate is

proportional to the concentration (in moles) of only one of the reactants.
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The activation energy Ea can be obtained from a ln-ln plot of ln(rh/T 2
max)

versus 1/Tmax, while A can be derived through the intercept. With these re-
sults, the thermal damage and the degree of thermal denaturation of skin
collagen for a given heating history can be quantified with Equation (3.34),
respectively. It should be noted here that the thermal denaturation of a col-
lagenous tissue depends not only on the temperature history but also on the
stress state during heating[50∼52], which is, however, very difficult to quantify
due to the lack of corresponding research. Therefore, in the following calcu-
lation of thermal damage the parameters obtained from DSC measurements
in the absence of mechanical loading are used.

A characteristic plot of ln(rh/T 2
max) versus 1/Tmax for pig flank skin sam-

ple is presented in Figure 10.10. Tests with belly, back, ear and face skin
samples have also been performed and the results of derived Arrhenius pa-
rameters are presented in Table 10.2. As shown in Chapter 3, there is a linear
relationship between the published experimental result of Arrhenius parame-
ters lnA and Ea for skin tissue, as given by Equation (10.7). The comparison

Figure 10.10 Characteristic plot of ln(rh/T 2
max) versus 1/Tmax for pig flank skin

tissue: dots are experimental data; line is the best fit line by least squares; also

indicated is the equation of fitted line with x for 1/Tmax and y for ln(rh/T 2
max).

R2 value represents the scatter of data along the line of best fit

Table 10.2 Experimental results of Arrhenius parameters (Ea, A)

Sample Ea/(×105J/mol) A/s−1

Back skin 5.255 2.126× 1081
Belly skin 3.935 1.151× 1061
Ear skin 5.867 5.240× 1091
Face skin 4.710 4.575× 1072
Flank skin 4.012 1.501× 1061
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of the results here for different pig skin samples with results calculated from
Equation (10.7) has been presented in Figure 10.11, where it can be seen that
a very good agreement has been achieved.

Figure 10.11 Comparison of the results of Arrhenius parameters of this study

with literature results.

10.4 Hydrothermal Tensile Tests

The hydrothermal tensile tests, which enable the variation of temperature
to be applied during mechanical tests, are performed to quantify the effects
of temperature and corresponding thermal denaturation on the tensile be-
haviour of skin tissue.

10.4.1 Uniaxial tests

A typical uniaxial tensile behaviour of pig ear skin sample measured at
T = 37◦C is shown in Figure 10.12 (black dots).

Note that skin has a low stiffness at low strains but undergoes significant
strain hardening at high strain level. This J-shaped stress-strain curve is typ-
ical for mammalian skin, although the strain hardening characteristic varies
from specie to specie. In the Figure 10.12, the uniaxial tensile stress-strain
responses of human chest skin[55] and cat back skin[54] are also shown for
comparison. It is interesting to find that the uniaxial tensile behaviour of pig
ear skin obtained in this study agree well with that of human skin. This is,
however, not unexpected in view that pig ear skin is selected purposely for
tensile tests due to its high similarity with human skin tissue[55] as described
in Section 10.2.1. Compared with pig ear skin and human chest skin, cat
back skin strain hardens at a faster rate.
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Figure 10.12 Comparison of the uniaxial tensile behaviour of pig ear skin

measured at T = 37◦C with reported data on human chest skin[53]

and cat back skin[54] (by permission of ASME)

Uniaxial tensile tests of pig ear skin samples under different temperatures
have been performed and the stress-strain relationships are given in Figure
10.13: a good repeatability has been noted for three same tests and a single
averaged response is shown.

Figure 10.13 Stress-strain relation of uniaxial hydrothermal tensile tests under

different temperatures: γ is the strain rate at which tests are performed

As described above, there are also two behaviour regimes for all the curves.
First, when ε < 50%, the curves almost overlap although the data set is
swamped by larger values. This low modulus region is very thermally stable
due to the dominance of elastin in the skin behaviour and there is grad-
ual straightening of an increasing fraction of the wavy collagen fibers and
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stretching of elastic fibers. When ε > 50%, the stress increases almost lin-
early with strain; and the slopes under different temperatures are different,
and reduce with increasing temperature. This effect is due to the stretching
and slippage of collagen molecules within crosslinked collagen fibers and to
collagen fibril slippage: with an increase in temperature, the highly organized
crystalline structure of collagen changes to a random, gel-like state, which
results in the corresponding decrease in stiffness. Furthermore, the hydration
change with temperature may also make a contribution. Water plays a sig-
nificant role in governing the gross properties of skin tissue[7], which consist
primarily of water. However, due to heating, the level of hydration may vary,
e.g., Luescher et al.[56] suggested that primary hydration water is set free
during the process of thermal denaturation. It should be noted that when
T � 60◦C, there is relatively little change in the modulus with temperature,
which can be explained by the thermal damage process: when the strain rate
and temperature are given, the relationship between the strain and thermal
denaturation degree (Deg) calculated according to the heating history can
be obtained, as shown in Figure 10.14.

Figure 10.14 Strain-thermal damage degree (Deg) relation of hydrothermal

tensile tests under different temperatures: Deg is obtained from Equation (3.41)

with given heating condition and strain rate. Figure 10.14 shows that when

T � 60◦C, the collagen is fully denaturized, while at T = 45◦C and 50◦C,

denaturation is much slower

10.4.2 Biaxial tests

The biaxial tensile behaviours of the skin samples are tested at 37◦C and
60◦C. The stress-strain relationships measured for samples from different
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body sites are given in Figure 10.15.

Figure 10.15 Stress-strain relation of biaxial hydrothermal tensile tests for

samples from different sites at (a) T = 37◦C and (b) T = 60◦C: axis 1 (solid lines)

and axis 2 (dashed lines) are material axes identified with the equal-load method

as described in Section 10.2.3; scattered points are experimental

results from uniaxial tests

An interesting result can be observed from the figure: only the skin tissue
from porcine cheek appears to be abnormal in the fact that the curves for the
two different axes overlap each other. This means that it has an equal distri-
bution of collagen/elastin fibres across both axes of a square, independent of
the cutting angle. This discovery may allow the series of experiments on skin
tissue to come to fruition since a uniform stress distribution in the tissue can
be easily achieved even in biaxial tests. However, this observation is abnor-
mal since it is well known that clear Langer’s lines1)[57] have been observed
for face skin tissue[56]. Compared with that under body temperature, skin’s
stiffness under hyperthermal temperature decreases a lot. This feature is due
to the similar reasons as those in uniaxial results described above.

In Figure 10.15, the uniaxial tensile behaviours of pig ear skin samples
(dots) obtained under the same strain rate and heating conditions have also
been given for comparison. Agreed with the observation in the literature, as
described in Section 10.4.1, biaxial tensile loading, compared with uniaxial
stretch, results in the lateral compression of the stress-strain curve and the
reduction in the strain before entry into the linear region occurs, which is

1) Langer’s lines, sometimes called cleavage lines, is a term used to define the direction

within the human skin along which the skin has the least flexibility. These lines correspond

to the alignment of collagen fibers within the dermis.
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due to the two-directional stretch of collagen fibers.

10.5 Hydrothermal Compressive Tests

Almost all of the previously published mechanical models of skin tissue
are based on experimental data under tension, although in vivo, skin tissue
is often subjected to compressive loading by different agents. The goal of the
present section is to study the relationship between temperature, thermal
damage and the corresponding change in the compressive behaviour of skin
tissue.

10.5.1 Model of skin compressive behaviour

It has been assumed that the compressibility is negligible in the consti-
tutive models of skin tissue[57], which is considered reasonable in view of its
similar behaviour to other natural polymers, such as rubber. Von Gierke[58]

found that human skin tissue had a volume compressibility of 0.38 m2/GN
and North & Gilbson[59] obtained a similar value of 0.30 m2/GN, which is less
compressible than water1)[60]. These results suggest that skin tissue is ex-
tremely difficult to compress in a constrained condition and thus the assump-
tion of incompressibility is valid and Poisson’s ratio is equal to 0.5. Based on
the experimental results of North & Gilbson, Vossoughi & Vaishnav[59,61] cal-
culated the shear modulus as well as the bulk modulus of skin tissue. They
found that the latter is 2 ∼ 3 orders of magnitude higher than the shear
modulus, and thus argued that in analytical and experimental investigations
of skin mechanics, the skin tissue can be safely considered as incompressible.
More recently, Wu et al.[62] found that pig skin tissue under compression is
compressible but only marginally.

Skin tissue is also anisotropic even when relaxed[62]. However, observa-
tions of anisotropy are generally based on tensile behaviour where anisotropy
refers to plane parallel to skin surface, while the compression is through thick-
ness and the assumption of isotropy is reasonable. Besides, the anisotropy
is found to be also site dependent, where in back skin tissue, as used in this
study, the anisotropy has been found to be low; Ankersen et al.[63] even found
that the anisotropy of pig back skin tissue was negligible. In the following,
the compressibility of skin tissue is ignored and skin tissue is assumed to be
isotropic.

1) The compressibility of water is a function of pressure and temperature: at 25◦C in
the limit of zero pressure the compressibility is 0.46 m2/GN.
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Based on previous observation of isotropy in the planar directions with
anisotropy in the thickness direction[63].
1) Ogden model
Under assumptions of incompressibility and isotropy, it is reasonable to

simulate the elastic behaviour of skin tissue under compression using a hyper-
elastic model for rubber-like materials. This model is traditionally formulated
using a strain energy function based on invariant quantities. In this study,
the Ogden strain energy density function is adopted, which is more accu-
rate in fitting experimental results when multiple experimental tests data are
available, and which has been used satisfactorily to describe the mechanical
behaviour of skin tissue[64∼67]. The Ogden strain energy potential function,
U , is expressed in the form

U =
N∑

i=1

2μi

α2i
[λ̄αi

1 + λ̄αi
2 + λ̄αi

3 − 3] +
N∑

i=1

1
Di
(J − 1)2i (10.8)

where J = λ1λ2λ3 is the volumetric ratio, λi(i = 1, 2, 3) are the principal
stretch ratios equal to the current length/initial length in a given direction;
λ̄i = J−1/3λi are the deviatoric principal stretches; αi are the exponential
parameters; μi are shear parameters; Di are the bulk parameters; N is the
number of terms needed to fit to the experimental data satisfactorily.

2) Identification of material constants
The principal nominal engineering stresses, σi(i = 1, 2, 3), are work- con-

jugate to the principal stretch ratios λi(i = 1, 2, 3). With the assumption of
skin incompressibility, σi can be obtained from the given strain energy density
function U(λi), as

σi =
dU
dλi

− p (10.9)

where p is a hydrostatic pressure.
In this study, the skin sample is considered to be in a state of plane stress

during uniaxial unconfined compression. For a Cartesian coordinate system,
with the z-axis aligned with the loading direction, the stresses in the x and
y directions are zero (σx = σy = 0), and thus one can find p in terms of λi

and σz. Furthermore, incompressibility demands that J = 1 and that the
principal stretch ratios are related by

λx = λy =
1√
λz

(10.10)

Substitution of Equations (10.9) and (10.10) into the Ogden strain energy
density function of Equation (10.8) leads to the following stress-stretch rela-
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tionship:

σz =
N∑

i=1

2μi

αi
(λαi−1

z − λ−1−αi/2
z ) (10.11)

The identification of material parameters (αi, μi) is achieved by minimiz-
ing the function, φ, of the difference between the experimentally obtained
data, σz, and the model prediction, σ̂z, using a nonlinear optimization algo-
rithm in MATLAB1), where φ is given by

φ =
∑(

σz − σ̂z

σz

)2

(10.12)

10.5.2 Typical example of compressive test and fitting with Ogden
model

A representative compressive stress-strain response at a strain rate γ =
24%/min2) is presented in Figure 10.16(a). The relationship exhibits a con-
sistent three-stage hardening of a toe region with low stiffness at low strain
levels, a transition region from low to high stiffness, and a high stiffness
region at large strain levels. The results are comparable to the published
compressive behaviour of pig back skin tissue obtained at similar strain rate
(γ = 25%/min)[1,5,28,62,68], as shown in Figure 10.16 (a).
Compared with the mechanical characteristics of skin tissue in uniaxial

tension, the compressive stress/strain curves are similar in trend; however,
the transition from low to high stiffness in uniaxial tension occurs mostly at a
strain level of 40% ∼ 60%[70], which is much larger than that in compression
(20% ∼ 30%) as observed in the results here [see Figure 10.16(b)]. Similar
results have also been reported elsewhere for pig back skin tissue[54,57,69]. Wu
et al.[70] observed a transition at an even lower strain level of 4% ∼ 5% for
confined compression and 6% ∼ 7% for unconfined compression: the differ-
ence is because the fat layer is removed in this study. However, compared
with biaxial tensile behaviour of pig back skin obtained by Ankersen et al.[63],
the compressive behaviour obtained in this study shows a slower rate of strain
hardening, as shown in Figure 10.16(b). This is mainly due to the different
testing environments adopted: in current study all the tests were performed
in liquid (KHR), while the tests of Ankersen et al. were performed in air
environment. Testing in the air will induce the decrease of the hydration and
humidity of the samples, which have been shown to increase the stiffness of
skin tissue[63].

1) Version 6.5.1, The Mathworks, Natick, MA, USA.
2) This strain rate is chosen for a better comparison with data reported in the litera-

ture.
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Figure 10.16 Representative stress-strain responses from a compressive test

(solid dots) and comparison between the compression results (a) with published

compressive behaviour[1], and (b) with uniaxial tensile behaviour (circle dots)

obtained in this study and published biaxial tensile behaviour of

pig back skin tissue[1] (by permission of World Scientific Publishing Co.)

Figure 10.17(a) and (b) present the fitting of the measured constitutive
response of skin samples from control groups1) in compression under body
temperature to the Ogden model of Section 10.4.2. Shergold et al.[1,5,22]

showed that the one-term Odgen model is good enough for describing the
compressive behaviour of skin tissue in a large strain rate range of 4×10−3 ∼
4× 103s−1, whereas Wu et al.[70] used a three-term Odgen model to achieve

Figure 10.17 Typical Ogden fits to the measured constitutive response in

compression of control skin tissue under strain rates of (a) γ = 50%/min and

(b) γ = 125%/min

1) Skin samples with no predamage as described in Chapter 3.
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the best fit to their test data. However, it can be seen from the results here,
a satisfying fit can only be achieved through an Odgen model with six terms,
although Odgen models having less terms give a similar trend.

10.5.3 Temperature dependent compressive behaviour

The hydrothermal compressive tests of back skin tissue under different
temperatures have been performed and results are given in Figure 10.18.

Figure 10.18 Stress-strain relation of hydrothermal compressive tests under

different temperatures

It is interesting that, contrary to the tensile tests of Section 10.3.2, the
compressive stiffness increases with increasing temperature although the ther-
mal damage degree also increases, as shown in Figure 10.19.

Figure 10.19 Strain-thermal damage degree relation of hydrothermal

compressive tests under different temperatures
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One key difference is that the compressive tests are performed in a direc-
tion normal to the principal orientation of collagen and elastin fibers. Even
though there exists denaturation of collagen, which appears in the tensile
tests, the compressive behaviour is governed by the mechanical properties of
the gel-like ground substance, inside which the fibers are located[62]. Very
little is known about the mechanical properties of this substance; it can only
be speculated that its stiffness increases with increasing temperatures.

In order to characterize the temperature effect on skin mechanical be-
haviour and compare their characteristics under different testing methods, a
procedure is proposed here to obtain the modulus of skin sample at low (El)
and high (Eh) strain levels, as shown in Figure 10.20: the strain-stress curve
is treated as a bi-linear line, the tangents at low and high strain levels are
then obtained, and El and Eh are defined as the slope of the two tangents.
The variations of El and Eh with temperatures for tensile and compres-
sive behaviours are given in Figure 10.21(a) and (b), respectively. While
El for tensile behaviour of skin tissue doesn’t change much with tempera-
ture, Eh decreases almost linearly with increasing temperature until about
60◦C, after which it decreases little. Eh for tensile behaviour obtained here
(0.3 ∼ 4.5MPa) also agrees well with the published in vitro measurements
of Young’s modulus for animal skin tissue, e.g., cat skin (0.5MPa)[71,72], rat
skin (1.18 ∼ 4.62MPa)[55]. Compared with that for tensile behaviour, Eh

for compressive behaviour increases with temperature and is much higher
(28 ∼ 54MPa). This is due to: the different mechanism of tensile and
compressive behaviours as discussed above; different skin samples used
for tensile (pig ear skin) and compressive (pig back skin) testing, where re-
gional difference of skin mechanical behaviour has been observed by many
researchers[73,74].

Figure 10.20 Method for calculating the moduli at low (El) and high

(Eh) strain levels
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Figure 10.21 Variations of the moduli at low (El) and high (Eh) strain levels

with temperatures for (a) tensile behaviour and (b) compressive behaviour

10.5.4 Thermal damage-induced changes in compressive behaviour

In order to separate reversible changes from irreversible ones and to study
the influence of thermal denaturation on skin properties, some skin samples
are thermally denatured before testing (predamaged). Using the Arrhenius
parameters (Ea, A) of pig skin tissue from the DSC analysis, different heating
temperatures, Th, and durations, th, are chosen to induce damage in skin
sample to a specified degree. In all, 22 groups of samples are prepared, with
groups 1 ∼ 4 having no predamage and used as control groups. Details of
each group are given in Table 10.3.

Table 10.3 Details of pre-damaged samples

Sample Group No. Th/◦C th/s Ω Deg r/(%/min)

1 37 0 0 0 25

2 37 0 0 0 50

3 37 0 0 0 125

4 37 0 0 0 250

5 55 12 0.0579 0.0563 25

6 55 12 0.0579 0.0563 50

7 55 12 0.0579 0.0563 125

8 55 12 0.0579 0.0563 250

9 65 1 1.44 0.762 25

10 65 1 1.44 0.762 50

11 65 1 1.44 0.762 125

12 65 3 4.31 0.987 25

13 65 3 4.31 0.987 50

14 65 3 4.31 0.987 125

15 65 30 86.2 1 25

16 65 30 86.2 1 50
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Continued

Sample Group No. Th/◦C th/s Ω Deg r/(%/min)

17 70 10 219 1 25

18 70 10 219 1 50

19 70 5 109 1 25

20 70 5 109 1 50

21 70 18.5 405 1 25

22 75 10 3081 1 25

Figure 10.22(a)∼(c) presents the thermal-damage-induced changes in skin
compressive behaviour at three different strain rates (γ = 25%/min, 50%/min,

Figure 10.22 Effect of thermal denaturation on skin compressive behaviour at

different strain rates of (a) γ = 25%/min, (b) γ = 50%/min, and

(c) γ = 125%/min (by permission of World Scientific Publishing Co.)
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125%/min). The results at all three strain rates exhibit a clear trend of curve
shifting towards the right with increasing damage. When the damage degree
(Deg) has a value near unity, implying that the collagen is fully denaturized,
there is little difference between curves: the stiffness of skin tissue decreases
with increasing degree of thermal damage, which is reasonable; and increased
extensibility of soft tissues due to thermal treatment has been observed in
both uniaxial[24,75∼79] and biaxial tensile testing[80∼82] of skin tissue.

There are several possible mechanisms for explaining why the thermal
damage changes the compressive behaviour of skin tissue. The first one is
the hyperthermal-temperature-induced thermal denaturation of dermal col-
lagen. It has been suggested that collagen may play an important role in
determining the overall mechanical properties of skin tissue[83,84], and thus
it seems reasonable to assume that collagen would play a major role in the
compressive behaviour of skin tissue. However, this cannot be the principal
reason since the compressive tests are performed normal to the principal ori-
entation of collagen. Another possible mechanism is the dehydration change
accompanying thermal damage as well as rehydration during thermal re-
covery process after heating. It is known that there can be an inward or
outward flux of interstitial fluid due to the heating of a soft tissue[85], and
the compressive behaviour is governed by the mechanical properties of the
gel-like ground substance, inside which the fibers are located[53]. Luescher et
al.[56] and Hörmann & Schlebusch[86] suggested renaturation, or reformation
of some of the triple-helix structures, occurs after heating, which involves
the slow rebounding of primary hydration water to the amorphous protein
and the formation of additional water bridges within the more disorganized
molecule. A third possible mechanism is the viability of cells in the skin tis-
sue, where specifically, Yip et al.[87] found that the in situ fibroblast viability
has great influence on the mechanical properties of rate back skin tissue.

It is interesting to note that Figure 10.22, compared to Figure 10.18, ex-
hibits contradictory results: the compressive stiffness increases with increas-
ing temperature even though the thermal damage and the degree of thermal
denaturation also increase. It has been shown by others that the stiffness
of skin tissue increases progressively in dehydration and decreases in over
hydration under compression[87]. In Figure 10.22, all the tests are performed
with fresh samples at hyperthermal temperatures where only heat-induced
dehydration occurs, whilst tests in Figure 10.18 are performed with predam-
aged samples at body temperature where the samples are rehydrated during
the thermal recovery process of predamage procedure.
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Test data from each specimen at different temperatures are fitted with the
Ogden model and it has been established that a good agreement is achieved
for all the data, but are not shown here for brevity. The material constants,
αi and μi, are instead plotted in Figure 10.23(a) and (b). For the one-term
Ogden model, μ has the interpretation of shear modulus under infinitesimal
straining while α serves as the strain hardening exponent. It is also expected
that there is quantitative relationship between temperature and the constants
in the multi-term Ogden model. However, no clear trend can be found from
the results of Figure 10.23. This may be because there is no exact physical
meaning for each constant appearing in the six-term Ogden model used in
this study.

Figure 10.23 Effect of thermal damage degree on the constants of (a) μi and

(b) αi under three deterrent strain rates in the six-term Ogden model

as described by Equation (6.11) (by permission of World Scientific Publishing Co.)

10.5.5 Strain rate sensitivity at different damage levels

The strain-rate sensitivity of pig skin tissue at four different damage levels
is presented in Figure 10.24(a)∼(d) for uniaxial compressive loads. A clear
sensitivity emerges for all damage levels, where the skin tissue stiffens and
strengthens with increasing strain rates. This feature mirrors results in the
literature. For example, it has been observed by others that, under stretch-
controlled tests, the overall stiffness of skin tissue decreases with decreasing
strain rates[70].

Since collagen fibers comprise bundles of collagen fibrils aligned parallel
to a hyaluronic acid chain, and linked to the hyaluronic acid by proteogly-
can side-chains, it is likely that the strain-rate sensitivity of skin tissue is
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Figure 10.24 Stain-rate sensitivity at damage levels of (a) Ω = 0, (b) Ω = 0.06,

(c) Ω = 1.44, and (d) Ω = 4.31. Th and th are heating temperature

and duration, respetively (by permission of World Scientific Publishing Co.)

attributable to viscous losses due to the interaction of ground substance with
collagen fibers at the macroscopic scale[1,57,88∼92] as well as with collagen
fibers at the microscopic scale[93]. For example, much of the sensitivity to
strain rate has been attributed to the uncoiling and aligning movement of
collagen[94], and Daly[95] suggested that the strain-rate sensitivity of skin tis-
sue occurred at all structure levels of collagen and was due in part to bonds
between fibrils and fibers. However, the uncoiling and aligning movement
of collagen should not be the main mechanism for the case here, since the
compressive tests are performed through the skin thickness direction and a
similar strain sensitivity has been observed at all damage levels. Thus the
strain-rate sensitivity may be attributed to the variation of viscous inter-
action between collagen fibers and ground substance induced by hydration
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change accompanying thermal damage. For example, the strain-rate sensitiv-
ity was well modeled by Shergold et al.[1,5] by increasing the shear modulus
with increasing strain rate, with no attendant change in the strain hardening
exponent. Arurnugam et al.[30] also attributed the higher stress to higher
frictional force at higher strain rates. The movement of fluid in the hydrated
matrix may also play an important role[90].

10.6 Characterization of Skin Viscoelasticity with Static

Tests

Skin tissue is a viscoelastic material. However, to the author’s knowl-
edge, there is no published study on the temperature dependency of skin
viscoelasticity, although other collagenous tissues such as cartilage[96] and
bone[38,39] have been studied in detail. The aim of the present section is to
characterize the temperature-dependent relaxation behaviour of skin tissue.
The hydrothermal relaxation test procedure using the system described in
Section 10.4 is first described. A viscoelastic model for skin tissue is then
developed based on quasi-linear viscoelastic (QLV) theory. Stress relaxation
tests under different temperatures are performed, and results and discussion
are presented.

10.6.1 Modeling

1) QLV theory
The time-dependent mechanical behaviours of soft tissues can be formu-

lated using Boltzmann hereditary integrals[40,41]. The nonlinear separable
integral formulations are given as follows:

σ(t) =
∫ t

0

g(t− τ)
dσe[ε(τ)]
dε

dε(τ)
dτ

dτ (10.13)

ε(t) =
∫ t

0

j(t− τ)
dεe[σ(τ)]
dσ

dσ(τ)
dτ

dτ (10.14)

where t is time; τ is the dummy variable for time; σ(t) and ε(t) are stress and
strain, respectively; εe(τ) and σe(τ) are the elastic strain and stress response,
respectively; g(t) and j(t) are normalized creep and relaxation functions that
only depend on time; σe(ε) is the instantaneous elastic response, i.e., the max-
imum stress in response to an instantaneous step input of strain, while εe(σ)
is the elastic strain response. This form is also called QLV theory[25,97], which
was formulated by Fung[25] and has been proven useful for describing the vis-
coelastic behaviour of different soft tissues such as skin[98], ligament[28,99,100],
cartilage[101∼103] and tendon[104,105].
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The QLV theory was developed on the basis that the reduced relaxation
function describes the normalized stress response of a sample in response to
a step increase in strain such that the tissue has no time to relax during this
loading process. This, however, is experimentally impossible. In order to
isolate the nonlinear elastic properties of tissue from its viscous properties,
relatively high rates have been used. However, with a high strain rate, it is
technically difficult to obtain reliable instantaneous material parameters due
to inertial effects and, thus, greater technical challenges must be overcome
in the design of the testing machine and data acquisition system, especially
for small tissue samples[102,106,107]. Although several methods have been pro-
posed to modify the analysis where finite ramp times are considered in order
to better approximate solutions[70], these methods are still dependent on fast
ramp rates, and therefore, may be affected by the associated errors. One of
the main problems is overshoot, followed by a rebound back to the target
strain under high rates due to limitations in the mechanical testing equip-
ment. This has been shown to have a considerable effect on the measured
forces[108,113] and to introduce an unwanted bias into the estimation of QLV
parameters[111]. For example, during stress relaxation of tendon, Gimbel
et al.[114] found that there was an average overshoot magnitude of 7.5% of
the intended strain, causing an error as large as 30% of the estimation of
QLV parameters when the overshoot is not accounted for in the data fitting
process.

It has been recommended that a slow strain rate should be used in stress-
relaxation tests[114], since at low strain rate the actual strain history (varia-
tion of strain with time) can be well approximated by a linear ramp followed
by holding at constant strain. Thus, the errors associated with fast strain
rates (e.g., overshoot, vibration, poorly approximated strain histories) can
be reduced or avoided[114,115]. For instance, recent studies have shown that
a slow ramp rate (0.15%/s) in conjunction with a direct fit for the ramp and
stress-relaxation portions can provide an accurate estimation of parameters
avoiding thus the errors associated with fast strain rates[114,115]. In view of
these, comparatively low strain rates have been used in the tests performed
in this study.

2) Skin model development of based on QLV theory
An exponential approximation has been often chosen to describe the non-

linear elastic behaviour of skin tissue. Here, the following expression is used
to describe the instantaneous elastic response:

σe(ε) = A(eBε − 1) (10.15)
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where A is a linear factor having the same dimension as stress; B is a non-
dimensional parameter representing the nonlinearity of elastic response (rate
of stress stiffening). The product of A and B represents the initial slope of
the elastic stress-strain curve.

The combination of exponentials has been shown to provide a good fit to
viscoelastic behaviour of soft tissues with efficient computational implementa-
tion[115] and has been used satisfactorily to describe the viscoelastic behaviour
of skin tissue[116], given as

g(t) = k0 +
n∑

i=1

kie−t/τi (10.16)

where k0 represents the percentage of stress at the equilibrium state of relax-

ation process, and
n∑

i=0

ki = 1. The preliminary investigation demonstrates

that the sum of three exponentials is sufficient to correlate well with the
experimental data in this study

g(t) = k0 + k1e−t/τ1 + k2e−t/τ2 (10.17)

where τi (i = 1, 2) are the long- and short-term time constants.
With the elastic and viscous components described above, a model based

on the QLV theory is developed. For a linear ramp in strain followed by hold-
ing at constant strain, the strain history of this “ramp-and-hold” relaxation
can be described as

ε(t) = γ(t− t0), for t0 � t � tR(ramp) (10.18)

ε(t) = γ(tR − t0) = εmax, for tR � t � t∞(hold) (10.19)

where γ is the strain rate; εmax is the maximum strain; t0, tR and t∞ denote
moments in time at the start of ramp, the end of ramp, and the end of
relaxation, respectively.

The stress resulting from a ramp phase over time period t0 � t � tR
can be expressed by substituting Equations (10.16)∼(10.18) into Equation
(10.15) as

σ(t, θ) = Ak0[eBγ(t−t0) − 1]+
2∑

i=1

ABγki

Bγ + 1/τi
[eBγ(t−t0) − e−(t−t0)/τi ] (10.20)

where θ = θ(A,B, k0, k1, k2) is a dummy function.
Similarly, the stress resulting from subsequent stress relaxation phase can

be described as

σ(t, θ) =Ak0[eBγ(tR−t0) − 1]



304 Chapter 10 Experimental Characterization of Skin Biothermomechanics

+
2∑

i=1

ABγki

Bγ + 1/τi
[eBγ(tR−t0) − e−(tR−t0)/τi ]e−(t−t0)/τi (10.21)

For the case of t0 = 0, these expressions simplify to

σ(t, θ) = Ak0(eBγt − 1) +
2∑

i=1

ABγki

Bγ + 1/τi
(eBγt − e−t/τi), 0 � t � tR(ramp)

(10.22)

σ(t, θ) =Ak0(eBγtR − 1)

+
2∑

i=1

ABγki

Bγ + 1/τi
(eBγtR − e−tR/τi)e−t/τi , tR � t � t∞(hold) (10.23)

From Equation (10.23) the stress during relaxation can be considered as the
sum of three components, an equilibrium stress at tR and the other two are
long- and short-term decay components, respectively.

10.6.2 Results

The proposed procedure for determining the temperature- and collagen
denaturation- dependent viscoelastic properties of skin tissue is carried out
as: perform stress relaxation tests under different temperatures, and con-
vert the stress relaxation results to the corresponding creep results using the
previously described mathematical method. The results and discussion are
given in this section.

1) Relaxation behaviour
In this study, stress relaxation tests at three different strains levels were

performed, which were then used to validate the separation of variables in
QLV theory. Once verified, the QLV model was used to fit the stress-time
data during both the ramp and relaxation phases obtained with a slow strain
ramp rate.

Typical example of stress-relaxation tests
A representative uniaxial stress-time response from a relaxation test per-

formed at body temperature (T = 37◦C), is presented in Figure 10.25, which
shows the response of pig ear skin tissue during both the ramp and relaxation
phases of the test. In the ramp region (0 � t � 50s), the response is concave
due to the nonlinearity caused by an increasing recruitment of collagen fibers
with increasing strain. In the relaxation region, the stress-relaxation curve is
characterized by a sharp decrease in stress, followed by a gradual reduction
up to 550 s. The uniaxial tensile relaxation results of pig ear skin tissue
obtained here are comparable with those of human skin tissue[28,117] and rat
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skin tissue[128] under tension, and pig foot skin tissue under compression[119]

both qualitatively and quantitatively.

Figure 10.25 Representative uniaxial tensile stress-relaxation response

of pig ear skin tissue (by permission of ASME)

Verification of the QLV theory
The model developed in Section 10.5.2 is based on the QLV theory, which

is built upon the assumption that the stress relaxation function can be sep-
arated into one time-dependent and one strain-dependent portion. In other
words, the normalized stress relaxation function, g(t), should be indepen-
dent of the strain/stress level. Different trends in viscous-elastic separabil-
ity have been seen in soft biological tissues. For example, the validity of
the assumption has been justified for relaxation behaviour of different soft
tissues including ligament, tendon and esophagi, both qualitatively[28] and
quantitatively[120,121], and has been argued to be reasonable for other soft
tissues composed mainly of collagen[122,123]. But in some other studies, it
has been also shown that the relaxation behaviour of collagenous tissues was
dependent on strain level[122], which demonstrates the limits of Fung’s quasi-
linear viscoelastic approach.

In order to verify the hypothesis of variables separation in QLV theory
for skin tissue, stress relaxation tests of skin samples at three different strain
levels (εmax = 10%, 30%, 50% with rate γ = 50%/s) at T = 37◦C are per-
formed. The normalized relaxation response, calculated as g(t) = σt/σtR ,
from different values of εmax is plotted in Figure 10.26. The results show
that the normalized relaxation of skin tissue is significant at all strain lev-
els. According to the QLV model, the normalized responses, g(t), should
have an identical shape, regardless of εmax, which is a direct result of the



306 Chapter 10 Experimental Characterization of Skin Biothermomechanics

strain–relaxation function separability [Equation (10.14)]. However, experi-
mental results in Figure 10.26 show that g(t) depends strongly on the εmax,
which are inconsistent with the QLV modelling approach. This inconsis-
tence can also be shown by the strong dependence of the elastic (equilibrium)
stress fraction, FracE = σ∞/σtR , as proposed by Oyen et al.

[124], on εmax:
FracE = 0.69, 0.65, 0.57 for εmax = 50%, 30%, 10%, respectively. The similar
results with an increasing elastic fraction at larger strain levels have also been
observed elsewhere for skin tissue[124] and human amnion[125].

Figure 10.26 Normalized relaxation responses, g(t) = σt/σtR , from three

experimental uniaxial relaxation tests demonstrate differences in shape for the

time-dependent responses

The QLV approach is applicable only to tissues for which the separation
of viscous and elastic energy is independent of strain level. All the results
here show that this model is therefore not applicable to skin tissue tested in
this study.

2) Relaxation behaviour of skin tissue under different temperatures
Relaxation behaviour under hypothermic temperatures
Uniaxial tensile tests of pig ear skin tissue at four different hypothermic

temperatures1) (T = 5◦C, 10◦C, 20◦C, 30◦C) have been performed. Together
with the result obtained at body temperature, the normalized function of
g(t) = σt/σtR is presented in Figure 10.27.
From the figure, it can be seen that skin tissue tested at higher tempera-

ture relaxes faster and reaches the equilibrium state much sooner than a tissue
tested at temperatures further from body temperature: a similar behaviour

1) A condition in which an organism’s temperature drops below that required for

normal metabolism and bodily functions.
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has been observed by other researchers for collagenous tissues. For example,
Cohen et al.[93] found that there was a significant increase in the relaxation
rate of ligament with increasing temperature, in the range of 2 ∼ 37◦C. It
was reported that the cyclic load relaxation of medial collateral ligament was
greater at 37◦C than at 22◦C in dogs[93] and greater at 35◦C than at 25◦C
in rabbits[126]. However, Rigby et al.[127] found no measurable change in the
stress relaxation between 0◦C and 37◦C, but a rapid drop in the rate of stress
relaxation between 32◦C and 40◦C.

Figure 10.27 The normalized relaxation function, g(t) = σt/σtR , under different

hypothermic temperatures

Relaxation behaviours under hyperthermal temperatures
The uniaxial tensile tests of pig ear skin tissue under four hyperthermal

temperatures (T = 50◦C, 60◦C, 70◦C, 80◦C) have been performed. Together
with the result obtained at body temperature, the normalized function of
g(t) = σt/σtR is given in Figure 10.28.
Within physiological temperature ranges, it has been shown that the

viscoelastic behaviour of collagenous tissues is independent of temperature
history[127]. However, in the hyperthermal range, the stress-relaxation re-
sponses of skin tissue at a lower temperature relax faster and reach an equi-
librium state much sooner than those at temperatures closer to body tem-
perature, as shown in Figure 10.28. This observation is in agreement with
those reported in the open literature. For example, the stress in thermally
treated collagenous tissue was found to relax faster and to a larger degree
for a similar loading[93,127]. The acceleration of stress relaxation due to ther-
mal heating in mechanically deformed tissue was also observed in the laser
reshaping of cartilage[45], and laser thermokeratoplasty of corneal[128∼133].
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Figure 10.28 The normalized relaxation function, g(t) = σ(t)/σtR , under

different hyperthermal temperatures

Variation of elastic fraction with temperature
The elastic (equilibrium) stress fraction, FracE = σ∞/σtR , under different

temperatures has been obtained from Figure 10.27 and 10.28, as shown in
Figure 10.29.

It can be seen FracE depends strongly on the temperature: it decreases
with increasing temperature over the whole temperature range, but decreases
much faster in the hyperthermal range (T = 50 ∼ 80◦C). In other words, as
the temperature decreases, the energy dissipation decreases and the mechan-
ical energy is increasingly elastic.

Figure 10.29 The effect of temperature on the elastic fraction,

FracE = σ∞/σtR , for skin tissue (by permission of ASME)
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10.6.3 Discussion

In this section, the possible roles played by different tissue components
in skin viscoelasticity and the thermally-induced changes in these factors are
discussed.

1) Effect of different components
Histological examination reveals that the viscoelastic response was mainly

caused by the dermis, and not the epidermis in nature[134]: Silver et al.[43] also
found the removal of epidermis does not change the viscoelastic properties
of skin tissue. Therefore, the following discussion is relative to the role of
different components of skin dermis.

Skin tissue is composed of cellular and extracellular compartments. The
extracellular compartment consists of dominant collagen fibers embedded in
ground substance. The mechanical response of skin tissue to applied loads in-
volves two components as noted previously: a viscous component associated
with energy dissipation by molecular and viscous sliding of collagen fibrils
during alignment with the force direction[135]; an elastic component associ-
ated with energy storage as a result of stretching of flexible regions in the
collagen triple helix[43]. The viscous nature of collagenous tissues arises from
both the inherent viscoelasticity of the solid phase as well as fluid move-
ment, resulting in viscous drag between the solid and fluid phases during
loading[135∼137].

Effect of elastic components
The extent to which a tissue exhibits stress relaxation has been shown to

be directly related to the elastic content (elastin and collagen)[138]. However,
in the study here of pig ear skin tissue, the elastin should not play an impor-
tant role in the temperature-induced variation of viscoelastic behaviour, for a
high strain level (εmax = 50%) has been chosen. At this level, the mechanical
behaviour of skin tissue is dominated by the response of collagen fibers[139].

The collagen fiber component plays a major role in the stress–strain re-
sponse of skin tissue, especially at high strain levels (ε � 30%)[43]. Collagen is
intrinsically viscoelastic[136,137,140], implying that collagen viscoelasticity may
be the source leading to the viscoelastic behaviour of skin tissue[141]. For ex-
ample, a correlation between collagen content and the viscoelastic behaviour
of rat skin has been established[119]. An increase in collagen crosslinking
was found to increase both the viscoelastic storage and loss moduli of guinea
pig skin tissue under dynamic loading[142]. Furthermore, upon loading the
initially crimped collagen fibers in dermis undergo reorientation, suggesting
that the time-dependent reorientation of collagen fibers may be responsi-
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ble for skin viscoelasticity. It is a common assumed that the time-dependent
reorientation of collagen fibres within a viscous matrix explains the viscoelas-
tic behaviour of connective tissues[143]. For example, the increase of elastic
fraction1) with increasing strain in the skin stress-relaxation response was at-
tributed to the rearrangement of individual collagen fiber orientations, result-
ing in an aligned collagen network at high strain levels[144]. Structural reor-
ganization was also recognized to be important in tendon viscoelasticity[125].
However, Purslow et al.[119] found no involvement of collagen fiber rotation
in skin viscoelastic stress relaxation.

Role of ground substance
The ground substance is a gel like substance containing a class of chem-

icals including glycosaminoglycans (GAG), proteoglycans (PG) and glyco-
proteins. The ground substance is found to be play an important role in
the viscoelastic behaviour of dermis. According to Wilkes et al.[145], the
time dependent behaviour of dermis can be related to the viscous resistance
that fibers experience while moving through the ground substance. Minns
et al.[146] showed that the removal of ground substance in tendon, aorta and
ligamentum nuchae induced a decrease in relaxation hysteresis and other
time-dependent effects. Vogel[142] found a correlation between the relaxation
and the content of GAG in skin tissue. Purslow et al.[119] also suggested that
the viscoelastic effects of skin tissue arise from molecular relaxations within
the proteoglycan matrix surrounding the collagen fibers or within the collagen
fibers themselves. Eshel & Lanir[46] found that the absence of proteoglycans
influenced the low strain relaxation patterns and deteriorated viscoelastic
mechanisms.

In summary, the skin viscoelasticity at high strain level is decided by the
collagen and ground substance tissue while the elastic component should not
play an important role. The temperature effect is discussed below.

2) Effect of temperature and thermal denaturation
Results from thermomechanical tests on collagenous tissues can be dif-

ficult to interpret due to the simultaneous occurrence of thermal damage,
thermoelastic and thermoviscoelastic processes, the least understood being
the altered viscoelastic behaviours during and after heating[46].

As discussed in Sections 10.3 and 10.4, three possible mechanisms exist
for why temperature effects change the viscoelastic behaviour of skin tissue.
The first one is the thermal denaturation of dermis collagen and it seems rea-
sonable to assume that collagen would play a major role in the viscoelastic

1) Equivalent to the ratio of equilibrium force to initial force.
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nature of skin tissue subjected to thermal loading. For example, the accelera-
tion of stress relaxation in laser reshaping of cartilage was partly attributed to
temperature-dependent, bound-free water transition in the cartilage matrix
and selective collagen denaturation[45]. Wells et al.[19] found a correlation
between the relaxation rate of ovine aortic collagen and the concentration
of thermally stable collagen crosslinks: if more crosslinking is present, the
slippage of adjacent chain fragments will be inhibited, and the observed load
relaxation will be slower. To check the role of collagen denaturation, the
heat-induced thermal damage degree (Deg) of pig ear skin tissue under hy-
perthermal temperatures has been plotted as functions of time, as shown
in Figure 10.30. These results clearly show that collagen in skin tissue is
damaged to a higher degree with increasing time and temperature.

Figure 10.30 (a) Thermal damage and (b) damage degree due to temperature

increase during the relaxation tests

Another possible mechanism is the temperature-induced change in hy-
dration. It has been shown that the viscoelastic behaviour of soft tissues
are related to the interactions amongst collagen, proteoglycans, and water
molecules[147]. There can be an inward or outward flux of interstitial fluid
due to heating a soft tissue[148,149] and the viscoelastic properties of a tissue
can be changed by altering its water content[53]. Baek et al.[45] speculated
that a loss of water causes the stress to relax, and the faster relaxation in
thermally treated tissues is caused by the faster and greater water loss.

The third possible mechanism is the temperature-changed cell viability in
skin tissue. From Figure 10.30, it can be seen that collagen in skin tissue is
almost fully damaged (Deg is near unity), indicating that fibroblast viability
decreases with heating duration and temperature. Using poison (2-deoxy-
D-glucose), Yip et al.[45] studied the effect of in situ fibroblast viability on
the mechanical properties of rate back skin tissue. They found that there
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is greater stress relaxation in skin tissue strained in normal Kreb’s solution
than that in Kreb’s solution with poison, and that there exists a correlation
between the amount of stress relaxation and the number of viable fibroblasts
in the tissue: tissues with more viable fibroblasts have lower stress relaxation.

In summary, temperature has significant effect on the viscoelastic be-
haviour of skin tissue; in the hyperthermal temperature range, the effect is
caused by thermal denaturation of collagen as well as heating induced hydra-
tion and cell viability changes.

10.7 Summary and Limitations

This chapter has presented the experimental methodology adopted to
quantify the thermal denaturation and mechanical behaviour of skin tissue
under thermal agitations. In particular, it has described the methodology for
obtaining and preparing the skin samples; the methodology of thermal anal-
ysis with the differential scanning calorimetry; the design and manufacture
of the hydrothermal tensile system and the hydrothermal compressive sys-
tem; and the thermodynamic analysis of skin viscoelasticity with dynamic
mechanical analyzer. The results of these experimental measurements are
presented in Chapter 6.

10.7.1 Summary

This chapter has examined the tensile, compressive and viscoelastic be-
haviours of skin tissue under different temperatures and thermal damage
levels, in order to characterize the effect of temperature and corresponding
collagen denaturation on the mechanical properties of skin tissue. The re-
sults have been discussed together with the corresponding thermal damage
process. Comparisons of the experimental results with reported results in
literature have been performed, and a good agreement has been achieved.
Internal comparisons of results obtained from different methods have also
been made. More detailedly, the following conclusions can be made.

DSC results show that the transition temperature of collagen in the pig
flank skin samples is about 66.8◦C, and from the DSC results the Arrhenius
parameters are obtained for skin samples from different locations. Under
tensile loading, the modulus at high strain level of the tested skin samples
decreases with increasing temperature due to the thermal denaturation of
skin collagen: compressive loading, however, showed quite the opposite due
to the different underlying mechanisms between tensile and compressive be-
haviours of skin tissue. Biaxial tests at 37◦C and 60◦C show that the skin
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tissue from porcine cheek appears to be abnormal in the fact that it has an
equal tensile response across both axes of a square independent of cutting
angle. This discovery has allowed the series of experiments on skin tissue to
come to fruition since a uniform stress distribution in the tissue can be easily
achieved even in biaxial tests. Compared with uniaxial stretch, biaxial tensile
loading results in the lateral compression of the stress-strain curve and the
reduction in the strain before entry into the linear region occurs under all
temperatures tested, which is due to the two-directional stretch of collagen
fibers. Under compression, the stiffness of skin tissue decreases with increas-
ing thermal damage degree. A strain-rate sensitivity is observed at different
damage levels, and stiffness decreases with thermal damage. Temperature
has a significant effect on the static viscoelasticity of skin tissue, where the
QLV approach has been shown not to be applicable for skin tissue due to
the strain level dependence of the viscous and elastic energy separation; and
quantitative relationship has been found between temperature and the elastic
fraction.

In Chapter 5, a mathematical approach has been developed for determin-
ing the thermomechanical response in skin tissue, where temperature/damage
independent linear elastic mechanical properties of skin tissue have been used.
The assumptions used are reasonable in view that: the strain level consid-
ered in Chapter 5 is purely thermal induced and is thus comparatively small
(< 1%); the results in this chapter have shown that temperature/damage
has little effect at this low strain level. However, in medical applications, de-
formation of skin at high strain level also occurs, e.g. skin indentation during
laser-skin treatment[87]. For these cases, it can be expected that the incor-
poration of the temperature/damage dependent mechanical properties in the
thermomechanical model will have a great effect on the thermomechanical
behaviour of skin tissue. This will be done in our future work.

10.7.2 Limitations

There are several limitations to the present experimental study, as de-
scribed below.

(1) The thermal denaturation of a collagenous tissue depends on not only
the temperature history but also the stress state during heating[150,151]. How-
ever, in the calculation of thermal damage we used parameters obtained from
load free DSC measurements.

(2) It is well known that the mechanical properties of skin tissue are typi-
cally nonlinearly elastic and viscoelastic. In the tensile and compressive test-
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ing of present study, however, we concentrated only on the nonlinear-elasticity
of the tissue. The data of compressive behaviour was fit with the Odgen
model with the assumption of incompressivity. However, it was found that
pigskin under compression is compressible; even in unconfined compression,
the volume of specimens varies with increasing compressive deformation[53].

(3) The viscoelastic behaviour of skin was only tested for uniaxial loading
and biaxial loading needs to be studied for skin in vivo experiences multi-
axial natural tension. The strain applied in the present relaxation test was
50%, but a previous study found that after 20% strain the fibroblasts were
apoptotic or necrotic[67].
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Chapter 11

Skin Thermal Pain Mechanism

11.1 Introduction

Skin plays a variety of important roles including sensory, thermoregulatory
and host defense, etc, which are essential in protecting the inside human body.
However, in extreme environment, uncomfortable feeling or pain sensation is
evocated due to extreme hot or cold. Obviously, skin fails in protecting the
human body when the temperature is out of normal physiological range. Fur-
thermore, in medicine, with advances in electromagnetic technologies such as
laser and microwave, various thermal therapeutic methods have been widely
used to cure disease/injury involving skin tissue. The associated problem of
pain relief has nonetheless limited the further application and development
of these thermal treatments.

As one of the most important sensations, pain sensation has been stud-
ied extensively for a long time over a range of scales, from molecular level
(such as ion channel) to the entire human neural system level. Thermal
stimulation, as one of the three main stimulations for pain (thermal, me-
chanical and chemical), has been widely used in the pain study[1], such
as the examination of tissue injury and sensitization mechanisms, and the
quantification of therapeutic effects of pharmacological, physical, and psy-
chological interventions[2,3]. However, the understanding of the underlying
mechanisms of thermal pain is still far from clear, the main reason being that
pain is influenced by many factors, including both physiological factors such
as stimulus intensity[4,5] and duration[6∼8], and psychological factors such as
attention[9∼11] and empathy[12].

This chapter aims to provide a comprehensive description of the skin
thermal mechanism, and is organised as follows. First, definition of pain and
its classification, and pain pathways is introduced in Section 11.2. Since the
pain sensation involved in this book is mainly nociceptive pain, the physiology
and transduction function of nocicetors is described in detail in the Section
11.3. Afterwards, available theories are presented, including gate control
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theory (GCT) and neuromatrix theory.

11.2 Definition of Pain and Pain Pathways

11.2.1 What is pain?

The International Association for the Study of Pain defines pain as: “an
unpleasant sensory and emotional experience associated with actual or po-
tential tissue damage, or described in terms of such damage”. Generally, pain
can be classified as nociceptive pain: activation or sensitization of periph-
eral nociceptors; inflammatory pain: damaged tissue, inflammatory and
tumor cells release chemical mediators which activate or modify the stimulus
response properties of nociceptor afferents; neuropathic pain: result of
injury or acquired abnormalities of peripheral or central neural structures.
In this book, we mainly focus on the nociceptive pain.

11.2.2 Pain pathways

The physiology of nociceptive pain has been studied extensively[13∼17].
The pain pathway is schematically shown in Figure 11.1 and can be simply
described as transduction: when a stimulus is applied to the skin, the
nociceptors located there trigger action potentials by converting the phys-
ical energy from a noxious thermal, mechanical, or chemical stimulus into

Figure 11.1 Skin thermal pain pathway: stimulus (hot/cold) → skin (the energy

of thermal stimulus is converted into electrical energy via nerve impulses) →
spinal cord & brain (the signals are transmitted to the dorsal horn of the spinal

cord and brain, where they are modulated and perceived as pain sensation)(by

permission of Elsevier)
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electrochemical energy; transmission: the signals are subsequently trans-
mitted in the form of chains of action potentials (similar to pulse trains)
via nerve fibers from the site of transduction (periphery) to the dorsal horn
of the spinal cord, which then activates the associated transmission neuron;

perception: the appreciation of signals arriving in higher structures as
pain; modulation: descending inhibitory and facilitory input from the
brain that influences (modulates) nociceptive transmission at the level of the
spinal cord.

11.3 Anatomy and Physiology of Nociceptors

As the starting part of pain sensation pathway, the transduction function
of nocicetors is described in detail in this section. Nociceptors, the special
receptor for pain sensation, are the first cells in the series of neurons leading
to the sensation of nociceptive pain[18]. Nociceptors transduct mechanical,
chemical and/or thermal energy to ionic current (noxious stimuli into de-
polarizations that generate action potentials), conduct the action potentials
from the peripheral sensory site to the synapse in the central nervous sys-
tem, and convert the action potentials into neurotransmitter release at the
presynaptic terminal (frequency modulation)[19].

11.3.1 Nociceptors for pain

Peripheral nerves include myelinated afferent Aδ fibers and Aα & Aβ
fibers, as well as unmyelinated C afferent fibers, as schematically shown in
Figure 11.2. However, Aβ fibers only respond to non-noxious, low density
mechanical stimuli. Most nociceptors are either Aδ, or C fibers, while thermal
pain sensations are mediated by both thin myelinated Aδ and unmyelinated
C fibers[20].
Aδ fiber nociceptors have medium-diameter (2∼6 μm), lightly myelinated

peripheral axons with intermediate conduction velocities (12∼30 m/s). In
comparison, C fibers have conduction velocities in the range 0.5∼2 m/s
whilst the rapidly conducting, large-diameter Aβ fibers have conduction ve-
locities ranging from 30 to 100 m/s[15,21]. The conduction velocity is di-
rectly related to fiber diameter[14], with the conduction velocities of Aδ and
C fibers accounting for the first (fast) and second (slow) pain responses,
respectively[14], as schematically show in Figure 11.3. C fiber nociceptors
have small-diameter (0.4∼1.2 μm), unmyelinated, slowly conducting axons
and small (< 30 μm)-diameter cell bodies. Anatomically, most C fibers fall
into one of two categories[22]: one contains pro-inflammatory peptides and
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is regulated by nerve growth factor; the other is nonpeptidergic and can be
identified histologically. For example, for the 225 mechanosensitive afferent
fibers identified in mouse glabrous skin, 106 were classed as Aβ fibers, 51
as Aδ fibers, and 68 as C fibers, with mean velocity of 22.2m/s, 7.1m/s and
0.7 m/s, respectively[23]. For comparison, the conduction velocities of Aβ,
Aδ and C fibers of a peripheral nerve of the upper limb in normal human
subjects were 69.1m/s, 10.6m/s and 1.2 m/s, respectively[24].

Figure 11.2 Different peripheral nociceptors and their features,

including Aα,Aβ,Aδ and C[14](by permission of Nature Publishing Group)

Furthermore, the so-called “silent” nociceptors have also been found,
which in general cannot be activated [25∼42]. For example, in the survey of
cutaneous C fibers, Bessou & Perl[25] found that only 10% of the skin sample
was inexcitable while Lynn & Carpenter[26] and Pini & Baranowski[27] found
up to 28% of the nerve units in rat skin were inexcitable. Under conditions
of inflammation or tissue injury, however, these silent nociceptors are sen-
sitized and activated by a variety of chemical mediators[30,31,37,43∼46]. This
recruitment of previously silent nociceptors under pathological states may
contribute to temporal and spatial summation and considerably enhances the
C fiber afferent barrage to the dorsal horn. It may also contribute both to
primary hyperalgesia due to heat and pressure after chemical irritation, and
secondary hyperalgesia as a consequence of centralsensitization[15,30,41,42].
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Figure 11.3 First and second pain response[14](by permission of Nature

Publishing Group)

11.3.2 Modalities of stimulation to nociceptors

According to the response to different stimulations, nociceptors can be
further classified as: C and Aδ mechanoheat nociceptors (CMH, AMH); C
and Aδ high threshold mechanoreceptors (CM, AM); C and Aδ chemorecep-
tors; C and Aδ polymodal nociceptors; C and Aδ cold nociceptors; C and
Aδ mechanoinsensitive (silent) nociceptors. Besides, C fibers respond only
to heating (CH) has also been found[30]. For example, in the study of cu-
taneous sensory receptors in the skin of rat hindpaw,Leem et al.[47] classed
about 70% of Aδ nociceptors as mechanical nociceptors, 20% as mechanoheat
nociceptors, and 10% as mechanocoldnociceptors. In the thirty-two identi-
fied single C fibers, eleven had polymodal receptors, eight were only sensitive
to mechanical stimuli, two were only sensitive to heat stimuli, and 11 were
insensitive to both[34].

The cutaneous nociceptors responding to thermal stimulations are largely
polymodal, as they can be activated by thermal, mechanical, and/or chemical
stimuli, and belong to six classes of distinctive afferents[48,49]: C cold
nociceptors (< 10 ◦C); A cold and possible C cold afferents (> 20 ◦C);
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type I AMH (> 53◦C); type II AMH (> 46◦C, mediator of first pain);
C warm afferent (> 40 ◦C); CMH (> 45◦C, mediator of second pain).

11.3.3 Distribution of nociceptors in skin tissue

The skin is a large sense organ of the external environment. Numer-
ous encapsulated and free sensory nerve endings within the skin respond to
stimuli for temperature, pressure, touch, and pain. These perceptions are
a consequence of variable combinations of three types of sensory receptor:
mechanoreceptors for touch, vibration, pressure; thermal receptors for tem-
perature; and nociceptors for pain.

Nociceptors with sensory terminals in skin have been widely studied since
Burgess & Perl[50] and Bessou & Perl[25]. As for nociceptors in skin, C, Aδ
and Aβ fibers are typically present in proportions about 70%, 10% and 20%,
respectively, though these ratios may vary[15]. Each of these fibers is at-
tached to a receptor in the skin which may be a Meissner’s corpuscle, a
Pacinian corpuscle, a Ruffini or Krause end-organ or, for the great majority
(60%∼70%), a free nerve ending. Many unmyelinated C fibers can be traced
far into the epidermal layer. Vertical sections reveal that free nerve endings
emerge from superficial dermal nerve plexuses running beneath the epider-
mis into epidermis[51], as shown by points in Figure 11.4 (a). The study of
myelinated mechanical nociceptor endings in cat hairy skin showed that the
free nerve endings for pain receptors exist around a depth of 50 μm[52], while
the receptors effective in mediating the pain sensation are calculated to be at
a depth of approximately 200 μm[53]. In comparison, the receptor depth in
the hairyskin of monkey estimated fromresponses to ramped stimuli ranged
from 20 to 570 μm, with a mean of 201 μm[54,55].

It has been found that C fibers have a higher density of distribution than
Aδ fibers[56,57]. Depending on the species and the methods for quantification,
the density distribution of C terminals is approximately 2∼8/mm2 while that
of Aδ fibers is less than 1 /mm2[58].

11.3.4 Ion channels of nociceptors

All the essential functions of nociceptors depend on ion channels[13,19],
which are integral membrane proteins found in all cells that mediate the se-
lective passage of specific ions or molecules across a cell membrane[59]. The
ion channels that have been found in nociceptors include: heat activated
channels[60∼63]; capsaicin receptor[64,65], ATP-gated channels[66∼69]; Proton-
gated channels or acid-sensing channels[70∼72]; nociceptor-specific voltage-
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gated Na+ channels[73], mechanosensitive channels, amongst others. In spite
of these different channels, they are generally converted from closed to open
states or “gated” by mainly three types of stimulus, namely, thermal (hot or
cold), mechanical, and chemical stimuli, with thresholds of 43◦C and about
0.2MPa for the first two. Although not directly gated by stimuli, channels
that are gated by changes in transmembrane voltage form a very important
class of channels. These voltage-gated channels that respond to membrane
depolarization or hyperpolarization are central to the generation and trans-
mission of electrical signals along nerve axons[74].

Figure 11.4 Schematic of nociceptor transduction: if the thermal stimulus

surpasses the thermal threshold of nociceptors [points in (a)[51]], the heat current

will be induced due to the opening of the corresponding ion channels in (b), and

the action potential is triggered; the thermal stress and thermal-damage-induced

release of some chemical mediators may also open corresponding mechanically-

and chemically-gated channels in (c) if it is larger than the mechanical

threshold(by permission of Nature Publishing Group)

When a noxious stimulus is applied to a nociceptor (larger than the thresh-
old), the corresponding ion channels will be opened, as shown in Figure 11.5,
which will induce a heat current through the nociceptor membrane and in-
crease the membrane voltage. When the membrane voltage increases more
than the threshold, the current will then open more channels in a positive
feedback mode that results in the depolarization of the membrane, generat-
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ing eventually the action potential. For example, when a thermal loading
is applied to a nociceptor, the heat activated channels will be opened. The
corresponding heat current and action potential are shown in Figure 11.5(a)
and (b), respectively.

Figure 11.5 Action potential trigged by a thermal stimulus[75]: (a) application of

a rapid step change in temperature elicits an inward current in both heat-sensitive

and heat-insensitive nociceptive neurons, but it is much smaller for

heat-insensitive neurons; (b) a train of action potentials initiated in a nociceptive

neuron in culture by application of a brief heat stimulus(by permission of

National Academy of Sciences, U.S.A.)
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Although a tremendous amount of work has been done on the histomor-
phology and electrophysiology of skin thermal pain nerve circuits, the exact
coupling between neural and thermomechanical participations is yet precisely
known.

11.4 Theories of Thermal Pain

11.4.1 Gate control theory

Early pain theories did not taken the brain into account, e.g. the so-called
pain-pleasure theory proposed by René Descartes1) in seventieth century,
where pain is thought to be simply a direct response to a stimulus. However,
this theory failed to explain many pain phenomena. A number of other
theories have been also proposed to explain the neural mechanisms associated
with pain[76], among which the gate control theory, proposed by Melzack &
Wall in 1965[77], was more successful than many others in explaining the
important features of pain process. It was the turning point in pain research
and the basis for many of the subsequent advances in the understanding
of pain. Figure 11.6 (a) shows a schematic of the original version of the
theory. In general, it is the small (C,Aδ) fibers that carry information about
noxious stimuli whilst the role of the large (Aβ) fibers is to carry information
about less intense mechanical stimuli. As the signal from the (C,Aδ) fibers is
routed through substantia gelatinosa (SG) to central transmission (T) cells
and onwards, the double inhibition (indicated by the minus signs) strengthens
the signal. The signal from the Aβ fibers, however, is diminished in strength
when routed through SG. The gate control system is therefore described as
follows:

(1) When there is no stimulus, the small activity of the small fibers tends
to keep the gate somewhat open and the very small activity of the large fibers
is not enough to close it;

(2) When a small stimulus is applied to the skin, the activity of the large
fibers becomes relatively more intense although both types of fiber become
more active, which tends to close the gate and results in passing through of
a smaller proportion of the barrage;

(3) When the stimulus is strengthened, the activity of both small and
large fibers gets increase equally, which does not change the gate;

(4) When the stimulus is maintained for a period of time, the natural
adaptation of the L cells makes both fibers less active, which causes the gate

1) René Descartes was a highly influential French philosopher, mathematician, scien-

tist, and writer.
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to open further;
(5) When the stimulus is still maintained but the L cells are kept active

through (vibration), the gate tends to close.
The theory was later modified by Melzack & Wall[78], as shown in Figure

11.6(b). The new model included excitatory (white circle) and inhibitory
(black circle) links from SG to T-cells as well as descending inhibitory control
from some brainstem structures. The round knob at the end of the inhibitory
link implies that its actions may be presynaptic, postsynaptic, or both. All
connections are excitatory, except the inhibitory link from SG to T-cells.

Figure 11.6 Schematic of the (a) Gate-control theory and

(b) its modified version

11.4.2 Neuromatrix theory

The neuromatrix theory was proposed by Melzack in 1999[79], which inte-
grates multiple inputs to produce the output pattern that evokes pain. The
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body-self neuromatrix comprises a widely distributed neural network that
includes somatosensory, limbic, and thalamocortical components, as shown
in Figure 11.7. In the figure, it is schematically depicted as a circle contain-
ing smaller parallel networks that contribute to the sensory discriminative
(S), affective-motivational (A), and evaluative-cognitive (E) dimensions of
pain experience. The synaptic architecture of the neuromatrix is determined
by genetic and sensory influences, and the “neurosignature” output of the
neuromatrix (patterns of nerve impulses of varying temporal and spatial di-
mensions) is produced by neural programs, which is genetically built into the
neuromatrix to determine the particular qualities and other properties of the
pain experience and behaviour.

Figure 11.7 The body-self nemomatrix[79](by permission of Elsevier)

There are several inputs that act on the neuromatrix programs and con-
tribute to the output neurosignature, given as: sensory inputs from so-
matic receptors (phasic cutaneous, visceral and tonic somatic inputs); vis-
ual and other sensory inputs that influence the cognitive interpretation of the
situation; phasic and tonic cognitive and emotional inputs from other ar-
eas of the brain; intrinsic neural inhibitory modulation inherent in all
brain function; the activity of the body’s stress-regulation systems.
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Chapter 12

Physiological Features of Pain

Sensation

12.1 Introduction

It is well known that pain sensation exhibits physiological and psycholog-
ical features and is influenced by many factors such as the strength of the
noxious stimulus, state of the organism, and environmental variables. As
engineers, we want to know the different features of skin thermal pain and
how they are induced. This will be helpful for engineers to apply engineering
methods to solve biological and neural problems. In this chapter we mainly
discuss the physiological features of pain sensation, and psychological features
are not included in this chapter.

12.2 Role of C and Aδ Nociceptors

Information about noxious events in the periphery is signaled to the spinal
cord in unmyelinated (C fiber) and myelinated Aα/β and Aδ fiber (A fiber)
nociceptors. Differences in the physiology of myelinated and unmyelinated
nociceptors[1] suggest that they play different roles in the pain experience.

In order to understand the different roles of A and C fibers in pain sen-
sation, a multitude of techniques have been developed. There are gener-
ally four different selective activations of nociceptors based on their different
characteristics[2]: difference in resistance to ischemic compression block;
difference in threshold; difference in distribution density; selective

pathology of Aδ fibers. For example, selective block of A or C fiber con-
duction can be accomplished with local anesthetics or pressure/ischemia[3].
Low and high noxious skin heating rates preferentially activate C or A no-
ciceptors, respectively[4]. Yarnitsky & Ochoa[5] found that for low rates of
temperature rise (< 2.0◦C/s), pain threshold is signaled by C fiber activ-
ity. There appears to bea clear difference in the response thresholds between
Aδ and C nociceptorsin monkeys[6]: the response thresholds for most Aδ
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nociceptors were less than 0 ◦C,whereas those of most C nociceptors were
more than 0◦C[7]. This supports the notion that C nociceptors contribute
to the sensation of dull pain produced by cold stimuli (�0 ◦C) and that Aδ
nociceptors contribute to pricking pain evoked by coldstimuli(< 0 ◦C) and
by skin freezing. The threshold, magnitude and reaction time of heat pain
best correlate with the activity of C nociceptors recorded in monkeys and in
humans[8], and are not altered significantly by the conduction block of Aδ
fibers[9]. It has also been found that the C fibers responsive to intense and
painful, cold stimuli are located along vein walls, whereas the thermosensory
Aδ fibers responsive to cooling are localized cutaneously[10].

With various techniques, the different roles in the pain experience have
been studied. Generally speaking, upon exposure of the skin to a noxious
stimulus, myelinated Aδ fibers elicit a rapid, first phase of pain, which is
“sharp” in nature, whereas unmyelinated C fibers evoke a second wave of
“dull” pain[11]. However, the micro-stimulation of C polymodal fibers also
produced dull pain[12] depending on the skin areas they innervate. Besides,
psychophysical studies of first and second pain produced by heat have shown
that first pain is quickly suppressed with repeated heating[13]. Furthermore,
the myelinated and unmyelinated nociceptive primary afferents play differ-
ent roles in the establishment and maintenance of secondary hyperalgesia[14],
suggesting that they have different functions in chronic pain states. With
regard to the affective component of the pain experience, recent reports that
A and C fiber inputs activate distinct brainstem circuits suggest that the pre-
cise pattern of autonomic responses evoked by noxious stimulation depends
upon the relative contributions of A and C nociceptor-evoked activity[15].
McMullan & Lumb[16] found that descending control has differential effects
on the central processing of A versus C nociceptive input.

However, considerable controversy also exists concerning the true selec-
tivity of this technique[17]. For example, LaMotte & Thalhammer[18] found
no differences in the responses of Aδ and C polymodal nociceptors to noxious
cold reaching 2◦C. Harrison & Davis[19] found the absolute thresholds at dif-
ferent cooling rates become more similar with the C fiber estimate than with
the Aδ fiber estimate but still vary with cooling rate. In normal individuals,
a cold stimulus delivered during experimental A fiber block feels hot and
burning, suggesting a complex interaction between A and C fiber primary
afferents[20]. In studies of a small sample of C and Aδ nociceptorsin rat, Si-
mone & Kajander[21] found that the response thresholds for cold stimuliand
the responses evoked by suprathreshold stimuli did not differfrom each other.
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As for cold pain, it is likelythat pricking pain produced by cold stimuli is me-
diated, at leastin part, by excitation of Aδ nociceptors. C fiber nociceptors
may also contribute to the sensation of cold pain, because a portion of C
nociceptors in animals[22] and humans[23] was excited by noxiouscold.

12.3 Influence of Stimulus Temperature on Pain

It is well known that the magnitude of temperature has a great effect on
pain. For example, LaMotte & Campbell[24] found that heat pain increases
monotonically with stimulus intensities between 40 ◦C and 50 ◦C, whilst
Torebjork et al.[8] observed a linear relationship between the mean responses
of CMHs (C fiber mechano-heat nociceptors) recorded in awake humans and
median ratings of pain over the temperature range of 39∼51◦C. It was also
shown that the intensity of cold pain is linearly correlated with that of a cold
stimulus[25]. For example, Georgopoulos[26] found that the stimulus-response
functions were approximately linear, with mean slopes of power functions of
1.15 while Simone & Kajander[6] obtained a slope of 1.07.

12.4 Influence of Nociceptors Depth

Haimi-Cohen et al.[27] found that the receptor threshold temperature was
45 ◦C when the receptor layer was set between the epidermis and the dermis;
however, Tillmann et al.[28] found the value of 40.4 ◦C at a depth of 200 μm
for a heat stimulus having the same magnitude. Tillman et al.[29] also found
that the heat threshold for C fiber mechano-heat nociceptors was determined
by receptor depth.

12.5 Influence of Temperature Change Rate on Pain

It has been shown that higher firing frequencies are evoked by higher
rates of temperature change in warm and cold-specific afferents[30]. However,
studies on the effect of stimulus ramp rate on suprathreshold pain sensation
have given conflicting results.

It has been found that the threshold increases with faster rates of change
in skin temperature[31]. For example, Lynn[32] found lower thresholds for
rates of 0.2 than for 2.0 ◦C/s in rabbits. The surface temperature thresholds
were found to be 41.9 ◦C for stimulus ramp rate of 5.8 ◦C/s, 40.1 ◦C for
rate of 0.85 ◦C/s, and 39.6 ◦C for rate of 0.095 ◦C/s[28]. Treede et al.[33]

found that the threshold for detecting an action potential in the C fiber of
the monkey increased with ramp rate in the range of 0.1◦C/s, 1.0◦C/s and
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10.0 ◦C/s. Defrin et al.[4] found that the pain threshold difference was as
large as 4 ◦C measured in the range of 0.5∼40 ◦C/s, and a much steeper
stimulus-response function for pain sensation was observed for stimuli with a
faster rise rate, while the slopes for the slow rate resemble those of the power
functions for C fibers discharge evoked by noxious heat in rats.

Bessou & Perl[34] found higher discharge rates in cat polymodal nocicep-
tors for faster heating rates. In humans, faster heating rates to suprathreshold
temperatures evoke higher C fiber activity and higher peak magnitude esti-
mates of pain[35]. Tillman et al.[29] found that the peak discharge frequency
of CMHs during the heat ramp increased with stimulus ramp rate.

Harrison & Davis[19] found that faster rates (0.5◦C/s, 1◦C/s or 2 ◦C /s) of
cooling increased the thresholds and decreased the supra-threshold indices of
pain. The same results have been reported previously by Croze & Duclaux[36].

However, others found no influence of the temperature change rate[37].
For example, Corze et al.[38] observed no change in nociceptor threshold be-
tween rates of 0.2◦C/s and 1.5 ◦C/s in monkey; Nielsen & Arendt-Nielsen[39]

did not find any change in human C nociceptor firing threshold between the
three rates of temperature rise used (0.3◦C/s, 2.0◦C/s and 6.0 ◦C/s); and
Pertovaara[37] found that the magnitudes of sensory and spinal neuronal re-
sponse were independent of the stimulus ramp rate (2.5◦C/s, 5.0◦C/s, and
10.0 ◦C/s).

Conflicting results have also been reported. For example, with increasing
rate of rising temperature stimuli, Yarnitsky et al.[35] found the magnitude
estimates of pain increased, while Nielsen & Arendt-Nielsen[40] observed a
decrease in the magnitude estimate.

Possible explanations

(1) At low rise rates of the stimulus temperature, the threshold responses
may be based on the activation of unmyelinated C fibers[41], whereas, at
high rise rates, they may be based on the activation of thin myelinated Aδ
fibers[42]. For example, the pressure block of Aδ fibers caused a dramatic
elevation of pain threshold for fast rise stimuli while had no influence on the
threshold for slow rise stimulation[4]. However, there are results in humans[35]

and in monkeys[29] showing that increased response rates can also be recorded
from C fibers when the rate of rise of noxious thermal stimulation is increased.

(2) Reaction time factors were proposed as a possible explanation[43].
Since there is a delayed diffusion of heat energy into nociceptor endings,
a higher stimulus temperature is needed to produce C fiber activation and
pain sensation with an increase in stimulus ramp rate[29]. Consequently, heat
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pain threshold determined using this reaction time-based method is markedly
elevated[5].

(3) The influence of stimulus ramp rate on heat pain threshold can be
explained by an artifact caused by the long delay in the arrival of a peripheral
afferent volley at the brain[5].

(4) Different methods used: the increase of pain threshold with increasing
stimulus ramp rate was found only with subject-controlled ascending stim-
uli (method of limits) but not with experimenter-controlled, predetermined
stimulus ramps (method of levels)[44].
(5) The discrepancies in results for the effect of ramp rate on heat-evoked

responses may be caused by the different experimental parameters used[37].
An increase in pain magnitude estimates and in peak discharge frequency
of primary afferent nociceptors were observed when slower ramp rates were
used, while the mechanisms causing an increase in neuronal discharge fre-
quency may have been saturated when higher rates were used. A possible
explanation relates to the size of the area stimulated since different sizes have
been used[39]. It is suspected that heating larger surfaces might induce greater
skin warming, through higher energy input and lesser heat dissipation.

(6) At the higher ramp rate, a faster transducting or conducting popu-
lation of primary afferent fibers was recruited[41] and a faster rate produced
a higher maximum discharge and a more synchronized volley in primary
afferents[37].
(7) The different response obtained with slow and fast rise stimuli may

be a result of the temporal parameters of the presented stimuli[4].

12.6 Temporal Summation

12.6.1 Wind up

Wind up review[45]:
The temporal summation of repetitive noxious stimuli, or wind up, refers

to the enhancement of perceived pain intensity when noxious stimuli are
delivered repetitively above a critical rate[46]. When peripheral afferent C
fibers are activated repetitively at frequencies greater than about 0.3 Hz,
wide dynamic range (WDR) neurons show progressively increasing responses
to unchanging or diminishing afferent inputs[47].

Not only are the phenomena of wind up and temporal summation of pain
intensity regarded as dependent on activation of C afferents[46],but also it
has seemed likely that stimulation of nociceptorsis required[48]. However,
the temporal summation of thermal sensationsto very strong levels of pain
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could be produced by the repetitionof a stimulus that produced only sensa-
tions of warmth when presented at frequencies of being equal and less than
0.14 Hz[48]. This finding opens the possibilitythat th etemporal summa-
tion to painful levels does not depend on the activationof nociceptors. Al-
ternatively, some nociceptors may be activatedby temperatures that elicit
only sensations of warmth, or nociceptoractivity may be recruited espe-
cially by brief contacts of thepreheated thermode at frequencies more than
0.14 Hz.Convincing evidence hasbeen provided by a demonstration that pe-
ripheral nociceptor dischargeis suppressed progressively by repetitive stim-
ulation that produceswind up of central cells[47]. Usingramped thermal
stimulation[49] or brief contactsby a preheated thermode[48], an NMDA re-
ceptor antagonist[50],clearly attenuated temporal summation.

However,central neurons with receptive fields common to the two sitesof
alternating stimulation receive input at 0.33 Hz, which doesproduce sum-
mation for stimulation of a single site. The amountof summation from al-
ternation should be less than that obtainedfrom stimulation of a single site
at 0.33 Hz, unless the peripheral receptive fields overlap extensively. Also,
the central summation could be enhanced by an NMDA-receptor-sensitive
expansion of the central receptive fields[51]. Peripheral sensitization ofeach
site could be enhanced by mutual influences on the sitesfrom a lateral spread
of inflammation[52], butsecondary hyperalgesia adjacent to a cutaneous in-
jury is not revealedby thermal stimulation[53]. In the experiment of Vierck
et al.[48],evidence in favor of central summation was obtained by the find-
ing that alternating stimulation of adjacent sites on the thenar eminence at
0.33 Hz produced temporal summation that was intermediate in rate, and
had an amount between those obtained with stimulation of eithersite alone at
ISIs of 3 s or 6 s. This finding is suggestiveof central radiation but contrasts
with another study using alternatingramped stimulation of adjacent sites on
hairy skin that produced temporal summation in excess of that observed with
stimulation at a single site[47].Thus for the paradigm involving extended se-
ries of stimuli to one site and then another, repetitive excitationof a subset of
SI cortical neurons that are maximally excitedat the first site would suppress
the activity of neurons with partially overlapping receptive fields that are
less effectively excited at the first site than at the second site. In contrast,for
alternating stimulation of the same sites, the two subsetsof neurons with par-
tially overlapping receptive fields would beactivated to some extent at a rate
of 0.33 Hz, which could produce some temporal summation.

Possible explanations
(1) The sensitization is presumed tobe attributable to central mechanisms,
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because the effect requires input from C nociceptors that reveal a declining
response amplitude with stimulus repetition[47], and because the increased
response magnitudes for central neurons or exaggerated behavioursin ani-
mal models of nociceptive sensitivity can be attenuatedby NMDA receptor
antagonists[54].
(2) The temporal summation has been shown to be centrally mediated[48].
(3) The temporal summation of heat pain was strongly influenced by the

ISIs and cannot be explained by small increases in skin temperature between
taps or by heat storage throughout a stimulus series[55].
(4) The temporal summation for psychophysical and neural responses to

heat is dependent on activation of C nociceptors and is dependent in part on
activation of NMDA receptors[56].
(5) In the dorsal horn of the spinal cord, wherein the primary processing of

nociceptive information occurs, NMDA receptors are activated by glutamate
released from nocisponsive afferent fibers. Their activation plays a key role
in the induction of neuronal sensitization, a process underlying prolonged
painful states[57].

(6) Repetitive firing in axons can lead to their subexcitability and reduced
conduction velocity, due to prolonged hyperpolarization[58].

12.6.2 Fatigue

Although much attention has been directed at nociceptor sensitization,
relatively little attention has been devoted to the reciprocal property, i.e.,
fatigue.

The mean response of C fiber nociceptorsto 3 s heat stimuli applied to
the hand with an interstimulus interval of 25 s declines by 60% from the
first to the second stimulus[24]. When a similar stimulus paradigm is ap-
plied to human subjects, a similar decline in the magnitude of pain[24] and
nociceptorresponse[8] is observed.

Primary nociceptive afferents exhibit pronounced adaptation for physical
as well as chemical stimuli[59]. Peripheral adaptation of nociceptive nerve
endings is compensated by central summation (i.e., wind up)[47]. Since wind
up is specific for wide dynamic range (WDR) neurones, heat responses of
nociceptive-specific neurones showed adaptation whereas WDR neurones in
the spinal cord did not[60]. Compensation of peripheral adaptation to yield
a constant pain sensation may be the major function of wind up.

Nociceptive primary afferents act as proportional and differential sensors,
exhibiting pronounced albeit slow adaptation (τ ≈ 2.5 s) when stimulated
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with mechanical or heat stimuli[61]. Recovery from this adapted state takes
10 min or longer[62] and affects the dynamic response more than the static
response[33]. This long-lasting reduction of nociceptor discharge is called
“suppression”.

The adaptation and suppression of nociceptive afferent action potential
discharges may occur at two stages of the neural encoding process: trans-
duction of physical stimuli into generator potentials and transformation of
generator potentials into trains of action potentials. Whereas adaptation in
the transformation process is supported by decreased conduction velocity[58]

and reduced kinetics of sensory neuron-specific sodium channels[63], there is
no evidence for adaptation in the transduction process so far. The transduc-
tion process for noxious heat stimuli has been studied using dissociated neu-
rons from dorsal root ganglia (DRG) as models of their own terminals[64∼67].
Brief heat stimuli (< 1 s) were found to elicit inward currents (Iheat) in
DRG neurons which did not adapt[68], and were reproducible with stimulus
repetition at short intervals[69]. Heat stimuli with slowly increasing tempera-
tures revealed a threshold temperature of about 43 ◦C to evoke Iheat in DRG
neurons[64]. The correlate of adaptation in the transduction process would
be the inactivation of Iheat upon constant stimulation; suppression would be
visible as tachyphylaxis upon repeated stimulation.

Slugg et al.[70] found that the C fibers demonstrated a significant fatigue
in response to mechanical stimuli whenthe interstimulus interval between the
paired stimuli was less than or equal to 150s, whereas the A fibers did not
demonstrate a significant fatigue until the interstimulus interval was less than
or equal to 30 s. This fatigue could result from changes in stimulus trans-
mission, stimulus transduction, spike initiation, and spike propagation[70].
It should be noticed that, however, Garell et al.[71], in their studyof feline
nociceptors, did not observe a similar adapting response.

12.7 Influence of Stimulus Duration

With an increase in the duration of the noxious heat stimulus, the heat
pain threshold is decreased[37], activation of CMHs decreased[28] and the
sensory magnitude estimate of suprathreshold heat pain and the spinal neural
responses were considerably increased[37].
However, in these studies, the stimulus-duration changes always entailed

an associated change in the delivered energy[72]. By using lasers with the
same energy but different duration applied to skin, it was found that shorter
stimulus durations yielded steeper slopes in the skin temperature profiles and
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higher pain ratings[72].
Coghill et al.[60] reported that pain did not decrease substantially during

the course of prolonged, repetitive nociceptive stimulation, the responses of
NS neurons declined significantly, whereas both WDR neurons alone were
sufficient to evoke both sensory intensity and affective responses to prolonged
pain.

Pertovaara[37] found that the onset latencies of pain reactions and spinal
neuronal responses were independent of the peak stimulus duration, whereas
the latency of the maximum discharge in spinal neurons increased with pro-
longation of the peak stimulus. Moreover, the peak frequency of spinal neu-
ronal response increased significantly with prolongation of the heat stimuli
after spinalization, but not in animals with an intact spinal cord. Iannetti et
al.[72] found shorter stimulus durations shortened the latency.

Possible explanations
The contribution of biophysical mechanisms at the tissue level, trans-

duction characteristics of nociceptive endings, and central synaptic summa-
tion mechanisms as underlying causes for this phenomenon are still under
debate[29].

There are several alternative explanations for the increased cumulative
impulse count and a consequent higher pain magnitude estimate with longer
stimuli[37].

(1) With prolonged stimuli and a prolonged diffusion of heat, the temper-
ature at the level of subepidermally located nociceptors should be gradually
increased, leading to higher activation of nociceptors[73] and higher effective
temperature at the location of the receptor terminals, because as the stimulus
duration increases, the skin surface temperature needed to achieve a given
temperature at the depth of the receptor decreases[74]. However, recent re-
sults indicate that the cumulative storage of heat in subepidermal tissue with
repetitive heat stimulation does not play a significant role in the development
of enhanced pain sensation[48].

(2) The prolonged stimuli may activate a different population of nocicep-
tors (type I AMHs) than brief stimuli[37]. Electrophysiological studies demon-
strate that, nociceptive C fibers and type II AMHs have a peak discharge
near the stimulus onset during prolonged suprathreshold stimuli, whereas
type I AMHs have a slowly increasing discharge frequency during prolonged
stimuli[33].

(3) The gradual diffusion of heat to wider subepidermal areas during pro-
longed stimulation might produce a gradual increase in the size of nociceptor
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population recruited (spatial summation effect)[37].
(4) The well-known “wind up” phenomenon in central neurons. The in-

creases in sensory magnitude estimates and in total impulse count of WDR
neurons with prolonged stimuli were, however, less than expected than if there
had been a linear relationship between the sensory or neuronal response and
the duration of the stimulus.

(5) With repetitive heat stimuli, a suppression of primary afferent nocicep-
tor discharge and a concomitant heat pain sensation has been demonstrated
in human subjects[75], which may explain the smaller increase in heat-evoked
responses than expected on the basis of a linear model[37].

(6) Repetitive stimuli with high frequencies can induce the release of
chemical substances that may account for many phenomena such as adapta-
tion and sensitization[76].
(7) Sensitization of high threshold mechanoreceptors with myelinated ax-

ons by repeated heating[77].

12.8 Spatial Summation

Spacial summation (SS) refers to an increase in pain perception when
larger areas of stimulation are used[78]. A positive SS effect for non-painful
thermal stimuli has been observed[79]. For example, it has been found that the
spatial characteristics of thermal sensation maintained that warm sensation
is subject to considerable spatial summation[80].

However, existing results regarding the existence of spatial summation
for pain perception are contradictory. Early studies reported little or no
spatial summation for painful cold and heat stimuli[81], while the important
role of spatial summation for pain coding has been demonstrated both in
psychophysical[82] and clinical studies[83].
Studies show that increasing the area of noxious stimulation results in a

decrease in pain threshold[84] or an increase in perceived pain intensity[82].
Spatial summation in these studies was examined by applying either a single
stimulus with an increasing area[84], or an increasing number of stimuli (1∼3)
of a fixed size[85].
A single discharge of an individual nocisponsive fiber is not perceived as

noxious and many nocisponsive units need to be recruited over a period of
time for “pain” to be experienced, and actual pain thresholds are higher in
man than the thresholds for activation of individual nociceptors[57].

Dipping the entire hand in 18 ◦C water during one minute induced a tran-
sient faint pain whilst decreasing cutaneous temperature at a rate of 1.3 ◦C/s
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with a 6.5 cm2 area provokes a pricking pain only at about 10◦C[36]. Gronroos
et al.[86] found that the minimal energy per surface area needed to produce
a pain sensation was lower with a larger stimulus surface. Nielsen & Arendt-
Nielsen[85] found that the mean heat pain threshold decreased significantly
from 45.6 to 43.5 ◦C as the stimulus dermatome area was increased from
minimum (3.14 cm2) to maximum (15.70 cm2). Staud et al.[87] examined
the characteristics of SS by progressive immersion of the fingers, hand, and
forearm in a heated water bath, similar to previous SSP studies[82], taking
into account the contribution of pain inhibitory mechanisms like DNIC[88].
There is a significant increase in pain ratings when the stimulus areas are
increased from 0.21 to 2.10 cm2 or from 1 to 3 cm2[89].

Experiments using multiple stimuli report that SS exists both within and
between dermatomes, although the largest separation distance between stim-
uli tested was 10 cm[90]. Defrin et al.[4] demonstrated that when stimulus
separation exceeds a given distance (10 cm) SS is no longer evident even if
the stimuli are applied within the same dermatome. To complicate the mat-
ter further, Lautenbacher et al.[91] found no significant effect of area for the
ratings of the supra-threshold stimuli.

Possible explanations

(1) A minimal quantity of warm receptors has to be activated for noci-
ception. Green & Cruz[92] reported that in normal skin areas devoid of warm
sensation, noxious thermal stimulation produces only a pricking sensation.
Furthermore, the spatial summation of pain threshold is not observed when
nonnoxious thermal sensations are impaired[93].

(2) The neurophysiological mechanisms of SSP are complex, which in-
clude pain coding of central nociceptive neurons that are dependent both on
impulse frequency and the number of central neurons recruited[94].

(3) The spatial summation of perceived heat pain intensity may be at-
tributed to the reduced heat pain threshold[91].

(4) SS and SD of pain are mutually exclusive phenomena and that C
and Aδ nociceptors are probably similarly involved in both processees[4].
However, Gronroos et al.[86] found that following the impairment of function
in nociceptive C fibers, the spatial summation of argon laser-induced pain
was enhanced.

(5) The possible recruitment of inhibitory mechanisms by nociceptive
stimuli such as diffuse noxious inhibitory controls (DNIC): the more intense
the conditioning nociceptive stimuli are, the more active the inhibitory re-
sponse becomes[95]. DNIC rely on intense or painful conditioning stimulation
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of one part of the body to inhibit pain in another part[96]. For example, in
humans, DNIC were shown to reduce heat pain stimuli to the face, when the
volunteers also immersed their hand in cold water (5 ◦C)[97], and the progres-
sive immersion of the hand and arm in hot water causes the nociceptive input
from the hand to inhibit the effects of nociceptive input from the arm[82].

(6) Microneurographic data indicate that only the summated activation
of C nociceptors causes a conscious perception of pain in humans[98].

12.9 Hyperalgesia and Tissue Damage

Damage to tissue causes cells to break down and release a number of tis-
sue byproducts and mediators that activate nociceptor free nerve endings.
Some of these substances activate nociceptors but most sensitize nocicep-
tors (hyperalgesia). Peripheral sensitization amplifies signal transmission and
thereby contributes to central sensitization and clinical pain states.

Hyperalgesia to cold as well as to heat and mechanical stimuli occurs
following a mild freeze injury to the skin[99]. Generally, it is believed that
secondary hyperalgesia in man is restricted to mechanical stimuli[100].
Some studies found no change in heat pain threshold in the zone of sec-

ondary hyperalgesia[101], while other studies demonstrated lowered heat pain
thresholds in the normal skin adjacent to burn and freeze injuries[102], and
in skin adjacent to capsaicin injections[103].

However, unchanged pain thresholds do not imply unchanged suprathresh-
old pain responses[104]. Hardy et al.[105] demonstrated that heat pain was
more than doubled in the zone with secondary hyperalgesia compared with
normal skin on the control arm. Increased pain ratings to contact heat stim-
uli were reported by Thalhammer & LaMotte[106] in skin adjacent to burn
injuries (56◦C, 7 s) delivered to the volar forearm. Secondary hyperalgesia
to heat has been demonstrated in animal studies[107]. Pedersen & Kehlet[108]

found significant hyperalgesia to heat within the zone of secondary hyperal-
gesia to punctate mechanical stimuli after a burn injury in hairy skin.

Thermal injury influenced the heat pain sensation[52]. Heat injury pro-
duced an immediate fall in heat pain threshold[108] and increase in pain
sensitivity[109].

Bleehen & Keele[110] proposed that ATP released from damaged cells
contributes to pain caused by tissue damage. It has been found that ATP
applied to blisters causes pain[110], and fractions of cell cytosol causing pain
when applied to blisters are mostly composed of ATP[111]. There have also
been reports demonstrating ATP-evoked pain in whole animals[112].
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In skin, the mechanical threshold of all unmyelinated nociceptors dimin-
ishes when pH drops, whereas low-threshold mechanosensors are unaffected
by pH[113]. A subset (38%) of CMH nociceptors actively fire action poten-
tials in response to decreasing pH, exhibiting a clear dose-response relation
between firing frequency and pH[113]. Bevan & Yeats[114] showed that a tran-
sient proton-activated current activated in sensory neurons below pH 7 was
followed by a sustained current seen only when pH dropped further, to pH 6
and below. Pain due to inflammation, infection, or ischemia is not transient,
and may be due to the large, persisting current that is evoked when extra-
cellular pH drops below 6 has been proposed to underlie the pain of these
conditions, but this presumes that such low pH is reached[115].

Possible explanations

(1) The primary hyperalgesia which ensues upon tissue injury can be
accounted for by changes in the transduction sensitivity, responsiveness and
activity of peripheral nociceptors and by the recruitment of “silent” nocicep-
tors[57]. For example, Thalhammer & LaMotte[106] found the existence of
outlying terminal endings that are normally unresponsive to non-injurious
mechanical or heat stimuli but become responsive to these stimuli following
injury.

(2) The secondary hyperalgesia to heat found by Hardy et al.[105] was
suggested by Ali et al.[100] to be caused by the increased skin temperatures
in the area of flare, as higher skin temperatures would be reached with a
certain amount of energy when the starting point is warmer.

(3) Upon peripheral nerve injury, a reduction of inhibitory interneurone
tone in the dorsal horn exacerbates sensitized states and further enhances
nociception[57].

(4) Although hyperalgesia is mediated in part by sensitization of noci-
ceptors at the site of injury, sensitization of spinal dorsal horn neurons also
contributes to hyperalgesia[116]. For example, enhanced responses of spinal
dorsal horn neurons to heat and cold stimuli following mild freeze injury to
the skin was observed[117].

(5) Junger et al.[118] showed that full-thickness burns cause extensive
tissue damage and edema, and can sensitize nearby unburned skin. Full-
thickness burns activate and/or sensitize C nociceptors, thus probably lead-
ing to pain.

(6) It is likely that primary hyperalgesia results from a combination of
peripheral and central sensitization[119]. However, thus far it has only been
possible to demonstrate sensitization of nociceptors to heat[8], and not me-
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chanical stimuli, in the zone of primary hyperalgesia after skin injuries[106].
(7) An additional mechanism, which may contribute to primary hyperal-

gesia without lowering the nociceptor thresholds, is the recruitment of silent
nociceptors and previously insensitive nociceptor branches leading to the ex-
pansion of receptive fields[120∼122].

(8) Secondary hyperalgesia most likely reflects enhanced responsiveness
of CNS neurons to nociceptor input[123], whereas touch-evoked pain or me-
chanical allodynia in normal tissue surrounding an injury most likely reflects
sensitization of CNS neurons to low threshold mechanoreceptor input[124].

(9) Xu et al.[125] found that a novel, NMDA-mediated activation of on-
cells is required for secondary thermal hyperalgesia in acute inflammation.

(10) Meyer & Campbell[126] found that burn damage resulted in the in-
creased sensitivity of the A fibers, decreased sensitivity of the C fibers, and
increased pain sensibility (hyperalgesia) in the human. This shows that it
is the A fiber, not C fiber, which mediates the hyperalgesia. On the other
hand, it was found that C fiber codes for the intensity of thermal pain near
pain threshold (43∼48 ◦C) on the glabrous skin of uninjured hand. Above
48 ◦C, myelinated nociceptors also contribute to pain sensation.

12.10 Influence of Origin of Skin(Different Part in Body)

Unlike thermal and mechanical thresholds, Hardy et al.[73] found relatively
little difference in the pain sensitivity of different test areas, except for the
thick glabrous skin of the finger pads and the heel, and the upper leg to be
slightly more sensitive than the abdomen. Lynn & Perl[127] found that the
heat pain threshold in the leg is 0.3∼1.0 ◦C higher that that in neck and
abdomen. Experiments have also been carried out to determine heat pain
threshold in four skin regions (cheek, glabrous skin of hand, hairy forearm,
leg) of eight healthy human subjects[128]. No significant difference in heat
pain sensitivity was found between comparable sites on the upper versus lower
extremities, or between left and right sides[129]. There was great variation of
pain sensitivity of different body parts in all volunteers, irrespective of age
and sex, while body length did not influence thermal and pain perception
thresholds[130].

Harrison & Davis[19] found: cold thresholds were lower (i.e., occurred
at higher absolute temperatures) for the hairy skin of the dorso-lateral hand
in comparison with the glabrous skin of the thenar eminence; exponents
for supra-threshold ratings fit to power functions were larger for the glabrous
skin site than the hairy skin site, regardless of cooling rate or dimension
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of pain measured. Hagander et al.[131] found that the thenar eminence is
less sensitive to cold pain but otherwise the hand and the foot are equally
sensitive to thermal pain. In the method of limits, cold pain showed lower
thresholds in the foot than hand[132], and cold thresholds were significantly
higher in the thenar eminence compared to the forearm[133].

12.11 Influence of Skin Type

Experimental findings in a variety of species have revealed differences in
the innervation of glabrous and hairy skin by noxious thermal stimulus[129].
For example, it has been found that hairy but not glabrous CMH nociceptors
readily sensitize following a burn injury[134], and the heat pain threshold for
hairy skin in human is lower than those for glabrous skin[133]. However,
in both human hairy and glabrous skin, C fiber stimulation predominantly
elicited sensations of dull pain and burning pain[12];

Harrison & Davis[19] found pain ratings for stimulation of glabrous skin
began later than that for hairy skin, then increased at a faster rate to reach
equal and often higher maximum pain ratings during maintained noxious
cold stimulation. Pain ratings for the two sites were mostly equal initially
during rewarming, but glabrous skin pain ratings decreased at a faster rate
once the thermode had returned to baseline. Most subjects perceived more
prickle at their hairy test site than their glabrous test site, especially during
the rewarming phase.

Conversely, other studies found no differences between skin types in the
heat response[135]. Davis[20] found relatively similar pain intensity profiles in
the intact hairy and glabrous skin for cold pain. Stevens & Chou[135] also
found no differences in cold threshold.

Possible explanations
(1) Anatomical differences may provide an explanation for the differences

found in the sensitivity of hairy and glabrous skin[19]. It has long been known
that hairy and glabrous skin differ in composition, sympathetic innervation
and, possibly, the location and density of receptors mediating noxious cold
sensation[136]. In general, glabrous skin is five-fold thicker and has more epi-
dermal layers compared to hairy skin[137], which may affect the rate of heat
transfer to the nociceptors. In support of this hypothesis, no difference was
found between skin types for peak pain ratings[19]. However, if skin thick-
ness was the sole factor involved, ratings should have increased at similar
rates once the threshold had been exceeded. In fact, power function anal-
ysis revealed that glabrous skin ratings rose significantly faster above the
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threshold[19].
(2) The difference may be due to the differences in the peripheral inner-

vation densities of the nerves subserving the two skin types[18]. For example,
Hensel[138] reported a higher density of cold spots on the dorsolateral hand
compared to the thenar eminence in humans. Fleischer et al.[139] also ob-
served that cold-sensitive C fibers were significantly more common in glabrous
skin compared to hairy skin in rat. Treede et al.[33] found 46 AMHs and 21
CMH in hairy skin and only 59 AMHs and 10 CMHs in glabrous skin.

(3) Sympathetic activity may be a possible reason for the different psy-
chophysical affects in different skin types. Artificially induced sweating has
been shown to reduce human cold thresholds for the thenar eminence but not
hairy skin[141]. This sweating may result from secretion of the sympathetically
innervated eccrine sweat glands, which are more abundant in glabrous skin
sites[141]. Thus increased sweating in glabrous skin may affect the heat trans-
fer rate through the skin, thereby increasing the threshold measurements[19].

(4) Primary afferent nociceptor conduction velocities subserving glabrous
skin sites have been reported to be faster than those subserving hairy skin
sites for both AMH nociceptors[33] and monkey cold-sensitive afferents[142].
However, it should be noticed that other studies found no differences between
skin types in the conduction velocities of CMH nociceptors[33].

(5) Another important factor is the proximity of cold stimulus at the
two test sites to superficial veins, which are innervated by cold-sensitive
nociceptors[143]. These polymodal venous receptors are thought to contribute
to the pain but not the thermal sensations evoked by cooling the skin. How-
ever, the greater responses at the hairy sites during the rewarming phase
suggest that central mechanisms may also be a factor. Furthermore, during
the A fiber block most subjects experienced substantially greater cold-evoked
pain whereas the effect of the block at the hairy sites was variable. These
results further illustrate that the differences between sensation elicited from
stimulation at glabrous and hairy skin is a result of a complex interaction of
peripheral and central factors[22].

(6) Primary afferent recordings in monkey indicate that different noci-
ceptors innervate hairy and glabrous skin[33]. AMH nociceptors that are
presumed to play a role in heat pain perception are found in hairy but not
glabrous skin, which is consistent with the absence of first pain to heat in
glabrous skin.

12.12 Gender Difference

Sex differences have been reported for many pain-related responses. For
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instance, women are at greater risk for pain disorders such as fibromyalgia[144].
Women also report more widespread pain, more pain-related affective symp-
toms[145], and more frequent daily pain[146].

Sex differences have also been investigated in laboratory settings. No
statistically significant differences in pain perception thresholds were demon-
strated between the genders[147].

However, other studies have shown differences in pain perception or
tolerance[148]: there is generally higher pain threshold among males while
women generally showed greater sensitivity for thermal pain. For example,
Lautenbacher & Rollman[149] found that there were no sex differences in heat
pain thresholds but significant sex differences in electrical pain. Many of these
researchers noted that a confounding problem may be that women are more
likely to report pain than men[150], which may also be true across different
cultural norms[151].

Sex differences in facial responses to pain have hardly been investigated,
and only in very few studies on facial expression of pain was “sex” included
in analyses. Whereas no significant sex differences in facial expression of
pain were found in two different studies[152], Guinsburg et al.[153] reported
increased facial pain responses in female neonates. However, systematic in-
vestigations of sex differences in facial expression of pain in adult subjects
have been lacking so far.

Lang et al.[154] reported that facial expression of emotions corresponded
much better to self-report in women than in men. Kunz et al.[155] found that
men and women differed neither in self-report ratings nor in facial responses
during tonic heat stimulation. However, sex had a considerable impact on
the relationship between these variables. Whereas no significant correlations
at all were found for men, several significant correlations were observed in
woman. For that reason, Kunz et al.[155] argued that future studies inves-
tigating the relationship between self-report and nonverbal pain behaviours
should consider sex as an important modulating factor.

Possible explanations

While some researchers emphasize socialization[156] or emotional responsi-
veness[157] as potential mechanisms for the sex difference, others have high-
lighted biological factors[158] or pain-coping[159].

(1) Females had significantly greater activation of the contralateral pre-
frontal cortex when compared to the males, and volume of interest compari-
son also suggested greater activation of the contralateral insula and thalamus
in the females[160].
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(2) Females evinced lower thresholds than males for the method of levels
assessments with both slow and fast rates of rise, while no sex differences
emerged for the threshold assessed via the method of limits[161].
(3) Finer sensory-discriminative capacity may explain the greater percep-

tual responses of females to painful stimuli[162].
(4) Catastrophizing may be a possible reason for sex differences[163]. Dur-

ing a cold pressor task, females reported more pain and displayed more pain
behaviour than males, effects which became non-significant when catastro-
phizing was controlled[164].
(5) One plausible explanation for these incongruous results is the pre-

ponderance of unidimensional pain measures used in previous studies, which
address only the magnitude of pain[162]. If females and males differ more
along one of the dimensions, then assessment procedures which do not di-
rectly assess the different dimensions of pain would be expected to yield
inconsistent findings.

(6) Resting blood pressure may contribute to the gender difference in pain
sensitivity[165]. Male exhibited higher resting blood pressure than females,
and the resting blood pressure was found to be inversely associated with pain
sensitivity[166].

12.13 Influence of Age

Somatosensory thresholds clearly increase in the elderly, and there is a
decreased somatosensitivity in the elderly[167].

Although age-associated declines in other sensory modalities are well
documented[135], such as pressure[168], cold[169], and ischemia[170], and the
effects of aging on the experience of clinical pain seem relatively clear, the
effects of aging on pain perception remain unclear and exisiting results of
laboratory studies of pain are conflicting[167].
Some researchers reported no age-associated differences in heat pain thre-

sholds[171] and no age-related changes in regard to spatial summation of heat
pain[167], while others reported increased thermal pain thresholds (decreased
sensitivity) in the elderly[172], stronger temporal summation to heat pain in
elder subjects than younger ones[171] and higher ratings of the intensity and
unpleasantness of thermal pain[171].

Possible explanations
It seems that the effects of age on pain responses may vary as a function

of the stimulus[171].
(1) Aging may differentially affect the various types of afferent fiber that
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convey information concerning pain[172]. Senescent demyelination may pro-
duce decrements in myelinated fiber conduction velocity[173]. Greater re-
ductions in the density of myelinated relative to unmyelinated fibers appear
with advancing age[174]. Elderly adults rely predominantly on C fiber input
whereas younger adults utilize additional input from Aδ fibers[172].

(2) The length of the afferent pathways seems to influence the degree of
age-related changes in heat pain perception, resulting in a distal-proximal
pattern of age-dependent decline[175]. However, altered receptor properties
were suggested to explain the age-related decline[176].

(3) The age effect on pain may be accounted for by decrements in en-
dogenous pain inhibitory systems or reduced CNS plasticity on the part of
the older adults[177]. Since temporal summation is modulated by endogenous
pain inhibitory systems[178], the finding, that endogenous pain inhibition (i.e.
DNIC) appeared to be reduced in the elderly[179], is noteworthy.
(4) These contradicting results may be explained by methodological dif-

ferences between studies, like age distribution, size and sex ratios of samples,
clinical conditions included and the use of different methods of experimental
pain assessment[167].

12.14 Summary

Van Hees & Gybels[180] found that a mechanical stimulus that evokes the
same level of activity in C fiber nociceptors as a heat stimulus causes less
pain than the heat stimulus. They explained this discrepancy as possible due
to spatial summation. Since tissue deformation due to heating or cooling is
used by some researchers to explain pain[181]. It has also been shown that
the thermal stress due to skin surface heating maybe surpasses the threshold
value of mechanical pain[182].

Besides, it has been found that mechanoreceptors can be evokedby ex-
tremely cold stimulus temperatures and this response has been argued not
be specific to absolute temperature, but may be due to small mechanical
changesin the skin that may occur as a consequence of vasoconstriction[6].
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Chapter 13

Skin Thermal Pain Modeling

13.1 Introduction

As one of the most important sensations, pain sensation has been studied
extensively for a long time over a range of scales, from molecular level to the
entire human neural system level. Thermal stimulation, as one of the three
main stimulations for pain (thermal, mechanical and chemical stimuli), has
been widely used in the pain study[1], such as the examination of tissue injury
and sensitisation mechanisms, and the quantification of therapeutic effects of
pharmacological, physical, and psychological interventions[2,3]. However, the
understanding of the underlying mechanisms of thermal pain is still far from
clear, the main reason being that pain is influenced by many factors, including
both physiological factors and psychological factors.

Although the utilization of computational models in the field of pain has
been very limited and attempts at modeling pain have generally focused on
acute pain, there are strong arguments for mathematical modeling of pain[4,5]:
it can handle extremely complex theories; the model can be used to

predict behaviours which had perhaps previously gone unnoticed; the
method is non-invasive. So far several mathematical models have been devel-
oped at different levels: at the molecular level and cellular level[4,6∼12]; and
at the level of network of neurons[13,14]. However, none of these models have
considered morphological plausibility and the biothermomechanical response
of skin tissue, or correlated the external stimulus parameters directly with
the pain sensation level, and no transmission process has been considered.
All these issues will be aaddressed in this chapter.

For simplicity, this study only attempts to model superficial nociceptive
acute pain (i.e., neuropathic pain and chronic pain are not considered). Ad-
ditionally, psychological factors that may influence pain are not modeled.

In this chapter, a holistic mathematical model for quantifying skin ther-
mal pain was developed, by using biothermomechanical models of skin tissue
developed in previous chapters and considering the current biophysical and

F. Xu et al., Introduction to  Skin Biothermomechanics and Thermal  Pain
© Science Press Beijing and Springer-Verlag Berlin Heidelberg 2011
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neurological mechanisms of pain sensation. From the review in Chapter 11,
we know that classic descriptions of pain typically include four processes,
namely, transduction, transmission, perception and modulation. The holistic
model is thus composed of three sub models: model of transduction, model
of transmission, and model of perception and modulation, as schematically
shown in Figure 13.1.

Figure 13.1 Schematic of the holistic skin thermal pain model

(by permission of Elsevier)

The model development was first presented in detail. Then the model
was used to explain some physiological feathers of skin thermal pain. A
short summary was given in the last part.

13.2 Model of Transduction

In this section, with emphasis placed on the transduction function of
nociceptors, the development of nociceptor transduction model is presented.

13.2.1 Model development

Although a tremendous amount of work has been done on the histomor-
phology and electrophysiology of nerve circuits of skin thermal pain, the exact
coupling between neural and thermomechanical participations is yet precisely
known. According to the mechanism of nociceptor transduction, as described
in Chapter 11, the proposed model is composed of three sub-models: biother-
momechanical model of skin tissue, model of current generation, and model
of frequency modulation. Each of these models is presented in detail below.
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1) Biothermomechanical model of skin tissue
It is now widely accepted that thermal pain is decided by temperature at

the location of nociceptor, not that at the skin surface[15,16]. Besides, ther-
mal damage causes the cells to break down and to release a number of tissue
byproducts and mediators, which will activate and sensitize nociceptors[17].
Further, thermally induced stresses due to non-uniform temperature distri-
butions may also lead to the sensation of thermal pain, in addition to the pain
generated by heating alone. Our numerical results in Chapter 6 also showed
that the stress induced by heating may exceed the mechanical threshold of
nociceptors.

The thermomechanical model of skin tissue developed in Chapter 4 and
Chapter 9 was used here. It should be noted here that the skin is assumed
to be a thermo-elastic material although viscoelasticity has been shown to
play an important role in the mechanical behaviour of skin[18∼21] and touch
sensation[22∼25]. Since the thermal induced strain level will be very small,
the assumption of thermo-elasticity is reasonable.

2) Model of current generation
As described above, pain signal starts from the current induced by the

opening of ion channels in nociceptors. Since ion channels are generally
gated by three different stimuli (thermal, mechanical and chemical stimuli),
there are correspondingly three different currents. The total current may be
calculated as

Ist = Iheat + Ichem + Imech (13.1)

where Iheat, Ichem and Imech are the currents due to the opening of thermally-,
chemically-, and mechanically-gated ion channels, respectively.

Thermally-gated channels
The heat current (Iheat) is assumed to be a function of nociceptor tem-

perature (Tn) and thermal pain threshold (Tt), given as

Iheat = fh (Tn, Tt) (13.2)

Here, Tt is assumed to be 43◦C[26,27].
Chemically-gated channels
The chemical current (Ichem) is assumed to depend on the thermal damage

degree of skin tissue (Deg)

Ichem = fc (Deg) (13.3)

Mechanically-gated channels
The mechanical current (Imech) is assumed to be a function of the stress

at the location of nociceptor (σn) and mechanical pain threshold (σt)
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Imech = fm (σn, σt) (13.4)

where σt is assumed to be 0.2MPa[28].
3) Model of frequency modulation
When the evocated current overpasses the threshold, action potential is

generated. It is now accepted that the intensity of external stimulation is
carried through the frequency of these impulses (fs), not the exact magnitude
or shape of the signal, which can be calculated as

fs = ffm (Ist) (13.5)

Unfortunately, there exists no study to quantify the current-frequency re-
lation. We need, therefore, to choose a model for the generation of action
potential. Although there has been no analysis of the nociceptor kinetics,
all neurons have been found to behave qualitatively similar to that described
by the Hodgkin-Huxley (H-H) model[29]. This model was established by
Hodgkin and Huxley in 1952 and has been shown to provide an excellent
phenomenological description of nerve excitation. Their work on the squid
giant axon was awarded a Nobel price in physiology and medicine (together
with Eccles in 1963) and is until today one of the key achievements in cellular
biophysics. Various H-H-form models have also been developed for model-
ing human sensations such as mechanical[30∼34] and thermal sensations[35,36].
Although the H-H model is original for unmyelinated nerve fiber (axon), it is
used here for skin nociceptors which are found both unmyelinated (C fiber)
and myelinated (A fiber). This is reasonable since the H-H model has been
extended, with relatively minor modifications, to myelinated axons[37] and
muscle fibers[38,39].

The electrical behaviour of membrane in the basic H-H model can be
represented by the network shown in Figure 13.2(a). The through membrane
electrical current is induced by either charging the membrane capacity or
transport of ions through the resistances in parallel with capacity. The ionic
current is composed of three components, namely, current carried by sodium,
current carried by potassium ions, and a small “leakage current” carried by
chloride and other ions. Mathematically, the model can be described as

Cm
dVm
dt

= Ist + INa + IK + IL (13.6)

where Vm is membrane potential (depolarization positive) (mV); t is time
(ms); Cm is membrane capacity per unit area (μF/cm2); Ist is stimuli induced
current density, positive outward (μA/cm2); INa, IK and IL are sodium,
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Figure 13.2 (a) Original Hodgkin and Huxley model and (b) revised H-H model

(by permission of ASME)

potassium and leakage current components (μA/cm2), respectively. Each of
the above three ionic currents is driven by a force, which may conveniently be
measured as an electrical potential difference and a permeability coefficient
(conductance)[29]. The conductances of ionic currents are regulated by volt-
age dependent activation and inactivation variables (gating variables), which
are given as

dx
dt
=
x∞ (Vm)− x

τx (Vm)
or
dx
dt
= αx (1− x)− βxx (13.7)

here x is gating variable; τx = xfac [1/(αx + βx)], x∞ = αx/(αx + βx) where
αx and βx are called rate constants (s−1); x∞ (Vm) is steady-state voltage
dependent activation function of x, and τx (Vm) is voltage-dependent time
constant. Furthermore, x∞ (Vm) and τx (Vm) can be calculated as[40]

x∞ (Vm) = 1/{1 + exp[(Vm − ϑx)/σx]} (13.8)

τx (Vm) = xfac {τx/ cosh [(Vm − ϑx) / (2σx)]} (13.9)
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where x∞ (Vm) is steady-state value and is a sigmoidal function with half
activation (or inactivation) at Vm = ϑx and a slope that is proportional to
1/σx; τx (Vm) is time constant and has a bell-shaped curve with maximum
at Vm = ϑx and a half-width determined by σx; and xfac is scaling factor.
Thus, each gating variable is described by only three parameters, which, in
principle, can be measured experimentally.

13.2.2 Preliminary results and model revision

At current understanding, it is not sure of the highly nonlinear neural
impulse initiation component in the response characteristics of nociceptors.
We will first apply a simple model to quantify the neural impulse initiation.
The input is thermal stimulus at the location of nociceptors, and the output
is time history of nerve impulse initiated, from which the frequency can be
derived.

1) Preliminary results
For preliminary study, the standard H-H model is used for the modeling,

which incorporates three kinds of channels, as shown in Figure 13.2(a). The
voltage-gated sodium channels mediate the rapid increase in Na+ conduc-
tance during the initial phase of action potentials, while the voltage-gated
noninactivating potassium channels (delayed rectifiers) are responsible for
the shape of action potentials, as the outward current through these chan-
nels repolarizes the membrane potential. The leak channels contribute to the
resting membrane potential. The model is given as[29]

Cm
dVm
dt

=Ist+gNam
3h (ENa−Vm)+gKn4 (EK−Vm)+gL (EL−Vm) (13.10)

where ENa, EK and EL are the corresponding reversal potentials for sodium,
potassium and leakage current components given by the Nernst equation
(mV), respectively; gNa, gK and gL are the maximal ionic conductance through
sodium, potassium and leakage current components (ms/cm2), respectively.
The various voltage- and time-dependent parameters (m,n, h) are defined as
shown in Equations (13.11) and (13.12), where αx and βx can be calculated
as[29]

αn = −0.01 (Vm + 50)/ {exp [− (Vm + 50) /10]− 1} ,
βn = 0.125 exp [− (V + 60) /80] (13.11)

αm = −0.1 (Vm + 35)/ {exp [− (Vm + 35) /10]− 1} ,
βm = 4 exp [− (Vm + 60) /18] (13.12)
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αh = 0.07 exp [− (Vm + 60) /20] , βh = 1/ {exp [− (Vm + 30) /10] + 1}
(13.13)

At the preliminary stage, only heat-gated ion channels are considered for
the generation of stimulation current Ist. Unfortunately, there is yet no ex-
perimentally obtained quantitative relationship between stimuli and current
available in the literature, and there is no consensus of any standard model
for this. However, it has been shown that the current is exponentially pro-
portional to the stimulus[41], as shown in Figure 2.9(a), so that the following
relation may be assumed:

Ist = Iheat =
[
Ch1 exp

(Tn − Tt)/Tt
Ch2

+ Ch3

]
×H (Tn − Tt) (13.14)

where Ch1, Ch2 and Ch3 are constants, and H (x) is the Heaviside function.
With the current input range in mind, the constants are chosen as Ch1 =
0.382μA/cm2, Ch2 = 0.064μA/cm2, Ch3 = −0.355μA/cm2. The current-
temperature relation predicted from Equation (13.14) is plotted in Figure
13.3.

Figure 13.3 Current-temperature relationship

As for the original H-H model itself, there exists a threshold current for
action potential generation, which varies with the choice of the different pa-
rameters in the model. In order to account for this, a shift current (Ishift) is
added to Equation (13.14) to ensure that action potential is generated when
Tn � Tt while none is generated if Tn < Tt

Ist = Iheat =
[
Ch1 exp

(Tn − Tt)/Tt
Ch2

+ Ch3 + Ishift

]
×H (Tn − Tt) (13.15)

The whole group of governing equations are solved using an explicit
Runge-Kutta formula and the Dormand-Prince pair[42] under MATLAB;
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the parameters given by Hodgkin and Huxley for squid axon[43] are se-
lected: Cm = 1.0μF/cm2, ENa = 55mV, EK = −72mV, gNa = 120ms/cm2,
gK = 36ms/cm2, GL = 0.3ms/cm2, xfac = 1.
The membrane potential and frequency responses under stimuli of differ-

ent nociceptor temperatures (Tn) and of duration of 0.4 seconds are presented
in Figure 13.4(a) and (b). From the figure, it can be seen that the persis-
tent stimulus results in an ongoing firing of action potentials, where both the
frequency and amplitude of generated action potential are governed by the
stimulus’ strength.

Figure 13.4 Influence of nociceptor temperature on (a) membrane potential and

(b) frequency responses in H-H model (by permission of ASME)

The mechanism of action potential generation in the H-H model can
be explained as[29]: application of a noxious stimulus induced a stim-
ulation current (positive), which causes depolarization of the membrane;
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with the rise in membrane potential, the activation of the sodium conduc-
tance increases, which results in the rapid entry of positive ions into the cell;
during the upwards wing in membrane potential the sodium conductance

become inactivate while the potassium conductance becomes activated, which
slows the inward flow of sodium ions and increases the outward flow of potas-
sium ions; an action potential peak is achieved when these two current
are equal, after which the membrane potential rapidly returns toward the
resting level and beyond due to the overpass of the sodium current by the
potassium current; finally the membrane potential recovers back to the
resting potential due to the long time constant of the potassium conductance
in this voltage region.

The frequency increases nonlinearly with increasing stimulation intensity
[see Figure 13.4(b)]: from 50Hz at Tn = 43◦C to 105Hz at Tn = 55◦C.
However, when compared with experimental observations of nociceptors in
mouse glabrous skin, as shown in Figure 13.5(a) and (b), this variation of
frequency with stimulus intensity predicted by the preliminary model dif-
fers in two major respects. The first one is that the minimum nerve im-
pulse frequency predicted by the model is much larger than the afferent units
as observed in experiments[44∼47]. For example, Figure 13.5(b) gives a fre-
quency range of 0∼8Hz when the heat stimulus is in the range of 35∼51◦C,
which is much smaller than the model prediction in Figure 13.4. Meyer &

Figure 13.5 Experimental observations of the responses of C nociceptors in

mouse glabrous skin to heat stimuli[27] (a): responses of a single C nociceptor

evoked by heat stimuli of 43◦C, 45◦C, and 51◦C (response threshold to heat was

43◦C) (b) the relationship between the mean discharge rate and the same

stimulus temperatures (by permission of the American Physiological Society)
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Campell[45] also found that under a skin surface stimulus of 53◦C, the max-
imum discharging frequency of CMH nociceptors is about 10Hz while AMH
has a max value of 20Hz. Similar results have also been obtained elsewhere
for other sensory terminals, which are found to fire at a rate much slower
than the Hodgkin-Huxley equations, even down to 1Hz or 2Hz[43,48,49]. It is
therefore necessary to decrease the rate of the channel kinetics. The second
major discrepancy is that the firing frequency jumps discontinuously to a
nonzero value rather than rising continuously at the threshold temperature,
as can be seen from Figure 13.4(b): when Tn < Tth, there is no repetitive
response, while at higher intensities, the nociceptor suddenly begins firing a
train of impulses at a relatively high rate (50Hz). However, this phenomenon
has not been observed in nociceptors, as shown in Figure 13.5(b).

2) Model revision

Several methods can be adopted to solve the problems associated with the
preliminary model. The first one is to change the rates of existing channels in
the H-H equations themselves. When the rate of channel kinetics is decreased
by decreasing the rates, a very high membrane resistance in the threshold
range is produced and thus a lower firing frequency can be achieved[25,50,51].
However, modifying the rates alone does not change the fundamental nature
of channel kinetics. The qualitative form of simulated frequency responses
with different rates are very similar to that with the original equations[25],
while frequency in the lower range becomes extremely sensitive to stimulus
intensity[50]. There are several other potential ways for solving the problems
with the original H-H model and we adopt the following two in this study.

(1) Consideration of temperature influence

Temperature is one of the most important factors which regulate neuronal
activities[52,53]. Several membrane properties have been found to be tem-
perature dependent[54,55], such as generation threshold[56∼59], resting mem-
brane potential, membrane resistance (input impedance)[60,61], gating kinet-
ics of ion channels[29,62,63], and hence the generation[64,65] and the shape and
amplitude[66,67] of action potentials. For example, as the temperature is in-
creased, it was found that the duration of action potential is reduced and its
amplitude decreased[67]. However, the original H-H model was developed as
approximations of experimental results measured at temperature of 6.3◦C. In
order to consider the temperature effect, the following revisions are adopted.

Temperature corrections of rate constants

In order to consider temperature effect on the gating factor of activation
speed of ionic channel, Equation (13.7) in the H-H model can be adjusted by
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adding a temperature coefficient CTx, given as

dx
dt
= CTx

x∞ (Vm)− x

τx (Vm)
(13.16)

The temperature coefficient CTx depends on the difference of actual tem-
perature T and laboratory temperature T0, defined as

CTx = (Qx)
(T−T0)/10 (13.17)

where Qx is a special constant that gives the acceleration in membrane
behaviour when the temperature is increased by 10◦C. Hodgkin & Huxley
found Q10 = 3 to be an adequate coefficient for squid membranes with
T0 = 6.3◦C[29]. In this study, T0 = 32◦C is chosen as the reference tem-
perature, since it coincides with the lower temperature limits in most neu-
rophysiological experiments[40] and lies within the reasonable physiological
range of human body.

Temperature corrections of maximum conductances
The maximum conductances should also be considered as temperature

dependent, especially in the simulation of processes near the threshold re-
gion of stimulation[59,60,67,68]. Different formats of correcting factor have
been suggested[60,68]. Hodgkin et al.[68] suggested a correction factor of
Q
(T−6.3)/10
x , where Qx was found to be in the range of 1 ∼ 1.5 for giant

axon[68]. According to Moore’s experiments[60], Fitzhugh[59] suggested an-
other factor, C1 [1 + C2 (T − 6.3)], for temperature induced changes in ionic
conductances, where C1 = 4 is the ratio between the ionic conductances of
axon at 6.3◦C and the values used by Hodgkin and Huxley, while C2 = 0.061
is the changing rate of conductance with temperature.

In this study, with reference temperature of 32◦C, the format suggested
by Hodgkin et al[68] is adopted

CTx2 = Q(T−32)/10
x (13.18)

Temperature corrections of reversal membrane potential
The reversal membrane potentials of ion channels are determined with

the Nernst equation, which is temperature dependent. The temperature-
dependent reversal membrane potential VNa and VK can be calculated as[35]

VNa = 103 × R (T + 273.15)
F

ln ([Na]e / [Na]i) (13.19)

VK = 103 × R (T + 273.15)
F

ln ([K]e / [K]i) (13.20)
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where [K]e and [K]i are external and internal concentration of potassium
ions; [Na]e and [Na]i are external and internal concentration of sodium ions,
and they are given as [K]e = 20mM1), [K]i = 400mM, [Na]e = 440mM
and [K]i = 50mM respectively[69]; F = 9.6485 × 104C/mol is the Faraday
constant; R = 8.314J/(mol·K) is the universal gas constant. The normal
condition is set as T = 32◦C, VNa = 57.19mV and VK = −78.78mV. The
reversal potential of EL = −63.79mV is obtained by adjusting EL so that the
–60mV equilibrium membrane potential is achieved.

For a preliminary modeling, Equations (13.17)∼(13.20) are adopted with
Qx = 3 for Equation (13.17) and Qx = 1.5 for Equation (13.18). However,
in the stimulus range Tn = 43 ∼ 55◦C, no action potential generation can be
achieved. This phenomenon is known as “heat block” or “temperature block”,
as observed in experiments[66,70∼72]. It is mainly due to the comparatively
large values of Qx in Equations (13.17) and (13.18), which are derived from
experimental data of squid axon. For mammalian nerves, it has been found
that Qx is comparatively smaller, for example Q10 = 1.3 was assumed for the
maximum conductances of thermal receptor[36]. In view of these, Qx = 1.2 is
chosen for both Equations (13.17) and (13.18). The results are presented in
Figure 13.6(a) and (b). The rise of temperature causes a fastened time course
and lower amplitudes of generated action potentials. However, compared with
Figure 13.5, a firing frequency jump to a nonzero value still exists. This can
be solved by the addition of new ion channels, as illustrated below.

(2) Addition of transient K+ channels
It has been known that neurons in higher organisms have different electro-

physiological properties much more than the squid axon studied by Hodgkin
& Huxley, which has been shown to be mainly due to the large variety of
different ion channels[43,73,74]. The presence of transient K+ channels have
been shown to regulate the discharge patterns of neurons[43,75∼81]. Transient
K+ channels are then added to our model, as schematically shown in Figure
13.2(b). The system can be described mathematically as

Cm
dVm
dt

=Ist + gNam
3h (ENa−Vm) + gKn

4 (EK−Vm) + gL (EL−Vm) + IK2

(13.21)
which with an additional current IK2 for the second potassium channel is
different from Equation (13.10). There are different forms of K+ conduc-
tance. One of the most used was the fast transient K+ current (also called
A-current IA), which has been experimentally observed early in crab[77] and

1) 1mM=0.001mol/L.
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Figure 13.6 Response of (a) membrane potential and (b) frequency response in

H-H model under different stimulus intensities (by permission of ASME)

molluscan neurons[82], and later in a variety of neurons that display repetitive
firing[40,83,84]. Connor & Stevens[85] suggested that the potassium A-current
can be expressed by

IK2 = IA = gAA
3B (VA − Vm) (13.22)

where gA = 47.7ms/cm2, A and B are factors having the same functional
significance as factors m and h of the sodium conductance system, given
as[75]

τA
dA
dt
+A = A∞, A∞ =

{
0.0761

exp [(Vm + 94.22)/31.84]
1 + exp [(Vm + 1.17)/28.93]

}1/3

τA = Afac

{
0.3632 +

1.158
1 + exp [(Vm + 55.96)/20.12]

}
(13.23)
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τB
dB
dt
+B = B∞, B∞ =

{
1

1 + exp [(Vm + 53.3)/14.54]

}4

τB = Bfac

{
1.24 +

2.678
1 + exp [(Vm + 50)/16.027]

}
(13.24)

Due to the additional channel, the -60 mV equilibrium membrane poten-
tial has been achieved by readjusting the reversal potential of leak current
EL. The parameters used for the revised model are: Cm = 2.8μF/cm2,
gNa = 120ms/cm2, gK = 36ms/cm2, GL = 0.3ms/cm2, Afac = Bfac = 7.0,
mfac = hfac = 0.263 and nfac = 2.63.
The membrane potential and frequency responses under stimulus of differ-

ent nociceptor temperatures (Tn) are given in Figure 13.7(a) and (b). Com-
pared with experimental observations of nociceptors, as shown in Figure 13.5,

Figure 13.7 Response of (a) membrane potential and (b) frequency response in

revised H-H model under different stimulus intensities (by permission of ASME)
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it can be seen from Figure 13.7 that a good agreement has been achieved
for both response shape and intensity-response relationship. In particular,
with the revised model, the predicted neural impulse rate is comparable to
that of the actual nociceptors. Exponential growth of response frequency
with increasing stimulus intensity has also been observed in C nociceptors in
monkey skin[46].
The large decrease in response frequency can be explained as the mod-

ified sequence of events (described in H-H model) due to the addition of
transient potassium conductance[40,79]. Immediately following the action po-
tential and after hyperpolarizing potential, as the membrane starts to depo-
larize, A-currents (IA) is activated and an outward potassium current flows
in a direction opposite the applied current, which slows the rate of depolar-
ization on the firsts pike and prolongs the membrane hyperpolarization. This
leads to increased inter-spike intervals and, therefore, serves as a damper on
the generation of action potentials. Shortly afterward, however, the inacti-
vation of IA begins, which allows the membrane to slowly depolarize. For
stronger input pulses, the rise in IA is increasingly by–passed as the mem-
brane potential moves more rapidly through its voltage range of activation.

In summary, by considering the temperature effect and adding transient
K+ channels to the original H-H model, frequency response behaving in a
manner consistent with experimental observation has been achieved. The
application of the revised model is given in the next section through case
study.

It should be noted here that in developing our model, given the limited
knowledge about noxious stimuli-sensitive ion channels and our desire for
simplicity, a simple approximation between the noxious stimuli applied to the
nociceptors and the generator current has been assumed, although it would
be desirable to incorporate the actual noxious stimuli-sensitive ion channels
into the model for compatibility with other models of excitable membranes.
However, the addition of actual ion channels can not be achieved until more
is known about these channels. The H-H model adopted in our model is
original for unmyelinated nerve fiber (axon), while nociceptors are found
both unmyelinated (C fiber) and myelinated (A fiber).

13.3 Model of Transmission

The model of transmission is to simulate the transmission of noxious stim-
ulus triggered neural signals from the skin along the respective fibers to the
spinal cord and brain. Since the intensity of the stimulation is carried through
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firing rate (frequency) of these impulses, the actual shape, amplitude and
duration of the single spike are not taken into account. The time for this
transmission (tt) will be obtained according to the conduction velocity and
corresponding nerve length.

The model of transmission is to simulate the transmission of noxious stim-
ulus triggered neural signals from the skin along the respective fibers to the
spinal cord and brain. Since the intensity of the stimulation is carried through
firing rate of these impulses, the actual shape, amplitude and duration of the
single spike are not taken into account. The time for this transmission (tt)
will be obtained according to the conduction velocity and corresponding nerve
length.

13.3.1 Nerve length (Ln)

Since at present study, skin is considered under only very small size ther-
mal loading, or only localized stimuli, all fibers connected with the skin noci-
ceptors can be postulated to have the same length. Here a length of 1 m was
chosen, which is about the distance between a finger and the spinal cord[86].

Ln = 1m (13.25)

13.3.2 Conduction velocity (vc)

The conduction velocity (vc) is found to be directly related to fiber diam-
eter (D)[87]. Here a linear relationship is assumed between vc and D, given
as

vc = vcN = cdD (13.26)

where vcN is the conduction velocity under normal condition; D is the diam-
eter of the nerve fibre; cd is the coefficient between diameter and velocity.

In addition to fiber diameter, temperature has also found to influence
the nerve conduction velocity. For example, cold has been found to reduce
the conduction velocity and the rate of reduction of conduction velocity is
identical for slow and fast fibers[88,89].

vc = vcT = cTvcN (13.27)

where vcT is the velocity when the fibre is in a environment of temperature
T ; cT is the influence factor of temperature on conduction velocity. cT is
given by Paintal[88,89], which was obtained from data in the cat. Here it is
assumed that the resulting rules were also applicable to human peripheral
nerves.
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13.3.3 Transmission time (tt)

When the nerve length and conduction velocity are known, the time la-
tency can then be calculated with the following equations:

tt = Ln/vc (13.28)

In cold environment

tt =
Lco

vc (1− xco/100)
+
Lf − Lco

vc
(13.29)

13.4 Model of Modulation and Perception

When the signal is transmitted to the dorsal horn of the spinal cord and
brain, where the signal is modulated and perceived as pain sensation. Gate
control theory (GCT)[90] is used here to describe the modulation and percep-
tion process of skin thermal pain.

13.4.1 GCT

A number of theories have been proposed to explain the neural mecha-
nisms associated with pain[91], among which the gate control theory, pro-
posed by Melzack & Wall in 1965[90], was more successful than previous ones
in explaining some features of pain process. It was the turning point in
pain research and the basis for many of the advances in the understanding
of pain. Figure 13.8(a) shows the schematics of the original version of the
theory. In general, it is the small (C,Aδ) fibers that carry information about
noxious stimuli and the role of the large (Aβ) fibers is to carry information
about less intense mechanical stimuli. As the signal from the C,Aδ fibers is
routed through substantia gelatinosa (SG) to central transmission (T) cells
and onwards, the double inhibition (indicated by the minus signs) actually
strengthens the signal. The signal from the Aβ fibers, however, is diminished
in strength when routed through SG.

The gate control system is described as follows:
(1) When there is no stimulus, the small activity of the small fibers tends

to keep the gate somewhat open and the very small activity of the large fibers
is not enough to close it.

(2) When a small stimulus is applied to the skin, the activity of the large
fibers gets relatively more increase although both types of fibers get more
active, which tends to close the gate and results in passing through of a
smaller proportion of the barrage.

(3) When the stimulus is strengthened, the activity of the small and the
large fibers gets equal increase, which doesn’t change the gate.
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Figure 13.8 The schematic of the gate control theory: (a) basic schematic of the

gate-control theory (b) that used in the mathematical model of pain

(by permission of Elsevier)

(4) When the stimulus is maintained for a period of time, the natural
adaptation of the L cells makes them less active, which causes the gate to
open further.

(5) When the stimulus is still maintained but the L cells are kept active
through (vibration), the gate tends to close.

13.4.2 Mathematical model

The GCT, as shown in Figure 13.8(b), has been used to extrapolate the
relevant features and translated into a mathematical model by Britton &
Skevington[4,10∼12]. It was then subjected to four simulations for verifica-
tion: simulation consisting of constant small fibre input with variable
large fibre input, which was to ascertain the inhibitory effect of the large
fibre input, as evidence for this had been anecdotal due to the difficulty in
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obtaining experimentally independent stimulation of large and small fibres;
simulation involving small fibre input only, which was to establish that

as the small fibre input is increased the Tcell output also increases at a rate
“slightly greater than linear”; simulation involving the phenomenon of
wind-up[92], which occurs following repeated stimulation of C fibres resulting
in a progressive increase in the T-cell response; simulation of ramp-off,
which occurs when the peripheral stimulus is removed causing a pulse of
pain[93].

The mathematical description of GCT is given as

τiV̇i = − (Vi − Vi0) + gli (xl) + gmi (xm) (13.30)

τeV̇e = − (Ve − Ve0) + gse (xs, Ve) (13.31)

τtV̇t = − (Vt − Vt0)+ gst (xs)+ glt (xl)+ get (xe)− git (xi)− gmt (xm) (13.32)

τmV̇m = − (Vm − Vm0) + gtm (xt) (13.33)

where subscripts i, e, t and m stand for inhibitory SG cell, excitory SG cell,
T-cell and midbrain, respectively; τt is the time constant, Vt is membrane
potential; Vt0 is initial membrane potential; xt is the firing frequency; xl
and xs are signals (frequency) from large and small fibres, respectively; the
functions gtm represent the effects of the inputs (t) to a cell (m) on its steady
state slow potential.

The firing frequency xt at which the cell fires is a function of its slow
potential, so that xt = f (Vt), given as

f (Vm) = [K(Vm − Vthr)/(−Vm0)]H (Vm − Vthr) (13.34)

where H is the usual Heaviside function; K is a constant; Vthr is the firing
threshold potential (taken as –55 mV). The output from the T-cell is taken
to be in direct relation to the pain experience, such that if the T-cell exceeds
its firing threshold (Vt � −55mV) then the noxious signal is transmitted to
the next relay point. If the noxious signals reach the cortex then they are
perceived as pain.

With the parameters given by Britton & Skevington [4,10∼12], Equations
(13.30)∼(13.33) can be rewritten as:

0.7V̇i = − (Vi + 70) + 60 tanh (θlixl) + 40 tanh [fm (Vm)] (13.35)

0.7V̇e = − (Ve + 70) + 40 tanh (θsexs) {1 + 3 tanh [4fe (Ve)]} (13.36)
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0.7V̇t =− (Vt + 70) + 40 tanh [(1− θse)xs] + 40 tanh [(1− θli)xl]

+ 40 tanh [fe (Ve)]− 40 tanh [fi (Vi)]− 40 tanh [fm (Vm)] (13.37)

0.7V̇m = − (Vm + 70) + 40 tanh [ft (Vt)] (13.38)

where tanh [4fe (Ve)] is the Nmethyl-D-aspartate (NMDA) component of the
equation. The NMDA receptor has been argued to be responsible for phe-
nomena in pain sensation such as wind-up, where the response of a neuron
increases progressively as the neuron is repeatedly stimulated. θli and θse are
the proportions of the inputs that pass through interneurons in the SG and
correspondingly (1 − θli) and (1 − θse) are the proportions passing through
to the T-cell.

Whilst the model produced expected results in line with the literature,
certain assumptions were made in order to simplify the model. The as-
sumptions used are[4,10∼12]: the cell potentials in the model are the slow
potentials, or moving time-averages of membrane potentials at the soma, and
the firing frequency of a particular cell is assumed to be a function of its slow
potential; any long term effects such as plasticity are neglected; each
T-cell is simulated by one C or Aδ and one Aβ nerve fibre from the skin (with
frequencies xs and xl respectively) and one inhibitory and one excitatory SG
cell; the potentials Vk depend on the frequencies of impulses arriving at
their dendrites from various sources, and on the dendrites and synaptic junc-
tions themselves, whose properties we shall assume to be constant over the
time scales; the system is linear; the cells don’t fire until their potential
reaches some threshold, and that above this threshold the firing frequency is
an increasing function of slow potential; the function must also saturate.

13.5 Results and Discussion

13.5.1 Description of problem

In this section, a case study of skin heating with constant surface tem-
perature is carried out to illustrate the applicability of the developed holistic
thermal pain model. The skin is initially kept at constant temperature. At
t = 0, its surface initially at normal temperature is suddenly taken into con-
tact with a hot source of constant temperature Ts for 5 s (i.e., the surface
temperature is instantaneously raised to Ts). The depth of nociceptor is
assumed to vary in the range of 25μm � zn � 200μm. With the skin thermo-
mechanical model introduced earlier, the temperature history of nociceptor
is obtained first, which is then used as the input for the neural model. The
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nociceptors are assumed to be C fibres with conduction velocity of 1m/s.
The skin is divided into four layers with different properties: stratum

corneum, epidermis, dermis and subcutaneous fat. Blood perfusion is only
considered in the dermis layer while metabolic heat generation is considered
in all four layers. The relevant parameters used for both heat transfer and
thermal stress analyses are summarized in Table 6.1 and Table 6.4.

13.5.2 Influence of nociceptor depth

Nociceptors located at four different depths (zn = 25μm, 50μm, 100μm,
200μm) are considered with stimulus Ts = 55◦C. With the skin thermo-
mechanical model, the temperature history of nociceptor is first obtained,
as given in Figure 13.9(a), which is then used as the input of the pain
model. The corresponding neural responses and pain level are shown in
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Figure 13.9 Influence of nociceptor location on transduction: (a) temperature

(b) membrane voltage variation (c) frequency response (d) pain level

(by permission of Elsevier)

Figure 13.9(b)∼(d). From Figure 13.9(a), it can be seen that temperature at
the location of nociceptor increases nearly exponentially with heating, tend-
ing eventually to a constant value with time. The temperature at nociceptor
located closer to skin surface is much larger, e.g. at t = 5s the temperature at
zn = 25μm is almost 5◦C higher at zn = 200μm. The variation of membrane
voltage with time is plotted in Figure 13.9(b). The generation frequency of
action potential spikes increases with time and, similar to that of tempera-
ture, it tends to a constant value. At the same time the frequency increases
as the nociceptor depth is reduced, which can be better seen from frequency
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history shown in Figure 13.9(c). It has been shown that the pain level is de-
cided by signal frequency: Torebjork et al.[94] observed a linear relationship
between the mean responses of CMHs recorded in awake humans and the
median ratings of pain. Therefore, it can be seen from our results that the
pain level, as shown in Figure 13.9(d), is higher if the nociceptor is located
closer to the surface of skin under the same stimulus intensity. This may
be used to explain why different pain thresholds were obtained by different
studies for the same stimulus[15,16].

It should be noted here that there is a clear latency about 1 s as shown
in Figure 13.9(d) due to the transmission. Similar results have also been
experimentally observed. For example, Campbell & LaMotte[95] found that,
the median time to detection of temperature stimuli ranging from 39 to 51◦C
was in the range of 0.7∼1.1s for the finger tip and 0.4∼1.1s for the arm.

13.5.3 Influence of stimulus intensity

Naturally, it is expected that the magnitude of skin surface tempera-
ture has a great effect on pain. Figure 13.10(a)∼(c) plot the temperature,
membrane voltage variation, frequency responses and as functions of time
for selected values of skin surface temperature, with the nociceptor fixed at
zn = 50μm. The nociceptor temperature increases much quicker under higher
surface heating temperature, with the temperature difference between Tn al-
most equal to that of Ts for t > 1s [see Figure 13.10(a)]. This temperature
difference is better shown in plots of spikes densities, as can be seen from
Figure 13.10(b) and (c).

The stimulus intensity–pain level relation is shown in Figure 13.11 in near
threshold range. It can found that there is a nearly linear relation in the tem-
perature range studied. Similar results have been observed in literature. For
example, LaMotte & Campbell[46] found that heat pain increases monotoni-
cally with stimulus intensities between 40◦C and 50◦C and Torebjork et al.[94]

observed a linear relationship between mean responses of CMHs recorded in
awake humans and median ratings of pain over the temperature range of
39∼51◦C. It was also shown that the intensity of cold pain is linearly corre-
lated with that of a cold stimulus[96∼100]. For example, Georgopoulos[97,98]

found that the stimulus-response functions were approximately linear, with
mean slopes of power functions of 1.15 while Simone & Kajander[101] obtained
a slope of 1.07.



398 Chapter 13 Skin Thermal Pain Modeling

Figure 13.10 Influence of stimulus intensity on nociceptor transduction:
(a) temperature (b) membrane voltage variation (c) frequency response

(by permission of Elsevier)
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Figure 13.11 Stimulus intensity-pain level relation (by permission of Elsevier)

13.5.4 Role of thermal stress and thermal damage

To examine the rule of thermal stress and thermal damage, currents due
to the opening of chemical-gated (Ichem) and mechanical-gated (Imech) ion
channels are added to the stimulation current (Ist). The result obtained
with this current (Ist = Iheat + Ichem + Imech) are then compared with that
considering only Iheat. Since no experimental data are available, a simple
linear relationship between generated currents and stimuli has been assumed
for both Ichem and Imech, given as

Ichem = Cc (Deg) (13.39)

Imech = Cm(σn − σt)/σt (13.40)

where Cc = Cm = 20μA/cm2 is assumed.
The skin is initially kept at constant temperature. At t = 0, the skin

surface initially at normal temperature is suddenly taken into contact with a
hot source of constant temperature Ts = 55◦C (i.e., the surface temperature
is instantaneously raised to 55◦C); after contacting for 5s, the hot source is
removed and the skin is cooled by natural convection of environmental air
[Te = 25◦C, h = 7W/(m2 ·K)] for 5s. The nociceptors are assumed to be
located at a depth of 50μm.

The thermomechanical responses of skin tissue are plotted as functions
of time in Figure 13.12(a)∼(c), while the comparison between neural re-
sponses of the nociceptor and pain level with and without considering Ichem
and Imech are given in Figure 13.13(a)∼(c). It can be seen from these re-
sults that, during heating the pain level (frequency) increases continually,
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Figure 13.12 Thermo-mechanical responses at location of nociceptor:

(a) temperature (b) thermal damage degree (c) thermal stress

(by permission of Elsevier)
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Figure 13.13 Role of thermal stress and thermal damage: (a) membrane voltage

variation (b) frequency response (c) pain level (by permission of Elsevier)
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peaking at about t = 5s. Although heating is stopped at t = 5s, there
is still generation of action potential for both cases since temperature at the
nociceptor location is still higher than the threshold [see Figure 13.12(a)]. For
the model without considering Ichem and Imech, after the peak, the pain level
decreases quickly due to the decrease of temperature and, at about t = 7s,
the generation of action potential stops due to the decrease of Tn below
the threshold. In comparison, the pain level obtained from the model with
Ichem and Imech included is still high despite of the ending of heating; even
during the heating process, the model predicts a higher frequency than that
predicted from the model considering Iheat alone. This is mainly attributed
to the thermal damage (Ichem), since the thermal stress is smaller than the
mechanical threshold of nociceptor [see Figure 13.12(c)] so that Imech = 0.
Thermal damage has been accumulated in skin tissue during heating, which is
an irreversible process. Thus the thermal damage will cause the cells to break
down and release a number of tissue byproducts and mediators that keep the
chemically-gated ion channels fully opened. This explains why people still
feel pain even when a noxious heat source has been removed from our skin,
a common phenomenon called hyperpathia.

13.5.5 Role of non-Fourier thermal behaviour

1) Description of the problem
The skin is initially kept at constant temperature. At t = 0, its surface

initially at normal temperature is suddenly taken into contact with a hot
source of constant temperature Ts = 60◦C (i.e., the surface temperature
is instantaneously raised to Ts); after contacting for 5s, the hot source is
removed and the skin is cooled by cold water (Ts = 15◦C) for 10s. The depth
of nociceptor is assumed to be znoci = 50μm, which is in the reasonable range
of experimental measurement[15,16]. Using the skin bioheat transfer model,
the temperature history of the nociceptor is obtained first, which is then used
as input for the neural model.

2) Thermal behaviour
The temperature distributions at the end of heating (t = 5s) and cooling

(t = 15s) along skin depth, as predicted by using different bioheat transfer
models, are shown in Figure 13.14. As a whole, the temperature decreases
along skin depth during heating and increases during cooling, except for that
of thermal wave model at t = 15s. As shown in Figure 13.14, the thermal
relaxation time τq tends to induce an abrupt step in the temperature (i.e.,
a wave-front is introduced), which separates the heated surface area from
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the unheated inner area. It is noticed that a sudden temperature drop for
heating or a step for cooling at the skin surface occurs with the DPL model.

Figure 13.14 Comparison of predictions of temperature distribution along skin

depth from different models: (a) at t=5s (b) at t=15s (by permission of Elsevier)

(PBHTE: Pennes model; TWMBT: thermal wave model; DPL: dual-phase lag model)

3) Comparison of the thermal-neural responses
Comparison between the thermal-neural responses of nociceptors pre-

dicted with different models is presented in Figure 13.15(a) for temperature,
in Figure 13.15(b) for membrane voltage variation, and in Figure 13.15(c)
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for frequency response. From Figure 13.15(a), it can be seen that the no-
ciceptor temperature increases nearly exponentially during heating, tending
eventually to a constant value with time. With the thermal wave model, the
tissue temperature inside the body is undisturbed during the initial stage of
heating before jumping instantaneously, which may be viewed as the wave
front emerging from the finite propagation of thermal wave or the existence
of relaxation time τq. The unchanged tissue temperature during the initial
stage may be attributed to the non-thermally consumption related biological
activities[102]. The predictions from the DPL model differ from those of both
Pennes model and thermal wave model. Unlike the thermal wave model, no
wave behaviour is observed in the DPL models as expected, but a non-Fourier
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Figure 13.15 Comparison of predictions of the thermal-neural response of

nociceptors from different models: (a) temperature, (b) membrane voltage

variation, and (c) frequency response (by permission of Elsevier)

diffusion-like behaviour exists due to the second thermal relaxation time τT
whose effect is to weaken the thermal wave, thereby destroying the sharp
wave front.

The large differences amongst the predicted temperatures from different
models can cause significant deviations in membrane voltage variation and
frequency response of nociceptors, as can be seen from Figure 13.15(b) and
(c). For the results predicted from both the Pennes model and the thermal
wave model, the generation frequency of action potential spikes increases
with time and, similar to temperature, it tends to a constant value. Note
that there is a clear latency (about 0.6 s) for neural response predicted by the
thermal wave model, as shown in Figure 13.15(b) and (c). Similar results have
also been experimentally observed[95]. This means that non-Fourier thermal
behaviour may play a role in the latency phenomenon, which has previously
been attributed to signal transmission along nerve fibers[103]. However, with
the DPL model, only two action potentials can be observed. This can be
explained by the corresponding temperature as shown in Figure 13.15(a),
where the nociceptor temperature is less than the threshold (43◦C) during
most of the heating period. It has been established that pain level is decided
by signal frequency[94]. Therefore, it can be seen from our results that, for
the same heating condition, both the Pennes model and the thermal wave
model predict relatively high levels of pain (frequency), and there is little
pain predicted from the DPL model.
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4) Effect of thermal relaxation time
To investigate the effect of τq and τT on the thermal-neural response of

nociceptors, calculations with different values of thermal relaxation time have
been performed with the DPL model. The results are presented in Figure
13.16(a) for temperature, in Figure 13.16(b) for membrane voltage variation,
and in Figure 13.16(c) for frequency response. As can be seen from Figure
13.16(a), no obvious wave-fronts are found in all the cases studied: the sharp
wave-fronts due to τq are smoothed by the promoting conduction of τT, and
the effect is more noticeable with increasing values of τT. This is attributable
to the stronger dissipation from the mixed derivative term (τTk∇2∂T/∂t)
due to the existence of τT, as shown in Equation (13.9), which leads to the
non-Fourier diffusion-like conduction.
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Figure 13.16 Effect of τT and τq on the predictions of thermal-neural response of

nociceptors from DPL model: (a) temperature, (b) membrane voltage variation,

and (c) frequency response (by permission of Elsevier)

From the membrane voltage variation and frequency response shown in
Figure 13.16(b) and (c), it can be seen that, with τT fixed at 1s, the latency
of neural response increases with increasing τq: when τq = 1s, the time for
the generation of the first action potential is t ≈ 0.5s, which delays to t ≈ 0.8s
when τq = 10s. This suggests that it is τq, rather than τT, that dominates
the wave-like behaviour of the thermal-neural response of nociceptors in skin
tissue.

13.6 Summary

In summary, this chapter presented the result of skin thermal pain mod-
eling. A holistic mathematical model for quantifying skin thermal pain has
been developed, by using the thermomechanical models developed in Chap-
ter 6 and considering the current biophysical and neurological mechanisms
of pain sensation, where the concepts of bioengineering are coupled with es-
tablished methods in neuroscience, and the biological behaviour of skin is
re-casted in engineering systems parlance. The model development has been
made consistent with the known morphology and physiology of skin tissue.
The model is composed of three interconnected parts: peripheral modulation
of noxious stimuli, which converts the energy from a noxious thermal stimu-
lus into electrical energy via nerve impulses; transmission, which transports
these neural signals from the site of transduction in the skin to the spinal
cord and brain; and modulation and perception in the spinal cord and brain.
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It has been demonstrated that the model is capable of capturing the essen-
tial properties of experimentally measured frequency responses. With this
model, the intensity of thermal pain can be predicted directly in terms of the
character of the noxious stimuli: as a corollary, for a given thermal treatment
profile, a given medical procedure can be determined how painful (or not) it
becomes. The mechanism of skin thermal pain can be better understood and
some features of pain sensation can be explained, such as hyperpathia.
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Figure 2.1 Structure of human skin

Figure 2.2 Macromolecular components of skin



Figure 2.3 Molecular/fibrillar configuration of Type I collagen

Figure 2.8 Sweat gland in skin



Figure 2.9 Histological section of free nerve endings in skin[28]

(by permission of Nature Publishing Group)

Figure 3.1 Vessel configurations of vascular models: (a) unidirectional vessel

configuration; (b) countercurrent vessel configuration; (c) large/small/large vessel

configuration





Figure 6.3 Different holding methods

Figure 9.4 Mesh of the skin model in Figure 9.3 (by permission of Elsevier)



Figure 9.19 Optical properties of different skin layers (by permission of Elsevier)

Figure 10.2 Loading subsystem of the hydrothermal tensile testing system:

user-defined loading, such as isometric tension tests and isotonic tension tests, can

be achieved through the pulley system



Figure 10.3 Practical implementation of Figure 10.1

Figure 11.1 Skin thermal pain pathway: stimulus (hot/cold) → skin (the energy

of thermal stimulus is converted into electrical energy via nerve impulses) →
spinal cord & brain (the signals are transmitted to the dorsal horn of the spinal

cord and brain, where they are modulated and perceived as pain sensation)

(by permission of Elsevier)



Figure 11.4 Schematic of nociceptor transduction: if the thermal stimulus

surpasses the thermal threshold of nociceptors [points in (a)[51]], the heat current

will be induced due to the opening of the corresponding ion channels in (b), and

the action potential is triggered; the thermal stress and thermal-damage-induced

release of some chemical mediators may also open corresponding mechanically-

and chemically-gated channels in (c) if it is larger than the mechanical threshold

(by permission of Nature Publishing Group)

Figure 13.1 Schematic of the holistic skin thermal pain model

(by permission of Elsevier)
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